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1 1 94 mum-AGENT SYSTEMS

no mouse pad is needed (see Fig. 2]. An optical sensor

captures images of the work surface at a rate of 1,500
images per second, and a digital signal processor {DSP)
translates changes between the images into on-screen

movements. This technique, called image correlation

processing, results in smooth, precise pointer move-
ment. The mouse features a glowing red underside and

tail light, a scrolling and zooming wheel, and two
customizable buttons on its left side which facilitate

Internet (q.v.) navigation and other routine tasks.

Bibliogoghy
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Edwin D. Reilly

MULTI-AGENT SYSTEMS

_--For. articles on related 'subjects'see ARTIFICIAL INTELLIGENCE;
. DISTRlBU'I'ED SYSTEMS; EXPERT SYSTEMS; and HEURISTIC.

Matti-agent systems are computational systems in

which several artificial “agents", which are programs,
interact or work together over a communications net-

work to perform some set of tasks jointly or to satisfy
some set of goals. These systems may consist of

homogeneous or heterogeneous agents. Examples of
agents would be ones for detecting and diagnosing

network problems Occurring on a segment of a local

area network: for scheduling the activities of a group
of machines in a workcell on a factory floor; or for

locating agents that are selling a specific product and

deciding on what price to pay. Agents may be
characterized by whether they are benevolent (coop-
erative) or self-mterested. Cooperative agents work
toward achieving a set of shared goals, whereas self-

interested agents have distinct goals but may still

interact to further their own goals. For example, in a

manufacturing setting, where agents are responsible
for scheduling different aspects of the manufacturing

process, agents in the same manufacturing company
would behave in a cooperative way, while agents rep-
resenting two separate companies, where one com-

pany was outsourcing part of its manufacturing process
to the other company, would behave in a self~interested
way. Agents often need to be send-autonomous and

highly adaptive clue to their "open" operating environ-

ments, where the configuration and capabilities of

other agents and network resources change dynami-

cally. Agent autonomy relates to an agent's ability to
make its own decisions about what activities to do,
when to do them, and to whom information should be

communicated. Scientific research and practice in this

area, which is also called Distributed Artificial Intelli—

gence (DAD, focuses on the development of computa-

tional principles and models for constructing, describe
ing, and analyzing the patterns of interaction and
coordination in both large and small agent societies.

Mum-agent systems provide apotentia] model for com-
puting in the twenty-first century, in which networks of

interacting, real-time, intelligent agents integrate the
work of people and machines, and in which the effec-

tiveness of computational agents in large distributed

systems is improved by exploiting the efficiencies of
organized behavior. Application domains in which

multi-agent system technology is appropriate typically
have a naturally spatial, functional, or temporal de-
composition ofknowledge and expertise among agents.

By structuring such applications as a multi-agent

system rather than as a single agent, the system will
have some or all of the following advantages:

0 Speed-up clue to concurrent processing;

0 Less communication required because processing
is located nearer the source of information;

0 More reliability because of the absence of a single
point of failure;

0 Real-time (qua) responsiveness due to processing,
sensing, and effecting being collocated;

O Easier system deveIOpment due to the modularity

produced by dividing the program into agents.

Domains which have used a multi—agent approach

include: distributed situation assessment (e.g. network
diagnosis, information gathering, and monitoring on

the Internet): distributed resource scheduling and

planning (e.g. factory scheduling, network manage-
ment); and distributed expert systems (e.g. concurrent

engineering). A multi-agent approach is also useful in
applications in which agents represent the interests of

different organizational entities (for example, in elec-

tronic commerce {q.v.) where agents representing the

interests of diiferent buyers and sellers negotiate over
an acceptable price for delivery of goods or services).

Other emerging uses of multi-agent systems are in
layered systems architectures, in which agents at dif—

ferent layers need to coordinate their decisions (e.g. to
achieve appmpriate configurations of resources and

computational processing} and in the design of resilient

systems in which agents dynamically reorganize to

respond to changes in resource availability, software
and hardware malfunction, and intrusions. In general.
multi—agent systems provide a framework in which

both the distribution of processing and information in

an application and the complexities that come from
issues of scale can be handled in a natural way.
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Agents in such systems need to interact because they
are solving subproblems that are interdependent,

either through contention for resources or through

relationships among the subproblems. This need for
interaction may require them to cooperate extensively

during problem—solving based on reasoning about

subproblem interdependencies, the agents' current
state of problem-solving, and the status of network

resources. Such agent interactions are exemplified in
a recently developed commercial multi-agent system

for restoring service in an electricity transportation

grid. This application has agents for fault detection,
fault isolation and diagnosis, and network recon-

figuration. Consider the example of two expert agents
in this system perforating dilferent forms of fault diag~

nosis. Each of these agents, operating concurrently,

uses very different algorithms to do its diagnosis and
the information that they use is not identical. Both can

make mistakes, but generally will not make the same

mistake. They interact by exchanging partial results to
focus their local diagnostic search processes tawards

promising areas of the grid where the fault probably
originated, and away from unpromising ones. They
also exchange final results to increase the confidence

in the eventual diagnosis that they agree to. Thus, by

working together, they not only produce a solution in
which they have more confidence, but they also

accomplish the task quicker. '

Mule—agent systems must be designed to enable an

agent to modify its problem-solving activity in response

to the emerging state of the group problemsolving
effort. Agents must be flexible, as they work with in-

formation of varying degrees of completeness and

accuracy, and use resources of varying capabilities.
For example, in the multi~agent system described

above the agents doing the diagnosis should be able
to work in a standalone manner, but also be able to

take advantage of information from the other diag

nostic agent if and when it arrives. In other words,
hard-coded assumptions about information and

resources are typically avoided. This flexibility requires

agent autonomy and is in direct contrast to the less
autonomous characteristics of agents in usual distrib-

uted processing applications.

The design, implementation, and assessment of multi-

agent systems raises many specific issues. The major

conceptual problem that researchers face in dealing
with these issues is the possibility that the information

an agent is using to make its decisions is incomplete,
out~of-date or inconsistent with that of other agents.

Obtaining all the appropriate non-local information is

often not practical due to:

1. Limited communication bandwidth (gun) and com-

putational capabilities which make it infeasible to

MULTl—AGENT SYSTEMS ‘l 1 9.5

transfer, package, and assimilate pertinent infor-
mation in a timely manner.

2. The heterogeneity of agents, which makes it diffi-
cult to share information and the possibility that

compefitive agents, out of self-interest, are not will-
ing to share certain information.

3. The dynamic character of the environment due to

changing problems, agents, and resources, and the
inability to Preclict with certainty the outcome of
agents’ actions.

In order to deal with this uncertainty in problem-
solving and coordination decisions, a number of formal

and heuristic techniques have been developed. These

techniques are oriented towards achieving effective,
though not necessarily optimal, agent problem-solving
and interaction. while limiting the computational and

communication requirements. These include: group

problem-solving strategies that can reach acceptable
solutions even though an individual agent's local
information may be incorrect or incomplete; coordina-

tion strategies that enable groups of agents to solve

problems effectively through decisions about which

' agents should perform specific tasks and when, and to
whom they should communicate the results of task
execution; negotiation mechanisms that serve to

bring a collection of agents to an acceptable state; and

protocols (q.v.) by which agents may communicate
and reason about interagent communications. Where

formal techniques have been used, they have gen-
erally been based on game-theoretic ideas, market

mechanisms, or logical formalisms, while heuristic

approaches have their roots in knowledge-based AI
search, planning and scheduling mechanisms. A recent

trend is the use ofmachine learning (q.v.} to acquire the
information necessary to implement these approaches.

The use of multi—agent systems technology is still in its

infancy. There are only a handful of commercial appli-
cations ‘to date. However, given the great interest in the
field, the emerging multi-agent application develop-

ment infrastructures, and the next generation of

sophisticated network applications beginning to take

shape, We may expect the impact of multi-agent

systems on computer science to increase significantly
during the next decade.
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