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Description
FIELD OF THE INVENTION

[0001] Thisinvention generally relates tomethods and
apparatus for dental imaging and more particularly re-
lates to an intra-oral camera apparatus that includes ca-
pabilities for caries detection as well as for shade match-

ing.
BACKGROUND OF THE INVENTION

[0002] Digitalimaging has been adaptedto serve den-
tistry for both diagnostic and cosmetic purposes. For ex-
ample, there have been a number of dental imaging sys-
tems developed for diagnosis of dental caries in its var-
ious stages, capable of assisting in this diagnostic task
without the use of x-rays or other ionizing radiation. One
methed that has been commercialized employs fluores-
cence, caused when teeth are illuminated with high in-
tensity blue light. This technique, termed Light-Induced
Fluorescence (LIF), operates on the principle that sound,
healthy tooth tissue yields a higher intensity of fluores-
cence under excitation from some wavelengths than
does de-mineralized tooth tissue that has been damaged
by caries infection. The strong correlation between min-
eral loss and loss of fluorescence for blue light excitation
is then used to identify and assess catious areas of the
tooth. A different relationship has been found for red light
excitation, a region of the spectrum for which bacteria
and bacterial by-products in carious regions absorb and
fluoresce more pronouncedly than do healthy areas. Uti-
lizing this behavior, U.S. Patent No. 4,290,433 entitled
"Method and Apparatus for Detecting the Presence of
Caries in Teeth Using Visible Luminescence” to Alfano
discloses a method to detect caries by comparing the
excited luminescence in two wavelengths. The use of
fluorescence effects for caries detection is also described
in U.S. Patent No. 6,231,338 entitled "Method and Ap-
paratus for the Detection of Carious Activity of a Carious
Lesion in a Tooth" to de Josselin de Jong et al.

[0003] Reflectance characteristics of visible light have
also been used for oral caries diagnosis. For example,
U.S. Patent No. 4,479,499 entitled "Method and Appa-
ratus for Detectingthe Presence of Caries in Teeth Using
Visible Light" to Alfano describes a method to detect car-
ies by comparing the intensity of the light scattered at
two differentwavelengths. Commonly assigned U.S. Pat-
ent Application Publication 2007/0099148, previously
mentioned, desctribes an improved method for caries de-
tection that combines both flucrescence and reflectance
effects.

[0004] Amongcommercialized products for diagnostic
dental imaging using fluorescence behavior is the QLF
Clinical System from Inspektor Research Systems BV,
Amsterdam, The Netherlands, described in U.S. Patent
6,231,338. Using a different approach, the Diagnodent
Laser Caries Detection Aid from KaVo Dental GmbH,
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Biberach, Germany, describedin U.S. Patent 6,024,562,
detects caries activity monitoring the intensity of fluores-
cence of bacterial by-products under illumination from
red light. Othercommercial products, such asthe DIFOTI
system from Electro-Optical Sciences, Irvington, NY, de-
scribed in U.S. Patent 6,672,868, use transmission of
light through the tooth structure for diagnostic imaging.

[0005] Diagnostic imaging methods have been devel-
oped for use with hand-held devices. For example, U.S.
Patent Application Publication 2005/0003323, entitled
"Diagnostic Imaging Apparatus” by Naoki Katsuda et al.
describes a complex hand-held imaging apparatus suit-
able for medical or dental applications, using fluores-
cence and reflectance imaging. The’3323 Katsuda et al.
disclosure shows an apparatus that receives the reflec-
tion light from the diagnostic object and/or the fluores-
cence of the diagnostic object with different light irradia-
tion. However, with such an approach, any unwanted
specular reflection produces false positive results in re-
flectance imaging. Moreover, with the various illumina-
tion embodiments disclosed, the illumination directed to-
ward a tooth or other diagnostic object is not uniform,
since the light source is in close proximity to the diagnoes-
tic object.

[0006] Cosmetic dentistry has also taken advantage
of digital imaging capability to some extent, primarily for
shade-matching in tooth restoration or replacement.
There have been numerous solutions proposed for pro-
viding some form of automated shade matching to assist
the dentist. A few examples are given in U.S. Patents
No. 6,132,210 and 6,305,933, both entitled "Tooth Shade
Analyzer System and Methods" both to Lehmann; and
in U.S. Patent Application Publication No. 2005/0074718
entitled "Tooth Shade Scan System and Method" to Gra-
ham et al. Apparatus solutions for cosmetic imaging are
outlined, for example, in International Publication No.
W02005/080929 entitled "Equipment and Method for
Measuring Dental Shade” by Inglese and in U.S. Patent
No. 4,881, 811 entitled "Remote Color Measurement De-
vice" to O’Brien. Commercialized hand-held products di-
rected to shade matching include the ShadeScan™ sys-
tem from Cynovad, Montreal, CA, described in Cynovad
brochure 1019 of February 2002; and the Shade-Rite™
Dental Vision System from X-Rite Inc., Grandville, MI,
described in U.S. Patent 7,030,986. Notably, hand-held
shade-matching systems are not designed for ease of
access to any but the front teeth Conventional shade-
matching techniques can match tooth color acceptably,
but may not provide enough data for providing a substi-
tute tooth that appears real and exhibits some amount
of translucence. This is largely because conventional
cosmetic imaging systems are directed primarily to color
matching, but provide insufficient information on tooth
translucency and surface texture. For cosmetic systems
that measure translucency, little or no attention is paid
to uniformity of illumination. This results in an uneven
distribution of light and reduces the overall accuracy of
the system for measuring tooth translucency.
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[0007] In spite of the growing range of imaging devices
that is now available to the dental practitioner for diag-
nostic and cosmetic purposes, there is still room for im-
provement. Diagnostic imaging apparatus and shade-
matching systems are still separate pieces of equipment,
each system having its own requirements for system op-
tics. To a large extent, this is the result of their different
functions, affecting numerous components from illumi-
nation, light shaping, and imaging subsystems. For ex-
ample, the illumination requirements for diagnostic im-
aging, largely using fluorescence effects, differ signifi-
cantly from those of cosmetic imaging, which largely em-
ploys reflective light. Specular reflection can be undesir-
able for both diagnostic and cosmetic imaging, but must
be compensated in different ways for each type of imag-
ing. Image sensing, the use of polarization and spectral
content, and other features further differentiate diagnos-
tic from cosmetic systems. Thus, it would be advanta-
geous to provide an intra-oral camera that could be used
for both diagnostic and cosmetic functions.

SUMMARY OF THE INVENTION

[0008] An object of the present invention is to provide
improved apparatus and methods for dental imaging.
With this object in mind, the present invention provides
an apparatus for obtaining an image of atooth comprising
at least one image sensor disposed along an optical axis;
at least one broadband illumination apparatus for reflect-
ance imaging; a narrow-band ultraviolet illumination ap-
paratus for fluorescence imaging; one or more polariza-
tion elements disposed along the optical axis to eliminate
specularreflection; afilter disposed along the optical axis
to block narrow-band ultraviolet light; and a switch for
selecting one of the operation modes of reflectance and
fluorescence imaging.

[0009] An embodiment of the method of the invention
is useful for obtaining images of a tooth for cosmetic im-
aging and comprises steps of directing light fromthe light
source to tooth for obtaining a monochromatic image for
translucency measurement; directing polarized visible
light from one or more color light sources to the tooth for
obtaining a polarized color reflectance image; calibrating
the illumination uniformity and tooth shape; calculating a
tooth shade for tooth restoration according to the images
obtained; displaying a simulated image of the tooth using
the calculated shade information; obtaining customer
feedback on the displayed image; and sending or saving
the tooth shade information.

[0010] A feature of the present invention is that it uti-
lizes a common optical system for both diagnostic and
cosmeticimaging. An advantage of the presentinvention
is that it provides a single imaging instrument for a range
of dental applications.

[0011] These and other objects, features, and advan-
tages of the present invention will become apparent to
those skilled in the art upon a reading of the following
detailed description when taken in conjunction with the
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drawings wherein there is shown and described an illus-
trative embodiment of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] While the specification concludes with claims
particularly pointing out and distinctly claimingthe subject
matter of the present invention, it is believed that the in-
vention will be better understood from the following de-
scription when taken in conjunction with the accompany-
ing drawings, wherein:

Figure 1 is a schematic block diagram of an imaging
apparatus for caries detection and shade matching
according to one embodiment;

Figure 2 is a schematic block diagram of an imaging
probe for diagnostic and cosmetic imaging;

Figures 3ato 3d show example schematic diagrams
for different arrangements of components suitable
for use as an illumination apparatus in embodiments
of the present invention;

Figure 4 is a schematic block diagram of an imaging
probe configured for diagnostic imaging;

Figure 5 shows, in a front view taken along line 5-5
of Figure 4, one arrangementformultiple illumination
apparatus used in the embodiment shown in Figure
4.

Figure 6 shows an alternate embodiment of the im-
aging probe that employs a fold mirror for improved
access to tooth surfaces;

Figure 7 shows another alternate embodiment of the
diagnostic mode optical path using a polarization
beamsplitter;

Figures 8a and 8b show two configurationsfora color
sequential illumination method;

Figures 9a and 9b show two embodiments of an at-
tachment for capture of transmitted light;

Figure 10 shows an arrangement of probe 100 with
two sensors;

Figure 11 shows an arrangement of probe 100 with
three sensors;

Figure 12 shows an arrangement of probe 100 with
three sensing regions;

Figure 13 shows a point-based method for measur-
ing tooth translucency;

Figure 14 is a logic flow diagram showing how the
imaging apparatus of the present invention can be
operated in either diagnostic or cosmetic modes;
Figure 15 is a logic flow diagram that shows how
processor logic uses the translucency and color data
obtainedin the process of Figure 14 to provide shade
matching; and

Figure 16 shows an alternative arrangement of light
sources suitable for use in the apparatus of the in-
vention.
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DETAILED DESCRIPTION OF THE INVENTION

[0013] The method and apparatus of the present in-
vention combine both diagnostic and cosmetic functions
to provide a versatile intra-oral imaging system for use
by dental practitioners. As noted earlier in the back-
ground section, there are significant differences in re-
quirements between diagnostic and cosmetic imaging,
including different light source and optical system re-
quirements, appropriate compensation for specular re-
flection, and different image processing. Moreover, cos-
meticimagingitselfis complexand can involve morethan
merely shade matching. In addition to matching color,
accurate cosmetic imaging also requires that additional
information on more subtle tooth features be obtained,
including translucency, surface texture, gloss, and other
characteristics.

[0014] Commonly assigned U.S. Patent Application
Publication No. 2007/0099148, previously mentioned
and incorporated herein by reference, describes a diag-
nostic imaging approach that combines both fluores-
cence and reflectance effects in order to provide Fluo-
rescence Imaging with Reflectance Enhancement
(FIRE). Advantageously, FIRE detection can be accurate
at an earlier stage of caries infection than has been ex-
hibited using existing fluorescence approaches that
measure fluorescence alone. The apparatus and meth-
ods of the present invention further expand upon the use
of FIRE imaging, as described in detail in the 9148 ap-
plication, in order to provide the added advantages of
cosmetic imaging when using a single intra-oral camera.
[00156] The schematic block diagram of Figure 1 shows
basic components of an imaging apparatus 150 for both
diagnostic and cosmetic intra-oral imaging in one em-
bodiment. Animaging probe 100 is usedto obtain images
from atooth 20, either for diagnostic or cosmetic purpos-
es. A control logic processor 140 communicates with
probe 100to obtain the image dataandprovidesthe proc-
essed image on a display 142.

[0016] Imaging apparatus 150 can operate in either of
two modes: a diagnostic mode or a cosmetic imaging
mode. Subsequent embodiments give examples show-
ing how operationin either orboth modes can be obtained
using a suitable configuration of probe 100 and adapting
the illumination, data collection, imaging processing, and
data recording and display functions accordingly.
[0017] The schematic diagram of Figure 2 shows an
embodiment of imaging probe 100 that can be used for
both diagnostic and cosmetic imaging purposes. Probe
100 has a handle 32 and aprobe extension40. Acommon
optical axis O applies for both diagnostic and cosmetic
image capture. lllumination for any type of image is pro-
vided from one or more of illumination apparatus 12a,
12b, 12¢, or 12d, which include light sources and beam
shaping optical elements. An optional attachment 30 pro-
vides illumination for translucency measurement. Probe
100 also includes a mode switch 36 which is used to
select either of the operating modes: diagnostic or cos-
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metic. Animaging assembly 34 contains the imagingsen-
sor and its supporting optical components, as described
subsequently.

[0018] Each of illumination apparatus 12a-12d may
have both light source and beam shaping optics. Each
illumination apparatus could have its own light source,
or a single light source could serve for multiple illumina-
tion apparatus 12a-12d, provided with an appropriate
spectral selection filter for each illumination apparatus,
for example. The light source could be a solid-state light
source, such as a light emitting diode (LED) or laser, or
could be a broadband light source such as xenon arc
lamp or other type of light source.

[0019] Figures 3a to 3d show example schematic dia-
grams for different arrangements of components that
could be used for illumination apparatus 12a-12d in em-
bodiments of the present invention. Each of these con-
figurations has a light source 21. Beam-shaping optical
elements 22, such as beam-shaping components 223,
22b, or 22¢ condition and shape the light for uniform il-
lumination on the tooth surface. If the beam profile from
the light source is uniform enough for illumination on the
tooth surface, nobeam shaping optics are needed. Beam
shaping component 22a of Figure 3a is a diffuser. Beam
shaping component 22b of Figure 3b is a spherical or
aspherical optical element. Beam shaping component
22c of Figure 3c is a light pipe. Figure 3d shows a con-
figuration using a number of these different components
in combination within an illumination apparatus. Other
beam shaping components that are part of illumination
apparatus 12a- 12d can include light guiding or light dis-
tributing structures such as an optical fiber or aliquid light
guide, forexample (not shown). The light level is typically
a few milliwatts in intensity, but can be more or less, de-
pending on the light shaping and sensing components
used.

[0020] Each illumination apparatus 12a -12d can be
arranged in a number of ways, as shown in detail sub-
sequently. Light source 21 for each illumination appara-
tus emits light with appropriate wavelengths for each dif-
ferent imaging mode. In one embodiment, for example,
lightsource 21 inillumination apparatus 12a emits broad-
band visible light (400nm - 700nm) for polarized reflect-
ance imaging, or a combination from light sources with
different spectrum, such as acombination of Red, Green
and Blue light emitting diodes (LEDs). Light source 21 in
illumination apparatus 12b emits narrow band ultraviolet
(UV) light (375nm - 425nm) to excite tooth fluorescence.
Light source 21 inillumination apparatus 12c emits Near-
Infrared (NIR) light for translucency measurement. Light
source 21 in illumination apparatus 12d emits blue light
or UV for tooth surface texture measurement. The light
used in the illumination apparatus 12a can be also ob-
tained from other sources, such as a daylight simulator.

Diagnostic Imaging Mode

[0021] The schematic diagrams of Figures 4 and 5
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show probe 100 as configured for diagnostic imaging.
Probe 100 has a handle 32 and a probe extension 40
that is designed for insertion into the mouth for both im-
aging modes. lllumination apparatus 12a, with the coop-
eration of polarizer 42a, which is placed in front of the
illumination apparatus 12a, provides uniform polarized
white light illumination on the tooth surface for polarized
reflectance imaging. lllumination apparatus 12b directs
UV light toward tooth 20 through a bandpass filter 46 to
excite fluoresecence in the tooth. Bandpass filter 46 is an
option and is helpful for improving spectral purity of illu-
mination from the light source in illumination apparatus
12b.

[0022] Light reflected from tooth 20 passes through a
central opening among the illumination apparatus and
through an analyzer 44. One or more lenses 66 then di-
rect reflected light through a spectral filter 56. Spectral
filter 56 has a long pass that captures fluorescence data
over a range of suitable wavelengths and blocks the ex-
citation light from the light source. In order to obtain a
true color reflectance image, the cut-off wavelength of
the spectral filter 56 is selected so that it can block the
excitation light from illumination apparatus 12b, but not
block the blue portion of the light from illumination appa-
ratus 12a. The fluorescence image that has been ob-
tained from tooth 20 can have a relative broad spectral
distribution in the visible range, with light emitted that is
outside the wavelength range of the light used for exci-
tation. The fluorescence emission is typically between
about 450 nm and 600 nm, while generally peaking in
the green region, roughly from around 510 nm to about
550 nm. A sensor 68 obtains the fluorescence image,
typically using the green color plane. However, other
ranges of the visible spectrum could also be used in other
embodiments. When taking fluorescence image, analyz-
er 44 can be moved out of the optical axis O if necessary
to increase the fluorescence signal. Referring back to
Figure 1, this image data can then be transmitted back
to control logic processor 140 for processing and display.
[0023] Still referring to Figures 4 and 5, polarized re-
flectance image data is also obtained using many of the
same components. An illumination apparatus 12a directs
visible light, such as awhite light or other broadband light,
through a polarizer 42a, and toward tooth 20. Analyzer
44, whose transmission axis is oriented orthogonally with
respect to the transmission axis of polarizer 42, rejects
light from specular reflection and transmits light used to
form the reflectance image onto sensor 68. Filter 56 may
be removed out of the optical axis O or replaced with
another filter element as needed.

[0024] Sensor 68 may be any of a number of types of
imaging sensing component, such as a complementary
metal-oxide-semiconductor (CMOS) or charge-coupled
device (CCD) sensor. Light sources used in illumination
apparatus 12a and 12b can be lasers or other solid-state
sources, such as combinations using one or more light
emitting diodes (LEDs). Alternately, abroadband source,
such as a xenon lamp having a supporting color filter for

10

15

20

25

30

35

40

45

50

55

passing the desired wavelengths, could be used.
[0025] Figure 5 shows one arrangement for multiple
illumination apparatus used in the embodiment shown in
Figure 4. As Figure 4 showed, probe 100 has multiple
illumination apparatus 12a, 12b, 12c, and 12d. lllumina-
tion apparatus that have the same light spectrum are
arranged to be symmetric to the optical axis of the imag-
ing optics for a uniform illumination.

[0026] The imaging optics, represented as lens 66 in
Figure 4, could include any suitable arrangement of op-
tical components, with possible configurations ranging
from a single lens component to a multi-element lens.
Clear imaging of the tooth surface, which is not flat but
can have areas that are both smoothly contoured and
highly ridged, requires that imaging optics have sufficient
depth of field. Preferably, for optimal resolution, the im-
aging optics provides an image size that is suited to the
aspect ratio of sensor 68.

[0027] Camera controls are suitably adjusted for ob-
taining eachtype of diagnostic image. Forexample, when
capturingthe fluorescence image, itis necessary to make
appropriate exposure adjustments for gain, shutter
speed, and aperture, since thisimage may notbe intense.
When sensor 68 is a color sensor, color filtering can be
performed by color filter arrays (CFA) on the camera im-
age sensor. That is, a single exposure can capture both
back-scattered reflectance and fluorescence images. In
one embodiment, the reflectance image is captured in
the blue color plane; simultaneously, the fluorescence
image is captured in the green color plane.

[0028] Image processing by imaging apparatus 150
(Figure 1) combines the reflectance and fluorescence
images in order to obtain a contrast-enhanced image
showing caries regions, as is described in the '9148
Wong et al. application. Various methods can be used
forprocessing, combining, and displaying the images ob-
tained.

[0029] Figure 6 shows an alternate embodiment of
probe 100 that employs a fold mirror 18 for improved
access totooth 20 surfaces. This fold mirror is necessary
in order to access the buccal surface of the molars and
the occlusal and lingual surface of all teeth. Figure 7
shows another alternate embodiment of the diagnostic
mode optical path using a polarization beamsplitter 38.
An illumination apparatus 14 provides light of one polar-
ization directed through a beam shaping optical element
14a from a light source 14b, which is reflected from po-
larization beamsplitter 38 and directed toward tooth 20.
Beam shaping optical element 14a shapes the light from
an illumination apparatus 14 to provide uniform illumina-
tion on the tooth surface. Reflected light of the opposite
polarization state is then transmitted through polarization
beamsplitter 38 toward sensor 68. This arrangement re-
moves specular reflected light from other scattered light,
so that the returned light includes a high proportion of
reflectance light from caries sites. Using the arrangement
of Figure 7, illumination apparatus 14 can be selected
from a number of configurations, such as a combination
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of the light sources with different wavelengths or a single
light source with spectrum selection filter. The light
source 14b can also be outside of the handheld probe
and the light delivered to the beam shaping optical ele-
ment 14athrough an optical fiber or other light guide such
as a liquid light guide. One advantage of this embodiment
is that illumination apparatus 14 can be easily changed
to meet different applications. For example, illumination
apparatus 14 can be changed to provide a daylight sim-
ulator for dental shade matching in cosmetic imaging
mode, as is described subseguently.

Cosmetic Imaging Mode

[0030] When switched to cosmetic imaging mode,
probe 100 operates under a different set of requirements.
In this mode the illumination sources and optical path are
suitably configured for the types of measurement that are
of particular interest for cosmetic imaging. This includes
the following:

(i) Color shade measurement;
(i) Translucency measurement; and
(iii) Surface texture or gloss measurement.

[0031] In embodiments of the current invention, color
shade measurement can be obtained using a number of
approaches. In one approach, illumination is provided
from polarized Red (R), Green (G), and Blue (B) light
sources, sequentially. The resulting R, G, B images are
then captured in sequence. The tooth shade can be cal-
culated from the RGB images that are obtained. In an
alternate approach, a polarized white light source is used
as source illumination. The color shade of the tooth is
then calculated from data in RGB planes of the white light
image.

[0032] In one conventional method, unpolarized light
is used in tooth shade measurement. One problem with
unpolarized light illumination relates to specular reflec-
tion. The light from specular reflection has the same spec-
trum as the illumination light source and doesn’t contain
colorinformation for the tooth. Additionally, very little sur-
face informationis obtained when specular reflection pre-
dominates and saturates the sensor.

[0033] By using polarized light illumination and spec-
ular reflection removal, embodiments of the present in-
vention overcomethis limitation and obtain scatteredlight
fromthe enamel and dentin. This scattered light contains
the true base color of the tooth.

[0034] Referring to Figures 4 and 5, when probe 100
of the present invention is used to measure tooth color,
a broadband light source in illumination apparatus 12a
is turned on. The broadband light from illumination ap-
paratus 12a passes polarizer 42a and illuminates the
tooth surface. Of allthe light reflected back from the tooth,
only the light having orthogonal polarization passes
through analyzer44 and reaches sensor 68. Tooth shade
information is calculated from the R, G, and B plane data
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of sensor 68.

[0035] Because sensor and filter performance are im-
perfect, there is some amount of cross talk between each
color plane when broadband illumination is used. An al-
ternative solution fortooth colormeasurementis to obtain
3 separate images sequentially, each image separately
illuminated using light of red, green, and blue spectra
separately. These images can then be combined to pro-
duce more accurate tooth shade information. One dis-
advantage of this method is that it may require additional
image processing in orderto alignthe three differentcolor
images since they are taken at different time.

[0036] Figures 8a and 8b show two configurations for
a color sequential illumination method. The first config-
uration of Figure 8a comprises three light sources 21
such as red, green and blue LEDs, and one beam shap-
ing optical element 22, which can be one ofbeam shaping
elements 22a, 22b, or 22¢, previously described or some
combination of these elements. Thesethree light sources
can be switched either simultaneously or sequentially in
order to obtain each of the composite Red, Green, and
Blue images separately. The second configuration of Fig-
ure 3b comprises a broadband light source 21, spectrum
selection filter 23 and beam shaping optical element 22.
While using this configuration, the spectrum selection fil-
ter 23 is rotated to change the illumination spectrum in
order to obtain Red, Green and Blue images. Lightsource
21 and spectrum selection filter 23 of this embodiment
can be built in or provided outside of probe 100. Illumi-
nation from these color sources could be directed to
probe 100 by optical fiber or liquid light guide. This type
of arrangement allows a wide selection of light sources,
without the constraints imposed by size and weight lim-
itations for probe 100.

[0037] The translucency of a tooth can be determined
by measuring the reflectance light returned fromthe tooth
or, alternately, the light transmitted through the tooth. The
translucency can be used as a coordinate of the meas-
urement point in one dimension of the shade space ded-
icatedto this parameter. It can also be used for correction
of at least one other coordinate of the measurement point
in another dimension.

[0038] To use the reflectance light to determine tooth
translucency, specular reflection must be removed either
by changing the illumination angle, or by using polarized
light illumination. One advantage of embodiments of the
present invention using polarized light illumination re-
lates to the light captured by the sensor and scattered in
enamel and dentin. If unpolarized light is used, specular
light reflected from the tooth surface and from the super-
ficial layer of the enamel is much more pronounced than
is the light returned from enamel and dentin. This can
lead to inaccurate translucency data.

[0039] Theoretically, with the uniform illumination and
ideal enamel, the tooth is more translucent if the light
level of the polarized light, reflected from the tooth sur-
face, and captured by the sensor 68, is lower. However,
there are several factors that can affect the light level of
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the polarized light captured by the sensor 68. These fac-
tors include, for example, the thickness of the enamel,
the local tooth defect, fillings, and local absorption.
Therefore, calibration is an important process for trans-
lucency measurement. Also, in order to determine the
translucency of the tooth from reflected light, calibration
is necessary to correct the illumination non-uniformity
and tooth shape factor. With calibration, one or more im-
ages captured for tooth color shade measurement, as
discussed in a previous paragraph, can be processed to
determine the tooth translucency. In one preferred em-
bodiment, Near-Infrared (NIR) light is used for tooth
translucency measurement since the scattering is weak-
er inside the tooth for light with longer wavelengths. In
particular, the measurements taken in infrared light can
be used for the correction of one coordinate of the meas-
urement point in a dimension corresponding to the red
shades. lllumination apparatus 12c and polarizer 42¢ in
Figures 4 and & provide NIR light for translucency meas-
urement.

[0040] When transmitted light is used to determine
tooth translucency, the tooth is illuminated from the side
opposite the image sensor. The illumination is not nec-
essarily polarized, since there is no specular reflection
intransmission mode. Translucency is determined by the
light level transmitted through the tooth. A higher light
level means that the tooth is more translucent.

[0041] Referring to Figures 9a and 9b, two embodi-
ments of attachment 30 are shown. Either embodiment
can be added to imaging probe 100 in order to capture
transmitted light. In both embodiments, light from illumi-
nation apparatus 12a or 12c is delivered to a light output
window 31 of attachment 30 by a light guide element.
The light source, such as LEDs or other solid state light
source, can also be placed directly in the light output
window 31. In the embodiment of Figure 9a, the light
illuminates the tooth at an angle, as indicated by lines
33. In the embodiment of Figure 9b, the light illuminates
the tooth directly. In both embodiments, calibration on
illumination uniformity is necessary when calculating the
translucency from the transmitted light.

[0042] Another parameterofthe tooth capable of being
used as a coordinate of the shade space, or as a correc-
tion parameter, is the tooth’s surface condition. This pa-
rameter is termed the roughness parameter, or texture.
The roughness parameter can be used to establish one
coordinate of the measurement point in one dimension
of the shade space dedicated to this parameter. This can
be determined by illuminating the tooth with light, and
measuring the angular distribution and intensity of the
light reflected from the tooth surface. A smooth tooth sur-
face tends to return a greater amount of specularly re-
flected light. Since the scattering effect is stronger for
light with shorter wavelength, blue or UV light source can
be generally more advantageous fortooth surface texture
or roughness measurement. Since the light reflected by
the tooth surface and superficial enamel layer is more
relevant to surface properties of the tooth, one strategy
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is toilluminate the tooth surface with polarized light, then
to capture light of the same polarization state that is re-
flected from the tooth.

[0043] Again referring to the architecture of probe illu-
mination shown generally in Figure 4 and more particu-
larly in Figure 5, illumination apparatus 12d and polarizer
42d provide polarized lightillumination for surface texture
measurement. The light source in illumination apparatus
12d could be any light source in the spectral range from
UVto NIR. In one preferred embodiment, UV orblue light
is used, since the surface scatter effect is stronger. For
surface roughness measurement, the orientation of po-
larizer 42d is orthogonal to that of other polarizers 42a
and 42c in order to capture the light reflected back from
the tooth surface with the same polarization as the illu-
mination light. Polarizer 42d is not a requirement for sur-
face roughness measurement and could be an option.
Without polarizer 42d, light captured by the sensor is still
polarized since there is an analyzer 44 in the imaging
path. This polarized light contains both specular lightand
scattered light, since the illumination light is unpolarized.
The analyzer 44 could be moved out of the optical axis
too as needed for surface texture measurement.
[0044] As described earlier with reference to Figures
7 and 8, instead of separate light sources, beam shaping
elements, andpolarizers, asingle broadband light source
with one spectrum selection filter and one beam shaping
element can also provide the needed illumination for
color shade, tooth translucency, and surface roughness
measurement.

[0045] lllumination uniformity is useful for determining
both tooth translucency and surface roughness meas-
urement. Any one of the illumination configurations
shown in Figure 3 could generate sufficiently uniform il-
lumination. On the other hand, tooth shape is another
factor which has a significant effect on the light level re-
ceived by the sensor. For example, even with the same
surface quality, the light level reflected back fromthetilted
surface is lower than that of the surface perpendicular
with the optical axis. For these reasons, calibration for
both illumination uniformity and surface shape is very
important in order to obtain accurate measurement on
tooth translucency and surface roughness.

Alternate Embodiments

[0046] Figures 10, 11, and 12 are alternative embod-
iments of probe 100 using more than one sensor. There
are some benefits with more than one sensor, especially
foran apparatus with diagnostic and cosmetic application
modes. In Figure 10, there are two sensors, 68a and 68b.
A polarization beamsplitter 65 divides the light returned
from the tooth into two parts having different polariza-
tions. The light with orthogonal polarization goes to sen-
sor 68a, while the light with the same polarization state
goes to sensor68b. Along pass filter 56 is placed in front
of the sensor 68b to block the excitation light from illumi-
nation apparatus 12b. In diagnostic imaging mode, sen-

0361



13

sor 68b captures a fluorescence image and sensor 68a
capturespolarized white lightimage. In cosmeticimaging
mode, the data from sensor 68b, which has the same
polarization state as the illumination beam, can be used
to determine the surface roughness. The data from sen-
sor 68a is used to calculate the color shade and translu-
cency.

[0047] The embodimentofprobe 100in Figure 11 com-
prises three sensors, one for each color. A beam splitter
element 67 separates the beam into three spectrum
bands: UV to Blue band, Green band and Red to NIR
band. One type of beam splitter element 67 that can be
used is an x-cube that is configured to direct light to three
sensors with different spectrum bands. As in Figure 10,
one long pass filter 56 is required in order to obtain flu-
orescence images without cross talk from the excitation
light. Since there are Red, Green and Blue imaging data
fromthree sensors separately, the calculated colorshade
is more accurate.

[0048] Figure 12 is yet another alternate embodiment
with three sensing regions 69r, 69g, and 69b in one sen-
sor 69. Color filter 58 is placed in front of sensor 69 so
that sensing regions 69r, 89g, and 69b capture the im-
ages in RED, Green and Blue regions. Since sensing
regions 69r, 69g, and 69b are in the same plane, three
separate imaging lenses 66a, 66b, and 66c are neces-
sary.

[0049] Figure 13 shows another point-based method
formeasuringtoothtranslucency and surface roughness.
As shown in this figure, a number of individual points,
shown as A, B, C, D and E, are illuminated with polarized
light. The sensor captures the tooth surface image
formed by the orthogonal polarized light reflected from
these points. The method illustrated in Figure 13 works
asfollows: Afterthe illumination lightreachesthe enamel,
it scatters inside the tooth randomly and exits the tooth
surface from all over the tooth surface. Even when the
tooth is notilluminated over its entire surface, the sensor
can still obtain the tooth image with sufficient scattered
light. This image gives a particularly good characteriza-
tion of tooth properties, such as tooth translucency and
surface roughness. It should be emphasized that Figure
13 only presents a point illumination method. Other illu-
mination methods, such as grid illumination and line illu-
mination, can be applied and can offer similar advantag-
es.

Operation of Imaging Apparatus 150

[0050] Imaging apparatus 150 is designed to obtain
translucency, surface texture, and color shade measure-
ments as well as to obtain images for dental caries de-
tection. Figure 14 is a logic flow diagram showing how
this apparatus can be operated in either mode. Initially,
an operation mode selection 70 is made, such as by ac-
tuating mode switch 36. In diagnostic imaging mode, the
light source inillumination apparatus 12a or 12b isturned
on for tooth examination (step 72). When the operator
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decides to capture the images and pushes the shutter
(or otherwise enters the command to capture the image),
the light sources in illumination apparatus 12a and 12b
are switched on and off sequentially for sensor 68 to cap-
ture the polarized reflectance image and fluorescence
image (step 73). Then the image processing software
processes the images and provides the analyzed data
(step 76). Software suitable for this purpose is disclosed
in commonly assigned, copending U.S. Patent Applica-
tion Serial No. 11/623,804, previously mentioned, the
contents of which are incorporated by reference into this
specification.

[0051] With the selection of cosmetic imaging mode,
the light source in illumination apparatus 12a is turned
on to determine the right teeth for imaging (step 78). To
take images for color shade, translucency and texture
measurement, the light sources in illumination apparatus
12a, 12¢, and 12d (or light source 31) are turned on and
off sequentially (step 80). The final step 82is to calculate,
using image analysis techniques known to those skilled
inthe art, the tooth color shade, translucency, and rough-
ness from the images obtained in step 80.

[0052] The logic flow diagram of Figure 16 shows how
processor logic uses the translucency and color data ob-
tained in the process of Figure 14 to provide shade
matching. After the tooth shade, translucency and sur-
face roughness are calculated (step 82), the image
processing software displays a simulated tooth to the pa-
tient for review (step 84). A patient approval step 86 then
prompts the patient to approve the calculated shade, us-
ingasimulation provided on display 142 (Figure 1). When
approved, the data is sent to a lab or other processing
facility (step 88). If not, the image process software will
modify the simulated image based on the patient’s pref-
erence (step 90), and re-display the modified image to
the patient for approval.

[0053] The invention has been described in detail with
particular reference to certain preferred embodiments
thereof, but it will be understood that variations and mod-
ifications can be effected within the scope of the invention
as described above, and as noted in the appended
claims, by a person of ordinary skill in the art without
departing from the scope of the invention. For example,
various arrangements of light sources in illumination ap-
paratus 12a-d could be used, with various different em-
bodiments employing a camera or other type of image
sensor, such asthe parallel arrays of light sources shown
in Figure 16.

[0054] Thus, what is provided is a dental imaging ap-
paratus that provides, in a single unit, diagnostic imaging
forcaries detection and cosmetic imaging for shade map-

ping.
PARTS LIST
[0055]

12, 12a, 12b, 12¢, 12d. lllumination apparatus
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14. illumination apparatus

14a. Beam shaping optical element
14b. light source

18. Fold mirror

20. Tooth

21. Light source

22. Beam shaping optical element
22a. Diffuser

22b. Beam shaping element

22c¢. Light guide

23. Spectrum selection filter

30. Attachment for translucency measurement
31. Light output window

32. Handle

33. Light lines

34. Imaging assembly

36. Mode switch

38. Polarization beamsplitter

40. Probe extension

42, 42a, 42¢, 42d. Polarizer

44. Analyzer

46. Bandpass filter

56. Long pass spatial fitter

58. Color filter

65. Polarization beamsplitter

66, 66a, 66b, 66¢c. Lens

67. Beamsplitter

68, 68a, 68b, 68c. Sensor

69. Sensor

69r, 69¢g, 69b. Sensor regions

70, 72, 73, 76, 78, 80, 82, 84, 86, 88, 90. Method
steps

100. Imaging probe

140. Control logic processor

142. Display

150. Imaging apparatus

A, B, C, D, E. illumination points
O. Optical axis

FURTHER SUMMARY OF THE INVENTION

[0056]

1. An apparatus for obtaining images of atooth, com-
prising:

a) at least one image sensor disposed along an
optical axis;

b) at least one broadband illumination apparatus
for reflectance imaging;

c) a narrow-band ultraviolet illumination appa-
ratus for fluorescence imaging;

d) one or more polarization elements disposed
along the optical axis to eliminate specular re-
flection;

e) afilter disposed alongthe optical axis to block
narrow-band ultraviolet light; and

f) a switch for selecting one of the operation
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modes of diagnostic imaging using reflectance
and fluorescence imaging, and cosmetic imag-
ing using reflectance imaging.

2. The apparatus of 1, wherein cosmetic imaging fur-
ther uses light transmission through the tooth.

3. The apparatus of 1 further comprising an attach-
ment for illuminating the occlusal or lingual surface
to obtain an image from the transmitted light.

4. The apparatus of 1 wherein the broadband illumi-
nation apparatus comprises at least one light source
with the spectrum from 400nm to 700nm.

6. The apparatus of 1 wherein the broadband illumi-
nation apparatus further comprises one or more
beam shaping elements.

6. The apparatus of 1 wherein the narrow-band ul-
traviolet illumination apparatus comprises at least
one narrow-band ultraviolet light source with the
spectral range of 375nm to 425nm.

7. The apparatus of 1 wherein the narrow-band ul-
traviolet illumination apparatus further comprises a
bandpass filter to clean the spectrum of the narrow-
band ultraviolet light source.

8. The apparatus of 1 wherein the polarization ele-
ment is a polarization beamsplitter.

9. The apparatus of 1 wherein the polarization ele-
ment is a plate polarizer.

10. The apparatus of 1 wherein there are two image
sensors, further comprising a polarization beam
splitterto separate the light with different polarization
states to two sensors.

11. The apparatus of 1 wherein there are two image
sensors, further comprising at least one dichroic mir-
ror to separate the light with different spectral ranges
to at least two sensors.

12. Amethod for obtaining images of a tooth for cos-
metic imaging, comprising:

(a) directing light from a light source to a tooth
for obtaining a monochromatic image for trans-
lucency measurement;

(b) directing polarized visible light from one or
more colorlight sourcesto the toothfor obtaining
a polarized color reflectance image;

(c) calibrating the illumination uniformity and
tooth shape;

(d) calculating atooth shade for tooth restoration
according to the images obtained;
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(e) displaying a simulated image of the tooth us-

ing the calculated shade information;

(f) obtaining customer feedback on the dis-
played image; and

(9) sending or saving the tooth shade informa- 5
tion.

13. The method of 12 further comprising a step to
illuminate the tooth with deep blue or UV light for
obtaining reflectance image fortooth surface texture 70
measurement.

14. The method of 12 wherein the light for obtaining
monochromatic image is delivered to occlusal or lin-
gual surface of the tooth. 15

15. The method of 12 wherein calculating the tooth
shade for tooth restoration includes the tooth shade,
tooth translucency and tooth surface texture.

20
Claims
1. Amethodfor obtainingimages of atooth for cosmetic
imaging, comprising: 25

(a) directing light from a light source to a tooth

for obtaining a monochromatic image for trans-
lucency measurement;

(b) directing polarized visible light from one or 30
more colorlight sources tothe tooth for obtaining

a polarized color reflectance image;

(c) calibrating the illumination uniformity and
tooth shape;

(d) calculating atooth shade fortooth restoration 35
according to the images obtained,;

(e) displaying a simulated image of the tooth us-

ing the calculated shade information;

(f) obtaining customer feedback on the dis-
played image; and 40
(9) sending or saving the tooth shade informa-
tion.

2. The method of claim 1 further comprising a step to
illuminate the tooth with deep blue or UV light for 45
obtaining reflectance image fortooth surface texture
measurement.

3. The method of claim 1 wherein the light for obtaining
monochromatic image is delivered to occlusal orlin- 50
gual surface of the tooth.

4. The method of claim 1 wherein calculating the tooth

shade for tooth restoration includes the tooth shade,
tooth translucency and tooth surface texture. 55
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THREE~-DIMENSTONAL MEASURING DEVICE USED IN THE DENTAL FIELD

The present invention relates to a new secure three~dimensional
meaguring devics through contactless high-precision and wide-
field optical color impression without structured active light

projection, especially for dentistry.

The present invention ensures the structural integrity of the
human body and an accouracy in the range of one micron. It is
applicakle namely in the medical and dental $£ields For intra~

oral picture recordings and assistance in diagnosis.
It includes:

1} a miniaturized three-dimensional reading system using no
active or structured light projection for measuring the

dimensionsg of the object, consisting of

a) one or more CCD-~ or CMOS-type electronic sensors and its

asscciated optical system,

b} eventually one LED or OLED lighting of one or several
wavelengths permitting to diagnose eventual pathologies at the

surface of the teeth or the gums,

¢} one or more accelerometers/gyros/3ID-magnetometers for

agzisting, limiting, even xeplaving one or several sensors.

2} a central unit for converting analogue/digital data and

management data,

3) associated software permitting 30 spatial analysis almost in
rgal time, temporal analysis for analyzing the movements of the
measured objects, colorimetric analysis for analyvzing the color
of these objescts in direct correlation and in real time with the

surfaces measured in 3D providing assistance for the diagnosis

0383



10

i5

30

WO 2013/008097 PCT/IB2012/001777

2

through reflection, global or selective penetration of the

carefully selected LED/OLED light radiation,

4) an YIEM communication *hardware® and "software® set (screen,

kevboard, modem ...}.

Thisz invention permits to solve the fundamental problems the
systems for recording optical 3D impressions are faecing, It
provides real-color and resal-time information for the dentistry.
It measures the object without projecting any structured active
light with an accuracy of at least 10-15 pgm at a field depth of
at least 15 mm and a surface of at least 20 x 30 mm on the teeth

located within 10 mm of the front lens of the camera.

Thexre exist a large varisty of methods for xecording optical
impressions in the mouth or on a model for making prostheses or
a diagnosis. By the term “optical impression® Ffirst introduced
in 1873 by the inventor of this technology., Francois Duret, in
his thesis for the second cycle (DDE) under the title *Optical
Impression® No. 273, the 3D measuving and diagnostic analysis of
the ovral and medical environment by contactless optical means,
in substitution of the traditional impression methods with paste

or probing.

In the demtal field the works by Dr. Duret, described i.a. in a
number of axticles and in his patenks dd. May 9, 1980 (PR
80.10967 oxr US 4,663,720 and 4,742,464}, RApril 14, 1982 (BE
0,091,876 - U8 4,611,288), November 30, 1982 (EP 0110797, ug
5.,092,022), March 27, 1984 (¥R B4.05173), February 13, 1987 (FR
87.0233% or US 4,952,149} or alsc June 26, 1992 (FR 92.08128 or
PCT WO 94/00074) have been sechoed by many authors since the
early 1980s, as ws will see in the various techuologies, which

can be gsummarized as follows.

1} The technigques using the projestion of active or

structured ilight.
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The sinmplest method used by these systems consists in projecting
on the object structured light, which may be a dot, a line, even
& full grid. This light will scan the object and is followed by
one or several COCD or CMOS 2D cameras positionsd at an angle
ranging between 3° and 10° with respest to the axis of the light
projecition. These techniques have been widely kaown for several
decades and aye vexry well described in the article by ¢ Hauslex
and Col. « light sectioning with large depth and  high
resolution » in Appl. Opt. 27 (i988). They have been the object
of numerous developments and are used in particular by the desk-

top scanners in dental laboratories.

3 moye sophisticated nmethod consists in projecting ontoe the
teeth a structured active light in the foxrm of a wvarying-pitch
grid. The most common techuigue for this kind of f£ringe
prejection has baen described £or the first time by M.
Altschuler and Col., under the title *Numerical sterec camera®
SPIE vol 283 3-D (1981) Machine perception, which publication
has been echoed by other authors such ag M Halicua and Cel.
« Automated phase measuring profilométxy of 3D diffuse objects »
in Appl.Opt. 23 {1884). It consists in preojecting a series of
varying-pitch grids. The grid with the wider piteck serves for
providing general infoxmation and the global position of the
lines im =, the f£imnest 1line for refining the accuracy of

reading .

All these works =and inventions have led to many embodiments and
to more than twenbty commercially available syastems (F.Duret, the
dental flicogs No. 63, May 2011, “the greatr adventure of CADCAM ab
IVS in Cologne® 14-26). We will cite for example the systems
using a spot scamnning system {Cera from Cera system, GN1I from GC
and Nikon}, a line scanning system (Titan from DCS, Ekton from
Straumann}, & wvarying-pitceh frame scausning system (Cexrcom from
Pegudent, Digident f£rom Hint-Bls, Everest from Xaveo, Lavascan

from 3M, Zeno from Wielan or Wol-ceram from Wol-dent).
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These systems cannot be used in the mouth because they are too
slow {is ¢to imn). The slightest movement by the patient or the
cperator impedes the full reading and the necsssarxy correlation
of pictures for transforming a 2D cross-gectional display into a
3D image. Purthermore, thers ig no information betwsen the
lines, which wequires a sgexies of readings in different
directions, which further increases the reading time
significantly (up to 4 minutes per tooth for the complete

readings) .

Finally, more recently. ir order to more easily determine the
spatial position of the projected fringes, the chromatic
profilometry technique has been provided, which wuses the
varying-coleor fringes. It has been described aes profilometry by
Cohen Sabban, BV F 2758076 and is the obiject of a marketing

under the name Pro50 (Cynovad - Canada) .

In order to meet the intra-oral reading reguirements, f£aster
gystemg has been provided. The first one has besen maxketed in
France in 1985 under the name of Duret systen {(Vienne - France)
and used the system of profilometric phase in conical projection
as described in the patents (PR 82.08707 or U8 4,611,288}, (FR
82.2034% or US 5.092,022) amd (FR 87.02339% or US 4,982,149} .
Thig techuigue has been adopted with great sucdess by Moermann
and Brandestini in their Patents 4,575,805 and 4,837,732 or in
their bocks dealing with the issue as "Die Cerec Computer
Reconstruction® in 1989, *CAD/CIM in Aesthetic Dentistry® in
1836 or also “"State of the art of CAD/CAM restoration® inm 2008.
This method has been improved gradually as we can sse in the

patent by Jones, T.N. of 19%9 (U.8. 6.409.504).

This is an active and structured light projection technigque in
the form of a frame projected ontc the teeth according to
parallel or coniecal ryadiation with a slight phase shift
{genexrally n/2)} and performing a series of 2D picturse

acquigitions {in 100 ms), the third dimension can be Ffound
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provided the patient and the camera are psrfectly still while
recording the successive pictures, which remains difficult
during a clinical action, the more since the slectro-optical

ocrgans of the camera are mobile.

Other slightly different systems, but which use structured

active projection in the mouth, have been provided:

The simplest one 18 the ®OralMetzix®, which consists 4n
projiscting one single type of grid onto the surface of the
teeth, as described in FR 84.05173),. This is therefore an active
triangulation asgociated with one single projection of
atructured light. One single camsra reads the deformation of the
grid and, by comparison with a stored grid, derives the distance
z from it, the acguisition of six pictures per second associated
with a 2D view of a deformed grid makes the system inaccurate

and ungtable during the picture recording.

The second system is the "direciScan® f£rom the company Hint-FEls
{Usa). It combines the fringe projection and the phase
vorrelation. This method takes place in two steps: projection of
two series of orthogonmal gxrids with different pitches, one after
the othaw, then correlation of the pictures obtained depending
of the pogition of the dots at the level of the pixels of the
CChs. Thisz i sn dmprovement of the profilometrie phase, but the
processing time is about 200 ms, which makes its use wvery

difficult in the mouth. The measures avre often srroneous.

The third system provided is the iTeo system f£rom ds company
Cadent {(US.010%559} based on the principle of the *parallel
confocal image® where many 50 pm laser dJdobs are projected zat
different field depths. This scanning of the target area has the
advantage of haviag one single axis of image recording and re-
recoxrding of images, but takes about 300 ms. The apparatus must
therefore not move during the recording of images. In addition,

gince this technology is complex, the iTeroc gysteéem is
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particularly volumdnous, which limits the recording of images in

the depth of the mouth.

The fourth system has Dbeen pgrovided by G. Hauslerxr {U8
2010.0303341). Several structured light grids of different
orientations ave projectsd onto the arch. This permits to find
the third dimension immediately through correlation betwesn the
firat deformed grid and ths next ones. This method permits to
record only one image, but has the disadvantage of being capable
of measuring only the dots of the deformed grid and not all the

dots of the object itself.

In these methods based on active and structured light
projection, e chtain several 2D images permitting to
reconstruct the analyzed obiject in 3D. These methods are the
more accurate as the proijected light iz fine and calibrated and
a5z the moving organs avre stable over time. Unfortunately, none
of them measures the object itself, but only the deformation of
the projected light, which limits the number of measured dots
and dan hide important areas for the exack reconstruction of the

analyzed 3D surface.

Furthermore, it veyry often vequires the object to be coatsd with
a white layer referred to as coating, or to use special plasters
when a model is measured. Iudeed, the spescular reflection of the
teeth is very sensitive and responds in a wvarying way to the

structured light projected depending on its own ceolor.

This also has a major drawback ax regavds the accuracy of the
measurement. The structured active light, because of its power,
penetrates inte the gsurface layers of the tooth, adding

inaccuracy to the exact determination of the outer surface.

The calibration of these devicas is complex and the mounting is

always very complex and expensive.
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¥inally, since the angle of projection is often different from
the angle of recovery of the image, the shadow effects can lead
to the presence of uncoded shadow areas. which requires many
manipulations. It should alsc be noted that we have no

information bestween the lines.

Some systems have tried to limit the projection of structured
light without xemoving it. To this end, they have associated a
very small projected portion with a conventional 2D sterecscopice
vigion. One uses two idemtical cameras and projects a line or a
target bhaving a varying shape onko the object and moves the
whole while scanning the surface of the obiject. The Ltwo 2D
cameras form a conventional stereoscopic unit, both information
of which are corxelated thanks to the projected target wvisible
in the two pictures. Thisg system is marketed by means of the T~
scan 3 sensor from Steinbichlex Opt. (Neubsuerm - Germany} or by
Unes {Toulouse - France). These methods, which have the same
drawbacks as the methods described above, could never be applied
to dentistry, because they in addition lack precision and, in
particular, they require the projected target to always be
displayed, which remains difficult on highly specular or uniform

surfaces as in the case of the testh.

2) The technigues, which do not use active or sgtructured

light projection.

The first proposal to use a sterecscopic intra-oral system was
made by . Rekow {F. of Dent.Practice Administration : 4 {2} 52~
55 (1$84). In this system, it 4is necessary to make several
acguisitions, with 3 reference fixed on the testh, then to read
these frames by means of a Kodak Bikonix device. This ancestral
method, well known under the name of stereoscopic, has proved
inaccurate and time-consuming for its implementation. This
method was xecently proposed again by Denzen Caoc UZ 2008.0227875%
{Sandy -~ USA} and by Steinbichler Opt. EP 2,166,303 (Neubeuern ~

Germany) without any improvement ovey the system by Rekow, in

0389



WO 2013/008097 PCT/IB2012/001777

b,
Lo

15

30

]

particular the rasolution of the field depth, the determination
of the reference dots and the accuracy, which dis a crucial
problem during the recoxding of intra-oral pictures
corresponding to a close stersocscopic, has not been addressed.
Sauch a system cannot be carried out in the mouth if we want to
aschieve an adouracy of 20 pm at a field depth of 20 mm with the

object placed within 5 mm of the front leuns.

The same vemarks can be made for the systems using the technigue
referred to as "3D from motion® described, for example by C.
Tomasi and Ceol. « Shape and motion from image streams under
Orthography : & factorization Method » dans Int. J. of Computer
Vision $ (2) 18922. This system no longer uses active 1light, as
seen before, but only a passive illuminastion of the areas
measured by a conventional stexsoscopic wvision with twoe cameras
having the same resolution. Unfortumately, under conventional
circumstances ag descoribed by the authors, the corrxelations of
pictures without projected target aund the sbundance of arsas
without coding make the use of this system impossible on the

teeth. It does not solve the problems evoked by Rekow.

This is the reason why recently the system by Active Wavefront
Sempling (AWS), based on the Biris system, marketed by 3N with
his Lava Cos camera has been introduced on the market in 2008
{Rohaly and Co. US Patemt 7,372,642). This system uses a single
view gcanning, thanks to a rotatory disk, a very small portionm
of the object. The diameter of the position of the view in the
focal plane and the mechanical wvarxiation of the focal length
with respect to the optical axis of the mounting permits to know
vthe spatial positdion of the small area messured at a small-fiesld
depth. Unfortunately, the system iz complex and expensive Ffor
its implementation and the very small scanning area reguires the

operatoxr to slowly move over all the arsas to he measured.

Whether they are laboratory systems or intra~oral cameras,

including the one we developed, all these systems do not provide
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the reqgquired gualities to have a guality information in oxdexr to
make prostheses ox diagnoses. A more thorough anzlysis shows
that these cameras have geveral very important drawbacks, in the
very principle of the methods used. These drawbaocks are
unavoldable, becausse they ave related to the choiece of these

methods .,

a) All these gystems, vhether in the wmouth, on the skin or in
the laboratory {on model) use the surfasce scamning by
mechanical, optical or elesctro-optical means. Although this
scanning of fringes or frames iz very £ast, the f£act renmains
that it reguires & movement in the camera iktself, which movement
can cause blurry areag or parasitic movements, which often lead

to the rejection of part of the pictures.

b} This scanning significantly Iimits the already considexrably
reduced ¥field depth in a macroscopivc plisture {of 2 Ffew cubigc

centimeters).

o} the dots of the surface of rthe obilect are not measured, but
the deformation of =& light projection on the surface of this
object iy measured. Thisz Ffirst feature regquires developers to
covaer the teeth with a white layer referred to as Yopating®,
which Jdegrades, in principle, the Bacotual mreasurement of the
object. Thig is in fact often expressed both as inaccuracy and
inconvenience in the use of cameras in the mouth {(Beuttell, ¥

Int.J.Cumputerized Dent. 1998 1:35-33) .,

Basides, this layeyr is often mandatory if we do not want to have
any penetration,. Lthus inacouragy., in measuring the exaot
position of the tooth surface, erystalline organ per excellence

where a sufficient signal-to-noisge vatic ig vreguired,

d} This has led some manufacturers to use radiation, making the
tooth "opague® as de the blue oy UV rays. This is why bthe

present inventor proposad in 1985, presented to the ADF, the use
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of an argon laser. This can be restrictive for the user, even

dangerous, for the patisent,

2} sven more, noet measuring ths obijsct, but the deformation of
the projected light, either a dot, a line, s frame of a varying
shape or a phase of this light, removes =zll possibilities of
baving a perfect match in real time between the color, the color
shade of the object and itz measurement. The only color that we

can bave in real time is the color of the projected light.

£) Thers is no immediate solurion allowing the clinician to
continue his surgical procedure if a conponent fails, which is

crucial during a clinical procedurse.

g} the transition from 3D reading to 2D coler reading, when it
is used for diagnosis, is completely impossible in dentistry,
because we will ryscover only a monochromatie image rvepresenting

the lLight of the fringes.

h} fimally, the technigues o¢f analysis by profilometzy oz
scanning require rxecording multiple pictures of the same spot in
order to be able to extract the third dimemsion. This results
into a risk of distortion of the data between the first picture
and the last pictures, leading to large exrors in correlation
and accuracy. The "movement® has always been an snemy of bhis

type of technology.

Finally, if it is possible to measure & tooth, in most cases a
measurement of the projected light is carried out and not a
measuremant of the object dtgelf. In the case in which we do not
use projected light, we must use complex and expensive
defocuesing systems. This explaing why the proposed cost is
particulariy high. As for the only stereoscopic systems that
have been provided for decades, they have nothing innovative and
are therefore inaccurate, time-comsuming to handle, complex and

very sxpensive to be implemented.
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No simple and above all sscurs solution has been found to mest
the tooth/camera proximity, fast carryiag oub, reguired
accuracy. the measurement of the actual color and field depth on

a guite large surface.

The obijsct of the presgsent invention is o solive the
aforementioned drawbacks by providing a2 new and wvery secure
sterecgcoplie maethod for intra-oral reading conmbining a very
fast, even instantanecus dynamic 3D reading., & measuring at a
field depth correspouding to ithe intended application and the
availability almost in real time of a xeal 3D or 2D colox
display, all this leading to a very accurate digitalizing. a
data storage and transfer withoubt using structured active light

or addition of a *"coating® covering the teeth.

The three-dimensiconal measuring device used in the dental field
according to the invention is aimed at measuriung in the absence
of active or structured light projection, it cowprises means for
capturing images as well as data-processing means for said
images, and it is characterized in that said image-capturing
means are comprised of means designed capable of permitting to
sinultanecusly, or nearly simultaneousliy, capture at least two
images, one of which ig fully or partially included in the other
one, said included image describing a fTield that is narrower
thanz that of the other one, and its acouracy iz greater than

that of the other one.

This invention solves the problems set forth by providing an
adaptable, insxpensive sclution usable im all dental and medical
offices, but alseo as hand-held instrument in dental-prosthesis

labeoratories, in a simplified and patient-friendly form.
In paxticular, it solves the many problsms mentioned above:

1) Through a oW and ceriginal organization of the
traditional dental stereoscopy, we limit the problem of

the blind spots between the two piocture recordings
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corresponding to the difference betwesn the optical axes,
which is crucial for an object close to the front lenses

of the mountiung, as teeth in the mouth always are.

By wuzing an original software arrangement, in case of
failure of one of the gsensors during the clinical
procedure, it is possible to obtain a2 sterecscopic
picture by means of one single sensor, which solution is

simple, inexpensive and little bulky in the mouth.

By eventually adding a 3D accelerometer/gyroscope/
magnetometer, it is possible to accelerate and facilitate
the correlation of ¢the pictures with each othervr,

especially in the event of failure of one of the sensors.

By chooasing different focal 1lines, 1t is possible to
golve the problems of accuracy and speed of nliniecal
optical recording of an dnpression in the mouth. This
alsce permits to combine or separate a general, less
acvurate rwecording on a8 wide fiseld and a fast and
aceurate recoxding on a narrower field depending on the

clinical need.

By chovsing new lenses, in particular the ligquid lenses,
it dis possible to eliminate the conplex mechanical
adjusticg eqguipment, which ensures =z measuring at an
effective field depth in dentistry on objects wvery close
to the measuring system because of the very small intra-

cral space.

By not using measurements of dJdeformabion of structured
active light, we work directly on the actual =surface and
in color of the body images. This psrmits for example to
manually or automatically select certain parts of the
human body, for example to didentify the teeth and gums

separataly.
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Not to be compelled to cover the peasured obiject with

the *coabting”, which is unaccurate and tedious

To have no penetration of measure-vesctor light inside
the teath, thanks to the abandonment of active

structured light projection,

Toe use the color of the read areas, in oxder &o
facilitate the matching o©f homologous dots. which is
crucial in the mouth whexe the surfaces remain regular

and uniform.

To make highly effective and to reduce the reading time
for measuring a corplex surface {full arch) or the
movements of these surfaces {(uppexr arches with respect

to lower arches}.

To enable self-calibration, eliminating any adijustment

over time.

To avoid any blur effect due to *movement® during the

recording of pictures.

For the implemented means, the device is simple as to its

manufacture, which makes it particularly resistant.

Thig alsc permits:

to significantly reduce the manufacturing cost, hence
the sale price, in particnlar from thae democratization
of the electromic cvomponents used, such as CChs, MOS

or LEBDS,

to permit a reduced power supply, which can be provided
by a USB-compatible connection with all types of

computers or just a battery power-supply.,
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-  to have OCMOS or CCD sensors in a predetermined,
immutable and £fixed spatial position with respect to
sach other during wmanufacture, avoiding the nsed to
know the movements of the object or cgameras ({(with
respect to each other), reducing the problem of
digparity to a simple problem of density correiation in

the scatter diagram.

~ Being able to pass from a 30 imsge, spatial analysis,
to a 28 dnage, planar analysis, uzgeful for common
diagnostics dn  dentistry without using software

manipulations.

-~  To have the 3D display on standard 30 screens, which is
not the case without complex processing of the present

intra~oral systems.

The present invention relates to a new thres-dimensional and
temporal measuring device by means of optical color impressions
in the wouth ensuring ity structural dntegrity, namely
applicable in the dental £field for intra-oral recording of
plcturxes, but alse ensuring in these areas an assistance for

dental diagnosias.

In accoxdance with the present *hardware® mounting there ism
provided a “poftware’ method that meests the reguirements of
fastness and accuracy necessary for the specialist in dentistry
and permitting o limit the sterveoscopic vision to one or two

BD[/OTS .«
I iz comprised of:

An mindaturized original astersoscopic system comprised of at

least two sensors, of which:
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one views a wide average-precision f£field and the other
ong a narvower £ield with higher accuracy fully ox

partially inclwded in the previous field.

The wide field permitting a sufficiently large general
recording of images in order to avoid a leong and tedious

scanning of the mouth for the practitioner.

Since some areas are particularly strabtegic and reguire
higher precision, a narvow field is included in the wide
field, which permits to detsct specific information whers
this is necessary, without being obliged to scan the
entire mouth, Thia also permits to better define certain
important homologous spobs £or the correlations between

pictures.

It also permits the fsoftware’ to operate almost in real
time, as this partial ox full inclugion of the small
field 4dn the large field pesrmitsz to very gqguickily f£ind the
pogition of the specific and highly localized area in a

wider space.

It is obvious that these sensora can be multiplied when
one wants te measure larger clinical areas, both at the
level of the large field and at the level of the small

field.

The optical systems associated with the sensors have
different foeal lengths, in order to permit two different
levels of precision. The images received by ths sensors,
gsuch as for example the CChs ox CMOS included in the head
of the camera, are therefore a general image with an
average accuracy, fox example in the range of 20 pm and a
complementary image with more information and a higher
accuracy (3 to 10 mm} fully or partially included in the

wide f£ield. It is therefors unnscesgary to scan the
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entire mouth te have accurate information reguired for by

only less than 5% of the total area.

The advantage o©of this system is ¢to facilitate the
correlation of the two fields, since they are wvery
similar, but also to limit the number of sensors without
having to use clock or pulmed reading systems. Indeed,
the approximation of the two f£islds shows that a single
wide-fiald sensor or two sensors can be used without any
complex electronic system. It also permits to avoid the
use of light- or image-returning mirrors, which are

always fragile and very voluminouz in the mouth.

The fields are read by one or several slectronic sensors,
which can be of the color or monochromatic OCMOS or CCD
type generating the information necessary for caloulating
the coloxr 3D or grayscale information. These seunusors bthus
perform a measuring of the xeal-time color or black and
white inteunsities. The measured color will thus be the

actual color of the teeth and gums.
This is very important, because it permits i.a.:

a. to automatically separate the testh from the gums in

the images.

b. to ildentify some Iimportant colovs £or the CADCAM

software

c. to measure the color of the tooth on a thres-

dimengional surface.

This information ig treated sither by way of a video, in
order to allow the operator and his assistants to follow
in real time the movements of the camera in the mouth or,
after an analog-to-digital conversion in & digital way

that permits to have an almogt real-time golor 3D

0398



WO 2013/008097 PCT/IB2012/001777

10

25

30

6}

17

recoustruction and to be able of taking advantage of tha
dental CAD/CAM software procsssing, or a dual wvideo and
digital processing providing the operator with all the

avallable information.

This will also allow the operator, as we will describe at
the level of the "software®, to know and come back to the
areas that have been insufficiently meassured in real

time.

The optical system zyeading the scene has twoe different
focal lengths. The advantage of this device is to be able

to have:

2. = foral lemgth that does not reguire high precision,
and to be able to have a unigue fixed focal length
without addjusting system. P& iz indeed optically
peossible to have a 20 x 30 = 15 mm £field at I0 mm

from the lens fox an accuxvacy of 20-25 j.

b. a high-precision focal length (5 €o 10 pm}, but the
field depth of which is included in the previous
one. The scanning in 2z will thug always be simple
and known a prieri. The scanuning in z (fisld depthl
will +thus be limited to some 5 to 10 different

lavels.

¢. & high-precision focal length and variakle =zocom
permitting to freely choose and increase the desired

ACOULHESY .

In order to facilitate the yeading in the mouth by the
practitioner, without any need of monitoring his scareen,
it is foreseen that the devige incliudes means for
projecting at least one c¢ixole of colored light
surrounding the included image field, and/or the field of

the other image:
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a. Bventually and preferably, the existence of a mark,
for example a wed gircle, projected onto the scene
in the picture indicating where the axact reading is

located in the reading of the wide field.

k. EBventually and preferably., the existence of a maxk,
such as a blue circle, projected onto the scens in
the picture indicating where the sdge of the wide

field is located.

Iin order to avoid unpleasant and Jdangerous interrvuptions
in the clipical reading in the mouth, a 30 accelerometexr/
gyroscope/magnetometer is eventually and advantageously
added, in oxder to facilitate the correlation of the
pictures, even to compensate for a possible failure of
one of the sensors. This device, placed in the wvicinity
af the SeRE0XS, provides general and continuous

information on the spatial position of the camera.

This alsc permits, thanks to the Ysoftwarse® introduced,
which dis an inseparable part of the iwvvention, te work
with only one single ssnsor, the wide field or the narrow
field, depending on the c<linical needs, since some
actions regulre a general study as in orthodontics, or a
very accurate detection asg for the localized unitary

reconstitution.

While measuring on gypsun generally besnefits of a good
lighting, this is =—ot true for readings in the mouth.
Bventually and advantageousliy., the addition is provided
of a passive and unastructured lighting by LEUs of one or
several wavelengths permitting to measure specular or
Lawbertian smooth surfaces without deposition of caoating

on the surface <f the mouth.
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Not using structured light alsec avoids the operator From
turning o£ff his professional lighting, which greatly

facilitates hig clinical work.

10} The information detected at the same time or with an
5 extyremely short shift avoids any movement causing
redhibitory »lur due to the movement of the operator o

the patient.

13} In order bto limit the dlur phespomena, an anti-blux
hardware system, or a "flash LED" system with a vexry fast

i0 pulse of the unstructured LED lighting or alsc a software
that can be of type: anti-blur system in photographic

cameras, is eventuwally added.

12) With the  present invention is  associated, fox

processing and displaying the data from the gensors:

s a. & central management and analog/digital conversion
unit without the slightest nesd foxr mechanical,
optical oxr elesctro~optical scanning, structured-
iight projection permitting to calculate the 3
spatial dimensions and eventually the fourth

20 dimension corresponding to the times af the

novementa of the measured obidects.

b. original software permitiing the use of a sgingle
sensor permitting a 3D detesction almogt in real
time, in order to compensgate for a possible failure

25 of one of the sensors or to limit the wvolume of the

cameara.

c. a data transmission via cable, telephone or

wireless.
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d. a complementary processing, dialog/display with the

operator, data transmission and storage havdware

systenm,

&1 original software system including:

13

2}

3}

4)

3}

6}

8)

$)

A real-time 3D recomstruction diagram starting from two

2o~image streams from both caneras,

A real-time 3D reconstyuction diagram starting from a 20~

image stream from a single camera and an accslsration

data f£low from the accelerometer

An algorithm for £inding dots of interest on the three
algoxithms for searching an optical trace (proijection of
the same 3P dot on several different cameras) by

calculating dots of interest and wmatching through the

images

An algorithm for real-time automatic sequencing of the

stream of images into spatially ccherent subseguences

An  algorithm for estimating in parallel the camera
positions din space and the coovrdinates of the 3D dots

thanks to the optical traces
An algorithm for 3D interpolating the scatter diagram

An algoexrithm for polygonizing 30 scatber diagrams and

caleulating the texture
An algovithm for scaling the 3D resconsgtruction

Two algeorithms for enhancing the spatial accuracy

Global organization of the algorithm:

The image stream proceeding from the cameras is processed in

real time so &8 to produce a fixrst 3D reconstruction displayable
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by kthe user as he moves the sasystem in the wvicinity of the
object. The real-time 3D global reconstruction schems and thas
organization of the data vary depending on the availability of

the two cameras.

Eaclh newly acguired picture is $first of all prioccessed by a
algorithm for searching for an optical tracs. Starting from the
corregpondences, & seguencing algorithm then updates the
segquencing of the wvideo shreamn foxr a bettex temporal
performande. A parallel estimation algorithm can then permits,

thanks to the optical traces

2} to find the positions of the cameras in the space at the time

of acqguigsition

b} to generate the 3D scatter diagram projecting on the optical

traces.

The generated gscattexr diagram is then interpolated, in ordexr to

tain a denser diagram, and an implieit interpolatiocn function
is caloulated, Thanks to thig function, a textured
polysonization of the surface to be reconstructed wcan be
obtained. In this step, it is also poasible to calculate gquality
indices of the final scatter diagram. Some of them or some areas

can thus be labeled as invalid.

The textured surface is then displayed on the ascyeen, eventually
with adapted annotations to indicate the areds, which are still

invalid.

The surface generated in real time is a representation without
spatial Jdimension repyxesenting a scale factor neax the
reconstruckted axea. This scale factor i1s calculated by an

algorithm when the acqguisition is complete,

Finally, the final 3D model can have its accuracy enhanced by an

algorithm, sQ as to have the most acocurate possible

0403



WO 2013/008097 PCT/IB2012/001777

10

15

20

25

22

reconstruckion. This algorithm re-calculateas a 3D scatterxr
diagram taking into consideration all the acguired pictures.
This diagram is then interpolated by the algorithm. Finally, an

"gpace carving® algorithm reconstructs the global 3D model.

There is thus provided a device universal as to its field of
application, mesting numerors ragquests in texms of cost,

acouracy and diagnostic imasging in dentistry and medicine,

This asystem can for example be applied, in an svolutionary fozm,
to any 3D acqguisition rvequiring good accuracy including any
human body surface, the acquisition of data related to the
architecture and zequiring high precision, or the industrial
production processes. It is thus possible to scan the obiject
measured with the single or multiple sensor, to move the cbiject

in front of the gensor{s) or to move both., sensor and obiect.

We remind bthat the elements permitting this measurement are made
in real time and with a different accuracy, which permits to
improve the reading of cerbtain areas thanks to the narrow-field
camera, while facilitating, thanks to the wide-field camera, a

fast correlation with other capiured images.

Other objects and advantages of the present invention will
become clear from the following description, which refers to an
ambodiment of the method, given by way ¢f an indicative and non-
restgrictive example. The understanding of this dezcription will
be facilitated when referring to the attached drawings, din

which:

- rigure la is an overall representation of the prototype
made, including the camera, the connectors, the
computer (hexre a laptop) and eventually a casing

containing the processing cards.

- Pigure 1b is a diagram zhowing the detail of the

configuration of the dnvention.
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Figuxre 2 shows a view o©f the prototype mnade,
highlighting the very small dimensions of the camera,
thanks ¢to the technigque chosen and permitting itse

introduction into the wmouth.

Figure 3 shows a longitudinal cross-sectional wview of
the camera (1) dincluding the image acguiasition system
{optical system and COD or CMOS sensgors) locatsed in the

head, in direct views {(3a and 3b).

Figure 4 sghows a frontal cross-sectional wview of the
head of thea camera (1} according to the configuration
we have just seen in drawings and 2 and dencoting the

covering of the wide and narryow reading area.

Figure 5 sgshows the global volume analyzed by the wide-

field camera and the small-field camara.

Figure 6 shows the dJdifferent levels of field depth
provided by the use of wvariable focal length or the
liguid lenz analyzed by the wide-field camsya and the

small-field camera.

Figure 7 shows the {llustration of the pilctures
obtained by the wide-field camera and the small-field

camera and 3D modeling obtained.

Pigures 8a, 8b and 8¢ show the automatic determination
by software of the homelogous dots on a plaster model
{(8a), 4in the mouth (8k) and the xesulting scabter

dlagram {(8a).

Figures %a and 9% represent the arrangement of the LEDs
in passive lighting (9%9a) and the target proijected onto
the teeth (9>} permitting the practitionexr to know the

area scanned by the high-precision camera.
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- Figures 10a, 10b and 10c represent a view obtained with
white light (iGsa), blue light {10k} and composite blue
and white ldght (10g).

-  Figure 11 shows the aperture in the head of the camera
permitting the jet of airx, in order to remove saliva ox
blood and the protective heating glass avoiding the
presence of molsture during the recording of an optical

impression in the mouth.

~ Figure 12 shows the general diagram of the software
part, from the integration of the acguired imagss to

the final 3D reconstruction ko scale.

-  Figures 13a, 13b and I3c repregent three algorithms for
using the acguired images in real time in the case in

which two cameras avrse used simultaneously.

~ Figure 14 =shows the two possible reconstruction

strategies when one single camera is used.

-  Figure 15 shows an exemplavy calculation of an optical

trace by *tracking® of the dots of imterest.

~ Figure 16 shows the simplified steps of the algorithm

for real-time 3D reconstruction.

~  Figure 17 sbows the oxgsnizstion of the algorithm for

enhancing the acguracy.

As shown in Pigure 1, the present invention, presented in the
form of a prototype, in the form of a schematic design photo in
the following figures, relatez to a measuring and/oy diagnosis
device that will find a particular intersst in the fislds of

dentistry.

As shown in photo la, this device includes a camera with fogal

length (1) using the technology described in the invention, a
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connection (2} between the camera {1} and the cable {(3) for
supplying and transferring data, the connection (4) betwesn the
cable and the computer (35) being of the U8B type and the casing
{6} . which can be placed in between for adding a driving card
for the processor of the camera and/or processing the image if

they ars not placed in the camera oy in the computer.

This same camera can use a wireless WiPi-type conmection for
transmitting images or data proceeding from the images, and a
chargex system for charging rechargeable batteries for the power

to to supplied £o the camera.

The slectronic part, which can be entirely included in the body
of the camera (2-12) or shared between the camera, the casing
{8} and the computer (5). It includes an electronic system
iocated beshind or near the sensors, ansuring the management of
the lattexr,; but alsc of the LEDs illuminating the Iimpression

recording area, This electronic system alszo includes:

- & central management unit that can collect, sntore and order
the data of the seunsors in @ language understandable by a
universal PC. It will eventually alsc be capable of converting
data having analog wvalues into digital wvalues 41f this function
is mot transferred to khe remecte PC, Not having to manage =
system for projecting masks or fringes significantly reduces the
central unit to ditas Dbare wminimum: the management of a

stereoscopic coloxr picture camera.

- a LED control card, under the control of the central unit
and/or zsoftware of the PC, vapable of triggering preferably =z
particular LED depending on the programs bsing implemented.
Indaed, the LEDs will be controllied alternately or together, or
accoxding to a varying order depending on the program being
implemented. The function is in the form of a simple oxder, but

it is good to mention it.
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- a standard power-supply card capable of operating on USE or on
battery power {(e.g. AC/DC). Depending on whether we have a fzee
system (without wire connection) or a wired system, the powex
supply will remain light, tvaking into consideration the low
power consumpbtion of the components being implemented. Oux
camara will thus be the first one that can have a wireless

connection.

~ eventually, a miniaturized memoxry card sventually dincluded in
the camera, permitting to store the pilctures and to trangferx
them to the computer using a transportabls medium without

needing a USE conmnection or a wirsless communication.

A standard laptop (5), netbook ox desktop PC containing the
management and preogram and data processing software can be added
to the unit when everything is not included in the camera ox/
and the intermediate casing (8). It is capable of reproducing
the information in a 2D or 3p form visible on the sgcreen, but
also to send the measures to more oy less remote centers
{internet, Wifi, EBthermet ...} in a standard foxm similar to any
CAD/CAM system ({STL..} oxr in a specific form, by meanzs of
language translation software. In thig computer, before having a
miniaturized computing unit, 311 be idnstalled ¢the 3D

restitution and camera control sofbtware.

Thus, the connection between the camera and the computer can be

wired or wireless.

According to the invention, the wireline connesction (3} is
preferably via a gelf-powered USB counection {4} with a spscific
port (2} at the side of the camera {1}. This specific connechion

{2} is designed so that it is adaptable to any camera shape and

degign.

Likewise, and accoxding to the inventiom, the connection can be
wireless, for example in Wifi meode, and this is not restrictive.

In this case, the antenna will be incliuded in the camera ox
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connected instead of the specific comnection (2). Likewise, on
the computer {5} or the intermediate casing {(§), an anteana fox
sending and receiving data corresponding to the commands given
by the program located in the camera, in the computer (5) or the
5 intermediate casing {8} will be ingerted dmtc the USB
connection. This avrangement will pexmit fast, friendly and ecasy
communication, irregpective of the configurations of the

madical, dental offices or dental prosthesis laboratories.

Xn the same way and still according teo the invention, the unit
10 formed by the processing cavds, the CPY and the display will be
ingtalied in the intermediate casing {8} =m0 that the unit
according to the invention can be integrated into a profsssional
piece of furnmituxre, such as the unit of the dentists or the

work-bench of the dental technicians.

15 According to the inventbion, the computer (3} will be of a
standard type with an incorporated or separate soveen, such as a
PC or the like (Mac ...}. This computer will use standard cards
specifically programmed for controlling the camera or specific

control cards, which will be placed on the bus.

26 In the event the computer could not be eguipped or when it is
previously present in the dental-care wunit, an intermediate
casing ({(6) will be positioned between the camera and the
computer in order to compensate for this lack. Similarly and for

the same function, bthis casing will be posgitioned downstream of

25 the computer and the USE conmection (4) of the connection will
be connected directly to the USE port of the computer, withoul
any intermediate part. This will generate a specific language
that can be interpreted by sach CAD or CAM application used in
the professional workplace.

30 FPigure 1b shows the detail of the configuration of the

invention. This diagram is comprised of two major entitiesz, the
camerxa (1) and the computexr {5}, which may be substituted with a

apecific and dedicated cagsing {6).
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After having chosen a menu on the HIN interface of the compubew
{48) and started the camera thanks to its own man/machine (RIN)
interface (18}, the image software {43} of the camera controls
the initiation of the reading process of the wide-field (38} and
small-field (39) sensors. At the same time, it triggers the LED
lighting {15}, whether specific or not, depending on the
selected menu. This process will alsce cause the accelerometex
{52} to start, which will send its information as a continuocus
oxr discomtinuocus styeam to the pilcture software 1 {45}
throughout the process, thus asggisting ix a correlaticn of the
pictures, and which may at any time substitute one of the
senscrs, should it f£ail during the clinical action. The optical
system (38} of the lavrge £ield (20) will allow the image
softwara system to know the field depth and to adjust, if we do
not implement liguid lenses, the contxol {42) ditself, adjusting,
thanks %o & micro-mokor {22}, the field depth of the optical
system {41} of the small fileld (19} on the oral structures {21).
Bach of the two images will be captured by the CCD of the laxge
field (38} and of the small fleld (39). Thsy will be converted
into digital data by the A/D convertars {43 and/ox 44) and/or

arrive in ansleog form on the video control screen {(49).

If the hardware supporting the image software 1 (45) uses too
large a velume to be located in the camera (1), the second part
of thisg image softwaxe (48]} will be relocated in a standard (5)

or dedicated (6) compubter.

The information proceeding £rom this processing, as described
later in this detailed description; will be addressged by all the
nowadays kpnown channels {51} capable of performing their
processing, whether for diagnosis or for the CAD/CAM. This will
be done uming a modem (5¢) that will semd its information, in
both directions, by wired channels {internet and Ethernet, Wifi

ox telephone} .
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For the detail of each part of this invention, we will xrefer to
Pigure 2, which shows a dental clinic option in its Ffunchtional
agpect. In order to easily record an intra-oral picture, = 3D
reading camera should be little voluminous. Unlike all the known
gystens, the present configuration enables us to have a vexy
small-size 3D colox camera, since its dimensions are betwssn 20
and 28 om, and has a body that is large senough to snsure a good
grip (for example 2 to 4 cm}) and a thickness that dees aot
exceed for example 2 cm. It is an extended with an axm of 5 to 6
om, which permits to pass the stage of the lips when recording
an impragsion deep in the mouth. The reading head contains, in a
non-hurting oveid shape, for example 1 to 2 cm thick, aprox. a 2
cm width and a 3 em length, the complete optical system, the

LEDs and the CCOD/CMOS sensors.

The cross-sectional view in Pigure 3 permits us to batter detail
the components of this camera. In this configuration and this is
not restrictive, we have a cross-sectiomnal wview showing the head
of rthe camera (7)., the arm (8) permitting its insertion into the
mouth and the body (8), often ocutside of the mouth. The head has
the cross-section ©f the optical assembly, here comprised of two
optical systenms {10} comprising three units {the lenses,
eventually the system for adjusting the focal length {22) and
the 2 CCD or CMOS sensors} connected to the image connmection
card {12) wvia a preferably shielded cable (11), in order to
avold interferences harmful to the guality of the information
being transmitted. This card will itself be connected to the
computer (5} or to the specific casing (6) through the speecific
connecter {13} depending from the camera (1). This same
longitudinal cross-~sectiomal view permits to identify the LEDs
placed towards the optical system (14} inside the head protected
by the protective glass {17} =and/or at the peviphery of the
optical system, outside the latter (15). A button (18) permits
te activate the picture recording, when we do not use the foot

pedal. Using a picture-recording system without any offsst
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allows us to take this 3D image with the button without any risk

of bluxr that could bes created by an lovoluntary movement.

Figure 4 illustrates more accurately the basic principle of the
present invention application. wWe sea the schematic
representation of the head of the camerxa (7} and the two
different optical systems (10). These systems are comprised,
from the Dbottom to the top, o©of the focusing and the image-
transmission lenses and the CCOs/CMOS. These lenses avrs shown
without focal adjustment asystem. If we use traditiomal lenses,
it will ke necessary to have a foral-length adiusting system
{22} permitting to scanning in *z*¥ a field with a 1 te 5 em

field depth,.

Advantageously, the lens will be of the liguid type {Varioptic -
Fr} or of glass or molded glagse/plastic with a pupil on the

input face.

The focal length will advantagesocusly be between 0.5 and 5 mwm, in
order to meet the reguirements of large and small field in the

limited environment the oral environment represgents.

The white and blue LEDs (15) are arranged around the optical
system, immediately behind the protective glass (17}, whether
heating or wnot. They will prefexably be specifically selected

based on the desired type of lighting color.

It should be noted that there is no styructured light proiection,

but two aveas visualized by the optical system and the CChs.

Advantageously, the narrow and accurate area {(19) is completely
inciuded in the leas accurate wide area (20) of the teeth
measured by optical impression. As we can sges, one of the
advantages of this method is to incliude the accurate area in the
general area., which largely facilitates the correlation of the
twoe stersogcoplic pictures. This also redudss the uncoded areas,

since what one camera will not zrecord will be read by the second
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one. The mere movement the camera will corvect the sventual lack

of coding.

Bventually and preferably, the narrow area can also be partially
included in the area for purposes of industrial design and size.
In this case, the naryow accurate measurement area will ovexlap

the less accurate widest axea.

Bventually and advantagecusly, in order +to faedilitate the
reading of the accurate and narrow area, it is possible to add a
digplacement motor so that the narrow ayrea gquickly scans the
entire wide area during the recording of pictures. The
displacement motor may use all the technigques of displacement of

the lensgses.

Eventually and advantageously. this narrow area may be of
variable zoom, which allows the opesrator ke vary the desired
accuracy im this narrow area betwesn 1 and 20 pm, while

benefiting from the large reading field in the wide area.

This stereoscopic camera is comprised of one or several unitary
or multiple sengors, two in Figure 4, in a predetermined
pogsition, which ca be CCDs or CMOS, for example of 2 megapixels
at 2.2 um, {25 to 500 images / smecond) defining, by their
renewal, the reading speed, thus the speed of recordinyg of
succeggive impressions permitting a static or dynamic¢ reading,
2 we know for a photo camera or a video-camera. We can thus
have a dynamic view by moving over the area of analysis, unlike
with the profilometric phase systems that reguire a nminimum of
four pictures for extracting the relief, the system used in the
present invention only requires a single frame or a double frame
at two levels »f accuracy, avoiding any movement in the
measurement, or the integration of the information on the sensor

i inmediate and simultaneocus.

It is also comprised ©of an optical assembly having one £ocal

length or ab least two dJdifferent focal lengths, which can

0413



20

WO 2013/008097 PCT/IB2012/001777

32

ranging from a numerical aperture (Na) of 0.001 to 0.1, and
permits +to transmit to the sensoxr{s} of the camera, without
distortion, the data wvisualized on the two or several operatory
fields. PFor example. for the intra-oral pictures, in the example

shown in Figure 4, these fields can be deacribed as follows:

a. one of the fields covers a large surface, but with a
lowear resolution, for examunple anrd thisz is not
regstrictive, o©of 20 upm {¥a: 0.01235, 4di.e. a focal

egquivalent of F/B) over a field of 30x20 mm.

b. the other field is smaller, but more accurate, forx
example and this is not restrictive, with &
regsoiution of 10 um {MA e 0028, i.e. a foecal
eguivalent of F/4) over a field of 15 x 10 nm. The
field depth is small, a seriea of picture recoxdings

with a variable depth iz foressen.

a. The small field is fully incliuded in the large field,
at all levels, whether centered oxr mnot, in oxder o
detect the data foxr the generation of the three
dimensions of the object (%, ¥ & 2} and to facilitate
the real-time correlation between the accurate views

and the genevxal larger-field views.

d. The objective can be comprised of several glass orx
molded glass/plastic elements, the adjustment being

performed by a micro-motor.

Eventually and advantageously, this adjustment the field depth
on the teekth will be carried out usimng a liguid lens, in order
to ensure a perfect adaptation based on the proximity of the

intra-oral gurfaces and to avoid the use of a micro-motor.

Bventually and advantageously, it can alse be comprised of a
lens, for example & thermoplasgtic lens refexred to as “*free-

form® comprised of a flat top surrounded by n asymmetric facets
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snsuring, in one piloture recording, the wvigualization o©of the
oxral envivonment according to n differenmt viewing angles. The
facatad portion iz oriented towards the sensor and the flat side
towards the oral environment. The sensor will receive n slightly
different images with views from z different angle depending on
the angle of cut of the facet with vespect to the £lat surface.
Thus, in one single recording of pictures is possible the
capturing and digitizing of o instantanecusly coxrelated
stereoscopic views of different surfaces, avoiding the addition

of a second senser and a second opbtical system.

Bventually and advantageously, if we have a single sensor, neo
longer the predetermined position of the seunsor all the views,
as we have seen previously, but the seguences of successive
captures will define. The displacement movements correlated with
a seguence of automatic picture recoxdings will dafine the
different planes of pilcture recording. For sxample, the first
image will be recorded at time T8, then a slight shift, which
will lead to a change in angle of viewing, will be followed by a

new recording at time TO ¢ 1 second {(for example) and so on.

Eventually and advantageously, an accelerometer, a gyro or a 3D
magnetometer {52) will be installed near the CCD/CMOS seansor, in
order to assist with the correlations and to compensate for an
eventual failure of one of the sensors. According to the present
invention, in ordex to avoid any interruption in the ¢linical
action or to replace one of the fields (large or small ag the
case may be), it will be for example a 3D accelerometer with a
freguency of acguisition higher than or egual to 30Hz, an

interval of +/~ 10g and an sccuracy lower thaa or squal to 3 mg.

BEventually and advantagsously, the general informabtion on the
field depth will be indicated by one of the sensors, for example
the wide-field gensor, soc that the focal length of the other,
small-~field senscer 18 prepositionsd in an area c¢lose to the

reality analyzed by the first, for example-wide field gensor.
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Figure 5 shows the volume measured in the mouth of a patient.
The small wvolume, d4n which the dentist can move his camera,
considerably limits the possibilities of having both a wide
field and a high accuracy. With the new concept introduced here,
and sticking to the laws of optical physies, it ias possible ko
measure A volume of 20 x 30 mm and a field depth of 2 mm with an
accuracy of 20 pm at the level of the wide £ield. The narzow
field limits the volume o 10 x 15 x 0.5 mm for an accuracy of
10 wm. This is given only by way of an example and an vary
significantly depending on the gualities of the optical systems
being used. These values are consistent with the reguirsments of
an optical impression in the mouth for making good prostheses

and good diagnoses.

The field depth is dnsufficdent, but it is laid om by the
proximity of the teeth with respect to the optical system laid
on by the space between the upper teeth and the lower teeth. In
order bto sgolve the problem of field depth, a series of picture
recordings is provided foxr imn Figure 6, by varying between 10
and 20 times in the accurate area and betweesn 5 and 10 times in
the wider area. This ensures accuracdies within 10 pm (small and
accurate narrow field} and within 20 pm {(less acgurate wide
field) with a field depth between 10 and 3¢ wmm, which is

sufficient in dentistry.

Eventually and advantagesusly, these movements din field depth in
the narrow f£ield and in the wide field can be synchronized or
noet depending on the needs of the recording of opbical
impression. As wewill sees in the softwars processing, this
adjustment can pe limited, since the CCD/CMOS8 can recognize
whether the ceollection of information is unclear or not., This
provides an information on the position of the teeth with pre
respect to the optical system and enables an automatic-
adiustment of the field depth. This also provides the advantage
of limiting the scanning in depth and of limiting the successive

picture recordings.
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In Pigure 7 we have the represeutation of the area scanned by

the wide €ield (23} and by the succession of picbtures of the
accurate and narrow ¥field (24). As we can see in the example
given, ten pictures are sufficient to cover an entire field with

an acouracy of 10 pm.

Yu fact, the dentist will position its accurate wview on the
central area reguiring oral maximum accuracy. This area can be
the finishing line of a preparation, but alse, as we can ses ion
Pigure 7, the grooves and the cusps of the teeth. As will be
presented later din the description of the ‘software®, in
particular in Figure 13 (stacked surfaces strategy)., a judicious
use <of this high-precision area largely contributes bto a high-
fidelity reconstruction. The area common to both cameras is used
for reconstruction and largely bepnefits of the level of details
provided by the acecurate field. On the other hand, by moving the
head randomly, and thanks to the high Ereguency of acguisition
of images, the user has a great chance to cover the whole area
o be recounstructed by the part commoun to both cameras. Finally,
should an area exhibit insufficient accuracy, visual feedback
will be provided to the user, who can then focus the accurate

£ield on this axyea, in ordexr to achieve sufficient accuracy.

As can be seen in Figures 8a, B8b and 8c, a 3D stereczcopic view
is possible when it is possible to correlate homologous dots
Found in each of the pictures recorded together ox with a slighd
time shift. Figure 8a shows bthe automatic determination of the
homelogous dots in two occlusal and lingual pictures of the same
teeth on a dental plaster (Pigure 8a -~ 26). This automatic
determination is posgsible with the software, which 4z an

integral part of our invention.

The linmes that we can see unit ddentical and bhomologous dots
identified in esach of the two pictures. The same repressntation
can be made on an intra-oral view (Figure 8b - 27} thanks to the

sofbtware system,
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Eventually and advantageousgly, the ‘“goftware® permits this
automatic identification of the area of focus in the area of

field depth, while noting that everything happens f£for areas
cutside the field as if they had keen subjected to a low-pass
filter with respect to areas inside the field; therefore, the
local power spectrum has a softexr sliope. The power spectrum is
thus caleulated in Spatches® p of the image {typlcally a 20+20
pinel sguare area), the decreasing slope oap of which is
approximated according to a decreasing exponential model. Then,
the xatie (op~«l) /ol ig calculated, where al is the dedreasing
slope for the entire image. Is this ratio below a csrtain
threshold adapted to the image, then the patch i1is considered

outgide the area of focus.

The result is a representation of a scatter diagram arranged in

space (Figure 8c -~ 28}, a part of which is very accurats (legs

than 10 @m) .

Bventually and advantageocusly, this representation as a scatter
diagram is also performed thanks o the 3D reconstruction

technigques described in Figure x.

BEventueally and advantageously; this representation can alse be
made by a dense, polygonalisée and textured represeuntation close
to the actual wvisual representation; at the Bezier surface, by

Radial Basis ¥Functiomns., by NURBs, ox by wavelets,

In this case, the softwarxe will procesd as described in Figure
%x, in order to pexrform thiszs modeling. Schematically, the sparse
scatter diagram generated by the 3D recomstruction {(Figure x} is
interpolated using the technigue described in figure y. This
technique has the advantage of densifying the scatter diagram
and of modeling it by means of soft Radial Basis Punctions type
curves. {Without loss of generality, the modeling can be
performed for example, and this ig not restrictive, by Beziex
curves, by Radial Basis Punctions, by NURBs, oy by wavelets.)

Once the surface model iz applied, polygonalization ocgurs by
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neanz ©of a conventional technigue (for example, and thisg is not
ragtrictive., Bloomenthal technigue, ball pivoting, Poigson
recongtruction), then a texture as described in Figure z dis

calculated and applied.

The advantage of these modeling methods in real time or almost
in real time is that they permit, starting from a stereoscopic
view, an immediate 30 repressantation on the praciitionsx’s
display screen. He can vary the orientation and zoom digitally
on all or part of the impression, in order to verify and/or
validate hisz work for the following part of &hig e¢linical

operations.

Fig. 9 szhows the LEDs providing sufficient light for a good
stereoscopic recording. In ordexr ¢to achieve an accurate and
complete measurement, it is necessary to have a good lighting of
the scene. The guestion 48 mnot at all te project structured

light, but ounly teo light the scene in a relatively dark wmouth.

Brentually and advantagecualy, the lighting will be LED lighting
for powers that can vary between 10,000 and 500,000 lux of white
light and bstween 5,000 and 300,000 lux of blue light.

That is why a few LEDs are sufficient. In Figure 9%a are shown
two white LEDs (29) among the eight that =sare necessary to
achieve 200,000 lux of white light and 1 bilue LED (30} among the
4 blue LEDs that are necessary to achieve the 100,000 lux of
blue light.

Bventually and advantageously, other LEDs will be added which
have an unstructured light, but with the exsct charvacteristics
in terms of purity (consistent or not), ©f type {cvolor) and
intensity (power). In PFPigure %a iz shown, for example, aad this
is mot xestrictive, a green LED (31) permittimg to develop some
functions of assistance to the diagnosis on a 30 image,

trangferved onto our 3D surfaces.
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This i3 the more interesting as since we are not using
structured light, it is always possikle te perform real-time
color analyses in the mouth of the patients, both at the leavel
of the mucosa and at the level of the mineral structures of the

tooth or the prosthetic reconstruction materials.

Eventually and advanbageocusly. the light will be chosen so that
it can highlight mineral or organic carious fractuves or damage
in the corystal of the tooth. Thisg is parviculaxly dintexesting
because the display will not occur on 2D imsges, as presentiy
known, but on structures shown in 3D highlighting the axeas to
be analyzed, diagnosed or treated. This also allows the
practitioner to follow up the guality of his work and to be
sure, on 3D images, he has propexly treated the highiighted

disease.

Eventually and advantagsously, this permits to highlight
fractures in the restorative materizls {(az for example a slit in
the zirconia ceramics) and to assess vhether a new intervention

on the recomstitution is necessary.

Bventually and advantageously, in addition to diffuse LED light,
in order to assist the practitioner in knowing where the high-
precigion reading isg located {(narrow f£isld in the wide Ffield),
the projection of a target {(Figure %b -~ 32a) surrounding thisg

specific area is eventually foreseen.

Byventually and advantageously, other LEDs will be added. which
have a non-structured light, but with the specific
characbtearistics in terms of purity {(consistent or not), type
{coleox) and intensity {power). In Pigure 8a is shown, for
example and non-~restrictively, a green LED {(31) permiting to
develop some Ffunctions of assisting to the diagunoszis on a 3ID

image, transferred onto our 3D surfaces.

Sventually and advantageously, the prodection of a frame

surrounding the wide field ({(32b}) is provided for, which avoids
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che practitionsr from following his scanning on the scoxeen

during the recording of an impreszssion in the mouth.

Using these blue and/or white LEDs has the advantages of
permitting ab easier search for homologous pointes and o
determine a higher nusber of them on a tooth that has =a
crystaliline and slightly penetrating structure. HEventually and
advantageocusly, though the penetration of a diffuse LERD light is
not comparable to that of structured light projected on a
surface of the tooth, the blue light will be used to make them
lock more chalky., avoiding the use of a covering layer referred

ko as coating.

Bventually and advantagecusly, the lighting system with LEDs of
varjious wavelengths or colors, the mix of which will e chosen,
For example, so as to coreate fluorescencs or phosphorescence
effects in the crystals of the tooth or 1in some parts or
pathologies of the gum. This will further promote the display of
the surface of the mineralized tilssues in the blue or the UV,
since a fluorescent tooth tissue has a particularly “mat®
aspect, which avoids the surface or paipnt deposition referred to

ag coatiang.

This same application fimally aliows us to penetrate intoe finex
gum areas, such as they exist in the dental sulcus. This permits
the operator to have a view on the emergence of the tooth
through the gum. Likewise, the choice of a judiciously selescted
complementary color, for example, anmong the red, permits to
reduce the harmful effects of bloocd and saliva and facilitatss

the recording ©f an optical impression.

Advantageocusly., these LEDs will have a variable power and colox;
in order to light, at low powexr, the measured surface or, at
high powexr, to cross gome small thicknesses of the epithelial

tigasue.
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Through the mounting as provided for in this method, as Pigures
10a; 10k and 10c¢ show, a reading in white light is provided for,
in order to have the esxact color of the mouth environment {(33)
and eventually the addition of a picture recording in
conplementary light, for example and non-restrictively in blue
light {34} or an association of the complementayxy light and the

white light {complementary blue at 35}.

Eventually and advantageodsly, one or more of the oolor
components added to the white light will be subtracted, in order
to arrange and represent on the soreen and in real tiwe the real

color of the measured oral environment.

Eventually and advantageocusly, this choice of the LED color can
be predetermined or automatic. If the scatter diagram is
insufficient during 3 reading in white light, the system
automatically {or manually) activates the complementary LEDs,
for example the blue LEDs, and the system records again the same
picture, The addition of the blue and white pictures multiplies
the chances of increassing the information on the surfaces and

the search for homologous dots.

Eventually and =advantageously. these LEDs can also have a
predetermined wavelengbh permitbting to highlight the gatural
anatomic elements {bottoms of furrows or colox areas
differentiating tumors, gums or tooth shades) or markings made
before the racoxrding of impressions and made by means of

gpecific and predefined colored markers.

These mavkinga can advantageously be obijects of different shapes
placed in the measured area, glued or accommodated Ffor example
orn the teeth, in the spaces betwean the teeth oxr on the implant
heads, in order to facilitate the correlation of the pictures,
but alse in order to know the exact spatial positiocn of these

predefined marks.
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In the casze of implants or dental canals, this will permit o
know some inaccessible aresas during the optical reading. The
identification of the mark and a priocri knowledge of the
carrying shape will permit to dexrive the shape and the spatial

position of the hidden part.

The light conbinations permit to highlight details on the areas
with a weak texture, which do not appeay under “maturxal® light.
An optimal combination will be provided to ths user by default:
however, several pre-established combinations {which can

highlight the markings, for example) will be provided.

The light combination permits, on the other hand, o have
additional Information for each spectral band. Thusi, whsn we
will present the algorithm for searching optical traces in
figure x, The processing is nol performed on the global image,
but in parallel on the three spectral bands. The optical traces
used for the 3D reconstruction result f£yom the combination of

the traces obtained for the three spectral bands.

In Figure 11, two additional functions reguired in the mouth are
shown. Very often, during a recording of an optical ilmpression.
three optical elements that can degrade the information are
avoided. They are bklood, dues to the preparxation of the tooth,
saliva that naturally £lows in an opsn mouth, and mist thabt

appears on a surface colder than the mouth.

Foxr this reason and Ffor reasons of comfort and acouracy, it is
foreseen bto assotiate with the camera, in the reading head, a
spray ©of air or liguid, of which ¢an be geen the aperture {37},
which 18 directed towards the reading area. This permits to

evacuate saliva orxr blood during the reading.

Likewise, the glasgs protecting the optical system and the LEDs
in the head of the camera, is designed as a heating glass, for
example between 20 aund 35°, depending on the seasons, 5o ss to

limit the depogition of mist on the protective glawgs.
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Figure 12 shows the general diagram of the sofrtwars portion.
Thisg diagram pezxmits Dboth Lo provide a real-time 3n
recongtruction during the acguisition and to ensure spatial

high-~fidelity of the final model.

5 A first xeconstxuction ds performed in xreal time aund
seguentially: when images are acguired ({83}, a regional 23D
reconstruction {(54) is calculated {from this omnly pair ~ if two
cameras - or with a few preceding pairs - if a single camera)
then added to the global reconstruction as it was before the

16 acquisition of this pair. The recounstruction dis dnstantly
digplayed on the screen (55}, eventually with annotations on its
local guality, enabling the user to visually identify the areas
in which a second pass would eventually be nevessgary. The
seguential yeconstruction is continuved until the user completes

15 the acguisition of images.

Once the acguisition is complete, we proceed to the final
adiustments of the reconstructed 3D model: enhancement of the
accuracy ©f the model and estimation of the scale factor. The
total duration of the final adiustment does not exceed 5

20 minutes.

Firxet of all, the 3D recomnstruction may zyeguire =2 scaling {56}
when the images were acguired from a siangle camera. The
estimation of the scale factoxr to be applied to the
reconstructed 3D model is pexrformed by means of a filter, for
25 example, and this 18 not restrictive, a Xalman filter, and uses
both the measuraments for sxample, and this is not vestrictive,
from the accelerometer and those from the images {(relative

pogitions of the cameras with respect to each other).

Furthermore, the real-time 3D reconstruction is refined in ordex
30 to  dinorease acouracy (57}. The precision-gain technigue is

detailed in Figuxre 17.
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Figures 13a, 13b and 13¢c schemabically show how the pilctures
acguired from the two cameras can be ussed. To this sand:. three

ways of operating, and this is not restxictive:

Figure 13: When a paixr of images is newly acguired by the
two cameras, we look foxr the optical traces (dots of
interest and correspondences) among the two images
(algorithm shown in Figure 135}. The corresponding dots
then permit, by Erianguiation, Lo calenlate the
corresponding 3D dots. Triangulation is extremely simple
in the case of two cameras, since we are in a calibrated
configuration, in which we know the intrinsgie (foeal
length and distortion} and extrinsic {(relative positions
of the camexas with rest to =sach other, Dby construction

of the camera} parameters.

The 3D scatter diagram generated 1is then interpolated,
polygonalized and textured (algorithm shown in PFigure
16} . A wvalidity diundex g (57} is then calculated for each
slement {foxr example, and thisz iz not restrictive,

triangle or tetrahedron) of the pelygonalized 3D

216043812
1 G bterdy

reconstruction. We will chose (V =

volume, a, b, ¢, 4 = leagth of the gides of the
tetrahedron, for example, and thin is not restrictive).
If, at a point, this dndex is lower than a certain
threshold, the reconstruction elemsnt iz  labeled as
invalid, which will permit a real time wvisual Ffeadback to
the user during the phase of display, so that the user
can acquire new pictures in thig area and thus obtain a
sufficient guality. A global index of wvalidity of the
reconsbruction generated by the pair of images is also
derived, by calculating the percentage of invalid
elements gcompared to the teotal pumber of reconstruction

elements. If this percentage is lower than a certain
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threshold, the generated surface will not be integrated

into the reconstruction.

The generated surface, if wvalid, is integrated into the
partial reconstruction for example by resetting, and this
is not restrictive, of the pon-linsar Iterative Closest
Point type followed by a simplification {removal of
redundant 3D dots or outliers) . Bventually and
advantageoualy, the integration into the partial
reconstruction can be done by performing a tracking of
the relative pogitions of the cameras by an algorithm

similar to that shown in the following figure.

FPinally, the reconstruction phase ig followed by a phase

of display.

Figure 13b: Altexmatively, the images from the two
cameras can pe used dindependently. Two regional 3D
raconstructions can be calculated independently for the
wide-field camexra and the small-fisld camexa, thanks (o
the algorithms shown in Pigure 14. Since the small-field
recopstruction d1is calculated based on images that
integrate into =& fixed position d4in the large-field
images, it can be directly integrated inkto the large-~
field reconstruction. The end of the algorithm dig then

similayr o the case shown in Figure 13a.

Figure 13c: Alternatively, the images sf the small-field
camera <¢an be used only sporadically. During the
acguisition, then they axe storved, but not automatically
processed. The reconstruction is carxied out only from
the wide-field camera, thanks to one of the algorithms of
Figure 14, then the loecal guality indices are calculated.
Por the iwvalid elements, one Jlooks through reversse
projection to which portion of the larvrge-~field ZD image
they belong, then omne lonmks in the small-field image

datakase whebkher some images (typically some ten images)
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cover this area. A local reconstruction is then
calaeulated biased on these small-field idimages, then the
validity indices are xe-caleoulated., If the lattexr are
above the threshold, then the small-field reconstruction
is integrated dnto the large-field ome in a way esimilar

to Figure 13b.

Figure 14 details the two strategies usable fox reconstructing
thae 3D model £rom a singles camera. The complexity of the
algorithms used in this case results directly £rom the fresdom
given to the user to use the system without any coustraink.
Thus, the movements of the system cannot be predicted: in othewx
words, when the picture recordings ave acquired, we cannot know
a priori from where these pictures have been recvorded. It dis
then up to the algorithms o find the specific spatial
organization of the pictures, in order to emnsure =z faithful

reconstruction of the objesctht.

¢ Seguential Case: We work in a projsctive geometry, which
reguires from the starxt of the acguisition to choose a pair
of images sexrving as a gesometrical refersnce. The choice of
thase first two pictures is essential o aveid falling
thereafter intc a pxoblem of local minima. Among the first
images of the acguisition, the initializing pair i=z

selected such that:

o The number of matches between the first two pictures

is at least 400.

© The distance between these two picktures is large
enough: arxbitrarily, we will wait for the dJdata f£rom
the acceleromebter that at least 5Smm  have been
covered; otherwise {if the operator remains
immobile), we will wait until at most 40 images have

been acguived.
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From these first two pilctures, a first estimate of the geometsy

iz performed:

¢ The optical trace is calculated Dbatween these 2

images {algorithm of Figure 15}

The projection matrices Pl and P2 (reprassentative of

i
o}

the gpatial position of the cameras) are calculated

from the matches by =& comventional 5-~point algoritim,

o The corresponding dots arve triangulated, in order to

obtain an initial estimation of the 30 dotsm.

16 © The geometry Iz updates by self-calibration, in order
to pass from a prejective geomebryy to a neariy-metric

geometry {within one scale factor).

© The generated 3D scabtter diagram is then
interpolated, polygonalized and textured {(algorithm
i35 in Figure 16}. The generated sgurface is the f£irst

agtimate of the partial 30 reconstruction.

Then, the reconstruction is enriched thanks to any newly

acguired picture iz

+ the optical trace is complemented by caleculating the
20 dots of interest in this pilcture and by matching it

with the previous pilcture (58).

* Knowing the correspondence with certain dots of
interest in image 4i-1, and knowing the coordinates of
3D points that are proijected onto these dota of

25 interest, it is possidble to estimate the projection
matrix P;. for example and this is not restrictive, by

re~sectioning (5%).

° Since all the projection matrices are now known until

image i, we re-sstimate the 3D dots linearly based on
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thege matrices and the optical traces. In practice, in
order to maintain the real-time coonatraint, we only
woxrk on the curvent picture and the n previous piatures
{typically, n=3 or 4). The total geometry on these n
pictures {projection maktrices and 3D dots) 4ig ¢then
refined by a non-linear algorithm for example, and this

ig wnot zrestyictive, of the Sparse Bundle Adjustment

type.

The total 3D scatter diagram is again interpolated by

multiscale RBF, then polygeonalized and texturized.

The local indices of wvalidipty are calcoulated, and then

followa the visualization phase.

s Casne by sub-geguences: The sub-sequence gtrategy calculates

partial reconstructions for sub-seguences of images, formed

by isolating spatially coherent groups of images and having

a large number of corresponding doks. dOne proceeds as

follows:

Segquencing algorithm: The video stream is divided inte
sub-sequences, referred €0 asg regions, as the
acguigition progresaes, after calculating the optical
traces. If the optical ssaxch occcuxrs by trackiang, a
region ends {50} when the percentage of dots still in
tracking phase drops below 70%:; for the other optical
search technigues, the region ends when the mnumbex of
matches with the fivst image of the region is lower
than 70% of the dots of interest of the current image.
When the current xegion 4is closed, a new region is
created and initdalized with the new image being

acguiread.

Az soon as an area is closed (61}, the relative
positions of the cameras and the 3D dots corresponding

to khe optical traces found in ithis region by an
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factorization, for example and thisg ig sor restrictive,
of the Tomasi Kanade type are calculated in parallel.
The generated 3D scatter diagram is interpolated, then

polygonalized and textured {(algorithm of Figure 16).

& The geomestries differ by region when this algorithm ia
used as is; the generated surfaces avre thus nob
coherent in space. In oxdsr to bring all the regions in
the same geometry (62). one should be careful to pub
some  images {eypically 3) artificially in common
between 2 adljacent regions., which will permit to dexrive
a transformation homography between pairs of adiscent
regions. The homography is applied to each end of the
generated surface, in order to integrate it into the

global model.

*  The lccal indices of wvalidizwy are calculated, then

follows the visgualization phase.

Figure 15 shows an example of calculation of an optical trace by
tracking dots of interest. The dots of interest of the current
image are represented in it by sguares {63}, while the linss
represent the posiktions of these dots of idinterest in the

previous images.

The se=arch for noticeable optical traces of 3D dots ocours by
searching dots of interest in all the acquired 2D images, then
by searching matches between the dota of interest of different

images. Sevexal schemes are possible:

= Optical Tracking of Angless The general idea is to
calcoulate noticeable dots (angles) in an image, then Lo
track these dots in the following images without having te
re-detect them. The tracking phase continues as long as a
certain percentage of noticeable dots of the first image is

3till detectable (typically 70%) : below this threshold, a
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new detection phase of noticeable dots is conducted on the

folliowing image.

The detection of angles occurs by calculating for any pixel

{x, ¥y} kthe 2%2 matrix ¢=!

I demotes the latensity in (%, ¥} of the image and W a
surrounding of (x, ¥). Let’'s assume that Al and A2 are the
2 sigenvalues of this matzrix; if these 2 values are above a
certain thyeshold (typically 0.13), the dot is considered

as a noticeable dot.

For the tracking, we look, among 2 images i and i +1 and

for each noticeable dot, the displacement d={(d,, d,} that

minimizes Z (Ii (X, };)M IHI (X + dx ¥t d}* ))2 . This

w
displacement iz caleulated by d=C7'.b, C being the 2%2

(e )= 1k ) e Lix, )

matrix evoked above, and D= Z (1 (r },) i, (x, p)sf (r )
vl 153 /

Since this optical tracking technigue is reliable for small
displacements, the contingencies of large displacements are
coped with by sequentially calculating the displacement 4
on a pyramid of imagss {(from a largely subsampled vexsion

of the images to the originval resclution).

The above-menticned technigues are based om the implicit
assumption that the stream of images is consistent, i.e.
the digplacement between 2 successive images is small, and
2 successive images are of sufficient quality to £find a

satisfactoxry amount of matching dots {at least 30).

As regards the displacement between 2 images, the

acguisition of the images occurs at a conveational video-
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stream Ereguency. ¥We can therefore expest a very small
displacement betwesen 2 images. For a larger displacement
that would result into am impossibility of finding dots
corresponding with the previous images, a new region can be

genaerated,

As regards the insufficient guality of ap image (in the
eventual case of a blurred image, f£for example), ths
matching phase acts as a filter, since it is clear that
very few matching dots will be found. The image will then
e stored without being processed, and one will wait fox
the next image that will have a sufficient number of

mavching dots.

Unchanged dots + matching at least sguares: The dots of
interest are sought in the 2D images by well-known
technigues, which lock for dots that remain unchanged undeyr
change of scale and illumination. These technigues have the
advantage of being capable of caleculatiang morphological

descriptors for esach dot of interest.

The matching between dots of interest for a given pair of
images is performed by searching for any dot of interest
®y3 A4n image 1, the dot of idnterxest =, in image 2
minimizing the distance at x;; at the least sguares in
terms of descriptors. In order to avoid false matches or
outliers, the Ffundamental matrix P will first be ecaloulated
haetween images I and 2 (which binds the pairs of dots of

interest by the watio xui.F.x" = 0.

ITE, for a pair of potentially matching dots of interest x,
and x;; at the lsast sguares, the product Xyi.F.Xe© is

larger than 10, the paix iz rejected.

The search for an optical trace thenm ocgurs by transition
during the acquisition of s new image. When acguiring image

I;, it iz assumed that the caloulation of the optical trace
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was purformed for all previous images I; ... Ij:. The dots
of dnterest I; are then calculated, which are bxought into
correspondence with image I;.,. The optival traces are then
complemented by transition, whereby it should be noted that
S if xyy dis dn corrxespondence with x4, and x4, is in
correspondence with X3, then X Iis in correspondence

with Kij-2+

s Strong gradients » matching by correlation: As dots of

interest of an image are considersd all the dota where the

16 variations in dintensity are important. In practice, for
each dot of the image considered is calculated the standard

deviation of the inteansities inm a 20%20 pixzel surrounding

around this dot. If the deviation is above a certain

threshold {typically in the range of 108, for intensities

codaed oo 8 bits), then the dot is considersd as a dot of

[
(v

interaest.

The ssarch for mabtches between 2 images atbt the level of
theixr dotz of interest occurs by 8 correlation technigue,
for example and this is not restrictive, of the Medici type

20 {(Prench Patents filed on 29.03.2005 EPLT7S56771 (B0453) and
EPOS00128 { BO471}).

FPigure 16 shows thres sinmplified steps of the real-time 3D
reconstyuction algorithm. The reproduction (65) iz one of the 2D
images of the acguisition to be reconstructed. The reproduction
25 {66} represents the sgcatrer diagram generated by one of the
algovithms for calculating the 3D scakter disgram. The
reproduction {§7) shows the partial 3D reconstruction calculated
bagsed on the reproduction (66! thanks to the algavithm for
intexpolating the scatter diagram, polygomizabtion and texturing

30 detailed below.

The 30 modeling follows three steps. In the first step, the 3ID
scatter diagram obtained by processing the optical lines is

dengified by caloulating an implicit dnterpoladkion function £,
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Thanks to this implicit function, the 3D surface interpolating
the points is polygonalized £for example by means of the method,
and this is net restrictive, such as Bloomenthal. Finally, sach
polygon is textured in a very sgimple way: by prodecting thsa 3D
points delimiting the polygon onto the images that generated
these pointy, a polygonal axea is delimited on these images. We
then determine the avexage wvalue of the texture of these

polygonal areas, and it is assigned to the polygon.

The main difficulty resides in the algorithm used for
inkerpolating and c¢alculating the Implicit function. This
algorithm is optimally adapted to our ussa, bscause it permits a
real-time interpolation and, unlike othex interpolation
technigues, it permits a dense interpolation £from a very
scattered initial diagram, which is vwvery often the case when
working with obijects with little texture like the testh., Below
we sxplain the generic interpolation underiying this algoritlus,

then its use in practice in s multi-sgcale scheme:

* Generic Interpolation: Assuming that Pi represents the dots

.
of the 30 diagram {aftex estimation of the znormal n atbt

these points), we will search for the implicit fuanetion
F:R* 3> R, based on RadialBasis Functioms (RBF) such that
the points X belonging to the surface are those for which

£{X}=0. We choose f such that:

)

7. with

f@=3lgx+4leg(x-p,

A

b {(x)= ¢{ ] Hxy={—r) +{dr+1)

X
o

The unknowns to be determined to explain £ are thus the gy

and the Aj.
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Estimation of the gi: Let's consider the point Pi and its

s

normal ?2‘,1. . let’'s choose a system {u,v,w} such that u and v
are perpsndicular to the normal and w points in the
direction of the noymal. Assuming that h is a function of
the form Alu,v)=Aw+Buwv+Cy?, we look in pi for the

coefficients A, B and C 80 as to nminidmize the following

gquantity §:¢c“ f*pjm@(wj»hﬁiﬂvjﬂz, We then valculate gi (x)

el

by g,(x)=w—h{u,v) .

Estimabion of the A;: Xnowing that fF{F)=0¥F, we can

estimate the Ai by simply scliving the linear system.

Multiscale Interpolation: The genexic interpolation is
actually conducted on subsets of points, in order to

largely improve the accuracy ©f the interpolation. We £irst
of all construct a set {F,...F} as follows: the set £ ds

a parallelepiped inciuding the set of points Pi. Betwesn 2
succesgive levels k-1 and %, a8 subdivision of

parallelepipeds into 8 amall parvallelspipeds nmade.

The function £ is caleulated by an iterative procedure. We
start with £%-1, then we iterate on the sekts E by

updating £

FHO = @ ot (.0t ) = gk 4, e e

riek

The gf are determined as described above on the set F .,

and the Ai are calculated by solsving the system

IoEh ot =0,
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The o‘are updated such that o = , and the nunbexr

v
o

levels to be constructed is defined by ﬁf:xwiog2(5~7}.
o

Figure 17 shows the 2 steps of enhancement of the accuracy:

of

¢« Global calculation of the geomebtyy (68): In contrast to all

the real-time 3D reconstruction technigques presented above,

we use, at the end of the acquisition, a re-agsessment of

the spatial positions of the cameras and the 3D points

based no longer on some images {fixed number of images if

seqguential strategy, region if sub-seguential strategy).,

but on a1l the images of the acguisition.

We therefore use an algorithm of the type Sparss Bundle

Adjustment, with as the initial estimate the positions of

the 3D points and the proijection matrices of the cameras as

they were at the end of the acguisition. The scatter

diagram is finally densified by the interpolation algorithm

avoked above.

s 8Space carving (69}: Once the global 30 scatter diagram has

been re-calculated, the global 3P reconstruction consists

of a Delauwnay ‘triangulation of the diagram. This

triangulation providez a much koo dense sst of polygons,

not btaking intec comsideration the visibility of the poinks.

In oxder fto segment thisz model and to sxitrxact oanly the

vigible information, we perform a graph-cut type

segmentation aiming at minimizing the energy Es visibility

+ photo~cousistency + surface, wikth:

o Visibility: fer each tetrahedron of the model

is

kuown from which cameras it was reconstructed. It is

thus visible from thisg camexra and 1o other

tetrahedron should be located between it and the
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Camaera. Thus, for each tetrahsdron, the texm
vigibility counts the number of tetzahedra between

it and the canmera.

© Photo-consistency: Let’s assume that p{T) is a
phote-consisgtency measure for a triangle T of the
recansgtruckion. {Traditionally, we c¢an taks the
average valus of the differences between the texture
of this triangle and the textures of the 20 points,
which its wvertices ave Jderived from). The tezm

photo-consistency energy to be minimized is equal to

E o ::Zp(?‘)saire(l?’) . In the care of the minimization
=

per graph cut, we will minimize by adding to the
graph, for each pair of tetrahedra gharing a

triangle T, ¢two nodes p and g with a2 weight edge

W, = p(T) .

o Surface area: we txy to have a surface with an as
small as possible surface area. We will minimize by
adding to the graph, for amy pair of tetrahsdra

sharing a trisngle T, two nodes p and g with =

weight edge W, =aire(T).

The bandling of such a system is exiremely simple because its
characteristics are deemed fixed and unchangeable by the
opexator, except the type of selected lighting, although this
function can be controlled by a seguence of automatic actions
leading ¢to the desired diagnoasis. To this end, the operator
{dentist, dental technician or physician) has a computer showing
him the operations the camera can carry out and permitting kim

to choose between one function and another one.

All or part of the treatment can oceour at the level of the cards
included in the camera, whereby the rest of the trsatment can

eventually be performed by a genexic system {(laptop or standard
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desktop compubter) or a specific system including cards
specifically dedicated to the application of processinag,

transmisgion and data display.

Thug, in *measuring® function, after having selected this mods
of action, the operator starts the meagurement, using a button
located on the camera, or a pedal in communicarion with the
comptiter, the camers or on the intermediate casing, after having
pesitioned the camera over the area to be measured and stops it
when the feels he has encughk information. To this end, he stops

the pressure, or pressss a second time.

The camera is, in this case of picture recording in the mouth or
o a plaster model, moved over the arch, in order to collect the
color 2D information, x and vy, on each of the sensox(s), which

can be CCDs/CMOSs with or without accelerometers.

The scoftware processing permits to calcoulate practically in real
time the 3D coordinates {(x, y and z) and the color of esach of
the polnts measured on x and y. We obtain a 3D file of a partial

or complete arch in color.

The successive recordings of images, 2 real film of the area to
be measured, permit a complete record of the information
necessary for the digital processing of all or part of the
ocbiject measured in the wvestibular, lingual and proximal area. A
slight light pattern permits to indicate the successive pictuxe

recordings to the operator.

The knowledge of all the points of all the surfaces of the two
measured arches also allows the opesrator to re-record certain
insufficiently accurate aveas. These areas are identified
automatically by the software by means of different real-time
systems such as the existence of a lack of information on the
sratter diagrams (wide detection) oy the existence of aberrant

dots with raspect to their immediats vicinity {local detection).
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This same detection can occuxr at the level of the modeling

curves {(Nurbs,. radial basig functions, wavelets ....}.

Thess areas will be marked with a wolor or by another method
capable of drawing the c¢linician’s attention. The latter will
take again the camera and the identification of the new poliunts
wikth respect to the known points will permit to £ill in the
inaccurate gpaceg or areas. This operation van dbe farilitated by
numbering the areas to be read again, a wveading oxdexr ¢to be

followed, and/or the presence of a 30 accelerometer.

These data undergo, on the one hand, an analog-to-digital
conversion and, on the other hand, are sventually processed in
the form of a video szignal directly usable in real time by the

conventional display screens.

Having a colored image alzo allows the operator ho have an
auvtomatic analysis of the demtal {usually white) and gilugival
{usually red] areas, which 4z dimpossible with the current
methods using the projections of structured light. Likewiss,
through positioning an index of known coler he has the
posgibility of carxyving out a discriminative analysiszs in order
to identify obiects in the image, but alsc their position
{implant or screw heads, orthodontic brackets ...} or also to
Facilitate the corvelation of the pictures ({(colored marks, lines
on the object or selective coloxrs such as the bottoms of

farrows. ..}

PThis diserimination has another advantage at the level of the
seftware. fince the current methods often do not have the color
analysis, Dbecause of the projection of structured lighi, they
have sgo-called "unvrelated" surfaces, which distuxrb, =sven impede
the automatic correlation of the pictures. They reguire a wmanual
cleaning of the pictures, which operatien is time-consuming and
expansive. Being able to distinguish between the gum {red} and
the teeth (white) will permit to remove the unrelated areas

based on the color information. Thus, in an analysis surface of
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the preparations of the ¢teeth, 211 red unrelated areas will

automatically be deleted,

Finally, in the measuring function of oux invention, the high
accuracy of 10 um iz not always necessary and that of the wide
field is sometines enough (2¢ pm} . In dentistry, the
practitioner, who wants to carry out a diagnosis or an
impression, in order to make a prosthesis or an implant, needs
two types of approaches, a fast one, which provides him only
with the necessary information (in terms of measured surface and
provided accuvracy}, and the other one, a complete and accurate
ore. For example, making a crown on a mandibular molar tooth can
be done by dental CFAO when the optical impression of the
preparation area 1is accurate, complete and neat, when the
optical impression of the opposing teeth provides at least the
meagures ©of the points of contact {cusps, furrows) and the arch
forms, which does not require the same attention. Likewise, an
impression for a device for gstraightening the teeth
{orthodontics) will notr reguire as much accuracy as the one for

making a ceramic bridge on implant heads.

Eventually and advantagecusly, the present invention permits ko
gelect independently from esch other wide~field or narrow field
accuracies, thanks to the software implemented in image
processing {(Figure 1b). It is possible to guickly coastruct
darge-area coloxr surfaces ox, onr Lhe contrary, to constract
narxrow aveas with high accuracy, by putting into operation only
either one of the sensors, preferably associated with the
accaelerometer the function of which will be to replace the
inactivated sensoxr. This substitution is not necessary, but is a
supplement that guarantees the accuxacy of the correlation of

the pictures.

In the function referred to as *diagnosig¥, he selects on the
computer the desired type of diagnosis, e.g. melanoma, and the

camera will starxrt & scamning with a wavelength corresponding to
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highlighting the areas of dinterest Ffor the pre-selscted
wavelengths present on a 3D image. Yo addition, and through the
3D analysis of the objeckt, the recovering of the measures over
time will permit to Dbetiter follow the evolution of =said
pathology. It is indeed recognized by the professionals that the
study of a suspicious image can be made in 2D, but especially
the evolution of its volume and its color serves as a reference
for monitoxing its dangerous character over time. Having a
volume referred to a mathematical center {e.g. the microbar
center} permits to superpose images on a cenber depending on the
cbiect, and not on the cbaserver, in order to obiectively assess
the eveolution of its veolume, the «color analysiz beilng
tranaferred onte a 3D form, which is not the case today with the
methods performed om 2D surfaces or those using structured light

or waves (00T, scanner oY MRI).

Likewise, thanks to the 3D color display of our invention and by
selecting the "color analysis®, the analysis of the eolox of the
teeth will be tranzsferred onte their measured wvolumes. This
meagurenment will be done by colorimetry usging 3 or 4 basic LED
colors (REB). Being able to have differemt LED colors, thus
several wavelengths, we can approximite a continuous spectrum,
without the risk of disturbing an structured active light. We
will have a apectro-colorimetric analysis independent from the

metamaerism.

Advantageously and accordinmg to the invention, the LEDs can also
play =an important vrole in the correlabtion of the successive
pictures {(Pigure 12) (B85). Indeed, we know that there are
methods based on the correlations of the pictures with marks
placed in the measured snvironment or using the similarity found
in the diagram itself, or eaven working on the fuzzy edge of the
pictures. All these sgystems are complex, because they reguire
either placing spherical marks in the area, which operation is
complex at clinical level, or identifying areas often without

any welief or with too an even condition of the surface.
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Scanning with LEDs having a known wavelength with a color 3D
imaging permits to simplify and automate this process. Indeed, a
simple colored line or the sticking of a mark can be detected
and displayved automatically if we have taken care to use a
marking vaing a color that is complementary, identical, additive
or subtractive of the wavelength of one {or several) of the
scanning LEDg (79). The detection will thus occur through =a
simple chromatic highlighting of any mark whatsocever. This
rmarking, which is always in ths same position on the object,
regardless of the angle or zoom of our optical impressions, will

serve as a correlation reference.

Advantageously and according to the game principle in  our
invention, it will be possibkle to track the mandibular movements
by placing ouxr camera in the vestibular arsa of the jaws of the
mouth. We draw red-color lineszs on the upper Jjaw bone and the
lower jaw bopne, and this is only & non-restrictive example, and
then we film vthe movements of these ¢two Jjaw bones, 4in &
vegtibalar view, from the start to the end of the movement., The
camera takes plcotures in which a seabtter JSiagram moves ({the
lower jaw bone) relative to the other scatter diagram {the upper
daw bone, which ig in principle considered immobile). Since our
marking belongs independently to sach jaw bone, our system will
only track the movemsnt of the colored markings, highlighted
when the red LED is 1it {in our example and this iz only an
example) . Since this same marking exists at the time the optical
impression made separately of the upper jaw bone and the lower
jaw bone, the correlation software will use this colored marking
noet only for correlating the images of each one of the Hdaw
bones, but alsoe for displaying the movements depending on the

fourth dimension, the time.

This operation can be performed without using a marker, but only
through the identification of the scatter diagram common to the

upper and lowsr jaw bonss.
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It is also possible to measure the position in ocdclusion and the
displacement of an arch with respect to the other ome. To this
end, the camera is positioned laterally., with clenched testh, in
order to take the coordinates of the points visible on both

avches, usually located oz the labial surfaces of the teeath.

Since the points detected in the vestibular pictures are conmon
to the individual pilctures of each of the avches, it is possible
to corvelate all the points of both arches taken individually
and to go have all the poinks in occlusion, including the

inaccessible areas in the vestibular view, with clenched teeth.

We then have three types of peoint files, the file of the upperx
arch, that of the lower axch and that of the two arches in

ocelusion referred to as static occlusion,

If we positicn the camera for a wvestibular view, with clenched
teeth, and we ask the patient to move his teesth, we will have a
fourth file corresponding to the temporal displacement of the
upper arch with rsspect to the lower arch. It is encugh to
follow over time the movement of the points identified in the
vegstibular view. This will provide the dinformation on the

dynamnic movements in ocdlusion.

This same operation can be pexformed using a laboratory patch or
articulator. The camera will follow the digplacement eof the
vestibular points detected on the plaster models placed on the

articulator.

Starting from this static analysis of the oecclusion, it is
possible to position our virtwal medels in a virtual articulator
as introduced in Chambéry in 1985 and to follow the dynamic
movements by adjusting the essential data, which are the
condylax dnclinatiom, the Bennett angle and other assential

information given by a face-bow.

0443



WO 2013/008097 PCT/IB2012/001777
62

We can advantageocusly use the podnts of the 3D analysis
resulting from our invention in order to propexly position the
virtual model on the wirtual articulator and/or we can use the
marking points as defined inm our patent BP 0373077 ox oux patent

application EP 83.313173.6,

Basaed on this static and dynamic occlusion measurement, we can
use the method described in our patent EP (369508 (Us 5,143,08¢)
*device for measuring and analyzing the movements of the human
body oxr part thersof®, This will allow us to have all the
elindcal information mnecessary for a good analysis of the

patient's occlusion.

Likewise and advantagecusly in ouy iavention, the same principle
of the intexvention of time in following the movemsnts will be
applied for measuring the pressure on the pathologies that can
be found in the mouth. Indeed, we know that a pathology can i.a.
be identified by its reaction to the pressure {more or less
rapid weturn to its original position). By following the
tnhysical® reaction over time of the optical impreasion of ouy
excrescence, we will be able to assist in diagnosing. In £act,
we book gare, as can be seen in drawing 6a (62} to permit the
passing-through of an imnstrument to perform this action, without

it being an obligation of course.

The 1light is intended ounly to illuminate the scens;, in order to
promote the signal-noise ratio. It would indeed be possible to
perform a measurement without Iight illuminating the surface
beiny measured, bubt working in dark arxsas like the inside wf the
mouth regquires an ambient light chosen as close as possible to
daylight, or using a light having kaown apactral
characteristics, so that the color rendering can be analyzed for
extracting from same the characteristic data of the analyzed

tissues.

This unstructured light also permits, as we already said, to

work with the lighting of the dentists room or the laboratory.
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Likewisge, as we <can sgee; by selecting c<certain wavelengths
emitted by the LEDs present around the reading window and by
increasing their freguencies oxr/and their intensities, we can
place on a 3P image &the display of coertain anatomies oy
pathologies located at a small depth. Xnowliedge of the voliuns
provides an indication of the positvioning of this pathological
limit, which permits to predict and display ita evelution. This
is also true for the fluorescence reactions of some tissues to
blue oxr UV radiation. The fluorsscence appears not only at the
surface, but alse in the depth of the pathology. which helps us
Lo provide assistance for the tlherapy to be applied (exeresis of
pathological tissue). Rnowing the penetration of such or such
radiation, it is possible to assess the extent and depth with

respect to the actual 30 surface being analyzed.

Finally, =2nd this is not restrictive, having two 2D images for
constructing the 3D image permits us, in real time, to switch
ouxr wvision without any modification of the camera to 20 color
displays like all the cameras nowadays available on the market
of dentistry. Therefore, since it doss not use structured-light
projection, our canexa can perform all presently known
functions, including zoom effects, but alse the applications of
color diagnosis on 2D images, such as the detections of caries
by fluorescence in gresn, blue or UV {500 to 300 am} radiations
oer wisualizations in xed and IR radiatioen (600 te 200 nmj,

depending on the LEDs that we have emulated in the analysis.

Advantageously., and this remains a very interesting peint of our
invention, it is possible to work in 2P color startiang fxom 3D

viewsg. This can be done in twe different ways:

-~ Since we use daylight {7%), without projection of frames or
other structured light, the display scresen (5) in our control
during the recording of plotures (78} allows us to use this
optical impression camera ag a simple 2D camera, which

siguifiicantly limits the practitionsrs’ cost of investment.
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- We can also pexrform this 2D display, aftex digital processzing
and highlighting ¢f the pathological axeas by scanning with LEDs
of specific wavelengths, This technique is cbhviocusly possible

only starting from 3D images.

Thig same zoom effect in color picture ox the smulabtions can ke
performed on the 3D imageées. It is obvious that the transition
from coleox to grayscale will only be an offset funciion present
in the software controlling the processing of images resulbting

from the operationr of the camers.

It clearly appears f£from the Fforegoing description that the
present invention fully solves the the problems set Eforth, io
that it provides a real answer for optimizing 3D color and
dynamic dental reading (in time} and the pathological analysis
of skin patholeogies at particularly low gogt dua to a concept
that can be fixed during the manufacturing phase. It also
elearly appears from this deseription that it permits teo solve
the basic problems, such as the controel of the clinical
provedure, espeacially since no altsrmative has been provided. It
iz obvious that the invention is not limited to one form of
implementation of this method, mnor to only the embodiments of
the device for implementing this method as writtem above by way
of an example. On the contrary, it encompasses all variants of
implementation and embodiment. Thus, it is possible; in
particulayr, to measuxre the oxal pathologies, drzvespective of

their being related to hard tissue or soft tissue,
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CLAIMS

1} Three-dimeusional measuring device used in the dental
field and admed at measuring in the absence of projection of
active or structured light, cowmprising means for capturing
images as well ag data-processing means for said images, wherein
said image-~capturing means {38, 39) consist of means designed
capable of permitbting to capture sinmultanesusly., or almost
simultaneously, at least two images, one of which is totally ox
partially inciuded in the other one, said included dimage
descaribing a narrower field thap that of the other one, and

having & higher acouracy tharn that of the other one.

2} Three-dimensional measuring device according to olaim 1,
wherein the image-capturing means congist of at least two
electronic image sensors, one of which (38) viewing a wide field
with average accuracy and the other one {39} a narrower field
with higher agcuracy totally oy partially included in said wide

field, said sensors being associated with optical systems.

3} Three-dimensiondl measguring device according to ¢laim 2,
wherein the optical systems associated with the sesngors have
different focal lengths in order to perxmit two different levels

of accouracy.

4} Three-dimensional measuring device according to claim 3,
wherein the sensors consist of color or monochromatic CCD or

CMOS electronic sensors.

5} Three-dimensional measuring device according to any of
clainms 1 Lo 4, wheredin it comprises in addition an
accelerometer/gyro/30 magnetometer (52} capable of providing a
general and continucus information on the spatial position of

the image-~capturing means.
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6} Three-dimensional measuring device according bo any of
claims 1 to 5, wherein it comprises: a central management and

analog/digital data conversion unit,
~ a data transmission wvia cable, telephones or wireless,

~ a hardware systenm for additional processing, dialog/

display with the operator, data transmission and storage,

- a power-supply caxd capable of operating oz USRE or on

battery {e.g. AC/DC).

7} Three-~dimensional measuring device acugording to any of
claims 1 to 6, wherein it comprises a passive and unstructured
iighting by means of LEDs of one or more wavelengths permitting
Lo measure specular or ILambertian yegular sgurfacesg, and having
unstructured light, but with the specific characteristics in
termg of purity (consistent or not), type (color) and intensity
{power} for tha function of diagposis on a 3D image, transferred

onto the 3D surfaces.

8) Three-dimensional measuring device acevording to claim 7,

wherein the LEDs are of a predefined wavelength.

8} Three-dimangional measuring device accorxding to any of
claims 2 to 8, wherein one of the zengorxs is designed capable of
indicating the general information on the field depth, so that
the foeal length o©of the otheyr sensor is pre-positioned in a

region close to reality analvzed by the first sensor.

10} Three~dimensional measuring device according to any of
c¢laims 1 to 9, wherein the means for capturing images in the
naxrrowast field with higher accuracy is asgsociated with a
displacement means permitting it to guickly scan the entire

£ield covered by the other capturing means.

11} Three-dimensional measuring device according to any of

claims 1 to 10, wheredn the means for capturing images in the
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narrowest fiseld with higher accuracy is asscociated with =1

variable zoom.

12} Thres~dimensional neasuring devige according to any of
claims 1 to 11, wherein it comprises means for projecting at
least one circle of colored light surrounding the f£field of the

included image, and/or the field of the other image.

i3} Thres-dimensional nmeasuring device according to any of
claims 1 to 12, wherein it comprises a flash system with vexy

fast pulsing LEDs.

14} Three-dimensional measuring device according to any of
claims 1 to 13, wherein the oprtical systems include liguid-type

lenses.

15} Three-dimensional measuring device according to any of
claims 1 to 13, wherein the optical systems comprise lenzes of
glass or molded glass/plastic with a pupil on the input facs,

associated with & micro-motory for adiusting the £isld depth.

16) Thres-dimensional measuring device accoxding to any of
claims 1 to 13, wherein the optical aystems comprise so-called
ifree~form® thermoplastic lenses comprised of a $£lat top

surrounded by asymmetric facets.
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Focus scanning apparatus recording color

Field of the invention

The invention relates to three dimensional (3D) scanning of the surface geometry
and surface color of objects. A particular application is within dentistry, particularly

for intraoral scanning.

Background of the invention

3D scanners are widely known from the art, and so are intraoral dental 3D
scanners (e.g., Sirona Cerec, Cadent Itero, 3Shape TRIOS).

The ability to record surface color is useful in many applications. For example in
dentistry, the user can differentiate types of tissue or detect existing restorations.
For example in materials inspection, the user can detect surface abnormalities
such as crystallization defects or discoloring. None of the above is generally
possible from 3D surface information alone.

W02010145669 mentions the possibility of recording color. In particular, several
sequential images, each taken for an illumination in a different color - typically
blue, green, and red - are combined to form a synthetic color image. This
approach hence requires means to change light source color, such as color filters.
Furthermore, in handheld use, the scanner will move relative to the scanned object

during the illumination sequence, reducing the quality of the synthetic color image.

Also US7698068 and US8102538 (Cadent Inc.) describe an intraoral scanner that
records both 3D geometry data and 3D texture data with one or more image
sensor(s). However, there is a slight delay between the color and the 3D geometry
recording, respectively. US7698068 requires sequential illumination in different
colors to form a synthetic image, while US8102538 mentions white light as a
possibility, however from a second illumination source or recorded by a second

image sensor, the first set being used for recording the 3D geometry.
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WO02012083967 discloses a scanner for recording 3D geometry data and 3D
texture data with two separate cameras. While the first camera has a relatively
shallow depth of field as to provide focus scanning based on multiple images, the
second camera has a relatively large depth of field as to provide color texture

information from a single image.

Color-recording scanning confocal microscopes are also known from the prior art
(e.g., Keyence VK9700; see also JP2004029373). A white light illumination system
along with a color image sensor is used for recording 2D texture, while a laser
beam forms a dot that is scanned, i.e., moved over the surface and recorded by a
photomuiltiplier, providing the 3D geometry data from many depth measurements,
one for each position of the dot. The principle of a moving dot requires the
measured object not to move relative to the microscope during measurement, and
hence is not suitable for handheld use.

Summary of the invention

It is an object of the present invention to provide a scanner for obtaining the 3D
surface geometry and surface color of the surface of an object, which does not
require that some 2D images are recorded for determining the 3D surface
geometry while other images are recorded for determining the surface color.

It is an object of the present invention to provide a scanner for obtaining the 3D
surface geometry and surface color of the surface of an object, which obtains
surface color and the 3D surface geometry simuitaneously such that an alignment
of data relating to 3D surface geometry and data relating to surface color is not
required.

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an

object, the scanner comprising:

- amultichromatic light source configured for providing a probe light, and
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- acolor image sensor comprising an array of image sensor pixels for

recording one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color and 3D
surface geometry of a part of the object are derived at least partly from one 2D

image recorded by said color image sensor

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an
object, the scanner comprising:

- a rhultichromatic light source configured for providing a probe light,
- acolor image sensor comprising an array of image sensor pixels, and

- an optical system configured for guiding light received from the object to
the color image sensor such that 2D images of said object can be

recorded by said color image sensor;

wherein the scanner is configured for acquiring a number of said 2D images of a
part of the object and for deriving both surface color and 3D surface geometry of
the part of the object from at least one of said recorded 2D images at least for a
block of said image sensor pixels, such that the surface color and 3D surface

geometry are obtained concurrently by the scanner.

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an

object, the scanner comprising:
- amuitichromatic light source configured for providing a probe light;

- acolor image sensor comprising an array of image sensor pixels, where
the image sensor is arranged to record 2D images of light received from
the object; and
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an image processor configured for deriving both surface color and 3D
surface geometry of at least a part of the object from at least one of said
2D images recorded by the color image sensor.

Disclosed is a scanner system for obtaining 3D surface geometry and surface

color of an object, said scanner system comprising

a scanner according to any of the embodiments, where the scanner is
configured for deriving surface color and 3D surface geometry of the
object, and optionally for obtaining a partial or full 3D surface geometry
of the part of the object; and

a data processing unit configured for post-processing 3D surface
geometry and/or surface color readings from the color image sensor, or
for post-processing the obtained partial or full 3D surface geometry.

In some embodiments, the data processing unit comprises a computer readable

medium on which is stored computer implemented algorithms for performing said

post-processing.

In some embodiments, the data processing unit is integrated in a cart or a

personal computer.

Disclosed is a method of obtaining 3D surface geometry and surface color of an

object, the method comprising:

providing a scanner or scanner system according to any of the

embodiments;

illuminating the surface of said object with probe light from said

multichromatic light source;

recording one or more 2D images of said object using said color image
sensor; and
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- deriving both surface color and 3D surface geometry of a part of the
object from at least some of said recorded 2D images at least for a block
of said image sensor pixels, such that the surface color and 3D surface

geometry are obtained concurrently by the scanner.

The present invention is a significant improvement over the state of the art in that
only a single image sensor and a single multichromatic light source is required,
and that surface color and 3D surface geometry for at least a part of the object can
be derived from the same image or images, which also means that alignment of
color and 3D surface geometry is inherently perfect. In the scanner according to
the present invention, there is no need for taking into account or compensating for
relative motion of the object and scanner between obtaining 3D surface geometry
and surface color. Since the 3D surface geometry and the surface color are
obtained at precisely the same time, the scanner automatically maintains its
spatial disposition with respect to the object surface while obtaining the 3D surface
geometry and the surface color. This makes the scanner of the present invention
suitable for handheld use, for example as an intraoral scanner, or for scanning
moving objects.

In the context of the present invention, the phrase “surface color” may refer to the
apparent color of an object suiface and thus in some cases, such as for semi-
transparent or semi-translucent objects such as teeth, be caused by light from the
object surface and/or the material below the object surface, such as material
immediately below the object surface.

In some embodiments, the 3D surface geometry and the surface color are both

determined from light recorded by the color image sensor.

In some embodiments, the light received from the object originates from the
multichromatic light source, i.e. it is probe light reflected or scattered from the
surface of the object.
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In some embodiments, the light received form the object is fluorescence excited by
the probe light from the multichromatic light source, i.e. fluorescence emitted by
fluorescent materials in the object surface.

In some embodiments, a second light source is used for the excitation of
fluorescence while the mulitichromatic light source provides the light for obtaining
the geometry and color of the object.

In some embodiments, the scanner comprises a first optical system, such as an
arrangement of lenses, for transmitting the probe light from the multichromatic light
source towards an object and a second optical system for imaging light received
from the object at the color‘ image sensor.

In some embodiments, only one optical system images the probe light onto the
object and images the object, or at least a part of the object, onto the color image
sensor, preferably along the same optical axis, however along opposite optical
paths. The scanner may comprise at least one beam splitter located in the optical
path, where the beam splitter is arranged such that it directs the probe light from
the multichromatic light source towards the object while it directs light received
from the object towards the color image sensor.

In some embodiments, the surface color and 3D surface geometry of the part of
the object are derived from a plurality of recorded 2D images. In that case, both
surface color and 3D surface geometry of the part of the object can be derived
from a number of the plurality of recorded 2D images.

Several scanning principles are suitable for this invention, such as triangulation

and focus scanning.

In some embodiments, the scanner is a focus scanner configured for obtaining a
stack of 2D images of the object from a number of different focus plane positions.
In some focus scanning embodiments, the focus plane is adjusted in such a way
that the image of e.g. a spatial pattern projected by the light source on the probed
object is shifted along the optical axis while recording 2D images at a number of
focus plane positions such that said stack of recorded 2D images can be obtained
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for a given position of the scanner relative to the object. The focus plane position

may be varied by means of at least one focus element, e.g., a moving focus lens.

In some focus scanner embodiments, the scanner comprises means for
incorporating a spatial pattern in said probe light and means for evaluating a
correlation measure at each focus plane position between at least one image pixel
and a weight function, where the weight function is determined based on
information of the configuration of the spatial pattern. Determining in-focus
information may then relate to calculating a correlation measure of the spatially
structured light signal provided by the pattern with the variation of the pattern itself
(which we term reference) for every location of the focus plane and finding the
location of an extremum of this series. In some embodiments, the pattern is static.
Such a static pattern can for example be realized as a chrome-on-glass pattern.

One way to define the correlation measure mathematically with a discrete set of
measurements is as a dot product computed from a signal vector, I = (/1,...,In),
with n > 1, elements representing sensor signals and a reference vector, f= (A,...,
fn), of reference weights. The correlation measure A is then given by

A=f-1=ifi1,-
i=1

The indices on the elements in the signal vector represent sensor signals that are
recorded at different pixels, typically in a block of pixels. The reference vector f
can be obtained in a calibration step.

By using knowledge of the optical system used in the scanner, it is possible to
transform the location of an extremum of the correlation measure, i.e., the focus
plane into depth data information, on a pixel block basis. All pixel blocks combined
thus provide an array of depth data. In other words, depth is along an optical path
that is known from the optical design and/or found from calibration, and each block
of pixels on the image sensor represents the end point of an optical path.
Therefore, depth along an optical path, for a bundle of paths, yields a 3D surface
geometry within the field of view of the scanner.
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It can be advantageous to smooth and interpolate the series of correlation
measure values, such as to obtain a more robust and accurate determination of
the location of the maximum. For example, a polynomial can be fitted to the values
of A for a pixel block over several images on both sides of the recorded maximum,
and a location of a deducted maximum can be found from the maximum of the
fitted polynomial, which can be in between two images.

Color for a block of pixels is at least partially derived from the same image from
which 3D geometry is derived. In case the location of the maximum of A is
represented by an image, then also color is derived from that same image. In case
the location of the maximum of A is found by interpolation to be between two
images, then at least one of those two images should be used to derive color, or
both images using interpolation for color also. It is also possible to average color
data from more than two images used in the determination of the location of the
maximum of the correlation measure, or to average color from a subset or
superset of multiple images used to derive 3D surface geometry. In any case,
some image sensor pixels readings are used to derive both surface color and 3D

surface geometry for at least a part of the scanned object.

Typically, there are three color filters, so the overall color is composed of three
contributions, such as red, green, and blue, or cyan, magenta, and yellow. Note
that color filters typically allow a range of wavelengths to pass, and there is
typically cross-talk between filters, such that, for example, some green light will
contribute to the intensity measured in pixels with red filters.

For an image sensor with a color filter array, a color component ¢; within a pixel
block can be obtained as

n
G = z gjili
i=1

where g;; = 1 if pixel / has a filter for color ¢;, O otherwise. For an RGB filter array
like in a Bayer pattern, j is one of red, green, or blue. Further weighting of the
individual color components, i.e., color calibration, may be required to obtain

natural color data, typically as compensation for varying filter efficiency,
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illumination source efficiency, and different fraction of color components in the filter
pattern. The calibration may also depend on focus plane location and/or position
within the field of view, as the mixing of the light source component colors may
vary with those factors.

In some embodiments, color is obtained for every pixel in a pixel block. In sensors
with a color filter array or with other means to separate colors such as diffractive
means, depending on the color measured with a particular pixel, an intensity value
for that color is obtained. In other words, in this case a particular pixel has a color
value only for one color. Recently developed color image sensors allow
measurement of several colors in the same pixel, at different depths in the
substrate, so in that case, a particular pixel can yield intensity values for several
colors. In summary, it is possible to obtain a resolution of the surface color data
that is inherently higher than that of the 3D geometry data.

In the embodiments where color resolution is higher than 3D geometry resolution,
a pattern will be visible when at least approximately in focus, which preferably is
the case when color is derived. The image can be filtered such as to visually
remove the_ pattern, however at a loss of resolution. In fact, it can be
advantageous to be able to see the pattern for the user. For example in intraoral
scanning, it may be important to detect the position of a margin line, the rim or
edge of a preparation. The image of the pattern overlaid on the 3D geometry of
this edge is sharper on a side that is seen approximately perpendicular, and more
blurred on the side that is seen at an acute angle. Thus, a user, who in this
example typically is a dentist or dental technician, can use the difference in
sharpness to more precisely locate the position of the margin line than may be
possible from examining the 3D surface geometry alone.

High spatial contrast of the in-focus pattern image on the object is desirable to
obtain a good signal to noise ratio of the correlation measure on the color image
sensor. Improved spatial contrast can be achieved by preferential imaging of the
specular surface reflection from the object on the color image sensor. Thus, some
embodiments of the invention comprise means for preferential/selective imaging of
specularly reflected light. This may be provided if the scanner further comprises
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means for polarizing the probe light, for example by means of at least one

polarizing beam splitter.

In some embodiments, the polarizing optics is coated such as to optimize
preservation of the circular polarization of a part of the spectrum of the
multichromatic light source that is used for obtaining the 3D surface geometry.

The scanner according to the invention may further comprise means for changing
the polarization state of the probe light and/or the light received from the object.
This can be provided by means of a retardation plate, preferably located in the
optical path. In some embodiments of the invention the retardation plate is a
quarter wave retardation plate.

Especially for intraoral applications, the scanner can have an elongated tip, with
means for directing the probe light and/or imaging an object. This may be provided
by means of at least one folding element. The folding element could be a light

reflecting element such as a mirror or a prism.

For a more in-depth description of the above aspects of this invention, see
WO2010145669.

The invention disclosed here comprises a multichromatic light source, for example

a white light source, for example a multi-die LED.

Light received from the scanned object, such as probe light returned from the
object surface or fluorescence generated by the probe light by exciting fluorescent
parts of the object, is recorded by a color image sensor. In some embodiments,
the color image sensor comprises a color filter array such that every pixel in the
color image sensor is a color-specific filter. The color filters are preferably
arranged in a regular pattern, for example where the color filters are arranged
according to a Bayer color filter pattern. The image data thus obtained are used to
derive both 3D surface geometry and surface color for each block of pixels. For a
focus scanner utilizing a correlation measure, the 3D surface geometry may be
found from an extremum of the correlation measure as described above.

In some embodiments, the 3D surface geometry is derived from light in a first part
of the spectrum of the probe light provided by the multichromatic light source.

0490



10 -

15

20

25

30

11

Preferably, the color filters are aligned with the image pixels, preferably such that
each pixel has a color filter for a particular color only.

In some embodiments, the color filter array is such that its proportion of pixels with
color filters that match the first part of the spectrum is larger than 50%.

In some embodiments, the scanner is configured to derive the surface color with a

higher resolution than the 3D surface geometry.

In some embodiments, the higher surface color resolution is achieved by
demosaicing, where color values for pixel blocks may be demosaiced to achieve
an apparently higher resolution of the color image than is present in the 3D
surface geometry. The demosaicing may operate on pixel blocks or individual

pixels.

In case a multi-die LED or another illumination source comprising physically or
optically separated light emitters is used, it is preferable to aim at a Kéhler type
illumination in the scanner, i.e. t'he illumination source is defocused at the object
plane in order to achieve uniform illumination and good color mixing for the entire
field of view. In case color mixing is not perfect and varies with focal plane

location, color calibration of the scanner will be advantageous.

It can be preferable to compute the 3D surface geometry only from pixels with one
or two kinds of color filters. A single color requires no achromatic optics and is thus
provides for a scanner that is easier and cheaper to build. Furthermore, folding
elements can generally not preserve the polarization state for all colors equally
well. When only some color(s) is/are used to compute 3D surface geometry, the
reference vector fwill contain zeros for the pixels with filters for the other color(s).
Accordingly, the total signal strength is generally reduced, but for large enough
blocks of pixels, it is generally still sufficient. Preferentially, the pixel color filters
are adapted for little cross-talk from one color to the other(s). Note that even in the
embodiments computing geometry from only a subset of pixels, color is preferably

still computed from all pixels.

To obtain a full 3D surface geometry and color representation of an object, i.e. a
colored full 3D surface geometry of said part of the object surface, typically several
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partial representations of the object have to be combined, where each partial
representation is a view from substantially the same relative position of scanner
and object. In the present invention, a view from a given relative position
preferably obtains the 3D geometry and color of the object surface as seen from
that relative position.

For a focus scanner, a view corresponds to one pass of the focusing element(s),
i.e. for a focus scanner each partial representation is the 3D surface geometry and
color derived from the stack of 2D images recorded during the pass of the focus

plane position between its extremum positions.

The 3D surface geometry found for various views can be combined by algorithms
for stitching and registration as widely known in the literature, or from known view
positions and orientations, for example when the scanner is mounted on axes with
encoders. Color can be interpolated and averaged by methods such as texture
weaving, or by simply averaging corresponding color components in multiple views
of the same location on the 3D surface. Here, it can be advantageous to account
for differences in apparent color due to different angles of incidence and reflection,
which is possible because the 3D surface geometry is also known. Texture
weaving is described by e.g. Callieri M, Cignoni P, Scopigno R. “Reconstructing
textured meshes from multiple range rgb maps”. VMV 2002, Erlangen, Nov 20-22,
2002.

In some embodiments, the scanner and/or the scanner system is configured for
generating a partial representation of the object surface based on the obtained
surface color and 3D surface geometry.

In some embodiments, the scanner and/or the scanner system is configured for
combining partial representations of the object surface obtained from different
relative positions to obtain a full 3D surface geometry and color representation of
the part of the object.

In some embodiments, the combination of partial representations of the object to
obtain the full 3D surface geometry and color representation comprises computing
the color in each surface point as a weighted average of corresponding points in
all overlapping partial 3D surface geometries at that surface point. The weight of
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each partial presentation in the sum may be determined by several factors, such
as the presence of saturated pixel values or the orientation of the object surface

with respect to the scanner.

Such a weighted average is advantageous in cases where some scanner positions
and orientations relative to the object will give a better estimate of the actual color
than other positions and orientations. If the illumination of the object surface is
uneven this can to some degree also be compensated for by weighting the best
illuminated parts higher.

In some embodiments, the scanner comprises an image processor configured for
performing a post-processing of the 3D surface geometry, the surface color
readings, or the derived partial or full 3D surface geometries of the object. The
scanner may be configured for performing the combination of the partial
representations using e.g. computer implemented algorithms executed by an
image processor of the scanner.

The scanner system may be configured for performing the combination of the
partial representations using e.g. computer implemented algorithms executed by
the data processing unit as part of the post-processing of the 3D surface
geometry, surface color, partial 3D geometry and/or full 3D geometry, i.e. the post-
processing comprises computing the color in each surface point as a weighted
average of corresponding points in all overlapping partial 3D surface geometries at
that surface point.

Saturated pixel values should preferably have a low weight to reduce the effect of
highlights on the recording of the surface color. The color for a given part of the
surface should preferably be determined primarily from 2D images where the color
can be determined precisely which is not the case when the pixel values are
saturated.

In some embodiments, the scanner and/or scanner system is configured for
detecting saturated pixels in the recorded 2D images and for mitigating or
removing the error in the obtained color caused by the pixel saturation. The error
caused by the saturated pixel may be mitigated or removed by assigning a low
weight to the saturated pixel in the weighted average.
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Specularly reflected light has the color of the light source rather than the color of
the object surface. If the object surface is not a pure white reflector then specular
reflections can hence be identified as the areas where the pixel color closely
matches the light source color. When obtaining the surface color it is therefore
advantageous to assign a low weight to pixels or pixel groups whose color values
closely match the color of the multichromatic light source in order to compensate
for such specular reflections.

Specular reflections may also be a problem when intra orally scanning a patient’s
set of teeth since teeth rarely are completely white. It may hence be advantageous
to assume that for pixels where the readings from the color images sensor indicate
that the surface of the object is a pure white reflector, the light recorded by this
pixel group is caused by a specular reflection from the teeth or the soft tissue in
the oral cavity and accordingly assign a low weight to these pixels to compensate

for the specular reflections.

In some embodiments, the compensation for specular reflections from the object
surface is based on information derived from a calibration of the scanner in which
a calibration object e.g. in the form of a pure white reflector is scanned. The color
image sensor readings then depend on the spectrum of the multichromatic light
source and on the wavelength dependence of the scanner’s optical system caused
by e.g. a wavelength dependent reflectance of mirrors in the optical system. If the
optical system guides light equally well for all wavelengths of the multichromatic
light source, the color image sensor will record the color (also referred to as the
spectrum) of the multichromatic light source when the pure white reflector is

scanned.

In some embodiments, compensating for the specular reflections from the surface
is based on information derived from a calculation based on the wavelength
dependence of the scanner’s optical system, the spectrum of the multichromatic
light source and a wavelength dependent sensitivity of the color image sensor. In
some embodiments, the scanner comprises means for optically suppressing
specularly reflected light to achieve better color measurement. This may be
provided if the scanner further comprises means for polarizing the probe light, for
example by means of at least one polarizing beam splitter.
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When scanning inside an oral cavity there may be red ambient light caused by
probe light illumination of surrounding tissue, such as the gingiva, palette, tongue
or buccal tissue. In some embodiments, the scanner and/or scanner system is
hence configured for suppressing the red component in the recorded 2D images.

In some embodiments, the scanner and/or scanner system is configured for
comparing the color of sections of the recorded 2D images and/or of the partial
presentations of the object with predetermined color ranges for teeth and for oratl
tissue, respectively, and for suppressing the red component of the recorded color
for sections where the color is not in either one of the two predetermined color
ranges. The teeth may e.g. be assumed to be primarily white with one ratio
between the intensity of the different components of the recorded image, e.g. with
one ratio between the intensity of the red component and the intensity of the blue
and/or green components in a RGB configuration, while oral tissue is primarily
reddish with another ratio between the intensity of the components. When a color
recorded for a region of the oral cavity shows a ratio which differs from both the
predetermined ratio for teeth and the predetermined ratio for tissue, this region is
identified as a tooth region illuminated by red ambient light and the red component
of the recorded image is suppressed relative to the other components, either by
reducing the recorded intensity of the red signal or by increasing the recorded
intensities of the other components in the image.

In some embodiments, the color of points with a surface normal directly towards
the scanner are weighted higher than the color of points where the surface normal
is not directed towards the scanner. This has the advantage that points with a
surface normal directly towards the scanner will to a higher degree be illuminated

by the white light from the scanner and not by the ambient light.

In some embodiments, the color of points with a surface normal directly towards

the scanner are weighted lower if associated with specular reflections.

In some embodiments the scanner is configured for simultaneously compensating
for different effects, such as compensating for saturated pixels and/or for specular
reflections and/or for orientation of the surface normal. This may be done by

generally raising the weight for a selection of pixels or pixel groups of a 2D image
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and by reducing the weight for a fraction of the pixels or pixel groups of said

selection.

In some embodiments, the method comprises a processing of recorded 2D
images, partial or full 3D representations of the part of the object, where said
processing comprises

- compensating for pixel saturation by omitting or reducing the weight of
saturated pixels when deriving the surface color, and/or

- compensating for specular reflections when deriving the surface color by
omitting or reducing the weight of pixels whose color values closely
matches the light source color, and/or

- compensating for red ambient light by comparing color of the 2D images
with predetermined color ranges, and suppressing the red component of

the recorded color if this is not within a predetermined color range.

Disclosed is a method of using a scanner of this invention to display color texture
on 3D surface geometry. It is advantageous to display the 2D color data as a
texture on the 3D surface geometry, for example on a computer screen. The
combination of color and geometry is a more powerful conveyor of information
than either type of data alone. For example, dentists can more easily differentiate
between different types of tissue. In the rendering of the 3D surface geometry,
appropriate shading can help convey the 3D surface geometry on the texture, for
example with artificial shadows revealing sharp edges better than texture alone
could do.

When the multichromatic light source is a multi-die LED or similar, the scanner of
this invention can also be used to detect fluorescence. Disclosed is a method of
using the scanner of the invention to display fluorescence on 3D surface

geometry.

In some embodiments, the scanner is configured for exciting fluorescence on said

object by illuminating it with only a subset of the LED dies in the multi-die LED,
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and where said fluorescence is recorded by only or preferentially reading out only
those pixels in the color image sensor that have color filters at least approximately
matching the color of the fluoresced light, i.e. measuring intensity only in pixels of
the image sensors that have filters for longer-wavelength light. In other words, the
scanner is capable of selectively activating only a subset of the LED dies in the
multi-die LED and of only recording or preferentially reading out only those pixels
in the color image sensor that have color filters at a higher wavelength than that of
the subset of the LED dies, such that light emitted from the subset of LED dies can
excite fluorescent materials in the object and the scanner can record the
fluorescence emitted from these fluorescent materials. The subset of the dies
preferably comprises one or more LED dies which emits light within the excitation
spectrum of the fluorescent materials in the object, such as an ultraviolet, a blue, a
green, a yellow or a red LED die. Such fluorescence measurement yields a 2D
data array much like the 2D color image, however unlike the 2D image it cannot be
taken concurrently with the 3D surface geometry. For a slow-moving scanner,
and/or with appropriate interpolation, the fluorescence image can still be overlaid
the 3D surface geometry. It is advantageous to display fluorescence on teeth
because it can help detect caries and plaque.

in some embodiments, the processing means comprises a microprocessor unit
configured for extracting the 3D surface geometry from 2D images obtained by the

color image sensor and for determining the surface color from the same images.

Disclosed is a method of using a scanner of this invention to average color and/or
3D surface geometry from several views, where each view represents a

substantially fixed relative orientation of scanner and object.

Disclosed is a method using a scanner of this invention to combine color and/or
3D surface geometry from several views, where each view represents a
substantially fixed relative orientation of scanner and object, such as to achieve a

more complete coverage of the object than would be possible in a single view.

Brief description of drawings
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Fig. 1 shows a handheld embodiment of the scanner according to the invention.
Fig. 2 shows prior art pattern generating means and associated reference weights.

Fig. 3 shows a pattern generating means and associated reference weights

according to the present invention.

Fig. 4 shows a color filter array according to the present invention

The scanner embodiment illustrated in fig. 1 is a hand-held scanner with
components inside the housing 100. The scanner comprises a tip which can be
entered into a cavity, a multichromatic light source in the form of a multi-die LED
101, pattern generation means 130 for incorporating a spatial pattern in the probe
light, a beam splitter 140, an image acquisition means 180 including an image
sensor 181, electronics and potentially other elements, an optical system typically
comprising at least one lens, the object being scanned 200, and the image sensor.
The light from the light source 101-travels back and forth through the optical
system 150. During this passage the optical system images the pattern 130 onto
the object being scanned 200 and further images the object being scanned onto
the image sensor 181.

The image sensor 181 has a color filter array 1000. Aithough drawn as a separate
entity because of its importance in the invention, the color filter array is typically

integrated with the image sensor, with a single-color filter for every pixel.

The lens system includes a focusing element 151 which can be adjusted to shift
the focal imaging plane of the pattern on the probed object 200. In the example
embodiment, a single lens element is shifted physically back and forth aiong the

optical axis.

As a whole, the optical system provides an imaging of the pattern onto the object
being probed and from the object being probed to the camera.

The device may include polarization optics 160. Polarization optics can be used to
selectively image specular reflections and block out undesired diffuse signal from

sub-surface scattering inside the scanned object. The beam splitter 140 may also
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have polarizatioh filtering properties. It can be advantageous for optical elements

to be anti-reflection coated.

The device may include folding optics, a mirror 170, which directs the light out of
the device in a direction different to the optical axis of the lens system, e.g. in a

direction perpendicular to the optical axis of the lens system.

There may be additional optical elements in the scanner, for example one or more

condenser lens in front of the light source 101.

In the example embodiment, the LED 101 is a multi-die LED with two green, one
red, and one blue die. Only the green portion of the light is used for obtaining the
3D surface geometry. Accordingly, the mirror 170 is coated such as to optimize
preservation of the circular polarization of the green light, and not that of the other
colors. Note that during scanning all dies within the LED are active, i.e., emitting
light, so the scanner emits apparently white light onto the scanned object 200. The
LED may emit light at the different colors with different intensities such that e.g.
one color is more intense than the other colors. This may be desired in order to
reduce cross-talk between the readings of the different color signals in the color
image sensor. In case that the intensity of e.g. the red and blue diodes in a RGB
system is reduced, the apparently white light emitted by the light source will
appear greenish-white.

Figure 2 shows an example of prior art pattern generation means 130 that is
applied as a static pattern in a spatial correlation embodiment of
WO020101455669, as imaged on a monochromatic image sensor 180. The pattern
can be a chrome-on-glass pattern. Only a portion of the pattern is shown, namely
one period. This period is represented by a pixel block of 6 by 6 image pixels, and
2 by 2 pattern fields. The fields drawn in gray in Fig. 2 (a) are in actuality black
because the pattern mask is opaque for these fields; gray was only chosen for
visibility and thus clarity of the Figure. Figure 2(b) illustrates the reference weights
f for computing the spatial correlation measure A for the pixel block, where n = 6 x
6 = 36, such that
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A =Zn:fi1i

i=1

where / are the intensity values measured in the 36 pixels in the pixel block for a
given image. Note that perfect alignment between image sensor pixels and pattern
fields is not required, but gives the best signal for the 3D surface geometry
measurement.

Figure 3 shows the extension of the principle in Figure 2 for the present invention.
The pattern is the same as in Figure 2 and so is the image sensor geometry.
However, the image sensor is a color image sensor with a Bayer color filter array.
In Figure 2 (a), pixels marked “B” have a blue color filter, while “G” indicates green
and “R” red pixel filters, respectively. Figure 2 (b) shows the corresponding
reference weights f. Note that only green pixels have a non-zero value. This is so |
because only the green fraction of the spectrum is used for obtaining the 3D
surface geometry.

For the pattern / color filter combination of Figure 3, a color component ¢; within a
pixel block can be obtained as

n
¢ = z g;,il;
i=1

where gj,; = 1 if pixel i has a filter for color ¢, 0 otherwise. For an RGB color filter
array like in the Bayer pattern, j is one of red, green, or blue. Further weighting of
the individual color components, i.e., color calibration, may be required to obtain
natural color data, typically as compensation for varying filter efficiency,
ilumination source efficiency, and different fraction of color components in the filter
pattern. The calibration may also depend on focus plane location and/or position
within the field of view, as the mixing of the LED’s component colors may vary with
those factors.

Figure 4 shows an alternative color filter array with a higher fraction of green pixels
than ‘in the Bayer pattern. Assuming that only the green portion of the illumination
is used to obtain the 3D surface geometry, the filter of Figure 4 will potentially
provide a better quality of the obtained 3D surface geometry than a Bayer pattern
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filter, at the expense of poorer color representation. The poorer color
representation will however in many cases still be sufficient while the improved
quality of the obtained 3D surface geometry often is very advantageous.
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Claims

. A scanner for obtaining 3D surface geometry and surface color of an object,

the scanner comprising:

- a multichromatic light source configured for providing a probe light, and

- acolor image sensor comprising an array of image sensor pixels for
recording one or more 2D images of light received from said object,
where at least for a block of said image sensor pixels, both surface color
and 3D surface geometry of a part of the object are derived at least
partly from one 2D image recorded by said color image sensor.

. A scanner according to claim 1, wherein the surface color and 3D surface

geometry of the part of the object are derived from a plurality of recorded
2D images, and where for a number of the plurality of recorded 2D images
both surface color and 3D surface geometry of the part of the object are
derived.

. A scanner according to any of the preceding claims where the scanner is a

focus scanner configured for obtaining a stack of 2D images of the object

from a number of different focus plane positions.

. A scanner according to the preceding claim where the scanner comprises

means for incorporating a spatial pattern in said probe light and means for
evaluating a correlation measure at each focus plahe position between at
least one image pixel and a weight function, where the weight function is
determined based on information of the configuration of the spatial pattern.

. A scanner according to any of the preceding claims where the 3D surface

geometry is derived from light in a first part of the spectrum provided by the
multichromatic light source, and where the color image sensor comprises a
color filter array which is such that its proportion of pixels with color filters
that match the first part of the spectrum is larger than 50%.
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. A scanner according to any of the preceding claims where the scanner is

configured to derive the surface color with a higher resolution than the 3D
surface geometry

. A scanner according to any of the preceding claims where the scanneris

configured for exciting fluorescence on said object by illuminating it with
only a subset of the LED dies in the multi-die LED, and where said
fluorescence is recorded by only or preferentially reading out only those
pixels in the color image sensor that have color filters at least approximately

matching the color of the fluoresced light.

. A scanner system for obtaining 3D surface geometry and surface color of

an object, said scanner system comprising

- ascanner according to any of the preceding claims, where the scanner
is configured for deriving surface color and 3D surface geometry of the
object, and optionally for obtaining a partial or full 3D surface geometry
of the part of the object; and

- adata processing unit configured for post-processing 3D surface
geometry and/or surface color readings from the color image sensor, or
for post-processing the obtained partial or full 3D surface geometry.

wherein the post-processing comprises computing the color in each surface
point as a weighted average of corresponding points in all overlapping

partial 3D surface geometries at that surface point.

. The scanner system according to claim 8, wherein the scanner system is

configured for detecting saturated pixels in the recorded 2D images and for
mitigating or removing the error in the obtained color caused by the pixel
saturation, and wherein the error caused by the saturated pixel is mitigated
or removed by assigning a low weight to the saturated pixel in the weighted
average

10. The scanner system according to claim 8 or 9, wherein the scanner system

is configured for comparing the color of sections of the recorded 2D images
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and/or of the partial presentations of the object with predetermined color
ranges for teeth and for oral tissue, and for suppressing the red component
of the recorded color for sections where the color is not in one of the two

predetermined color ranges.
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Abstract

Disclosed is a scanner, a scanner system, a user interface and a method

for obtaining 3D surface geometry and surface color of an object, the

scanner comprising:

- a multichromatic light source configured for providing a probe light, and

- acolor image sensor comprising an array of image sensor pixels for
recording one or more 2D images of light received from said object,
where at least for a block of said image sensor pixels, both surface color
and 3D surface geometry of a part of the object are derived at least
partly from one 2D image recorded by said color image sensor.
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Focus scanning apparatus recording color

Field of the invention

The invention relates to three dimensional (3D) scanning of the surface geometry
and surface color of objects. A particular application is within dentistry, .particularly
for intraoral scanning.

Background of the invention

3D scanners are widely known from the art, and so are intraoral dental 3D
scanners (e.g., Sirona Cerec, Cadent Itero, 3Shape TRIOS).

‘The ability to record surface color is useful in many applications. For example in

dentistry, the user can differentiate types of tissue or detect existing restorations.
For example in materials inspection, the user can detect surface abnormalities
such as crystallization defects or discoloring. None of the above is generally
possible from 3D surface information alone.

W02010145669 mentions the possibility of recording color. In particular, several
sequential images, each taken for an illumination in a different color - typically
biue, green, and red - are combined to form a synthetic color image. This
approach hence requires means to change light source color, such as color filters.
Furthermore, in handheld use, the scanner will move relative to the scanned object
during the illumination sequence, reducing the quality of the synthetic color image.

Also US7698068 and USB8102538 (Cadent Inc.) describe an intraoral scanner that
records both 3D geometry data and 3D texture data with one or more image
sensor(s). However, there is a slight delay between the color and the 3D geometry
recording, respectively. US7698068 requires sequential illumination in different
colors to form a synthetic image, while US8102538 mentions white light as a
possibility, however from a second illumination source or recorded by a second
image sensor, the first set being used for recording the 3D geometry.

1
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WO2012083967 discloses a scanner for recording 3D geometry data and 3D
texture data with two separate cameras. While the first camera has a relatively
shallow depth of field as to provide focus scanning based on multiple images, the
second camera has a relatively large depth of field as to provide color texture
information from a single image.

Color-recording scanning confocal microscopes are also known from-the prior art
(e.g., Keyence VK9700; see also JP2004029373). A white light illumination system
along with a color image sensor is used for recording 2D texture, while a laser
beam forms a dot that is scanned, i.e., moved over the surface and recorded by a
photomuiltiplier, providing the 3D geometry data from many depth measurements,
one for each position of the dot. The principle of a moving dot requires the
measured object not to move relative to the microscope during measurement, and
hence is not suitable for handheld use.

Summary of the invention

It is an object of the present invention to provide a scanner for obtaining the 3D
surface geometry and surface color of the surface of an object, which does not
require that some 2D images are recorded for determining the 3D surface
geometry while other images are recorded for determining the surface color.

it is an object of the present invention to provide a scanner for obtaining the 3D
surface geometry and surface color of the surface of an object, which obtains
surface color and the 3D surface geometry simultaneously such that an alignment
of data relating to 3D surface geometry and data relating to surface color is not
required.

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an
object, the scanner comprising:

- a multichromatic light source configured for providing a probe light, and

Copy provided bv USPTO from tha IFW Imansa Natakas < nnieninna
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- a color image sensor comprising an array of image sensor piXeIs for
recording one or more 2D images of light received from said object, -

where at least for a block of said image sensor pixels, both surface color and 3D
surface geometry of a part of the object are derived at least partly from one 2D
image recorded by said color image sensor '

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an
object, the scanner comprising:

- a multichromatic light source configured for providing a probe light,
- a color image sensor comprising an array of image sensor pixels, and

- an optical system configured for guiding light received from the object to
the color image sensor such that 2D images of said object can be
recorded by said color image sensor;

wherein the scanner is configured for acquiring a humber of said 2D images of a
part of the object and for deriving both surface color and 3D surface geometry of
the part of the object from at least one of said recorded 2D images at least for a
block of said image sensor pixels, such that the surface color and 3D surface
geometry are obtained concurrently by the scanner.

Disclosed is a scanner for obtaining 3D surface geometry and surface color of an
object, the scanner comprising:

- a multichromatic light source configured for providing a'probe light;

- a color image sensor comprising an array of image sensor pixels, where
the image sensor is arranged to record 2D images of light received from
the object; and

S L il 1 o : ' H oL

Copv provided bv USPTO from the IFW Imana Natahacoe an A%/1AN044
0521



5

10

15

20

25

an image processor configured for deriving both surface color and 3D
surface geometry of at least a part of the object from at least one of said
2D images recorded by the color image sensor.

Disclosed is a scanner system for obtaining 3D surface geometry and surface

color of an object, said scanner system comprising

a scanner according to any of the embodiments, where the scanner is
configured for deriving surface color and 3D surface geometry of the
object, and optionally for obtaining a partial or full 3D surface geometry
of the part of the object; and

a data processing unit configured for post-processing 3D surface
geometry and/or surface color readings from the color image sensor, or
for post-processing the obtained partial or full 3D surface geometry,

In some embodiments, the data processing unit comprises a computer readable

medium on which is stored computer implemented algorithms for performing said

post-processing.

In some embodiments, the data processing unit is integrated in a cart or a

personal computer.

Disclosed is a method of obtaining 3D surface geometry and surface color of an

object, the method cqmprising:

providing a scanner or scanner system according to any of the
embodiments;

illuminating the surface of said object with probe light from said
multichromatic light source;

recording one or more 2D images of said object using said color image
sensor; and

I : . Y
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- deriving both surface color and 3D surface geometry of a part of the
object from at least some of said recorded 2D images at least for a block
of said image sensor pixels, such that the surface color and 3D surface
geometry are obtained concurrently by the scanner.

The present invention is a significant improvement over the state of the art in that
only a single image sensor and a single multichromatic light source is required,
and that surface color and 3D surface geometry for at least a part of the object can
be derived from the same image or images, which also means that alignment of
color and 3D surface geometry is inherently perfect. In the scanner according to
the present invention, there is no need for taking into account or compensating for
relative motion of the object and scanner between obtaining 3D surface geometry
and surface color. Since the 3D surface geometry and the surface color are
obtained at precisely the same time, the scanner automatically maintains its
spatial disposition with respect to the object surface while obtaining the 3D surface
geometry and the surface color. This makes the scanner of the present invention
suitable for handheld use, for example as an intraoral scanner, or for scanning
moving objects. |

In the context of the present invention, the phrase “surface color” may refer to the
apparent color of an object surface and thus in some cases, such as for semi-
transparent or semi-translucent objects such as teeth, be caused by light from the
object surface and/or the material below the object surface, such as material
immediately below the object surface.

In some embodiments, the 3D surface geometry and the surface color are both
determined from light recorded by the color image sensor.

In some embodiments, the light received from the object originates from the
multichromatic light source, i.e. it is probe light reflected or scattered from the
surface of the object.

Copy provided by USPTO from the IFW Imana Natahaca an A%/40/an44
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In some embodiments, the light received form the object is fluorescence excited by
the probe light from the multichromatic light source, i.e. fluorescence emitted by
fluorescent materials in the object surface.

In some embodiments, a second light source is used for the excitation of
fluorescence while the mulitichromatic light source provides the light for obtaining
the geometry and color of the object.

In some embodiments, the scanner comprises a first optical system, such as an
arrangement of lenses, for transmitting the probe light from the multichromatic light
source towards an object and a second optical system for imaging light received
from the object at the color image sensor.

In some embodiments, only one optical system images the probe light onto the
object and images the object, or at least a part of the object, onto the color image
sensor, preferably along the same optical axis, however along opposite optical
paths. The scanner may comprise at least one beam splitter located in the optical
path, where the beam splitter is arranged such that it directs the probe light from
the multichromatic light source towards the object while it directs light received

from the object towards the color image sensor.

In some embodiments, the surface color and 3D surface geometry of the part of
the object are derived from a plurality of recorded 2D images. In that case, both
surface color and 3D surface geometry of the part of the object can be derived
from a number of the plurality of recorded 2D images.

Several scanning principles are suitable for this invention, such as triangulation
and focus scanning.

In some embodiments, the scanner is a focus scanner configured for obtaining a
stack of 2D images of the object from a number of different focus plane positions.
In some focus scanning embodiments, the focus plane is adjusted in such a way
that the image of e.g. a spatial pattern projected by the light source on the probed
object is shifted along the optical axis while recording 2D images at a number of
focus plane positions such that said stack of recorded 2D images can be obtained
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for a given position of the scanner relative to the object. The focus plane position
may be varied by means of at least one focus element, e.g., a moving focus lens.

In some focus scanner embodiments, the scanner comprises means for
incorporating a spatial pattern in said probe light and means for evaluating a
correlation measure at each focus plane position between at least one image pixel
and a weight function, where the weight function is determined based on
information of the configuration of the spatial pattern. Determining in-focus
information may then relate to calculating a correlation measure of the spatially
structured light signal provided by the pattern with the variation of the pattern itself
(which we term reference) for every location of the focus plane and finding the
location of an extremum of this series. In some embodiments, the pattern is static.

Such a static pattern can for example be realized as a chrome-on-glass pattern.

One way to define the correlation measure mathematically with a discrete set of
measurements is as a dot product computed from a signal vector, /= (/1,...,/n),
with n > 1 elements representing sensor signals and a reference vector, f= (A1,...,
M), of reference weights. The correlation measure A is then given by

n
A=f1=7) fil
=1
The indices on the elements in the signal vector represent sensor signals that are
recorded at different pixels, typically in a block of pixels. The reference vector f
can be obtained in a calibration step.

By using knowledge of the optical system used in the scanner, it is possible to
transform the location of an extremum of the correlation measure, i.e., the focus
plane into depth data information, on a pixel block basis. All pixel blocks combined
thus provide an array of depth daté. In other words, depth is along an optical path
that is known from the optical design and/or found from calibration, and each block
of pixels on the image sensor represents the end point of an optical path.
Therefore, depth along an optical path, for a bundle of paths, yields a 3D surface
geometry within the field of view of the scanner.

[ T . B 1 : . P
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It can be advantageous to smooth and interpolate the series of correlation
measure values, such as to obtain a more robust and accurate determination of
the location of the maximum. For example, a polynomial can be fitted to the values
of A for a pixel block over several images on both sides of the recorded maximum,
and a location of a deducted maximum can be found from the maximum of the
fitted polynomial, which can be in between two images.

Color for a block of pixels is at least partially derived from the same image from
which 3D geometry is derived. In case the location of the maximum of A is
represented by an image, then also color is derived from that same image. In case
the location of the maximum of A is found by interpolation to be between two

~images, then at least one of those two images should be used to derive color, or

both images using interpolation for color also. It is also possible to average color

" data from more than two images used in the determination of the location of the

maximum of the correlation measure, or to average color from a subset or
superset of multiple images used to derive 3D surface geometry. In any case,
some image sensor pixels readings are used to derive both surface color and 3D
surface geometry for at least a part of the scanned object.

Typically, there are three color filters, so the overall color is composed of three
contributions, such as red, green, and blue, or cyan, magenta, and yellow. Note
that color filters typically allow a range of wavelengths to pass, and there is
typicalily cross-talk between filters, such that, for example, some green light will
contribute to the intensity measured in pixels with red filters.

For an image sensor with a color filter array, a color component ¢ within a pixel
block can be obtained as

n
¢ = Z giili
=1

where gji = 1 if pixel i has a filter for color ¢, 0 otherwise. For an RGB filter array
like in a Bayer pattern, j is one of red, green, or blue. Further weighting of the
individual color components, i.e., color calibration, may be required to obtain
natural color data, typically as compensation for varying filter efficiency,
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illumination source efficiency, and different fraction of color components in the filter
pattern. The calibration may also depend on focus plane location and/or position
within the field of view, as the mixing of the light source component colors may
vary with those factors.

In some embodiments, color is obtained for every pixel in a pixel block. In sensors
with a color filter array or with other means to separate colors such as diffractive
means, depending on the color measured with a particular pixel, an intensity value
for that color is obtained. In other words, in this case a particular pixel has a color
value only for one color. Recently developed color image sensors allow
measurement of several colors in the same pixel, at different depths in the
substrate, so in that case, a particular pixel can yield intensity values for several
colors. In summary, it is possible to obtain a resolution of the surface color data
that is inherently higher than that of the 3D geometry data.

In the embodiments where color resolution is higher than 3D geometry resolution,
a pattern will be visible when at least approximately in focus, which preferably is
the case when color is derived. The image can be filtered such as to visually
remove the pattern, however at a loss of resolution. In fact, it can be
advantageous to be able to see the pattern for the user. For example in intraoral
scanning, it may be important to detect the position of a margin line, the rim or
edge of a preparation. The image of the pattern overlaid on the 3D geometry of
this edge is sharper on a side that is seen approximately perpendicular, and more
blurred on the side that is seen at an acute angle. Thus, a user, who in this
example typically is a dentist or dental technician, can use the difference in
sharpness to more precisely locate the position of the margin line than may be
possible from examining the 3D surface geometry alone.

High spatial contrast of the in-focus pattern image on the object is desirable to
obtain a good signal to noise ratio of the correlation measure on the color image
sensor. Improved spatial contrast can be achieved by preferential fmaging of the
specular surface reflection from the object on the color image sensor. Thus, some
embodiments of the invention comprise means for preferential/selective imaging of
specularly reflected light. This may be provided if the scanner further comprises

Lou S . o
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means for polarizing the probe light, for example by means of at least one
polarizing beam splitter.

In some embodiments, the polarizing optics is coated such as to optimize
preservation of the circular polarization of a part of the spectrum of the
multichromatic light source that is used for obtaining the 3D surface geometry.

The scanner according to the invention may further comprise means for changing
the polarizatibn state of the probe light and/or the light received from the object.
This can be provided by means of a retardation piate, preferably located in the
optical path. In some embodiments of the invention the retardation plate is a
quarter wave retardation plate.

Especially for intraoral applications, the scanner can have an elongated tip, with
means for directing the probe light and/or imaging an object. This may be provided
by means of at least one folding element. The folding element could be a light
reflecting element such as a mirror or a prism.

For a more in-depth description of the above aspects of this invention, see
WO2010145669.

The invention disclosed here comprises a muiltichromatic light source, for example

a white light source, for example a multi-die LED.

Light received\from the scanned object, such as probe light returned from the
object surface or fluorescence generated by the probe light by exciting fluorescent
parts of the object, is recorded by a color image sensor. In some embodiments,
the color image sensor comprises a color filter array such that every pixel in the
color image sensor is a color-specific filter. The color filters are preferably
arranged in a regular pattern, for example whefe the color filters are arranged
according to a Bayer color filter pattern. The image data thus obtained are used to
derive both 3D surface gegmetry and surface color for each block of pixels. For a
focus scanner utilizing a correlation measure, the 3D surface geometry may be

found from an extremum of the correlation measure as described above.

In some embodiments, the 3D surface geometry is derived from light in a first part
of the spectrum of the probe light provided by the muitichromatic light source.

10
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Preferably, the color filters are aligned with the image pixels, preferably such that
each pixel has a color filter for a particular color only.

in some embodiments, the color filter array is such that its proportion of pixels with
color filters that match the first part of the spectrum is larger than 50%.

In some embodiments, the scanner is configured to derive the surface color with a
higher resolution than the 3D surface geometry. ‘

In some embodiments, the higher surface color resolution is achieved by
demosaicing, where color values for pixel blocks may be demosaiced to achieve
an apparently higher resolution of the color image than is present in the 3D
surface geometry. The demosaicing may operate on pixel blocks or individual
pixels.

In case a multi-die LED or another illumination source comprising physically or
optically separated light emitters is used, it is preferable to aim at a Kéhler type
illumination in the scanner, i.e. the illumination source is defocused at the object
plane in order to achieve uniform illumination and good color mixing for the entire
field of view. In case color mixing is not perfect and varies with focal plane
location, color calibration of the scanner will be advantageous.

It can be preferable to compute the 3D surface geometry only from pixels with one
or tWo kinds of color filters. A single color requires no achromatic optics and is thus
provides for a scanner that is easier and cheaper to build. Furthermore, folding
elements can generally not preserve the polarization state for all colors equally
well. When only some color(s) is/are used to compute 3D surface geometry, the
reference vector fwill contain zeros for the pixels with filters for the other color(s).
Accordingly, the total signal strength is generally reduced, but for large enough
blocks of pixels, it is generally still sufficient. Preferentially, the pixel color filters
are adapted for little cross-talk from one color to the other(s). Note that even in the
embodiments computing geometry from only a subset of pixels, color is preferably
still computed from all pixels.

To obtain a full 3D surface geometry and color representation of an object, i.e. a
colored full 3D surface geometry of said part of the object surface, typically several

11
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partial representations of the object have to be combined, where each partial
representation is a view from substantially the same relative position of scanner
and object. In the present invention, a view from a given relative position
preferably obtains the 3D geometry and color of the object surface as seen from
that relative position.

For a focus scanner, a view corresponds to one pass of the focusing element(s),
i.e, for a focus scanner each partial representation is the 3D surface geometry and
color derived from the stack of 2D images recorded during the pass of the focus
plane position between its extremum positions. '

The 3D surface geometry found for various views can be combined by algorithms
for stitching and registration as widely known in the literature, or from known view
positions and orientations, for example when the scanner is mounted on axes with
encoders. Color can be interpolated and averaged by methods such as texture
weaving, or by simply averaging corresponding color components in muitiple views
of the same location on the 3D surface. Here, it can be advantageous to account
for differences in apparent color due to different angles of incidence and reflection,
which is possible because the 3D surface geometry is also known. Texture
weaving is described by e.g. Callieri M, Cignoni P, Scopigno R. “Reconstructing
textured meshes from multiple range rgb maps”. VMV 2002, Erlangen, Nov 20-22,
2002,

In some embodiments, the scanner and/or the scanner system is configured for
generating a partial representation of the object surface based on the obtained
surface color and 3D surface geometry.

In some embodiments, the scanner and/or the scanner system is configured for
combining partial representations of the object surface obtained from different
relative positions to obtain a full 3D surface geometry and color representation of

the part of the object.

In some embodiments, the combination of partial representations of the object to
obtain the full 3D surface geometry and color representation comprises computing
the color in each surface point as a weighted average of corresponding points in
all overlapping partial 3D surface geometries at that surface point. The weight of

12
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each partial presentation in the sum may be determined by several factors, such
as the presence of saturated pixel values or the orientation of the object surface
with respect to the scanner.

Such a weighted average is advantageous in cases where some scanner positions
and orientations relative to the object will give a better estimate of the actual color
than other positions and orientations. If the illumination of the object surface is
uneven this can to some degree also be compensated for by weighting the best
iluminated parts higher. '

In some embodiments, the scanner comprises an image processor configured for
performing a post-processing of the 3D surface geometry, the surface color
readings, or the derived partial or full 3D surface geometries of the object. The
scanner may be configured for performing the combination of the partial
representations using e.g. computer implemented algorithms executed by an

image processor of the scanner.

The scanner system may be configured for performing the combination of the
partial representations using e.g. computer implemented algorithms executed by
the data processing unit as part of the post-processing of the 3D surface
geometry, surface color, partial 3D geometry and/or full 3D geometry, i.e. the post-
processing comprises computing the color in each surface point as a weighted
average of corresponding points in all overlapping partial 3D surface geometries at
that surface point.

Saturated pixel values should preferably have a low weight to reduce the effect of
highlights on the recording of the surface color. The color for a given part of the
surface should preferably be determined primarily from 2D images where the color
can be determined precisely which is not the case when the pixel values are
saturated.

In some embodiments, the scanner and/or scanner system is configured for
detecting saturated pixels in the recorded 2D images and for mitigating or
removing the error in the obtained color caused by the pixel saturation. The error
caused by the saturated pixel may be mitigated or removed by assigning a low
weight to the saturated pixel in the weighted average.

13
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Specularly reflected light has the color of the light source rather than the color of
the object surface. If the object surface is not a pure white reflector then specular
reflections can hence be identified as the areas where the pixel color closely
matches the light source color. When obtaining the surface color it is therefore
advantageous to assign a low weight to pixels or pixel groups whose color values
closely match the color of the muitichromatic light source in order to compensate
for such specular reflections.

Specular reflections may also be a problem when intra orally scanning a patient's -
set of teeth since teeth rarely are completely white. It may hence be advantageous
to assume that for pixels where the readings from the color images sensor indicate
that the surface of the object is a pure white reflector, the light recorded by this
pixel group is caused by a specular reflection from the teeth or the soft tissue in
the oral cavity and accordingly assign a low weight to these pixels to compensate

for the specular reflections.

In some embodiments, the compensation for specular reflections from the object
surface is based on information derived from a calibration of the scanner in which
a calibration object e.g. in the form of a pure white reflector is scanned. The color
image sensor readings then depend on the spectrum of the multichromatic light
source and on the wavelength dependence of the scanner’'s optical system caused
by e.g. a wavelength dependent reflectance of mirrors in the optical system. If the
optical system guides light equally well for all wavelengths of the multichromatic
light source, the color image sensor will record the color (also referred to as the
spectrum) of the multichromatic light source when the pure white reflector is
scanned.

In some embodiments, compensating for the specular reflections from the surface
is based on information derived from a calculation based on the wavelength _
dependence of the scanner’s optical system, the spectrum of the multichromatic
light source and a wavelength dependent sensitivity of the color image sensor. In
some embodiments, the scanner comprises means for optically suppressing
specularly reflected light to achieve better color measurement. This may be
provided if the scanner further comprises means for polarizing the probe light, for
example by means of at least one polarizing beam splitter.
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When scanning inside an oral cavity there may be red ambient light caused by
probe light illumination of surrounding tissue, such as the gingiva, palette, tongue
or buccal tissue. In some embodiments, the scanner and/or scanner system is
hence configured for suppressing the red component in the recorded 2D images.

In some embodiments, the scanner and/or scanner system is configured for
comparing the color of sections of the recorded 2D images and/or of the partial
presentations of the object with predetermined color ranges for teeth and for oral
tissue, respectively, and for suppressing the red component of the recorded color
for sections where the color is not in either one of the two predetermined color
ranges. The teeth may e.g. be assumed to be primarily white with one ratio
between the intensity of the different components of the recorded image, e.g. with
one ratio between the intensity of the red component and the intensity of the blue
and/or green components in a RGB configuration, while oral tissue is primarily
reddish with another ratio between the intensity of the components. When a color
recorded for a region of the oral cavity shows a ratio which differs from both the
predetermined ratio for teeth and the predetermined ratio for tissue, this region is
identified as a tooth region illuminated by red ambient light and the red component
of the recorded image is suppressed relative to the other components, either by
reducing the recorded intensity of the red signal or by increasing the recorded
intensities of the other components in the image.

In some embodiments, the color of points with a surface normal directly towards
the scanner are weighted higher than the color of points where the surface normal
is not directed towards the scanner. This has the advantage that points with a
surface normal directly towards the scanner will to a higher degree be illuminated
by the white light from the scanner and not by the ambient light.

In some embddiments, the color of points with a surface normal directly towards
the scanner are weighted lower if associated with specular reflections.

In some embodiments the scanner is configured for simultaneously compensating
for different effects, such as compensating for saturated pixels and/or for specular
reflections and/or for orientation of the surface normal. This may be done by

generally raising the weight for a selection of pixels or pixel groups of a 2D image
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and by reducing the weight for a fraction of the pixels or pixel groups of said
selection.

In some embodiments, the method comprises a processing of recorded 2D
images, partial or full 3D representations of the part of the object, where said
processing comprises

- compensating for pixel saturation by omitting or reducing the weight of
saturated pixels when deriving the surface color, and/or

- compensating for specular reflections when deriving the surface color by
omitting or reducing the weight of pixels whose color values closely
matches the light source color, and/or

- compensating for red ambient light by comparing color of the 2D images
with predetermined color ranges, and suppressing the red component of
the recorded color if this is not within a predetermined color range.

Disclosed is a method of using a scanner of this invention to display color texture
on 3D surface geometry. It is advantageous to display the 2D color data as a
texture on the 3D surface geometry, for example on a computer screen. The
combination of color and geometry is a more powerful conveyor of information
than either type of data alone. For example, dentists can more easily differentiate
between different types of tissue. In the rendering of the 3D surface geometry,
appropriate shading can help convey the 3D surface geometry on the texture, for
example with artificial shadows revealing sharp edges better than texture alone
could do.

When the multichromatic light source is a multi-die LED or similar, the scanner of
this invention can also be used to detect fluorescence. Disclosed is a method of
using the scanner of the invention to display fluorescence on 3D surface
geometry.

In some embodiments, the scanner is configured for exciting fluorescence on said
object by illuminating it with only a subset of the LED dies in the multi-die LED,
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and where said fluorescence is recorded by only or preferentially reading out only
those pixels in the color image sensor that have color filters at least approximately
matching the color of the fluoresced light, i.e. measuring intensity only in pixels of
the image sensors that have filters for longer-wavelength light. In other words, the
scanner is capable of selectively activating only a subset of the LED dies in the
multi-die LED and of only recording or preferentially reading out only those pixels
in the color image sensor that have color filters at a higher wavelength than that of
the subset of the LED dies, such that light emitted from the subset of LED dies can
excite fluorescent materials in the object and the scanner can record the
fluorescence em.itted from these fluorescent materials. The subset of the dies
preferably comprises one or more LED dies which emits light within the excitation
spectrum of the fluorescent materials in the object, such as an uitraviolet, a blue, a
green, a yellow or a red LED die. Such fluorescence measurement yields a 2D
data array much like the 2D color image, howevér unlike the 2D image it cannot be
taken concurrently with the 3D surface geometry. For a slow-moving scanner,
and/or with appropriate interpolation, the fluorescence image can still be overlaid
the 3D surface geometry. It is advantageous to display fluorescence on teeth
because it can help detect caries and plaque.

In some embodiments, the processing means comprises a microprocessor unit
configured for extracting the 3D surface geometry from 2D images obtained by the

color image sensor and for determining the surface color from the same images.

Disclosed is a method of usihg a scanner of this invention to average color and/or
3D surface geometry from several views, where each view represents a
substantially fixed relative orientation of scanner and object.

Disclosed is a method using a scanner of this invention to combine color and/or
3D surface geometry from several views, where each view represents a
substantially fixed relative orientation of scanner and object, such as to achieve a

more complete coverage of the object than would be possible in a single view.

Brief description of drawings
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Fig. 1 shows a handheld embodiment of the scanner according to the invention.
Fig. 2 shows prior art pattern generating means and associated reference weights.

Fig. 3 shows a pattern generating means and associated reference weights
according to the present invention.

Fig. 4 shows a color filter array according to the present invention

The scanner embodiment illustrated in fig. 1 is a hand-held scanner with

~components inside the housing 100. The scanner comprises a tip which can be

entered into a cavity, a multichromatic light source in the form of a multi-die LED
101, pattern generation means 130 for incorporating a spatial pattern in the probe
light, a beam splitter 140, an image acquisition means 180 including an image
sensor 181, electronics and potentially other elements, an optical system typically
comprising at least one lens, the object being scanned 200, and the image sensor.
The light from the light source 101 travels back and forth through the optical
system 150. During this passage the optical system images the pattérn 130 onto
the object being scanned 200 and further images the object béing scanned onto

the image sensor 181.

The image sensor 181 has a color filter array 1000. Although drawn as a separate
entity because of its importance in the invention, the color filter array is typically
integrated with the image sensor, with a single-color filter for every pixel.

The lens system includes a focusing element 151 which can be adjusted to shift
the focal imaging plane of the pattern on the probed object 200. In the example
embodiment, a single lens element is shifted physically back and forth along the
optical axis.

As a whole, the optical system provides an imaging of the pattern onto the object
being probed and from the object being probed to the camera. '

The device may include polarization optics 160. Polarization optics can be used to
selectively image specular reflections and block out undesired diffuse signal from
sub-surface scattering inside the scanned object. The beam splitter 140 may also
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have polarization filtering properties. It can be advantageous for optical elements
to be anti-reflection coated. . '

The device may include folding optics, a mirror 170, which directs the light out of
the device in a direction different to the optical axis of the lens system, e.g. in a

direction perpendicular to the optical axis of the lens system.

There may be additional optical elements in the scanner, for example one or more
condenser lens in front of the light source 101.

In the example embodiment, the LED 101 is a multi-die LED with two green, one
red, and one blue die. Only the green portion of the light is used for obtaining the
3D surface geometry. Accordingly, the mirror 170 is coated such as to optimize
preservation of the circular polarization of the green light, and not that of the other
colors. Note that during scanning all dies within the LED are active, i.e., emitting
light, so the scanner emits apparently white light onto the scanned object 200. The
LED may emit light at the different colors with different intensities such that e.g.
one color is more intense than the other colors. This may be desired in order to
reduce cross-talk between the readings of the different color signals in the color
image sensor. In case that the intensity of e.g. the red and blue diodes in a RGB
system is reduced, the apparently white light emitted by the light source will
appear greenish-white.

Figure 2 shows an ekample of prior art pattern generation means 130 that is
applied as a static pattern in a épatial correlation embodiment of
WO020101455669, as imaged on a monochromatic image sensor 180. The pattern
can be a chrome-on-glass pattern. Only a portion of the pattern is shown, namely
one period. This period is represented by a pixel block of 6 by 6 image pixels, and
2 by 2 pattern fields. The fields drawn in gray in Fig. 2 (a) are in actuality black
because the pattern mask is opaque for these fields; gray was only chosen for
visibility and thus clarity of the Figure. Figure 2(b) illustrates the reference weights
f for computi'ng the spatial correlation measure A for the pixel block, where n = 6 x
6 = 36, such that
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A =ifili

i=1

where / are the intensity values measured in the 36 pixels in the pixel block for a
given image. Note that perfect alignment between image sensor pixels and pattern
fields is not required, but gives the best signal for the 3D surface geometry
measurement.

Figure 3 shows the extension of the principle in Figure 2 for the present invention.
The pattern is the same as in Figure 2 and so is the image sensor geometry.
However, the image sensor is a color image sensor with a Bayer color filter array.
In Figure 2 (a), pixels marked “B” have a blue color filter, while “G” indicates green
and “R” red pixel filters, respectively. Figuré 2 (b) shows the corresponding
reference weights f. Note that only green pixels have a non-zero value. This is so
because only the green fraction of the spectrum is used for obtaining the 3D
surface geometry.

For the pattern / color filter combination of Figure 3, a color component ¢ within a

pixel block can be obtained as

n
¢ = Z'gj,tlt

i=1

where g;,; = 1 if pixel i has a filter for color ¢, 0 otherwise. For an RGB color fiiter
array like in the Bayer pattern, j is one of red, green, or blue. Further weighting of
the individual color components, i.e., color célibration, may be required to obtain
natural color data, typically as compensation for varying filter efficiency,
ilumination source efficiency, and different fraction of color components in the filter
pattern. The calibration may also depend on focus plane location and/or position
within the field of view, as the mixing of the LED’s component colors may vary with
those factors.

Figure 4 shows an alternative color filter array with a higher fraction of green pixels
than in the Bayer pattern. Assuming that only the green portion of the illumination
is used to obtain the 3D surface geometry, the filter of Figure 4 will potentially
provide a better quality of the obtained 3D surface geometry than a Bayer pattern
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filter, at the expense of poorer color representation. The poorer color
representation will however in many cases still be sufficient while the improved
quality of the obtained 3D surface geometry often is very advantageous.
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Claims

. A scanner for obtaining 3D surface geometry and surface color of an object,

the scanner comprising:
- a multichromatic light source configured for providing a probe light, and
- a color image sensor comprising an array of image sensor pixels for
recording one or more 2D images of light received from said object,
where at least for a block of said image sensor pixels, both surface color
and 3D surface geometry of a part of the object are derived at least
- partly from one 2D image recorded by said color image sensor.

. A scanner according to claim 1, wherein the surface color and 3D surface

geometry of the part of the object are derived from a plurality of recorded
2D images, and where for a number of the plurality of recorded 2D images
both surface color and 3D surface geometry of the part of the object are
derived.

. A scanner according to any of the preceding claims where the scanner is a

focus scanner configured for obtaining a stack of 2D images of the object
from a number of different focus plane positions.

. A scanner according to the preceding claim where the scanner comprises

means for incorporating a spatial pattern in said probe light and means for
evaluating a correlation measure at each focus plane position between at
least one image pixel and a weight function, where the weight function is
determined based on information of the configuration of the spatial pattern.

. A scanner according to the preceding claim and where the spatial pattern is

static.

. A scanner according to any of the preceding claims where the color image

sensor comprises a color filter array.
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7. A scanner according to any of the preceding claims where the color filters of
the array are arranged according to a Bayer color filter pattern.

8. A scanner according to any of the preceding claims where the 3D surface
geometry is derived from light in a first part of the spectrum provided by the
multichromatic light source

9. A scanner according to the preceding claim where the color filter array is
such that its proportion of pixels with color filters that match the first part of
the spectrum is larger than 50%.

10.A scanner according to any of the preceding claims where the
multichromatic light source is a multi-die LED

11.A scanner according to any of the preceding claims where the scanner is
configured to derive the surface color with a higher resolution than the 3D
surface geometry

12. A scanner according to the preceding claim where the higher surface color
resolution is achieved by demosaicing.

13.A scanner according to any of the preceding claims where the scanner is
configured for exciting fluorescence on said object by illuminating it with
only a subset of the LED dies in the multi-die LED, and where said
fluorescence is recorded by only or preferentially reading out only those
pixels in the color image sensor that have color filters at least approximately
matching the color of the fluoresced light.

14.The scanner according to any of the preceding claims, wherein the scanner
is configured for generating a partial representation of the part of the object

surface based on the obtained surface color and 3D surface geometry, and .
for combining partial representations obtained from different relative
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positions to obtain a full 3D surface geometry and color representation of
the part of the object. '

15.A scanner for obtaining 3D surface geometry and surface color of an object,

the scanner comprising:

a multichromatic light source configured for providing a probe light,
a color image sensor comprising an array of image sensor pixels, and

an optical system configured for guiding light recelved from the object to
the color image sensor such that 2D images of said object can be
recorded by said color image sensor;

wherein the scanner is configured for abquiring a number of said 2D images

of a part of the object and for deriving both surface color and 3D surface

geometry of the part of the object from at least one of said recorded 2D

images at least for a block of said image sensor pixels, such that surface

color and 3D surface geometry are obtained concurrently by the scanner.

16.A scanner for obtaining 3D surface geometry and surface color of an object,

the scanner comprising:

7

a multichromatic light source configured for providing a probe light;

a color image sensor comprising an array of image sensor pixels, where
the image sensor is arranged to record 2D images of light received from
the object; and

an image processor configured for deriving both surface color and 3D
surface geometry of at least a part of the object from at least one of said
2D images recorded by the color image sensor.

17.A scanner system for obtaining 3D surface geometry and surface color of

an object, said scanner system comprising
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- ascanner according to any of the preceding claims, where the scanner
is configured for deriving surface color and 3D surface geometry of the
object, and optionally for obtaining a partial or full 3D surface geometry
of the part of the object; and

- adata processing unit configured for post-processing 3D surface
geometry and/or surface color readings from the color image sensor, or
for post-processing the obtained partial or full 3D surface geometry.

18. The scanner system according to the preceding claim, wherein the post- .
processing comprises computing the color in each surface point as a
weighted average of corresponding points in all overtapping partial 3D
surface geometries at that surface point.

19. The scanner system according to claim 17 or 18, wherein the scanner
system is configured for detecting saturated pixels in the recorded 2D
images and for mitigating or removing the error in the obtained color caused
by the pixel saturation. ‘

20.The scanner system according to the preceding claim wherein the error
caused by the saturated pixel is mitigated or removed by assigning a low
weight to the saturated pixel in the weighted average.

21.The scanner system according to any of claims 17 to 20, wherein the
scanner system is configured for comparing the color of sections of the
recorded 2D images and/or of the partial presentations of the object with
predetermined color ranges for teeth and for oral tissue, and for
suppressing the red component of the recorded color for sections where the
color is not in one of the two predetermined color ranges.

22.A method of obtaining 3D surface geometry and surface color of an object,
the method comprising: ‘

- providing a scanner or scanner system according to any of the previous

claims;
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illuminating the surface of said object with probe light from said
multichromatic light source;

recording one or more 2D images of said object using said color image

sensor; and

deriving both surface color and 3D surface geometry of a part of the
object from at least some of said recorded 2D images at least for a block
of said image sensor pixels, such that the surface color and 3D surface
geometry are obtained concurrently by the scanner.

23.The method according to claim 22, wherein the method comprises a
processing of recorded 2D images, partial or full 3D representations of the
part of the object, where said processing comprises

compensating for pixel saturation by omitting or reducing the weight of
saturated pixels when deriving the surface color, and/or

compensating for red ambient light by comparing color of the 2D images
with predetermined color ranges, and suppressing the red component of
the recorded color if this is not within a predetermined color range.
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Abstract

Disclosed is a scanner, a scanner system, a user interface and a method

for obtaining 3D surface geometry and surface color of an object, the

scanner comprising:

- a multichromatic light source configured for providing a probe light, and

- a color image sensor comprising an array of image sensor pixels for
recording one or more 2D images of light received from said object,
where at least for a block of said image sensor pixels, both surface color
and 3D surface geometry of a part of the object are derived at least
partly from one 2D image recorded by said color image sensor.
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0560



10

15

20

25

30

WO 2014/125037 PCT/EP2014/052842

Focus scanning apparatus recording color

Field of the application

The application relates to three dimensional (3D) scanning of the surface
geometry and surface color of objects. A particular application is within dentistry,
particularly for intraoral scanning.

Background

3D scanners are widely known from the art, and so are intraoral dental 3D
scanners (e.g., Sirona Cerec, Cadent ltero, 3Shape TRIOS).

The ability to record surface color is useful in many applications. For example in
dentistry, the user can differentiate types of tissue or detect existing restorations.
For example in materials inspection, the user can detect surface abnormalities
such as crystallization defects or discoloring. None of the above is generally
possible from surface geometry information alone.

WQ02010145669 mentions the possibility of recording color. In particular, several
sequential images, each taken for an illumination in a different color - typically
blue, green, and red - are combined to form a synthetic color image. This
approach hence requires means to change light source color, such as color filters.
Furthermore, in handheld use, the scanner will move relative to the scanned object

during the illumination sequence, reducing the quality of the synthetic color image.

Also US7698068 and US8102538 (Cadent Inc.) describe an intraoral scanner that
records both geometry data and texture data with one or more image sensor(s).
However, there is a slight delay between the color and the geometry recording,
respectively. US7698068 requires sequential illumination in different colors to form
a synthetic image, while US8102538 mentions white light as a possibility, however
from a second illumination source or recorded by a second image sensor, the first

set being used for recording the geometry.
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WQ02012083967 discloses a scanner for recording geometry data and texture data
with two separate cameras. While the first camera has a relatively shallow depth of
field as to provide focus scanning based on multiple images, the second camera
has a relatively large depth of field as to provide color texture information from a
single image.

Color-recording scanning confocal microscopes are also known from the prior art
(e.g., Keyence VK9700; see also JP2004029373). A white light illumination system
along with a color image sensor is used for recording 2D texture, while a laser
beam forms a dot that is scanned, i.e., moved over the surface and recorded by a
photomultiplier, providing the geometry data from many depth measurements, one
for each position of the dot. The principle of a moving dot requires the measured
object not to move relative to the microscope during measurement, and hence is

not suitable for handheld use.

Summary

One aspect of this application is to provide a scanner system and a method for
recording surface geometry and surface color of an object, and where surface

geometry and surface color are derived from the same captured 2D images.

One aspect of this application is to provide a scanner system for recording surface
geometry and surface color of an object, and wherein all 2D images are captured
using the same color image sensor.

One aspect of this application is to provide a scanner system and a method for
recording surface geometry and surface color of an object, in which the
information relating to the surface geometry and to the surface color are acquired
simultaneously such that an alignment of data relating to the recorded surface
geometry and data relating to the recorded surface color is not required in order to
generate a digital 3D representation of the object expressing both color and
geometry of the object.
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Disclosed is a scanner system for recording surface geometry and surface color of
an object, the scanner system comprising:

- a multichromatic light source configured for providing a multichromatic probe

light for illumination of the object,

- a color image sensor comprising an array of image sensor pixels for capturing

one or more 2D images of light received from said object, and

- a data processing system configured for deriving both surface geometry
information and surface color information for a block of said image sensor

pixels at least partly from one 2D image recorded by said color image sensor.

Disclosed is a method of recording surface geometry and surface color of an
object, the method comprising:

- obtaining a scanner system comprising a multichromatic light source and a

color image sensor comprising an array of image sensor pixels;

- illuminating the surface of said object with multichromatic probe light from
said multichromatic light source;

- capturing a series of 2D images of said object using said color image sensor;
and

- deriving both surface geometry information and surface color information for a

block of said image sensor pixels at least partly from one captured 2D image.

In the context of the present application, the phrase “surface color” may refer to
the apparent color of an object surface and thus in some cases, such as for semi-
transparent or semi-translucent objects such as teeth, be caused by light from the
object surface and/or the material below the object surface, such as material
immediately below the object surface.

In the context of the present application, the phrase “derived at least partly from
one 2D image” refers to the situation where the surface geometry information for a
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given block of image sensor pixels at least in part is derived from one 2D image
and where the corresponding surface color information at least in part is derived
from the same 2D image. The phase also covers cases where the surface
geometry information for a given block of image sensor pixels at least in part is
derived from a plurality of 2D images of a series of captured 2D images and where
the corresponding surface color information at least in part is derived from the

same 2D images of that series of captured 2D images.

An advantage of deriving both surface geometry information and surface color
information for a block of said image sensor pixels at least partly from one 2D
image is that a scanner system having only one image sensor can be realized.

It is an advantage that the surface geomeiry information and the surface color
information are derived at least partly from one 2D image, since this inherently
provides that the two types of information are acquired simultaneously. There is
hence no requirement for an exact timing of the operation of two color image
sensors, which may the case when one image sensor is used for the geometry
recording and another for color recording. Equally there is no need for an
elaborate calculation accounting for significant differences in the timing of
capturing of 2D images from which the surface geometry information is derived
and the timing of the capturing of 2D images from which the surface color

information is derived.

The present application discloses is a significant improvement over the state of the
art in that only a single image sensor and a single multichromatic light source is
required, and that surface color and surface geometry for at least a part of the
object can be derived from the same 2D image or 2D images, which also means
that alignment of color and surface geometry is inherently perfect. In the scanner
system according to the present application, there is no need for taking into
account or compensating for relative motion of the object and scanner system
between obtaining surface geometry and surface color. Since the surface
geometry and the surface color are obtained at precisely the same time, the
scanner system automatically maintains its spatial disposition with respect to the

object surface while obtaining the surface geometry and the surface color. This
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makes the scanner system of the present application suitable for handheld use, for
example as an intraoral scanner, or for scanning moving objects.

In some embodiments, the data processing system is configured for deriving
surface geometry information and surface color information for said block of image
sensor pixels from a series of 2D images, such as from a plurality of the 2D
images in a series of captured 2D images. l.e. the data processing system is
capable of analyzing a plurality of the 2D images in a series of captured 2D
images in order to derive the surface geometry information for a block of image
sensor pixels and to also derive surface color information from at least one of the
2D images from which the surface geometry information is derived.

In some embodiments, the data processing system is configured for deriving
surface color information from a plurality of 2D images of a series of captured 2D
images and for deriving surface geometry information from at least one of the 2D

images from which the surface color information is derived.

In some embodiments, the data processing system is configured for deriving
surface geometry information from a plurality of 2D images of a series of captured
2D images and for deriving surface color information from at least one of the 2D

images from which the surface geometry information is derived.

In some embodiments, the set of 2D images from which surface color information
is derived from is identical to the set of 2D images from which surface geometry

information is derived from.

In some embodiments, the data processing system is configured for generating a
sub-scan of a part of the object surface based on surface geometry information
and surface color information derived from a plurality of blocks of image sensor
pixels. The sub-scan expresses at least the geometry of the part of the object and

typically one sub-scan is derived from one stack of captured 2D images.
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In some embodiments, all 2D images of a captured series of images are analyzed
to derive the surface geometry information for each block of image sensor pixels
on the color image sensor.

For a given block of image sensor pixels the corresponding portions of the
captured 2D images in the stack may be analyzed to derive the surface geometry
information and surface color information for that block.

In some embodiments, the surface geometry information relates to where the
object surface is located relative to the scanner system coordinate system for that
particular block of image sensor pixels.

One advantage of the scanner system and the method of the current application is
that the informations used for generating the sub-scan expressing both geometry
and color of the object (as seen from one view) are obtained concurrently.

Sub-scans can be generated for a number of different views of the object such that
they together cover the part of the surface.

In some embodiments, the data processing system is configured for combining a
number of sub-scans to generate a digital 3D representation of the object. The
digital 3D representation of the object then preferably expresses both the recorded

geometry and color of the object.

The digital 3D representation of the object can be in the form of a data file. When
the object is a patient’s set of teeth the digital 3D representation of this set of teeth
can e.g. be used for CAD/CAM manufacture of a physical model of the patient’s
set teeth.

The surface geometry and the surface color are both determined from light

recorded by the color image sensor.
In some embodiments, the light received from the object originates from the

multichromatic light source, i.e. it is probe light reflected or scattered from the

surface of the object.
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In some embodiments, the light received form the object comprises fluorescence
excited by the probe light from the multichromatic light source, i.e. fluorescence

emitted by fluorescent materials in the object surface.

In some embodiments, a second light source is used for the excitation of
fluorescence while the multichromatic light source provides the light for obtaining

the geometry and color of the object.

The scanner system preferably comprises an optical system configured for guiding
light emitted by the multichromatic light source towards the object to be scanned
and for guiding light received from the object to the color image sensor such that

the 2D images of said object can be captured by said color image sensor.

In some embodiments, the scanner system comprises a first optical system, such
as an arrangement of lenses, for transmitting the probe light from the
multichromatic light source towards an object and a second optical system for
imaging light received from the object at the color image sensor.

In some embodiments, single optical system images the probe light onto the
object and images the object, or at least a part of the object, onto the color image
sensor, preferably along the same optical axis, however in opposite directions
along optical axis. The scanner may comprise at least one beam splitter located in
the optical path, where the beam splitter is arranged such that it directs the probe
light from the multichromatic light source towards the object while it directs light
received from the object towards the color image sensor.

Several scanning principles are suitable, such as triangulation and focus scanning.
In some embodiments, the scanner system is a focus scanner system operating
by translating a focus plane along an optical axis of the scanner system and

capturing the 2D images at different focus plane positions such that each series of

captured 2D images forms a stack of 2D images. The focus plane position is
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preferably shifted along an optical axis of the scanner system, such that 2D
images captured at a number of focus plane positions along the optical axis forms
said stack of 2D images for a given view of the object, i.e. for a given arrangement
of the scanner system relative to the object. After changing the arrangement of the
scanner system relative to the object a new stack of 2D images for that view can
be captured. The focus plane position may be varied by means of at least one

focus element, e.g., a moving focus lens.

In some focus scanner embodiments, the scanner system comprises a pattern
generating element configured for incorporating a spatial pattern in said probe
light.

In some embodiments, the pattern generating element is configured to provide that
the probe light projected by scanner system onto the object comprises a pattern
consisting of dark sections and sections with light having the a wavelength
distribution according to the wavelength distribution of the multichromatic light

source.

In some embodiments, the multichromatic light source comprises a broadband

light source, such as a white light source

In some embodiments, the pixels of the color image sensor and the pattern
generating element are configured to provide that each pixel corresponds to a
single bright or dark region of the spatial pattern incorporated in said probe light.

For a focus scanner system the surface geometry information for a given block of
image sensor pixels is derived by identifying at which distance from the scanner
system the object surface is in focus for that block of image sensor pixels.

In some embodiments, deriving the surface geometry information and surface
color information comprises calculating for several 2D images, such as for several
2D images in a captured stack of 2D images, a correlation measure between the

portion of the 2D image captured by said block of image sensor pixels and a
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weight function. Here the weight function is preferably determined based on
information of the configuration of the spatial pattern. The correlation measure

may be calculated for each 2D image of the stack.

The scanner system may comprise means for evaluating a correlation measure at
each focus plane position between at least one image pixel and a weight function,
where the weight function is determined based on information of the configuration

of the spatial pattern.

In some embodiments, deriving the surface geometry information and the surface
color information for a block of image sensor pixels comprises identifying the
position along the optical axis at which the corresponding correlation measure has
a maximum value. The position along the optical axis at which the corresponding
correlation measure has a maximum value may coincide with the position where a
2D image has been captured but it may even more likely be in between two

neighboring 2D images of the stack of 2D images.

Determining the surface geometry information may then relate to calculating a
correlation measure of the spatially structured light signal provided by the pattern
with the variation of the pattern itself (which we term reference) for every location
of the focus plane and finding the location of an extremum of this stack of 2D
images. In some embodiments, the pattern is static. Such a static pattern can for
example be realized as a chrome-on-glass pattern.

One way to define the correlation measure mathematically with a discrete set of
measurements is as a dot product computed from a signal vector, = (/1,...,In),
with n > 1 elements representing sensor signals and a reference vector, f= (fA1,...,

fn), of reference weights. The correlation measure A is then given by

A=f'l=ifili
=1
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The indices on the elements in the signal vector represent sensor signals that are
recorded at different pixels, typically in a block of pixels. The reference vector f

can be obtained in a calibration step.

By using knowledge of the optical system used in the scanner, it is possible to
transform the location of an extremum of the correlation measure, i.e., the focus
plane into depth data information, on a pixel block basis. All pixel blocks combined
thus provide an array of depth data. In other words, depth is along an optical path
that is known from the optical design and/or found from calibration, and each block
of pixels on the image sensor represents the end point of an optical path.
Therefore, depth along an optical path, for a bundle of paths, yields a surface
geometry within the field of view of the scanner, i.e. a sub-scan for the present

view.

It can be advantageous to smooth and interpolate the series of correlation
measure values, such as to obtain a more robust and accurate determination of
the location of the maximum.

In some embodiments, the generating a sub-scan comprises determining a
correlation measure function describing the variation of the correlation measure
along the optical axis for each block of image sensor pixels and identifying for the
position along the optical axis at which the correlation measure functions have
their maximum value for the block.

In some embodiments, the maximum correlation measure value is the highest
calculated correlation measure value for the block of image sensor pixels and/or
the highest maximum value of the correlation measure function for the block of

image sensor pixels.

For example, a polynomial can be fitted to the values of A for a pixel block over
several images on both sides of the recorded maximum, and a location of a
deducted maximum can be found from the maximum of the fitted polynomial,

which can be in between two images. The deducted maximum is subsequently
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used as depth data information when deriving the surface geometry from the

present view, i.e. when deriving a sub-scan for the view.

In some embodiments, the data processing system is configured for determining a
color for a point on a generated sub-scan based on the surface color information
of the 2D image of the series in which the correlation measure has its maximum
value for the corresponding block of image sensor pixels. The color may e.g. be
read as the RGB values for pixels in said block of image sensor pixels.

In some embodiments, the data processing system is configured for deriving the
color for a point on a generated sub-scan based on the surface color informations
of the 2D images in the series in which the correlation measure has its maximum
value for the corresponding block of image sensor pixels and on at least one
additional 2D image, such as a neighboring 2D image from the series of captured
2D images. The surface color information is still derived from at least one of the

2D images from which the surface geometry information is derived.

In some embodiments, the data processing system is configured for interpolating
surface color information of at least two 2D images in a series when determining
the sub-scan color, such as an interpolation of surface color information of

neighboring 2D images in a series.

In some embodiments, the data processing system is configured for computing a
smoothed color for a number of points of the sub-scan, where the computing
comprises an averaging of sub-scan colors of different points, such as a weighted
averaging of the colors of the surrounding points on the sub-scan.

Surface color information for a block of image sensor pixels is at least partially
derived from the same image from which surface geometry information is derived.
In case the location of the maximum of A is represented by a 2D image, then also
color is derived from that same image. In case the location of the maximum of A is

found by interpolation to be between two images, then at least one of those two
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images should be used to derive color, or both images using interpolation for color
also. It is also possible to average color data from more than two images used in
the determination of the location of the maximum of the correlation measure, or to
average color from a subset or superset of multiple images used to derive surface
geometry. In any case, some image sensor pixels readings are used to derive both
surface color and surface geometry for at least a part of the scanned object.

Typically, there are three color filters, so the overall color is composed of three
contributions, such as red, green, and blue, or cyan, magenta, and yellow. Note
that color filters typically allow a range of wavelengths to pass, and there is
typically cross-talk between filters, such that, for example, some green light will
contribute to the intensity measured in pixels with red filters.

For an image sensor with a color filter array, a color component ¢; within a pixel

block can be obtained as

n
G = Z 9jili
i=1

where g;; = 1 if pixel i has a filter for color ¢;, O otherwise. For an RGB filter array
like in a Bayer pattern, j is one of red, green, or blue. Further weighting of the
individual color components, i.e., color calibration, may be required to obtain
natural color data, typically as compensation for varying filter efficiency,
ilumination source efficiency, and different fraction of color components in the filter
pattern. The calibration may also depend on focus plane location and/or position
within the field of view, as the mixing of the light source component colors may
vary with those factors.

In some embodiments, surface color information is obtained for every pixel in a
pixel block. In color image sensors with a color filter array or with other means to
separate colors such as diffractive means, depending on the color measured with
a particular pixel, an intensity value for that color is obtained. In other words, in this
case a particular pixel has a color value only for one color. Recently developed
color image sensors allow measurement of several colors in the same pixel, at

different depths in the substrate, so in that case, a particular pixel can yield
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intensity values for several colors. In summary, it is possible to obtain a resolution
of the surface color data that is inherently higher than that of the surface geometry

information.

In the embodiments where the resolution of the derived color is higher than the
resolution of the surface geometry for the generated digital 3D representation of
the object, a pattern will be visible when at least approximately in focus, which
preferably is the case when color is derived. The image can be filtered such as to
visually remove the pattern, however at a loss of resolution. In fact, it can be
advantageous to be able to see the pattern for the user. For example in intraoral
scanning, it may be important to detect the position of a margin line, the rim or
edge of a preparation. The image of the pattern overlaid on the geometry of this
edge is sharper on a side that is seen approximately perpendicular, and more
biurred on the side that is seen at an acute angle. Thus, a user, who in this
example typically is a dentist or dental technician, can use the difference in
sharpness to more precisely locate the position of the margin line than may be
possible from examining the surface geometry alone.

High spatial contrast of an in-focus pattern image on the object is desirable to
obtain a good signal to noise ratio of the correlation measure on the color image
sensor. Improved spatial contrast can be achieved by preferential imaging of the
specular surface reflection from the object on the color image sensor. Thus, some
embodiments comprise means for preferential/selective imaging of specularly
reflected light. This may be provided if the scanner further comprises means for
polarizing the probe light, for example by means of at least one polarizing beam
splitter.

In some embodiments, the polarizing optics is coated such as to optimize
preservation of the circular polarization of a part of the spectrum of the
multichromatic light source that is used for recording the surface geometry.

The scanner system may further comprise means for changing the polarization
state of the probe light and/or the light received from the object. This can be
provided by means of a retardation plate, preferably located in the optical path. In
some embodiments, the retardation plate is a quarter wave retardation plate.
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Especially for intracral applications where the scanned object e.g. is the patient’s
set or teeth, the scanner can have an elongated tip, with means for directing the
probe light and/or imaging an object. This may be provided by means of at least
one folding element. The folding element could be a light reflecting element such
as a mirror or a prism. The probe light then emerges from the scanner system
along an optical axis at least partly defined by the folding element.

For a more in-depth description of the focus scanning technology, see
WO02010145669.

In some embodiments, the data processing system is configured for determining
the color of a least one point of the generated digital 3D representation of the
object, such that the digital 3D representation expresses both geometry and color
profile of the object. Color may be determined for several points of the generated
digital 3D representation such that the color profile of the scanned part of the
object is expressed by the digital 3D representation.

In some embodiments determining the object color comprises computing a
weighted average of color values derived for corresponding points in overlapping
sub-scans at that point of the object surface. This weighted average can then be
used as the color of the point in the digital 3D representation of the object.

In some embodiments the data processing system is configured for detecting
saturated pixels in the captured 2D images and for mitigating or removing the error
in the derived surface color information or the sub-scan color caused by the pixel

saturation.

In some embodiments the error caused by the saturated pixel is mitigated or
removed by assigning a low weight to the surface color information of the
saturated pixel in the computing of the smoothed color of a sub-scan and/or by
assigning a low weight to the color of a sub-scan computed based on the

saturated pixel.
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In some embodiments, the data processing system is configured for comparing the
derived surface color information of sections of the captured 2D images and/or of
the generated sub-scans of the object with predetermined color ranges for teeth
and for oral tissue, and for suppressing the red component of the derived surface
color information or sub-scan color for sections where the color is not in one of the

two predetermined color ranges.

The scanner system disclosed here comprises a multichromatic light source, for
example a white light source, for example a multi-die LED.

Light received from the scanned object, such as probe light returned from the
object surface or fluorescence generated by the probe light by exciting fluorescent
parts of the object, is recorded by the color image sensor. In some embodiments,
the color image sensor comprises a color filter array such that every pixel in the
color image sensor is a color-specific filter. The color filters are preferably
arranged in a regular pattern, for example where the color filters are arranged
according to a Bayer color filter pattern. The image data thus obtained are used to
derive both surface geometry and surface color for each block of pixels. For a
focus scanner utilizing a correlation measure, the surface geometry may be found

from an extremum of the correlation measure as described above.

In some embodiments, the surface geometry is derived from light in a first part of
the spectrum of the probe light provided by the multichromatic light source.

Preferably, the color filters are aligned with the image sensor pixels, preferably

such that each pixel has a color filter for a particular color only.

In some embodiments, the color filter array is such that its proportion of pixels with
color filters that match the first part of the spectrum is larger than 50%.

In some embodiments, the surface geometry information is derived from light in a
selected wavelength range of the spectrum provided by the multichromatic light
source. The light in the other wavelength ranges is hence not used to derive the
surface geometry information. This provides the advantage that chromatic
dispersion of optical elements in the optical system of the scanner system does
not influence the scanning of the object.
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It can be preferable to compute the surface geometry only from pixels with one or
two types of color filters. A single color requires no achromatic optics and is thus
provides for a scanner that is easier and cheaper to build. Furthermore, folding
elements can generally not preserve the polarization state for all colors equally
well. When only some color(s) is/fare used to compute surface geometry, the
reference vector f will contain zeros for the pixels with filters for the other color(s).
Accordingly, the total signal strength is generally reduced, but for large enough
blocks of pixels, it is generally still sufficient. Preferentially, the pixel color filters
are adapted for little cross-talk from one color to the other(s). Note that even in the
embodiments computing geometry from only a subset of pixels, color is preferably

still computed from all pixels.

In some embodiments, the color image sensor comprises a color filter array
comprising at least three types of colors filters, each allowing light in a known
wavelength range, W1, W2, and W3 respectively, to propagate through the color
filter.

In some embodiments, the color filter array is such that its proportion of pixels with
color filters that match the selected wavelength range of the spectrum is larger
than 50%, such a wherein the proportion equals 32/36, 60/64 or 96/100.

In some embodiments, the selected wavelength range matches the W2

wavelength range.

In some embodiments, the color filter array comprises a plurality of cells of 6x6
color filters, where the color filters in positions (2,2) and (5,5) of each cell are of
the W1 type, the color filters in positions (2,5) and (5,2) are of the W3 type. Here a
W1 type of filter is a color tilter that allows light in the known wavelength range W1
to propagate through the color filter, and similar for W2 and W3 type of filters. In
some embodiments, the remaining 32 color filters in the 6x6 cell are of the W2

type.
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In a RGB color system, W1 may correspond to red light, W2 to green light, and W3
to blue light.

In some embodiments, the scanner is configured to derive the surface color with a
higher resolution than the surface geometry.

In some embodiments, the higher surface color resolution is achieved by
demosaicing, where color values for pixel blocks may be demosaiced to achieve
an apparently higher resolution of the color image than is present in the surface
geometry. The demosaicing may operate on pixel blocks or individual pixels.

In case a multi-die LED or another illumination source comprising physically or
optically separated light emitters is used, it is preferable to aim at a Kéhler type
illumination in the scanner, i.e. the illumination source is defocused at the object
plane in order to achieve uniform illumination and good color mixing for the entire
field of view. In case color mixing is not perfect and varies with focal plane
location, color calibration of the scanner will be advantageous.

In some embodiments, the pattern generating element is configured to provide that
the spatial pattern comprises alternating dark and bright regions arranged in a
checkerboard pattern. The probe light provided by the scanner system then
comprises a pattern consisting of dark sections and sections with light having the

same wavelength distribution as the multichromatic light source.

In order to obtain a digital 3D representation expressing both surface geometry
and color representation of an object, i.e. a colored digital 3D representation of
said part of the object surface, typically several sub-scans, i.e. partial
representations of the object, have to be combined, where each sub-scans
presents one view of the object. A sub-scan expressing a view from a given
relative position preferably records the geometry and color of the object surface as
seen from that relative position.

For a focus scanner, a view corresponds to one pass of the focusing element(s),

i.e. for a focus scanner each sub-scan is the surface geometry and color derived
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from the stack of 2D images recorded during the pass of the focus plane position

between its extremum positions.

The surface geometry found for various views can be combined by algorithms for
stitching and registration as widely known in the literature, or from known view
positions and orientations, for example when the scanner is mounted on axes with
encoders. Color can be interpolated and averaged by methods such as texture
weaving, or by simply averaging corresponding color components in multiple views
of the same location on the surface. Here, it can be advantageous to account for
differences in apparent color due to different angles of incidence and reflection,
which is possible because the surface geometry is also known. Texture weaving is
described by e.g. Callieri M, Cignoni P, Scopigno R. “Reconstructing textured
meshes from multiple range rgb maps”. VMV 2002, Erlangen, Nov 20-22, 2002.

In some embodiments, the scanner and/or the scanner system is configured for
generating a sub-scan of the object surface based on the obtained surface color
and surface geometry.

In some embodiments, the scanner and/or the scanner system is configured for
combining sub-scans of the object surface obtained from different relative
positions to generate a digital 3D representation expressing the surface geometry
and color of at least part of the object.

In some embodiments, the combination of sub-scans of the object to obtain the
digital 3D representation expressing surface geometry and color comprises
computing the color in each surface point as a weighted average of corresponding
points in all overlapping sub-scans at that surface point. The weight of each sub-
scan in the sum may be determined by several factors, such as the presence of
saturated pixel values or the orientation of the object surface with respect to the
scanner when the sub-scan is recorded.

Such a weighted average is advantageous in cases where some scanner positions
and orientations relative to the object will give a better estimate of the actual color
than other positions and orientations. If the illumination of the object surface is
uneven this can to some degree also be compensated for by weighting the best
illuminated parts higher.
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In some embodiments, the data processing system of the scanner system
comprises an image processor configured for performing a post-processing of the
surface geomelry, the surface color readings, or the derived sub-scan or the digital
3D representation of the object. The scanner system may be configured for
performing the combination of the sub-scans using e.g. computer implemented
algorithms executed by the image processor.

The scanner system may be configured for performing the combination of the sub-
scans using e.g. computer implemented algorithms executed by the data
processing system as part of the post-processing of the surface geometry, surface
color, sub-scan and/or the digital 3D representation, i.e. the post-processing
comprises computing the color in each surface point as a weighted average of

corresponding points in all overlapping sub-scans at that surface point.

Saturated pixel values should preferably have a low weight to reduce the effect of
highlights on the recording of the surface color. The color for a given part of the
surface should preferably be determined primarily from 2D images where the color
can be determined precisely which is not the case when the pixel values are

saturated.

In some embodiments, the scanner and/or scanner system is configured for
detecting saturated pixels in the captured 2D images and for mitigating or
removing the error in the obtained color caused by the pixel saturation. The error
caused by the saturated pixel may be mitigated or removed by assigning a low

weight to the saturated pixel in the weighted average.

Specularly reflected light has the color of the light source rather than the color of
the object surface. If the object surface is not a pure white reflector then specular
reflections can hence be identified as the areas where the pixel color closely
matches the light source color. When obtaining the surface color it is therefore
advantageous to assign a low weight to pixels or pixel groups whose color values
closely match the color of the multichromatic light source in order to compensate
for such specular reflections.

Specular reflections may also be a problem when intra orally scanning a patient’s

set of teeth since teeth rarely are completely white. It may hence be advantageous
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to assume that for pixels where the readings from the color images sensor indicate
that the surface of the object is a pure white reflector, the light recorded by this
pixel group is caused by a specular reflection from the teeth or the soft tissue in
the oral cavity and accordingly assign a low weight to these pixels to compensate
for the specular reflections.

In some embodiments, the compensation for specular reflections from the object
surface is based on information derived from a calibration of the scanner in which
a calibration object e.g. in the form of a pure white reflector is scanned. The color
image sensor readings then depend on the spectrum of the muitichromatic light
source and on the wavelength dependence of the scanner’s optical system caused
by e.g. a wavelength dependent reflectance of mirrors in the optical system. If the
optical system guides light equally well for all wavelengths of the multichromatic
light source, the color image sensor will record the color (also referred to as the
spectrum) of the multichromatic light source when the pure white reflector is

scanned.

In some embodiments, compensating for the specular reflections from the surface
is based on information derived from a calculation based on the wavelength
dependence of the scanner’s optical system, the spectrum of the multichromatic
light source and a wavelength dependent sensitivity of the color image sensor. In
some embodiments, the scanner comprises means for optically suppressing
specularly reflected light to achieve better color measurement. This may be
provided if the scanner further comprises means for polarizing the probe light, for
example by means of at least one polarizing beam splitter.

When scanning inside an oral cavity there may be red ambient light caused by
probe light illumination of surrounding tissue, such as the gingiva, palette, tongue
or buccal tissue. In some embodiments, the scanner and/or scanner system is

hence configured for suppressing the red component in the recorded 2D images.

In some embodiments, the scanner and/or scanner system is configured for
comparing the color of sections of the captured 2D images and/or of the sub-scans
of the object with predetermined color ranges for teeth and for oral tissue,
respectively, and for suppressing the red component of the recorded color for
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sections where the color is not in either one of the two predetermined color
ranges. The teeth may e.g. be assumed to be primarily white with one ratio
between the intensity of the different components of the recorded image, e.g. with
one ratio between the intensity of the red component and the intensity of the blue
and/or green components in a RGB configuration, while oral tissue is primarily
reddish with another ratio between the intensity of the components. When a color
recorded for a region of the oral cavity shows a ratio which differs from both the
predetermined ratio for teeth and the predetermined ratio for tissue, this region is
identified as a tooth region illuminated by red ambient light and the red component
of the recorded image is suppressed relative to the other components, either by
reducing the recorded intensity of the red signal or by increasing the recorded

intensities of the other components in the image.

In some embodiments, the color of points with a surface normal directly towards
the scanner are weighted higher than the color of points where the surface normal
is not directed towards the scanner. This has the advantage that points with a
surface normal directly towards the scanner will to a higher degree be illuminated
by the white light from the scanner and not by the ambient light.

In some embodiments, the color of points with a surface normal directly towards
the scanner are weighted lower if associated with specular reflections.

In some embodiments the scanner is configured for simultaneously compensating
for different effects, such as compensating for saturated pixels and/or for specular
reflections and/or for orientation of the surface normal. This may be done by
generally raising the weight for a selection of pixels or pixel groups of a 2D image
and by reducing the weight for a fraction of the pixels or pixel groups of said

selection.

In some embodiments, the method comprises a processing of recorded 2D
images, a sub-scan or the generated 3D representations of the part of the object,
where said processing comprises

- compensating for pixel saturation by omitting or reducing the weight of

saturated pixels when deriving the surface color, and/or
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- compensating for specular reflections when deriving the surface color by
omitting or reducing the weight of pixels whose color values closely

matches the light source color, and/or

- compensating for red ambient light by comparing surface color
information of the 2D images with predetermined color ranges, and
suppressing the red component of the recorded color if this is not within
a predetermined color range.

Disclosed is a method of using the disclosed scanner system to display color
texture on the generated digital 3D representation of the object. It is advantageous
to display the color data as a texture on the digital 3D representation, for example
on a computer screen. The combination of color and geometry is a more powerful
conveyor of information than either type of data alone. For example, dentists can
more easily differentiate between different types of tissue. In the rendering of the
surface geometry, appropriate shading can help convey the surface geometry on
the texture, for example with artificial shadows revealing sharp edges better than
texture alone could do.

When the multichromatic light source is a multi-die LED or similar, the scanner
system can also be used to detect fluorescence. Disclosed is a method of using
the disclosed scanner system to display flucrescence on surface geometry.

In some embodiments, the scanner is configured for exciting fluorescence on said
object by illuminating it with only a subset of the LED dies in the muliti-die LED,
and where said fluorescence is recorded by only or preferentially reading out only
those pixels in the color image sensor that have color filters at least approximately
matching the color of the fluoresced light, i.e. measuring intensity only in pixels of
the image sensors that have filters for longer-wavelength light. In other words, the
scanner is capable of selectively activating only a subset of the LED dies in the
multi-die LED and of only recording or preferentially reading out only those pixels
in the color image sensor that have color filters at a higher wavelength than that of
the subset of the LED dies, such that light emitted from the subset of LED dies can
excite fluorescent materials in the object and the scanner can record the
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fluorescence emitted from these fluorescent materials. The subset of the dies
preferably comprises one or more LED dies which emits light within the excitation
spectrum of the fluorescent materials in the object, such as an ultraviolet, a blue, a
green, a vyellow or a red LED die. Such fluorescence measurement vyields a 2D
data array much like the 2D color image, however unlike the 2D image it cannot be
taken concurrently with the surface geometry. For a slow-moving scanner, and/or
with appropriate interpolation, the fluorescence image can still be overlaid the
surface geometry. It is advantageous to display fluorescence on teeth because it
can help detect caries and plaque.

In some embodiments, the data processing system comprises a microprocessor
unit configured for extracting the surface geometry information from 2D images
obtained by the color image sensor and for determining the surface color from the

same images.

The data processing system may comprise units distributed in different parts of the
scanner system. For a scanner system comprising a handheld part connected to a
stationary unit, the data processing system may for example comprise one unit
integrated in the handheld part and another unit integrated in the stationary unit.
This can be advantageous when a data connection for transferring data from the
handheld unit to the stationary unit has a bandwidth which cannot handle the data
stream from the color image sensor. A preliminary data processing in the handheld
unit can then reduce the amount of data which must be transferred via the data
connection.

In some embodiments, the data processing system comprises a computer
readable medium on which is stored computer implemented algorithms for

performing said post-processing.

In some embodiments, a part of the data processing system is integrated in a cart

or a personal computer.
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Disclosed is a method of using the disclosed scanner system to average color
and/or surface geometry from several views, where each view represents a

substantially fixed relative orientation of scanner and object.

Disclosed is a method using the disclosed scanner system to combine color and/or
surface geometry from several views, where each view represents a substantially
fixed relative orientation of scanner and object, such as to achieve a more
complete coverage of the object than would be possible in a single view.

Disclosed is a scanner for obtaining surface geometry and surface color of an

object, the scanner comprising:

- a multichromatic light source configured for providing a probe light, and
- a color image sensor comprising an array of image sensor pixels for

recording one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color and
surface geometry of a part of the object are derived at least partly from one 2D
image recorded by said color image sensor

Disclosed is a scanner system for recording surface geometry and surface color of

an object, the scanner system comprising:

- a multichromatic light source configured for providing a multichromatic
probe light, and
- a color image sensor comprising an array of image sensor pixels for

capturing one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color
information and surface geometry information of a part of the object are derived at
least partly from one 2D image captured by said color image sensor.
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Disclosed is a scanner system for recording surface geometry and surface color of
an object, the scanner system comprising:

- a multichromatic light source configured for providing a probe light,
- a color image sensor comprising an array of image sensor pixels, and

- an optical system configured for guiding light received from the object to
the color image sensor such that 2D images of said object can be
captured by said color image sensor;

wherein the scanner system is configured for capturing a number of said 2D
images of a part of the object and for deriving both surface color information and
surface geometry information of the part of the object from at least one of said
captured 2D images at least for a block of said color image sensor pixels, such
that the surface color information and the surface geometry information are

obtained concurrently by the scanner.

Disclosed is a scanner system for recording surface geometry and surface color of

an object, the scanner system comprising:
- a multichromatic light source configured for providing a probe light;

- a color image sensor comprising an array of image sensor pixels, where
the image sensor is arranged to capture 2D images of light received

from the object; and

- an image processor configured for deriving both surface color
information and surface geometry information of at least a part of the
object from at least one of said 2D images captured by the color image

sensor.

Disclosed is a scanner system for recording surface geometry and surface color
of an object, said scanner system comprising
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- ascanner system according to any of the embodiments, where the
scanner system is configured for deriving surface color and surface
geometry of the object, and optionally for generating a sub-scan or a

digital 3D representation of the part of the object; and

- adata processing unit configured for post-processing surface geometry
and/or surface color readings from the color image sensor, or for post-
processing the generated sub-scan or digital 3D representation.

Disclosed is a method of recording surface geometry and surface color of an
object, the method comprising:

- providing a scanner or scanner system according to any of the

embodiments;

- illuminating the surface of said object with probe light from said
multichromatic light source;

- recording one or more 2D images of said object using said color image

sensor; and

- deriving both surface color and surface geometry of a part of the object
from at least some of said recorded 2D images at least for a block of
said image sensor pixels, such that the surface color and surface
geometry are obtained concurrently by the scanner.

Brief description of drawings

Fig. 1 shows a handheld embodiment of a scanner system.
Fig. 2 shows prior art pattern generating means and associated reference weights.
Fig. 3 shows a pattern generating means and associated reference weights.

Fig. 4 shows a color filter array.
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Fig. 5 shows a flow chart of a method.

Fig. © illustrates how surface geometry information and surface geometry

information can be derived

Fig. 1 shows a handheld part of a scanner system with components inside a
housing 100. The scanner comprises a tip which can be entered into a cavity, a
multichromatic light source in the form of a multi-die LED 101, pattern generating
element 130 for incorporating a spatial pattern in the probe light, a beam splitter
140, color image sensor 180 including an image sensor 181, electronics and
potentially other elements, an optical system typically comprising at least one lens,
and the image sensor. The light from the light source 101 travels back and forth
through the optical system 150. During this passage the optical system images the
pattern 130 onto the object being scanned 200 which here is a patient’s set of
teeth, and further images the object being scanned onto the image sensor 181.

The image sensor 181 has a color filter array 1000. Although drawn as a separate
entity, the color filter array is typically integrated with the image sensor, with a
single-color filter for every pixel.

The lens system includes a focusing element 151 which can be adjusted to shift
the focal imaging plane of the pattern on the probed object 200. In the example
embodiment, a single lens element is shifted physically back and forth along the

optical axis.

As a whole, the optical system provides an imaging of the pattern onto the object

being probed and from the object being probed to the camera.

The device may include polarization optics 160. Polarization optics can be used to
selectively image specular reflections and block out undesired diffuse signal from
sub-surface scattering inside the scanned object. The beam splitter 140 may also
have polarization filtering properties. It can be advantageous for optical elements
to be anti-reflection coated.
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The device may include folding optics, a mirror 170, which directs the light out of
the device in a direction different to the optical path of the lens system, e.g. in a

direction perpendicular to the optical path of the lens system.

There may be additional optical elements in the scanner, for example one or more
condenser lens in front of the light source 101.

In the example embodiment, the LED 101 is a multi-die LED with two green, one
red, and one blue die. Only the green portion of the light is used for obtaining the
surface geometry. Accordingly, the mirror 170 is coated such as to optimize
preservation of the circular polarization of the green light, and not that of the cother
colors. Note that during scanning all dies within the LED are active, i.e., emitting
light, so the scanner emits apparently white light onto the scanned object 200. The
LED may emit light at the different colors with different intensities such that e.g.
one color is more intense than the other colors. This may be desired in order to
reduce cross-talk between the readings of the different color signals in the color
image sensor. In case that the intensity of e.g. the red and blue diodes in a RGB
system is reduced, the apparently white light emitted by the light source will

appear greenish-white.

The scanner system further comprises a data processing system configured for
deriving both surface geometry information and surface color information for a
block of pixels of the color image sensor 180 at least partly from one 2D image
recorded by said color image sensor 180. At least part of the data processing
system may be arranged in the illustrated handheld part of the scanner system. A
part may also be arranged in an additional part of the scanner system, such as a
cart connected to the handheld part.

Figure 2 shows an section of a prior art pattern generating element 130 that is
applied as a static pattern in a spatial correlation embodiment of W02010145669,
as imaged on a monochromatic image sensor 180. The pattern can be a chrome-
on-glass pattern. The section shows only a portion of the pattern is shown, namely
one period. This period is represented by a pixel block of 6 by 6 image pixels, and

2 by 2 pattern fields. The fields drawn in gray in Fig. 2A are in actuality black
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because the pattern mask is opaque for these fields; gray was only chosen for
visibility and thus clarity of the Figure. Fig. 2B illustrates the reference weights f
for computing the spatial correlation measure A for the pixel block, where n =6 x 6
= 36, such that

A= ifili

i=1

where [ are the intensity values measured in the 36 pixels in the pixel block for a
given image. Note that perfect alignment between image sensor pixels and pattern
fields is not required, but gives the best signal for the surface geometry
measurement.

Fig. 3 shows the extension of the principle in Fig. 2 to color scanning. The pattern
is the same as in Fig. 2 and so is the image sensor geometry. However, the image
sensor is a color image sensor with a Bayer color filter array. In Fig. 3A, pixels
marked “B” have a blue color filter, while “G” indicates green and “R” red pixel
filters, respectively. Fig. 3B shows the corresponding reference weights f. Note
that only green pixels have a non-zero value. This is so because only the green
fraction of the spectrum is used for recording the surface geometry information.

For the pattern/color filter combination of Fig. 3, a color component ¢; within a pixel
block can be obtained as

n
¢ = z 9;.il;
=1

where g;;i = 1 if pixel / has a filter for color ¢;, O otherwise. For an RGB color filter
array like in the Bayer pattern, j is one of red, green, or blue. Further weighting of
the individual color components, i.e., color calibration, may be required to obtain
natural color data, typically as compensation for varying filter efficiency,
illumination source efficiency, and different fraction of color components in the filter
pattern. The calibration may also depend on focus plane location and/or position
within the field of view, as the mixing of the LED’s component colors may vary with
those factors.
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Figure 4 shows an inventive color filter array with a higher fraction of green pixels
than in the Bayer pattern. The color filter array comprises a plurality of cells of 6x6
color filters, with blue color filters in positions (2,2) and (5,5) of each cell, red color
filters in positions (2,5) and (5,2), a and green color filters in all remaining positions
of the cell.

Assuming that only the green portion of the illumination is used to obtain the
surface geometry information, the filter of Figure 4 will potentially provide a better
quality of the obtained surface geometry than a Bayer pattern filter, at the expense
of poorer color representation. The poorer color representation will however in
many cases still be sufficient while the improved quality of the obtained surface

geomelry often is very advantageous.

Fig. 5 illustrates a flow chart 541 of a method of recording surface geometry and
surface color of an object.

In step 542 a scanner system according to any of the previous claims is obtained.

In step 543 the object is illuminated with multichromatic probe light. In a focus
scanning system utilizing a correlation measure or correlation measure function, a
checkerboard pattern may be imposed on the probe light such that information
relating to the pattern can be used for determining surface geometry information
from captured 2D images.

In step 544 a series of 2D images of said object is captured using said color image
sensor. The 2D images can be processed immediately or stored for later

processing in a memory unit.

In step 545 both surface geometry information and surface color information are
derived for a block of image sensor pixels at least partly from one captured 2D
image. The information can e.g. be derived using the correlation measure

approach as descried herein. The derived informations are combined to generate
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a sub-scan of the object in step 546, where the sub-scan comprises data
expressing the geometry and color of the object as seen from one view.

In step 547 a digital 3D representation expressing both color and geomeitry of the
object is generated by combining several sub-scans. This may be done using
known algorithms for sub-scan alignment such as algorithms for stitching and
registration as widely known in the literature.

Fig. 6 illustrates how surface geometry information and surface geometry
information can be derived at least from one 2D image for a block of image sensor

pixels.

The correlation measure is determined for all active image sensor pixel groups on
the color image sensor for every focus plane position, i.e. for every 2D image of
the stack. Starting by analyzing the 2D images from one end of the stack, the
correlation measures for all active image sensor pixel groups is determined and
the calculated values are stored. Progressing through the stack the correlation
measures for each pixel group are determined and stored together with the
previously stored values, i.e. the values for the previously analyzed 2D images.

A correlation measure function describing the variation of the correlation measure
along the optical axis is then determined for each pixel group by smoothing and
interpolating the determined correlation measure values. For example, a
polynomial can be fitted to the values of for a pixel block over several images on
both sides of the recorded maximum, and a location of a deducted maximum can
be found from the maximum of the fitted polynomial, which can be in between two

images.

The surface color information for the pixel group is derived from one or more of the
2D images from which the position of the correlation measure maximum was
determined i.e. surface geometry information and surface color information from a
group of pixels of the color image sensor are derived from the same 2D images of

the stack.
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The surface color information can be derived from one 2D image. The maximum
value of the correlation measure for each group of pixels is monitored along the
analysis of the 2D images such that when a 2D image has been analyzed the
values for the correlation measure for the different pixels groups can be compared
with the currently highest value for the previously analyzed 2D images. If the
correlation measure is a new maximum value for that pixel group at least the
portion of the 2D image corresponding to this pixel group is saved. Next time a
higher correlation value is found for that pixel group the portion of this 2D image is
saved overwriting the previously stored image/sub-image. Thereby when all 2D
images of the stack have been analyzed, the surface geometry information of the
2D images is translated into a series of correlation measure values for each pixel

group where a maximum value is recorded for each block of image sensor pixels.

Fig. 6A illustrated a portion 661 of a stack of 2D images acquired using a focus
scanning system, where each 2D image is acquired at a different focal plane
position. In each 2D image 662 a portion 663 corresponding to a block of image
sensor pixels are indicated. The block corresponding to a set of coordinates (x;,yi).
The focus scanning system is configured for determining a correlation measure for
each block of image sensor pixels and for each 2D image in the stack. In Fig. 6B is
illustrated the determined correlation measures 664 (here indicated by an “x”) for
the block 663. Based on the determined correlation measures 664 a correlation
measure function 665 is calculated, here as a polynomial, and a maximum value
for the correlation measure function is found a position z;. The z-value for which
the fitted polynomial has a maximum (z) is identified as a point of the object
surface. The surface geometry information derived for this block can then be
presented in the form of the coordinates (x;,y;,z;), and by combining the surface
geometry information for several block of the images sensor, the a sub-scan
expressing the geometry of part of the object can be created.

In Fig. 6C is illustrated a procedure for deriving the surface color geometry from
two 2D images for each block of image sensor pixels. Two 2D images are stored
using the procedure described above and their RGB values for the pixel block are
determined. In Fig. 6C the R-values 666 are displayed. An averaged R-value 667
(as well as averaged G- and B-values) at the z; position can then be determined by
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interpolation and used as surface color information for this block. This surface colir
information is evidently derived from the same 2D image that the geometry

information at least in part was derived from.
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Claims

. A scanner system for recording surface geometry and surface color of an

object, the scanner system comprising:

- a multichromatic light source configured for providing a multichromatic

probe light for illumination of the object,

- a color image sensor comprising an array of image sensor pixels for

capturing one or more 2D images of light received from said object, and

- a data processing system configured for deriving both surface geometry
information and surface color information for a block of said image sensor
pixels at least partly from one 2D image recorded by said color image

Sensor.

. The scanner system according to claim 1, wherein the data processing

system is configured for deriving surface geometry information and surface
color information for said block of image sensor pixels from a series of 2D

images.

. The scanner system according to claim 1 or 2, wherein the data processing

system is configured for generating a sub-scan of a part of the object
surface based on surface geometry information and surface color

information derived from a plurality of biocks of image sensor pixels.

. The scanner system according to any of claims 1 to 3, wherein the data

processing system is configured for combining a number of sub-scans to
generate a digital 3D representation of the object.

. The scanner system according to any of claims 2 to 5, where the scanner

system is a focus scanner system operating by translating a focus plane
along an optical axis of the scanner system and capturing the 2D images at
different focus plane positions such that each series of captured 2D images
forms a stack of 2D images.
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The scanner system according to any of the preceding claims, where the
scanner system comprises a pattern generating element configured for

incorporating a spatial pattern in said probe light.

The scanner system according to any of the preceding claims, where
deriving the surface geometry information and surface color information
comprises calculating for several 2D images a correlation measure between
the portion of the 2D image captured by said block of image sensor pixels
and a weight function, where the weight function is determined based on
information of the configuration of the spatial pattern.

The scanner system according to the preceding claim, wherein deriving the
surface geometry information and the surface color information for a block
of image sensor pixels comprises identifying the position along the optical

axis at which the corresponding correlation measure has a maximum value.

The scanner system according to claim 7 or 8, wherein generating a sub-
scan comprises determining a correlation measure function describing the
variation of the correlation measure along the optical axis for each block of
image sensor pixels and identifying for the position along the optical axis at
which the correlation measure functions have their maximum value for the
block.

10.The scanner system according to the preceding claim, where the maximum

11

correlation measure value is the highest calculated correlation measure
value for the block of image sensor pixels and/or the highest maximum
value of the correlation measure function for the block of image sensor

pixels

. The scanner system according to any of the preceding claims, wherein the

data processing system is configured for determining a sub-scan color for a
point on a generated sub-scan based on the surface color information of the
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2D image in the series in which the correlation measure has its maximum

value for the corresponding block of image sensor pixels.

The scanner system according to the preceding claim, wherein the data
processing system is configured for deriving the sub-scan color for a point
on a generated sub-scan based on the surface color informations of the 2D
images in the series in which the correlation measure has its maximum
value for the corresponding block of image sensor pixels and on at least
one additional 2D image, such as a neighboring 2D image from the series
of captured 2D images..

The scanner system according to the preceding claim, where the data
processing system is configured for interpolating surface color information
of at least two 2D images in a series when determining the sub-scan color,
such as an interpolation of surface color information of neighboring 2D

images in a series.

The scanner system according to any of the preceding claims wherein the
data processing system is configured for computing a smoothed sub-scan
color for a number of points of the sub-scan, where the computing
comprises an averaging of sub-scan colors of different points, such as a

weighted averaging of the colors of the surrounding points on the sub-scan.

The scanner system according to any of the preceding claims, where the
data processing system is configured for determining object color of a least
one point of the generated digital 3D representation of the object, such that
the digital 3D representation expresses both geometry and color profile of
the object,..

The scanner system according to the previous claim, wherein determining
the object color comprises computing a weighted average of sub-scan color
values derived for corresponding points in overlapping sub-scans at that
point of the object surface.
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17.The scanner system according to any the previous claims, wherein the data
processing system is configured for detecting saturated pixels in the
captured 2D images and for mitigating or removing the error in the derived
surface color information or the sub-scan color caused by the pixel

saturation.

18.The scanner system according to the previous claim wherein the error
caused by the saturated pixel is mitigated or removed by assigning a low
weight to the surface color information of the saturated pixel in the
computing of the smoothed sub-scan color and/or by assigning a low weight

to the sub-scan color computed based on the saturated pixel.

19.The scanner system according to any any of the preceding claims, wherein
the data processing system is configured for comparing the derived surface
color information of sections of the captured 2D images and/or of the
generated sub-scans of the object with predetermined color ranges for teeth
and for oral tissue, and for suppressing the red component of the derived
surface color information or sub-scan color for sections where the color is

not in one of the two predetermined color ranges.

20.The scanner system according to any of the preceding claims where the
color image sensor comprises a color filter array comprising at least three
types of colors filters, each allowing light in a known wavelength range, W1,
W2, and W3 respectively, to propagate through the color filter.

21.The scanner system according to any of the preceding claims where the
surface geometry information is derived from light in a selected wavelength

range of the spectrum provided by the multichromatic light source.

22.The scanner system according to the preceding claim where the color filter
array is such that its proportion of pixels with color filters that match the
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selected wavelength range of the spectrum is larger than 50%, such a
wherein the proportion equals 32/36, 60/64 or 96/100.

23.The scanner system according to claim 21 or 22, wherein the selected
wavelength range matches the W2 wavelength range.

24.The scanner system according to any of claims 21 to 23, wherein the color
filter array comprises a plurality of cells of 6x6 color filters, where the color
filters in positions (2,2) and (5,5) of each cell are of the W1 type, the color
filters in positions (2,5) and (5,2) are of the W3 type

25.The scanner system according to the preceding claim, where the remaining
32 color filters in the 6x6 cell are of the W2 type.

26.The scanner according to the preceding claim where the pattern generating
element is configured to provide that the spatial pattern comprises
alternating dark and bright regions arranged in a checkerboard pattern.

27.A scanner system for recording surface geometry and surface color of an

object, the scanner system comprising:

- a multichromatic light source configured for providing a multichromatic
probe light, and

- a color image sensor comprising an array of image sensor pixels for

capturing one or more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color
information and surface geometry information of a part of the object are
derived at least partly from one 2D image captured by said color image

sensor.
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28. A method of recording surface geometry and surface color of an object, the

method comprising:

obtaining a scanner system according to any of the previous claims;

- illuminating the surface of said object with multichromatic probe light
from said multichromatic light source;

- capturing a series of 2D images of said object using said color image

sensor; and

- deriving both surface geometry information and surface color
information for a block of image sensor pixels at least partly from one

captured 2D image.
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statement in compliance with 37 CFR 1.64, executed by or with respect to each actual inventor no later than the
expiration of the time period set in the "Notice of Allowability" to avoid abandonment. See 37 CFR 1.495(c).

« Properly executed inventor's oath or declaration for the following inventor(s) has not been submitted: Bo
ESBECH, Christian Romer ROSBERG, Mike VAN DER POEL, Rasmus KJAER, Michael VINTHER, and
Karl-Josef HOLLENBECK

page 1of 2

FORM PCT/DO/EG/903 (371 Acceptance Notice)
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Applicant is reminded that any communications to the United States Patent and Trademark Office must be mailed
to the address given in the heading and include the U.S. application no. shown above (37 CFR 1.5)

VONDA M WALLACE

Telephone: (571) 272-3734

page 2 of 2

FORM PCT/DO/EG/903 (371 Acceptance Notice)
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MULTIPLE DEPENDENT CLAIM
FEE CALCULATION SHEET

Substitute for Form PTO-1360
(For use with Form PTO/SB/06)

Application Number

14764087

Filing Date

Applicant(s) Bo ESBECH

* May be used for additional claims or amendments

CLAIMS AS FILED AFTER FIRST AFTER SECOND * * -
AMENDMENT AMENDMENT
Indep I Depend Indep I Depend Indep I Depend Indep I Depend Indep I Depend Indep I Depend
1 1 1 51
2 1 1 52
3 2 1 53
4 (1) 1 54
5 (1) 1 55
8 (1) 1 56
7 (1) 1 57
8 (1) 1 58
9 (1) 1 59
10 (1) 1 60
11 (1) 1 61
12 (1) 1 62
13 (1) 1 63
14 (1) 1 4
15 (1) 1 65
16 (1) 1 66
17 (1) 1 67
18 (1) 1 68
19 (1) 1 69
20 (1) 1 70
21 (1) 1 71
22 (1) 1 72
23 (1) 1 73
24 (1) 1 74
25 1 1 75
26 1 1 76
27 1 1 77
28 (1) 1 78
29 1 79
30 1 80
31 1 81
32 82
33 83
34 84
35 85
36 86
37 87
38 88
39 89
40 90
41 91
42 92
43 93
44 94
45 95
46 96
47 97
48 98
49 99
50 100
Total Indep 3 2 0
Total 26 Pl 29 Pl 0 o
Depend
NN N AR N
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNTTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PQ. Box 1450

Alexandria, Virginia 22313-1450

WWW.LSpto gov

[ APPLICATIONNUMBER | FILING OR 371(C) DATE FIRSTNAMED APPLICANT | ATTY.DOCKETNOJIITLE |
14/764,087 07/28/2015 Bo ESBECH 0079124-000111
CONFIRMATION NO. 6247
21839 PUBLICATION NOTICE

BUCHANAN, INGERSOLL & ROONEY PC

POST OFFICE BOX 1404 T
56

ALEXANDRIA, VA 22313-1404

925

(LT

Title:FOCUS SCANNING APPARATUS RECORDING COLOR

Publication No.US-2016-0022389-A1
Publication Date:01/28/2016

NOTICE OF PUBLICATION OF APPLICATION

The above-identified application will be electronically published as a patent application publication pursuant to 37
CFR 1.211, et seq. The patent application publication number and publication date are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databases via the
Internet at www.uspto.gov. The direct link to access the publication is currently hitp://www.uspto.gov/patft/.

The publication process established by the Office does not provide for mailing a copy of the publication to
applicant. A copy of the publication may be obtained from the Office upon payment of the appropriate fee set forth
in 37 CFR 1.19(a)(1). Orders for copies of patent application publications are handled by the USPTO's Office of
Public Records. The Office of Public Records can be reached by telephone at (703) 308-9726 or (800) 972-6382,
by facsimile at (703) 305-8759, by mail addressed to the United States Patent and Trademark Office, Office of
Public Records, Alexandria, VA 22313-1450 or via the Internet.

In addition, information on the status of the application, including the mailing date of Office actions and the

dates of receipt of correspondence filed in the Office, may also be accessed via the Internet through the Patent
Electronic Business Center at www.uspto.gov using the public side of the Patent Application Information and
Retrieval (PAIR) system. The direct link to access this status information is currently http://pair.uspto.gov/. Prior to
publication, such status information is confidential and may only be obtained by applicant using the private side of
PAIR.

Further assistance in electronically accessing the publication, or about PAIR, is available by calling the Patent
Electronic Business Center at 1-866-217-9197.

Office of Data Managment, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101

page 1 of 1
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PATENT ASSIGNMENT COVER SHEET

Electronic Version vi.1 EPAS ID: PAT3731187
Stylesheet Version v1.2

SUBMISSION TYPE: NEW ASSIGNMENT

NATURE OF CONVEYANCE: ASSIGNMENT

CONVEYING PARTY DATA

Name Execution Date

BO ESBECH 12/08/2015
CHRISTIAN ROMER ROSBERG 01/13/2016
MIKE VAN DER POEL 12/08/2015
RASMUS KJAER 12/08/2015
MICHAEL VINTHER 12/08/2015
KARL-JOSEF HOLLENBECK 12/08/2015
RECEIVING PARTY DATA
Name: 3SHAPE A/S
Street Address: HOLMENS KANAL 7
City: COPENHAGEN K
State/Country: DENMARK
Postal Code: DK-1060
PROPERTY NUMBERS Total: 1

Property Type Number
Application Number: 14764087

CORRESPONDENCE DATA
Fax Number: (703)836-2021

Correspondence will be sent to the e-mail address first; if that is unsuccessful, it will be sent
using a fax number, if provided; if that is unsuccessful, it will be sent via US Mail.

Phone: 703-836-6620
Email: stacey.pflieger@bipc.com
Correspondent Name: BUCHANAN INGERSOLL & ROONEY
Address Line 1: 1737 KING STREET
Address Line 4: ALEXANDRIA, VIRGINIA 22314
ATTORNEY DOCKET NUMBER: 0079124-000111
NAME OF SUBMITTER: STACEY PFLIEGER
SIGNATURE: /StaceyPflieger/
DATE SIGNED: 02/09/2016
This document serves as an Oath/Declaration (37 CFR 1.63).
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Attorney Docket No. 0079124-000111
Page 1 of 3

COMBINED DECLARATION
AND ASSIGNMENT @oinT)

As one of the below named inventors, | hereby declare that this Combined Declaration and Assignment is
directed to:

M K PCT application number PCT/EP2014/052842, filed on February 13, 2014, entitied
i FOCUS SCANNING APPARATUS RECORDING COLOR; or

(2) [ the attached application entitled

DECLARATION

As one of the belbw named inventors, | further declare that:
The above-identified application was made or authorized to be made by me.
| believe that | am an original joint inventor of a claimed invention in the application.
| have reviewed and understand the contents of the above-identified application, including the claims.

| acknowledge the duty to disclose to the U.S. Patent and Trademark Office all information known to me
to be material to patentability as defined in Title 37, Code of Federal Regulations, § 1.56.

| hereby acknowledge that any willful false statement made in this declaration is pumshable under
18 U.S.C. 1001 by fine or imprisonment of not more than five (5) years, or both.

ASSIGNMENT

THIS ASSIGNMENT, by the undersigned inventors (hereinafter referred to as "the Assignors"),
respectively, witnesseth:

WHEREAS, the Assignors have invented certain new and useful improvements set forth in an
application for Letters Patent of the United States, which is a nonprovisional application;

WHEREAS, 3SHAPE A/S, a corporation duly organized under and pursuant to the laws of Denmark and
- having a principal place of business at Holmens Kanal 7. DK-1060 Copenhagen K, Denmark (hereinafter referred
to as "the Assignee"), is desirous of acquiring the entire right, title, and interest in and to said inventions, the
right to file applications on said inventions and the entire right, title and interest in and to any applications,
including provisional applications for Letters Patent of the United States or other countries claiming priority to
said application, and in and to any Letters Patent or Patents, United States or foreign, to be obtained therefor
and thereon. .

NOW, THEREFORE, for good and sufficient consideration, the receipt of which is hereby
acknowledged, the Assignors have sold, assigned, transferred, and set over, and by these presents do sell,
assign, transfer, and set over, unto the Assignee, its successors, legal representatives, and assigns the entire
right, title, and interest in and to the above-mentioned inventions, the right to file applications on said inventions
and the entire right, title and interest in and to any applications for Letters Patent of the United States or other
countries claiming priority to said applications, and any and all Letters Patent or Patents of the United States of
America and all foreign countries that may be granted therefor and thereon, and in and to any and all
applications claiming priority to said applications, divisions, continuations, and continuations-in-part of said
applications and reissues and extensions of said Letters Patent or Paténts, and all rights under the International

Buchanan Ingerso]l ARooneyrc

Refations P
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Attorney Docket No. 0079124-000111 -
Application No. Unassigned
Page 2 of 3

Convention for the Protection of Industrial Property, the same to be held and enjoyed by the Assignee, for its
own use and behoof and the use and behoof of its successors, legal representatives, and assigns, to the full
end of the term or terms for which Letiers Patent or Patents may be granted as fully and entirely as the same
would have been held and enjoyed by the Assignors had this sale and assignment not been made,;

AND for the same consideration, the Assignors hereby covenant and agree to and with the Assignee, its
successors, legal representatives, and assigns, that, at the time of execution and delivery of these presents, the
Assignors are the sole and lawful owners of the entire right, title, and interest in and to the inventions set forth in
said applications and said applications, including provisional applications, above-mentioned, and that the same
are unencumbered, and that the Assignors have good and full right and lawful authority to sell and convey the
same in the.manner herein set forth;

AND for the same consideration, the Assignors hereby covenant and agree to and with the Assignee, its
successors, legal representatives, and assigns that the Assignors will, whenever counsel of the Assignee, or the
counsel of its successors, legal representatives, and assigns, shall advise that any proceeding in connection
with said inventions or said applications for Letters Patent or Patents, or any proceeding in connection with
Letters Patent or Patents for said inventions in any country, including interference proceedings, is lawful and
desirable, or that any application claiming priority to said application, division, continuation, or continuation-in-
part of any applications for Letters Patent or Patents, or any reissue or extension of any Letters Patent or
Patents to be obtained thereon, is lawful and desirable, sign all papers and documents, take all lawful oaths,
- and do all acts necessary or required to be done for the procurement, maintenance, enforcement, and defense

" of Letters Patent or Patents for said inventions, without- charge to the Assignee, its successors, legal
representatwes and assigns, but at the cost and expense of the Assignee, its successors, legal representatlves
and assigns;

AND the Assignors hereby request the Cdmmissioner of Patents to issue any and all said Letters Patent -

of the United States to the Assignee as the Assignee of said inventions, the Letters Patent to be issued for the
sole use and behoof of the Assignee, its successors, legal representatives, and assigns. :

54/?2~2¢f5’ . BO ESBECH @O @%

Date Name Signatyre
'- - ' ,/(\
1%/ - 2ol CHRISTIAN ROMER ROSBERG -
Date Name .~ Signature
g//dg 20175 __ MIKE VAN DER POEL %’/}/5’7// /ﬂﬁ/
Date Name Slgnature
<& / I o g oo
2~ 2013 RASMUS KJAER WD gy TN B
{ Date Name E Signatu '
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Attorney Docket No. 0079124-000111
Application No. Unassigned
Page 3 of 3

5/7 2 -ts” MICHAEL VINTHER /% W

Date . Name Signature

- - //
(Zf?"?_ - (6 KARL-JOSEF HOLLENBECK //’7%// / :
7 “Sfgratare

. " Date - Name / L
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PTO/SB/08a (01-10)

Doc code: IDS
C e . . - Approved for use through 07/31/2012. OMB 0651-0031
Doc description: Information Disclosure Statement (IDS) Filed U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

INFORMATION DISCLOSURE

STATEMENT BY APPLICANT
( Not for submission under 37 CFR 1.99)

Application Number

14764087

Filing Date

P015-07-28

First Named Inventor ‘Po ESBECH et al.

Art Unit

|2878

Examiner Na

me ‘ EPPS, GEORGIA Y

Attorney Docl

ket Number

| 0079124-000111

U.S.PATENTS

Remove

Examiner|
Initial*

Cite
No

Patent Number

Kind
Code?

Issue Date

Name of Patentee or Applicant
of cited Document

Pages,Columns Lines where
Relevant Passages or Relevant
Figures Appear

If you wish to add additional U.S. Patent citation information please click the Add button.

Add

U.S.PATENT APPLICATION PUBLICATIONS

Remove

Examiner| . Publication Kind | Publication Name of Patentee or Applicant Pages,Columns,Lines where
e Cite No . Relevant Passages or Relevant
Initial Number Codel| Date of cited Document )
Figures Appear
1 0100145898 A1 P010-06-10 Malfliet et al.
2 0110134225 A1l P011-06-09 Saint-Pierre et al. (Corresponds to CN 102112845)
3 20120062716 A1 P012-03-15 Dillon et al. (Corresponds to CN 102402799)
4 0130236850 A1l P013-09-12 Mu et al. (Corresponds to CN 102008282)
If you wish to add additional U.S. Published Application citation information please click the Add button, Add
FOREIGN PATENT DOCUMENTS Remove
Name of Patentee or Pages,Columns,Lines
Examiner| Cite | Foreign Document | Country Kind |Publication Applicant of cited where Relevant Ts
Initial* No | Number3 Codezi Code4| Date PR Passages or Relevant
Document .
Figures Appear

EFS Web 2.1.17
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INFORMATION DISCLOSURE

STATEMENT BY APPLICANT
( Not for submission under 37 CFR 1.99)

Application Number 14764087
Filing Date 2015-07-28
First Named Inventor ‘ Bo ESBECH et al.
Art Unit | 2878

Examiner Name ‘ EPPS, GEORGIA Y

Attorney Docket Number | 0079124-000111

1 1102008282 A 2011-04-13 niv Shenzhen (with English Abstract)
2 1102112845 A 2011-06-29 Creaform Inc (with English Abstract)
3 |ho2402799 A |2012-04-04 |pPimensionalPhotonics i, pngiish Abstract)
ntemat Inc
{with English Absfract)
(Corrresponds to
4 1102802520 A 2012-11-28 BShape AS US 2012/0092461 and
WO 2010/145669
previously cited on
5 D012/007003 Al 2012-01-19  |BShape AS
If you wish to add additional Foreign Patent Document citation information please click the Add button | Add
NON-PATENT LITERATURE DOCUMENTS Remove
. . Include name of the author (in CAPITAL LETTERS), title of the article (when appropriate), title of the item
Examiner| Cite o . . "
P (book, magazine, journal, serial, symposium, catalog, etc), date, pages(s), volume-issue number(s), Ts
Initials No . - .
publisher, city and/or country where published.
lfhe First Office Action issued on August 2, 2016, by the State Intellectual Property Office of People's Republic of
1 [China in corresponding Chinese Patent Application No. 201480020976.3, and an English Translation of the Office )¢
Action. (18 pages)
2 IThe First Chinese Search issued on July 25, 2016, by the State Intellectual Property Office of People's Republic of ]
[China in coresponding Chinese Patent Application No. 201480020976.3. (2 pages)

If you wish to add additional non-patent literature document citation information please click the Add button| Add

EXAMINER SIGNATURE

Examiner Signature ‘I

Date Considered |I

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through a
citation if not in conformance and not considered. Include copy of this form with next communication to applicant.

EFS Web 2.1.17
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Application Number 14764087

Filing Date 2015-07-28
INFORMATION DISCLOSURE First Named Inventor ‘ Bo ESBECH et al.
STATEMENT BY APPLICANT -
o nit | 2878
( Not for submission under 37 CFR 1.99)
Examiner Name ‘ EPPS, GEORGIA Y

Attorney Docket Number | 0079124-000111

1 See Kind Codes of USPTO Patent Documents at www.USPTO.GOV or MPEP S01.04. 2 Enter office that issued the document, by the two-letter code (WIPO

Standard ST.3). 3 For Japanese patent documents, the indication of the year of the reign of the Emperor must precede the serial number of the patent document.
4 Kind of document by the appropriate symbols as indicated on the document under WIPO Standard ST.16 if possible. 9 Applicant is to place a check mark here iff
English language translation is attached.

EFS Web 2.1.17
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Application Number 14764087

Filing Date 2015-07-28
INFORMATION DISCLOSURE First Named Inventor ‘ Bo ESBECH et al.
STATEMENT BY APPLICANT -
o nit | 2878
( Not for submission under 37 CFR 1.99)
Examiner Name ‘ EPPS, GEORGIA Y

Attorney Docket Number | 0079124-000111

CERTIFICATION STATEMENT

Please see 37 CFR 1.97 and 1.98 to make the appropriate selection(s):

That each item of information contained in the information disclosure statement was first cited in any communication
from a foreign patent office in a counterpart foreign application not more than three months prior to the filing of the
information disclosure statement. See 37 CFR 1.97(e)(1).

OR

That no item of information contained in the information disclosure statement was cited in a communication from a
foreign patent office in a counterpart foreign application, and, to the knowledge of the person signing the certification
after making reasonable inquiry, no item of information contained in the information disclosure statement was known to

[] any individual designated in 37 CFR 1.56(c) more than three months prior to the filing of the information disclosure
statement. See 37 CFR 1.97(e)(2).

See attached certification statement.
The fee set forth in 37 CFR 1.17 {p) has been submitted herewith.

X A certification statement is not submitted herewith.

SIGNATURE
A signature of the applicant or representative is required in accordance with CFR 1.33, 10.18. Please see CFR 1.4(d) for the
form of the signature.

Signature /WCRowland/ Date (YYYY-MM-DD) 2016-08-26

Name/Print William C. Rowland Registration Number |30,888

This collection of information is required by 37 CFR 1.97 and 1.98. The information is required to obtain or retain a benefit by the
public which is to file {and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR
1.14. This collection is estimated to take 1 hour to complete, including gathering, preparing and submitting the completed
application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S.
Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND
FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria,
VA 22313-1450.

EFS Web 2.1.17
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 83-579) requires that you be given certain information in connection with your submission of the
attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised
that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited
is voluntary; and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark Office is to
process and/or examine your submission related to a patent application or patent. If you do not furnish the requested
information, the U.S. Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1.

The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act
(5 U.S.C. 552) and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the
Department of Justice to determine whether the Freedom of Information Act requires disclosure of these record s.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a
court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of settlement
negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance from the
Member with respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for
the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records
may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant
to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or
his’her designee, during an inspection of records conducted by GSA as part of that agency's responsibility to
recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2804 and
2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record was filed in
an application which became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.

EFS Web 2.1.17
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Espacenet - Bibliographic data Page 1 of 1

Espacenet

Bibliographic data: ON102008282 (A} — 2011-04-13

Number stamp intraoral scanner and oral cavity internal surface topography
image real-time reconstructing system

Inventor(s): QINGYANG WU:; BIN HUI; XIANGDONG GONG; JINGZHEN LI +
(WU QINGYANG, ; HUI BIN, ; GONG XIANGDONG, ; LI
JINGZHEN)

Applicant(s): UNIV SHENZHEN + (SHENZHEN UNIVERSITY)

Classification: - international: A6187/04; A6181/24; A61C19/04; GO6T17/00
- cooperative: AS1B1/00172; A6181/24; AG1C8/008; GO1B11/24;
A61B1/04; A61B1/0684
Application CN20101526092 20101029
number:

Priority number CN20101526092 20101029

(s):
Also published CN102008282 (B) US2013236850 (A1), US9149348 (B2)
as: WO2012055347 (A1)

Abstract of CN102008282 (A}

The invention is suilable for medical equipment and provides a number stamp intraoral
scanner which is provided with a window for imiting the size of the collection range.
The number stamp iniraoral scanner comprises a threg-color light emitting dicde (LED)
light source module, a micro lens array plate, a coliimation lens assembly, a gray scale
coding grating plate, an optical deflector, a projecting lens assembly, a first reflector, a
sacond reflactor, a third reflector and a camera, wherein the second reflector and the
third reflector are aranged in paraliel, and the reflecting surfaces of the second
reflector and the third reflector are opposite.; In the invention, the number stamp
infraoral scanner can scan the interior of the oral cavity of human body direatly,
acquires the novel number stamp of a three-dimensional surface shape of tooth bodies
and soft tissuas in real time and meels the reguirements that deniists and oral cavily
technicians can obtain the oral cavily stamp rapidly and accurately.

https://worldwide. espacenet.com/publicationDetails/biblio?’DB=EPODOC&II=0&ND=3&... 8/26/2016
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Espacenet - Bibliographic data Page 1 of 1

Espacenet

Bibliographic data: ON102112848 (A} — 2011-06-28

Syatem for adaptive three-dimensional scanning of surface characteristics

Inventor(s): ERIC SAINT-PIERRE; DRAGAN TUBIC; PATRICK HEBERT *
(SAINT-PIERRE ERIC, ; TUBIC DRAGAN, ; HEBERT PATRICK)

Applicant(s): CREAFORM INC + (CREAFORM INC)

Classification: - international: G018711/245; G018B11/25

- cooperative: G01B11/03; GO04iB11/25; GOiB11/30; GO8TT/0057
Application CN20098129832 20090730
number:

Priority number WO2009CAQ1105 20090730 ; US20080086554P 20080806
(s):

Also published CN102112845 (B) WOQ2010015086 (A1) US2011134225 (A1)
as: US8284240 (B2) JP2011530071 (A) more

Abstract of CNIG2112848 {4}

There are provided systems and methods
for obtaining a thres-dimensional surface
geometric characterislic and/or texiure
characteristic of an object A paltern is
prejected on a surface of said object; @
basic 2D image of said object is acguired;
a characieristic 2D image of said object is
acquired; 2D surface points are exiraciad
from said basic 2D image, from 3
reflection of said projected patlern on said »
object a set of 30 surface points i
calcuiated in a sensor coordinate system
using said 2D swface points; and a set of
20 surface geometlrichexture
characteristics i3 exiracled.

https://worldwide. espacenet.com/publicationDetails/biblio?’DB=EPODOC&II=0&ND=3&... 8/26/2016
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Object classification for measured three-dimensional object scenes

Inventor(s): ROBERT DILLON; BING ZHAO * (DILLON ROBERT, ;: ZHAO
BING)
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Abstract of CNABZ402783 (A}

Described are methods that enable rapid automated obiject classification of measured
three-dimensional objact scenes. Each method can be performed during a three-
dimensional measurement procedure while data are being acquired or after compistion
of the measuremnent procedure using the scquired data, In various embodiments, an
abject scens is iluminaled with an optical beam and an image is acquired. In some
gmbodiments, the obiect scene is Huminated with a structured light pattern and a
sequence of images of the obiect scens Hiuminated by the pattern at different spatial
phases is acguired. Coordinates are determined for points in the one or more images
and g transtucence value is determined for each of the poinis. An object class is
determined for each point based on the ranslucence value for the point.; Oplionally,
additional information, such as grayscale or oolor image data for each point, is used o
supplement the objest class determination.
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Abstract of CNIG2802520 (A}

Disclosed is & handheld scanner for oblaining and/or measuring the 3D geometry of at
least a part of the surface of an object using confocal patlem projection techniques.
Specific embodimeants are given for intraoral scanning and scanning of the interior part
of & human ear.
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