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A0 modeling of an object using texiural features

This invention generally refates o a methed for 3D madeling of an object
adaptad o be inserted I 2 cavity of a patierd or wom by a patient. Mare
particuiarly, the invention relates 10 acquiting digital reprasentations of &t
loast a part of the location whers the obijest is adapisd o be arvanged.

Designing and modaling of teeth ars known in the fisld of dental restorations.
When & patient requires & denldl rostoration, such as trovng, bridges,
abutments, o implants, the dentist will prepars the teeth &g, 8 damaged
tooth is grinded down W make a preparation where a orown is c:;éued oM. An
altwrnative reatment is 1 insed implants, such as Banium scraws, no the
jaw of e patient and mount crowns or Dridges on the implants. After
preparing the testh or ingarting an inplant, the denlist can make an
impression of the upper jaw, the lower jaw and a bite registration or a single
imprassion in @ double-sided Iray., also known as wiple trays. The
improssions e sent o the dental technisians who manufachue the
restorations o.g. the brivige. The first step 0 manuiacture the regforation is
iradifionatly o oast the upper and lower dental models from imprassions of
the uppsr and the lower jaw, respactively. The models are usually made of
gypsum and ofien aligned in a dental arBoudator using the bite registration o
simudate the real bite and chewing motion. The dental techninian bullds up
the dental restoration inside the arffoulator 10 ensure & nice visud
appegrance and bite funclionality.

CAD technology for manufaciuning dental rextorations s rapidly espanding
improving quality, reducing cost and fagilitating the possibility to manwfacture
N attractive materigle otharwise not availgble. The first step in the CAD
manuigcluning process i o oreats g 3-dimensional modsl of the patisnt's
festh. This is traditionally done by 3D spanning one o both of the dental
gypsum models. The I-dimensiong! replicas of the eeth are imported into a
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CAD program, whave the endire dental raesiorsiion, such as a bridgs
subsiructure, ' designed, The final rosloration 3D design is then
manufacived &g, using & miling maching, 30 printer, rapid grotolyping
manufacturing or other manufacturing equipment. Aoocurasy reguirements for

[92]

the dental restoraiions. gre very high stherwiss the demal restovation will hiot
be visual appealing, fit onio the eath, could cause pain or cause infections.

WODOIBE3RA disclozes a pomputar-implemented methad for use in greating

a digital mods of an individual component of & patient's dentition, the msthod
10 comprsing {8} receiving a data sel that forms a thres-timensional {30

representation of the patients  dentifory, () auphing & compuisr

implemerded fest fo the dals sel o denlily data slements that represent

porfions of an individual companent of the patient’s dentition; and () creating

a digital moded of the individuad component based vpon e ientied data
15 glements,

UBTI34837H relates v & system for use in diagnosis and planning treatment
of a human patient and comprises: a general purpose computer sysiem
having & processor and & user interface; 3 memory accessible to said
general pumpose compulsr system slaring & 5 Hrsl sel of dightal dala

20 repressenting patient graniofacisl image nhormation obtained from g firsd
imaging deviow, and ) a second set of digital data represanting patient
cranivfacial image information pbitained from a second image device different
from said first image device, saig first ang second sets of data representing
at isast in part common cranivfzclal analomical structurss of said patisnt, at
wast one of sakd first and second ssts of digial data ncluding data

)
A

reprasenting the sxterngl visual appearance or surfaoe configuration of the
face of the patient, whereln sald first and second digital data sets are each
obtained at differerd points In fime and are nol caplured In 3 corvelgled
faghion, and g sel of computer instructions stored on & machine readabils

3¢ storage medium gccessible fo sald general purpose compulsr gystem,
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wheveint said set of instructions comprigses nstructions Ry causing said
genaral computer gystem o) 1) automatically, andVor with the aid of operator
interaction, superimpose said first set of digital data and said second sef of
digital data so a8 fo provide 8 composite, combined digital representation of
said cranicfacial anatomical structures created from said first and second
digital data sels aach oblained at differsnt points i ime and not caplured in
a corvelated fashion &1 a common coardinate system, wherein sald sef of
instructions comprise instructions for oraaling a virtuad 8D face atleast from a
porfion of gald craniofacial anatomical shuctures using an active model
matching strategy, 21 display zaid composits, combined digital representation
of sald crapvofgoial anatomical siruntures, ncluding said viduad 30 face o g
user of said system

USROS IZ3Z00A discloses systems and mathods o fsbricate @ restorative
prosthesis. The system includes a scanner o intra orally caplure color and
trargivcency information along with a thrge dimensional {3D) shape of the
gdertition being reconstructad. The syslem also includes a compuier aided
design (CAD) module v raceive tha colar and ranslugenoy information ang
the 30 shape {0 render 3 ool aoowrate reprasentation of the prosthesis for
revisw, whersin the oolor, ranshucency and swriaes infonmation is sombined
in a single digital presaription which is elsctronically bransfarred fo a
laboralory or CADYCAM systam for fabrdcation. The system provides the
capability for 30 shape, color and ransiucengy characteriatics of the final
prosthesis o be measured and quantitafively compared o the presorihed
reguirements.

However, & remains a groblem 1o improve and expand the use of geomatrical
data and textural datg By pationt related technology.
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Dlisclosed is & mathod for 30 medading of & 30 objsct adapled to be inserted

i1 o worn by a palient, wharely the method comprisas

- aoquiring a 30 digital representgtion.of at legst 3 part of the location where
the 30 ohiect is adapted o be avanged, where the 30 digital representalion
camprises geomstrical data of the logation;

- agquinng a 20 digital represamation of at least a gart of the location where
the object s adapted {0 be arranged, where fhe 2D digital reprasentation
comprises texiural data relating fo one or mors features of the location,
whers 3 desired coversgs of the jJosstion s oblainsd by scquiring each of the
20 digiisl representation comprising testral data and the 30D Jdigital
rapresantation comprising geometrical data Bromy one o miore ditferent
viewpoints relative 1o the location;

- aligning the 20 dightal representation comprising lexiural data and the 30
digityl reprasentation comprising geometvical data;

< oombining at feast & past of the 20 digital reprasentation comprising foxtural
data and the 30 digital representation comprising geometrical datg o obtain
a combinad 30 digial repesseniation compiising both gesomeirical daly and
fextiral data of the Incationy;

- yisuglizing the combined 3D representation comprising the geomaldeal data
and the texturat datg of the location; and

- 30 modeling the 30 objent such that the madslad 3D objsd is adapted Ib
be inserted i or worn by a patenl, where said 30 modeling applies
information of the one or more features from the acquired 20 dighal

represantation comprising textural data

Disclosed s a method for 30 modeling of a 3D object adapted to be inseriad
i orworn By a patient, wherein the method comprises the steps oft
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- acquining a 30 digital representation of at least a2 part of the location whers
the objec! is adapied ¢ be arvangad, where the 30 digital representation
comprises gaomairical data of the lncation:

- amusrmg 20 digital representation of at lsast a part of the location where
the obiect is adapted to be arrangsd, where the 2D dightal represantalion
comprises {exiural data of the location;

whers the gcquistion of the 20 digital reprasentation comprising textural data
and 30 digial reprasentation comprising geametrical data is perdormed by
repositioning the looation and gequisition means relalive 10 each other for
ohiaining 2 desived covarage of ths location;

- aligning and combining &t least part of the 20 digital reprasentation
comprising textural data and the 3D digital representalion  comprising
goeometival data to obtain & combined 3D digtal represerqation comprising
both geometrinal data and texiurs! data of the location;

~visualizing the combined 30 regresentation comprising the geomsirical data
arnd the textural data of the location: and

- applying information of one or more featwes from the 2D digital
reprasentation comprising fexiural data of the location, whan modealing the
30D object.

i some ambodiments, the location I8 automatically repusitioned relative o
an aoguisiion und dwing the acquisition of the 2D digial represantation
compriging textural data and during the acquisiion of the 30 digital
representation compriaing geometioat dat, suoh that al least one of the
digital representgtions is acquired automatically from a number of different
viewpoinis andd the desired coverags iz ubiained.

Digclosed is g mathod for 30 muodeling of g 30 object adapted (o be inzeried
i or worn by a paliend, wherelny the method comprises
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- acquinng a 30 digital representation of at least a part of the loeation whers
the 30 obisct is adapiad to be aranged, where the 30 digital representation
comprises gaomatrical data of the logationy;

i

- acquiting a 20 digital represeration of gt least a part of the location wheare
the object 18 adapled o be arangsd, whare the 2D digital representalion

comprises texiurgl data radating fo one or mors features of the location;

where a dashed aoverage of the logation is obhiainad by asguiring sach of the
20 digital representadion comprising gl dats and the 3D diggl
representation campr;aing geomelrical data from ong oF more differsnt
vigwpoinits relative to the losation;

~ gligning the 2D dighal representation comprising textural dale angd the 0
digital repregaentation comprising geometrical data; and

- 30 modeling the 30 object such that the mudsled 3D obisat is adapted 1
be inserted in or worn by a patient, whaye said 30 modeling applies
information of the one or more {ealures from the acquived 20 digital

represaniation comprising texiural data.

i some embodiments, at sast a pat of the 20 digital represantation
compriging bodursl data angd the 80 dighal repragentation comprising
geomatrical data gre combinad 0 oblsin a2 combined 30 digial
representalion comprizing buth geomebical data and texturel data of the
lopation, and whive the method comprises visualizing the combtined 3D
reprasantation comprising the geometical date and the exiural data of the
fonation.

Disclosed is g systam for 30 modeling of a 3D objest adapiad to by ingerted
in o worn by a patiant, whareln the system compisas:
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- an dherination unit configured for Hluminating at lsast part of a scan volume
of the systemy;
- an acquisiion unit configured for scqwing & 20 dightal reprasentation

comprising texiwrgl datg and g 30 digial vepresenialion comprizing
geomatrical data of a location arrangsd in the scan yolumey;

-y

ore

- & first digital signal processar unit configured for

+  angiyeing the acquired 20D dightal representations and 30 dightal
reprasentations,

+ aligning the 2D digital representation and the 3D digital representation;
and

«  combining al least pat of the 20 digital representation and the 30
cigital repregentation © oblain & combined 30 dightsl representation
somprising both geomatrical data and textural data of the boeation,

< a visuglization device for visuglizing the oombined 3D representation
comprising the geomsiical data and the textural dats of the locatlion; and

< a second digial signal processor unit configured for 3D modeling the 30
object such that the modeled 30 objec! b adapted 1o be ingeried In or wom
by 8 padient, whare said 30 modeling comprises applying information from
the acquired 20 digital representation.

Iy the context of the prasent invention, the phrase "scan volume' may efar o
the volume In which & location can be Hluminated with light from the light
source{s) and light reflected from the localion can be recelved by the
camerss, such thal the 20 dighal ropreseniglion and the 30 digital

reprasentation can be acquired of & location arranged in the scan valume.

the confext of the present invention, the phrase “applying iformation of
one or mors features from the 20 digital representation” may refer o case
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whare the 2D digital rapresentation provides the information of the one or
maore features.

The feature may be part of the lncation or defined on the lonation, a ghysicsl
model or gn impression of the lccation, and the acguired 20D digital
feprassntation comprising textuny data may provide the information of the
onss Oy e fealres.

I the contaxt of the pragent invention, the phrases “objeat” and 30 objeat”

may be used interchageably.

in the context of the present invention, the phrases "modsling” and 3D
modeling” may be used inderchageshiy,

A featwre having & goometry that sllows the feature tn be Keniified in a gigital
reprasantation of the location may be referred to as a geometical fealra,

A fealirg having g exture that glivws the feglure 10 be identifisd In a digital
rapresantation of the location may be refarred o as g lexiwral fealive.

A foature may have & both a geomalry and & texture, A festure may thug
both be refererred 1o as a geometical feature and an textural feature when
the feature has both & geomelry and & extwre that gliows the fealre 1© b
wentified in a digital representation of the location.

Tha location may be the par or at the part of the patients body where the 30
obisct adapisd (© be inserisd in or worn by the patlient

o the contestt of the present invention, the phrase “a feature of the localion”
may refer 1 situations whers the feature is an integrated part of the jogation,

sunh g5 €.g. the manin ling of a footh prapared for a restoration, fo situgtions

whers the fesire is defined divectly on the location, sich a.g. a pant of an

arthodorgic appliancs or a line drawn ont a patients testh by a denial

0741



W 13T FOUBRIGLIMET

[92]

25

30

technician, or situations whare the fealre s defined an a physical modsi or
an impression of the lncation, such as a line drawn on a gypsom model of a

set of teoth,

The phiase ‘the location™ may refar (0 the location itsell, & physical mods! of

the fodgtion or an imprassion of the location. For sxample may the plvass
“acquining & 20 Jigal representation of the leeation” refer o the siuation
whare a 2D dightal representation is acquired of the logation, of a physicsl
model of the logation, or of an imprassion of the logation.

The phrase “lexturgl data of the location” may accordingly refer 1o sttugtions

where the featurs having & texture is an integrated part of the loeation, and

whare the fealures i defined by .9 8 dental wwchainian dirsctly on the
focation or on a physical model or an impression of the location. For
gxample, one feature may be a oolored line drawn on & physical model of a
sat of tgath, where the featire g 8 boudary of a ramovable partial dentire,
and the texture of the feature Is the color v which the boudary is defined. The
feature is henee not an integrated part of the location, Le. the patlents mouth,
but is defined kater on the physioal model In the context of the present
invention, the drawn ling may still be considered 1o be g feature of the
josation.

The 2D dighal representation comprising textural data of the localion may
comprise ong or more 20 images of the location or of a physical modst oran
impression of the location. The one or more 2D images may be aoquirsd
fraem the same or from different viswpoints relative i the logation,

The 2D digital representation comprising Ipduwral data may be aoquired from
the same viewponis as the 3D digital represerdation comprising geametrical
data. This may allow for a relatively straight forward afignment of the 2D
digital regresaniation and the 3D digital representation.
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The 2D digital represeniation comprising dural data may be acquired from
viswpoints that are not the same as the viewpoints from which the 3D digitad

repragentation comprising geometical data is acquired.

A 2D imege compriging dala relating o the 1exure of the looation may be
referred o ag a xiural image or a texlurs inags.

Gongequently, 1 is an advaniage that feslures from the 20 digitsl
represertation comprising lextiral dadg of & logation oan be used for
fanifitating 30 modsiing of an ohies! which is gdapted 1o be arangsd in that
osation. Whan using lextural data of the location when modsiing the oblect,
{he result of the modeling may be improved because differant types of data
are used, whereby diffsrent types of features of the lonation an e detected
and accountad for in the modeling process of the object.

Texture iz defined as the foel, shape, and look of the suriace of the neation,
thus texture may comprise the smoothness, roughness, softness, color et
ot the lncafion, Texturs can refer o the properties held and sansations
caused by the external awrface of the location raceived through the senag of
fouch., Texture can alse be used fo describe the fesl of non-factie
sensations. Texiure can compuiss g patlem, color or other visugl propertiss
of the surface of the location. Thus extural dala s data desoribing the loxdure
of the surface of the location.

Ceometry is defined ag the size, shape, relalive position of fealres, and the
properiss of space, and does therefore conoyn langths, areas and volumss
of the location. Thus gaomatrical dala is data desaibing the geomatry of the

sutface of the focstion.

The 20 digital representation comprising testural data and the 30D digitsl
reprosertation comprising geomatrical data of the location can be atquired
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from any vewpoint by means of repositioning the beation and acouisition
means, such as light source and cameds used for acduiing the dighdl
rapragentaiions, relgtive 1o eadh ather. The repositioning may ba parformed
automatinadly using at least g two-ads motion system i e.g. & scanner, Thus
the stcanner may comprise a two~-axis or three-axis motion systen adagted to
parform acquisition automatically of the digital representations of the jooation
from any viewpoint.

Thus it may be an advaniage that the sama molion system is usad for
repositioning the location for acguisition of both geometrical and textural
data. The molion sysiem may be amanged in a 30 scanner infto which a
maodel or an impression 10 be scannsd s placed. The motion systemy may
perform franslational andéor rotaional movement of the madel or imprassion
or of the ancuision means, Le. the Hght sowce andior the camesra for
agquiing the 20 dightal regresentation comprising exdial dada and the 30
digital representalion comprising geometrical data. Thus the repositioning
may be of the location for which dats gre baing caphived, g, the modst or
irpression, andfior the repasitioning may de of the acquisition means, light
sourpe{g) and camera. When having two or three axesin the motion systam,
the model or impression can be scanned bolhy from the sides and from the
top.

A desired coverage of the location may be full coverage of the entire location
orof part of the lonation, or just covarage of | speoific aver of the focation. A
desirad coverage may be oblained by caplring e.g. thres or four textural
images, which can then be assembied inlo a composite fexiwral imags. More
or fogs textural images may be captured for oblaining & desired caverags,

The saligning and the combining may descoribe how the two digital

represarigtions. the 30 digitsl repragentations comppising geometrical dada
and the 20 digital represenialions comprising lexiural data of the localion,
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are processed in order fo oblain a combinad 30 cigial representation

oomgrising the geometrical and the extural data,

Alignment may be defined as the adjustment of a digital representation of g
focation i refation with anather digital regressntation of the location, suah
that structures of the dighal representialions are coinciding. Thug commm or
alike structures of the 3D digital reprosentation comprising geometrical data
of the location and the 2D digial reprasentation comgrising texturg! data of
tha location ave dligned.

Afigning and combining the repraseniations may improve the visuadization
and the pracision of fealure detsction.

i the context of the prasent invantion, the phrage “visualizing the combined
3D reprasentation” may refer o a visualization of all data provided by the
gombined 20 representation or v a visualization of & pad of the dala
provided by the combinad 3D rapresentation. The visualized combined 30
represantation may hence provide a visualization of the extracted information
rather than &l the data which can be provided from the 30 digital
rapresantation.

Appiying the information of the one or more txtural fealuras of the location,

when modeling the obiect, can be defined as hal whan modeling the object

which s adapted v be ingered, wom of arranged in the locgtion, the
information of the tlextural features of the incalion is used suah that the object
fits into the cation {aking actount of the textural fealwss of the location,
Fitting of the objedt may msan that ths nsertion or wearing of the ohisct doss
nat cause pain e the patlent, and that the inserlion or wear of the object is
gsthetically pleasing.

Within dentistry, modaling of an obigel may comprise modeling of ong or
more dental restorations o resloration substructurss, modaling of one or

0745



W 0 13BOTRNY FOTBRINL/OMIT

[92]

25

30

13

more implarts or implant abuiments, modeling orthodontic appliances o
modeling orihodentic movament of ong or more teeth; modaling & denture,
g.g. a full or partial fxed o removable partial denturs, or modeling one or
muoretesth in & denlurs.

Thug the modsiing may comprise modsling of restorations, orthodontic
applanoss, implants, dentures eto, When the 3D compuler-aided design
{CAD} modeling comprises for sxample restorations, the wirlually modelad
restorations, such as orowns and buidges, can ba manufacturad by means of
comnputeraided manufaciuring {CAM), and the manyfachired reglorations or
applance can then sventuglly be nssrisd info the palient's mouth by @

dentist,

The stop of applving the information of the ong or mewe features of the
neation when modeling the objent and other sleps of the method may be
pedormed digitally o 2 computer and shown on 3 user interface suchas a
soreen, such that the user of operator obtains g visual reprasentgtion of the
data sets and the different operations performed on the dala sels, and the

aparator can then parfarm, finalize or check the modeling of the biect.

The method may comprise manuifacturing of the modeled 3D obisot andior
frsatment planming of the lvcation using ong or more objests manufaciured
by maans of the msthaod.

Bisclosed i3 also g mathod of manufacturing a8 30 objsct adapted 1o e
neetled in or wom by a palisnl, where the msthod of manufaciuring
comprises the sleps of the methad iy 3D modsting of the 3D objedt and &
step of manufadluring the modelad 30 obijsct,

Az gn alternative 10 the wording acquiring & digital representation of at least &
part of the location whers the object is adapied o be arranged, the method
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may compise asquiting a digital representation of he location where the
obisct 1S adapled vhe arranged.

The 30 dighad representation of the location and the 30 model of the 30
abject may be by a irlanguiar-based regresentation, where 3D swiface arg
paramaierized by a number of verlices, which ars sonnected by Irangles.

Thug the geomelicdl scans are suface scans providing a swiace
representation. Whaen modeling the obiest Tor filting o the ocation, #isthus
the suface of the objext which is being modeled, or the modeling is
performed on the surfacs of the ablect or outside the swigce of the objest
For parforaiing modeing culside the surface, an offset of the surface may be
made digitally. In the offset 3 copy of the suwrface i3 placed g distanse from
the suwrface, such that modeling can be performad on a shape similay 1o the
strface shape, but without modsling the objest surfacs Hsealf,

i eg. O7 seans, a valume s scannad and thus & volumetrlo representation
and not a surface represantation is made,

WOD18835 desoribed above discloses g method of obtaining dats sels that
formg B30 reprosentalions: of the patient’s dentiion and I identify dala
plomants  ropresenting  individual  components. whare  the  incvidugl
componant can be an ndividual tosth or gum Hasue, Thus that method &
concerned with 30 represertations for identifying .4, 8 hdvidus! tooth ang
thus not concomad with the detection of features of the tooth, £.4. delscted
frovn & 20 represeniation. The method & used for creating orthodontic

appliances wimplemant 8 lrsatment plan,

US7234837 doseribed abave disclosas 8 system for storing angd combining
differant data representations of Sranivfaciyl image information of & patient
nciuding sxtermal visual appearance or surface configuwration of the face of

the patiery for oraating a virlual 30 face. Thug this documant relates
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graniofasial image information, and the dosument does for sxample ast

discioze using rkemation of features o madading of an objact,

In US2009133260A alsy desoribed sbove, the cobor and bransiucency

[92]

nlormation and the 3D shape & used lo render @ coloy accurale
repregentation of the prosthesis for revisw, such that the user can review

whether the color of the prosthests & porrect

UB2004 107080 refates to manufacture of sar pleces and disclosss 8 method
10 for computer-asaisted modadting of customised earpinces comprsing at jeast
one part baing individually matched fo an auwditory canal andior 8 mealus,
whare the method comgprises a number of steps Including the step off a)
oinaining & three-dimensional computer madsl, 30-modsl, of tha leoation, L.a
of &t least part of the auditory canal, where the 3D-mudsl of the location has
15 anouter sufage, The dotument also discluses that in soms embodimants an
impression of the ear or audilory sanal, which s used to generale the 3D
digital representation of the canal, s scanned such that a texture scan,
cluding a colowr sean, 13 provided, Fuitharmore, 1 some embodiments
fexturs marked on the impression is used for initia! arrangement, and in some
20 embuodimaents the msthod comprises assigning colours andfor texturing to the
surface of the shall. USR004107080 does for soample not discloss thad the
acquisition of the 20 digital represemiation comprising texiural data and 30
digital representation comprising geometrical data are performed by
automatically repositioning the location and acguigition meang relative o
25 eath other for oblaining a degired covsrage of the lecation, Furthermars, the
document does not disdoss a combined and aligned 3D digial
repragentation.

In some embodimant, the msthod comprizes extracting the information of the

30 ong or more features from the 20 digial ropresentation comprising textural
data,
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Thus information of the one or more features may be exiradted befors

appiyving the information of the features, when modsling the 3D objact

n some embodiments extrgeting the information of the one or more features
ig performed automatically.

Automatically sxivacting informsgion of ong oy more featurss of he jooation
may bs defined ax that one o more of the feahures of the beation 8
automatically detected from the 20 digital representation compising ixdural

data.

The information may be exiracied from festures that are defined using &
rather complex paltem on the location. A Teature may for exampls be defingd
using a closed loop o mark the sdges of the feative and numbar of
ntersenting ineg wranged (o o g grid within thig edge. A feature may also
be defined using & ling somprising 2 number of diglunct ine segments. Fora
frre comprising a number of digiunat fine sagments, the full ine may be
formed by joining the line segmernts. This may be raalized by estimating the
gradients of neighbering line gegment at the ends facing each other, When
the gragient veclors gre subsantialy paraliel, the wn ing segments are
possibly sections of the same iing, and san hence be virtually joinad, When a
numbier of interseding lines frm g grid, the gradients of the ing segments
betwesn the inlersections may be determined and the evaluation of the
relative arrangement of the lings in the intersactions may comprise dentifving
the differant parts of the intersection from the gradient of tha lines balwesn
{he interssclions.

Allsrmabively, the extraction of information of the one or more fealures is
performed manually by the cpsyator.
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in some embodiments the method comprises ranslating ong ore more 20
features from the 2D digital representation comprising textural data inte 3D
features,

it may be an advantags that features from the 20 digital represamsation can
be ransformed into 3D features, gince hersby the information from the 2D
digital represaniation can be aspplied in the 30 modeling of the 3D obejot, The
ore or maore 2 {eatwres may comprise a 2D poinl, & 2D qurve wr a8 20
spine. The 30 faglure may comprise comprises a 30 point, a2 3D cunve or a
30 gpline, such &8 8 30 spline extracted rony he textural data of the 2D
digital reprasentation.

In the context of the prasent invention, the phrase "a 2D featurs™ may refer to
the shape of g feature of the tocation as caplured i one 2D image of the 20
digital representation comprising textural dala. Each of these 20 images may
comprise part of the information of the fealure and this pat may be extracisd
as said 20 features The combining may comprize proiesting the 2D features
from one or more 2D images onlo the 30 digital representation. The 20
foatures may be tranglated inte 3D {eatures based on a combined 30 digital
representation, where the combined 30 digitad representalion may comptise
the 30 dightad representation onto which the 2D features from pre or more 20
images of the 2D digita! representation are projsctad. The information of the
2D dightal representation may be the 3D {eatwre, such that the 3D madsling

apuliss the 3D featre,

I zome embodiments combining  the 2D digital represeniation amnyd the 3D
digital representgtion to oblain & combined 3D digital reprosentation
comprises projecting exdracted information from the 20 digital represantation
gnto the 30 digital representation.

Thus combining the two represeniations may comprise projecting ong of the
rapresentabions onio the other representation, for sxample projecting the 2D
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digital reprasaentation comprising textural data of the location onlo the 3D

digiial reprasentation comprising geometvioal dada of the lopation.

A gystarry for acquring the 3D digitsl represamiglion compriging geometinal
data and the 20 digital repregentation somprising edural data may comprise
saveral components such as one or more lumination units, acqusition units,
anct a positioning unit for fransiation andfor rotation the location ralative o the
Mumination and acgusition units. A siraightforward projection of a part of the
20 dightal represeptation omto the 30 digital reprezergation of the ocation
formad from said 30 digtal represeniabion is possible when delailed
knowlsdae of e arrangement of the location and the unitg of the system I
available, I some smbodiments, the system & thoroughly eharacterizad to
provide this knowledge and the relative arrangement of @.¢. the positioning
umits, the lght sowrces of the Hiuwmination unit and the camearas of the
acgisition unit Is hence known foreach acquived digital rapresentation o part
of a digital representgtion. The relative positions of the gequisition units and
the lncation can thus be identified o each goquired part of the 20 digital
repragentation angd the acquired 20 digital representation or the parts of the
2D digital represeniation can strathtforward be projected onto the 3D digital,

One way of proving a pracise projection of 2D digital representations of the
the 30 digital reprasentation 8 fo inlegrate a virtual model of the systen in

tha software, such that the orientation of the location refative 1o the camerals)

used for aoquiring the 2D images of the 2D digital representation is known for
aach acquirad 20 Image of the 20 digial reprasentation. The software can
then prajsct the 2D mages or paris of the 2D imagss of the 2D digitsl
representation omo the 30 digital reprasentation. The sofiware may also be
configured for implementing other steps of the method accoading o the
presant invention. Lens distioron may alse be taken into acoount and .g. be

included in the virtuad mods! of the syatem,
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in some embodiments the 3D digital representation is acoquired by scanning &
physical model of e localion, by scanning an ingression of the loeatlion,
andiioy by performing a dirsct seanning of the location,

Whan the 20 digital rapresentation is provided by acquiring 20 images of 8
physical mods! or an impression of the location, the feature may be defingd
an the physical model or an impeession of the tocation pricr {0 acquring the
2D images. Thatis, the featire may not be part of the location but something
which is addad prite {o the acgquisition of the 20 gigital regresentation. The
feature may also be something which 8 added o the location prior 1o
Qmasm% g physical model or impression of the ocation or prior 1o 8 dired
acquisition ol the 20 digital represaniation

i the corestt of the pragsent rwention, the phrase “acquiring a 20 digial
regraseritation of at least & part of the location where the objeat is adapted to
be amangad, where the 2D digital reprasentation compiisas texiural datg of
the locgtion™ may also refer (o the case whare the textral data of the ocation

are definad on a physical modet or an imprassion of the location or directly
on the iocation pricr o a divegt scanning of the location. The textural data
may be defined by an operator, sush 88 g dental technictan, for example by
drawing featuras o aphysical modsi of the location,

h some ambodiments, aonuiring the 30 dighal reprasentation comprising
geameltiosl data of the location and the 20 digha! represantation comprising
fextural data of the locatien is performed by means of 8 systom adapted for
acguiring geometrical data and textural data.

The syslem may comiss.-an acquisition unit configured for aoquiring the
digital representations of the location and a positioning unit configwred for
positioning the location reigtive to the aogquisition unit, and the method
comprises aranging the location, g physical mods! of or an impression of the
logation, n refgtion o the system. The sequigition unil and the posilioning
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unit may be part of a 30 scanner. The acquisiiion unit may compriss one oy

more cameras adapted oy acquiting both geometrical data and textural data

in some embodiments, the location iz sutomatically repositioned relative o
the acquisition unit during the acquisition of the 20 digial representalion
comprising Bsdural data and duwring the acguisition of the 30 digital
represantation comprsing geometrical data, such that af least one of the
digital represantations is acquired automatically from a numbser of different
viewpoinis and the desired coverage I8 oblained. Both the 2D dighal
representation and the 3D digitsl representation may be  acquirgd
automatically fram a number of differant viewpoints

v some  ambodiments, the positioning unit provides an  automatie
reposiioning of the location relglive 1o the acquisition unit,

Withinn denmlistry, the denlgl toohnislan may draw featurss divectly o0 g
physioal madsd or an impression of the incation, which drawn features may
be dengted annotations, and whers the fealures may be lines o be used for
modeling of the object. The lings may for example be the preparation margn
ing or 3 tooth restoration, or the major connector, olasps and retention grids
for a partial denture. Thus thase drawn fealras, such as lines, may be used

as the loxiurs information,

Whar uaing diract scanning, such as intra orgl scanning, the lextura may be
prasent on the lgeth in the form of colurs, shades, matenal properties sl

g uf
the patients palette: For instance, when the 3D object comprises a

The feature may be g line drawn directly on the teeth or on the goft tasu

removable partial, a preferred shape of the renovable partial can be
indicated on the leeth and soft tissua,
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When using impression scarmning the fexiurs is prasent on the impression in
the form of for example the fine-structre of the swface of the imprassion
materidd. Within danlistly grinding & tooth or grinding a8 proparation fne
produces & more rough surface shructure, where the grinding 8 made, and
this rough structurs s ransferrad o the impression material when making an
imprassion of the teath, The part of a tooth which & not grinded has a

smoather surface than the rough surface of the grinding.

it some smbadiments goguirmg the 20 digsl reprassniation compriging
texturgl data and the 3D dightal representalion comprising geomstrical data of
the location comprise acguling 20 images and scanning, respstivaly, the
location from a number of different viewpoints. Acquiring the 20 digitad
repragentation may comgriss asyuiring ong or more 2D images of a physieal
model of the location or of an impression of the location, andior by acquiring
20 images direqtly of the lacation. The 2D images may be soquired using
QRIS G ITONS CRMISTEs.

An advantage of this is thal when aoquiring 20 images and scaming,
respetively, the neation from diferent viewpoints, then data for all or the
relevant features of the heation may be acguired. Different viewpoints may
somprise diferent gngles el

h some smbodimants, the part of the 2D dightal representation comprising
textiral data which is combined with the 3D digital representation compises
one or more seclions of the 20 images of the apglursd 20 digital
fepresentalion. The ong o mars sections of the 20 images may be the
sections that relates 1o the feature of the lacalion,

I soume embodiments the 3D modsling of the 3D objeot is performed
auinmatically bazed on the one o move features,

An advantage of this smbodiment is thal the user does nol need o perform
any manug! modsling of the 3D object on the uzer interface, when the
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modading can be performead fully automatic f an automatic modeling takes
place, then {he user may check that the muodeling is satisfying, and maybe

£

orform small corrections to the modeiing.

In some ambodiments, the 20 modsiing somprises defining ong of more
adges of the 3D ohize! bassd on the information,

The method may comprise providing & 30 model of the 3D object, and the
30 modaling may comprige adapting the provided 30 model of the 3D object
based on the information. The provided 3D model may be provided from g
foracy.

The adapting of the provided 3D model of the 30 object may compriss
shaping the edges of the provided 3D mnde! of the 3D object based on the
information, This may for example be realized using computer sohware which
altows the user to identify the information, such as said 30 spling, as the

edgs of the 30 objest.

The automatic modeling may comprise modeling the 30 ohjeg! based on the
information exfracted from the 2D digital reprezemiation comprising textural
data of the location. The extracted information may relate 1o a boundary of
the modelad 30 objent, such a8 e.g. the perimeter of a restoration which is
modalad 10 be positionad al a prepared ooth where the featur is the margin
fine of the prepared footh. The extracted information may be inthe form of &
20 spline Inflowing the fealrs on i a 2D image of the 2D digitsl
reprosertation or of 3 3D spling following the feature on the 30D digital
represantation compeising geomatrical data

Onee the edgs of the 3D object is extractad fron the 3D gpling, the 3D objsat
may b defined using standard sigodthms such as algorithms that can be
implemented using compuier softwars. The 3D objest or at leagt parls of the
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obajot may be formed using input from lbraries, such as when a stucture of
a part s defined by nput from a by and the perimeter of the pat is
defined by the 3D spline. This may e.¢. b the casa for the relention grid of a
removable partial denture, wherg 8 holed stucure of the surface may be
provided from a library while the perimeter may be derved from & 3D spling.

i situations where the 30 object is an objeot used within denfistry, such asa
restoration or a removable partial derture, the shape of the 3D obijsct may
partisfly be be sxtracted Wrom the 3D dighal represenialion compriging
geometrical dala and partially from the 3D spline. That is the cusp or incisal
adge and the labial, proxima! and ingual surfaces of g woth prepevation can
be sxiracted from the 3D digtal represaniation comprising geometical data
while the surfacs of the restoraion facing the margin ing of the prepared
tooth or abudment s extrgoted from the featura.

i some embodiments the 3D obisat Iz adapied v replase an anatomical
objact of the patient’s body.

Thus the oblect may be an artifical hip for replaging a broken hip, ora
respiratory device for replacing the respiratory tract or a part of & or 2 breast
prosthesis for replacing a breast which has been removed dus v 2.4 3
malignant tumor, Thug the obiscls may be used as replacsmerntds i the
priginal anstomicy! abjent is broken or allacked by a disease.

Howsver, the obisct may also replace an anatormical object for pure cosmglic
reasons, such as replacing o remadeling breasts, butioms, lips, nose, face,
stormnach, thighs &l using .4, plastic surgery.

in some embodimerts the 3D objent is adapled o be hserled in & body
cavity of the patient.

Examples of objects which gre sdapted fo be inzerted it 8 body cavily arg
hearing devices o be inseried in the ear canal, dental restorations, dentsl

implants, orthodordic  applisnces sie. o be hswied i the mouth,
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confracephive devioss, sueh 88 a diaplvagm, o be nserisd i a femals

vaging, a olass sve 1o be inserted In an emiply eye sacket elo.

In some ambodimeants the location s the mouth of the palient.

i1 some embodiments the losation s one oy mare festh of the patient.
The location may be a tooth preparation prepeved for a restoration such as a

crown oF a bridge.

oy some embodiments the loeakion is arrgar canal of the patient

In some embodiments extracting information of ong or mors fealurss of the
lonation comprises fsaturs detection.

An advantage of this embodiment is that featwrs detection comprises
msthods thad computa abstractions of image information and perform local
decisions of avery Image point, where the deoisions conceam whether thare is
a feature of a given type at that point or not. Thus the resulling feature may
be subsels of the bmage doman, g i the form of isolated points,

COMENUGUS DUIVes of cormactad regions.

Iy some embodiments the exirastion of formation of fealures is performed
by detecting featwes which are present gn the combined 30 digited
repragentation andfor on the 3D digital representation comprising geomatrical
dada.

Art gdvantage of s embodiment iz thal {satures tan be delecied by
comparing the odural data and the geometric data al sach point of the
kcation. For example both the geometical data and the texiwral dala may
show a featwre, 2.g. curva, in the same pace, and this may mean that the
feature is both geomelrical and textural, and it may also be a confirmation
that the fealre is a real feature 1 the localion, &9 on the maods! or
imprassion, and not just an enrwy. I for example anly the geomelnins] dala
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show a feature in that place, and then this maans that thers & no extwal
feature there, or only the texitural data may show a fealure in that place, and
this means thal the feature s not geomstrical or spatial but only tentural, s.g.
visible color. The last may ba the gase, when the denlal technician has drawn
some fealurss on a.i;, a muds! of the teeth for example for indisating where g
removable partial denture should be arranged on the mads! and aventually in
the mouth of the patient. Many dental lsehnivlans may wefer o wark
rmanually with a gypsum model, and when they draw the oulline of ag 8
partial removable partigl dediure on the gypsum model, then the drawing i
datected o captursd when perorming the texiural data sequisition.

In some embodiments featurs detection comprises sxamining svery pixel in
ong or mgre of the digha! representations o detact H there is at least part of &
feature presant at that pixel.

1 some embodiments the one or more features are salectad from the groug
of fnes, contours, cusves, adges, tdges, comers, of poinds.

It iz an advantage that the difforent fealives can be detectad by means of &
feature detector which may be & software algodthm. Fealre detectors can
ba classified into two differant calegories: intensiiv-hased detectors and
structurs-based defscirs. The intensity-biassd detlestors analyze ol
differential geomatry v indensity patterns o find poirgs of regions that satlisfy
some uniquaness and stability opiteria. The struchiwe-based doetectors
analyze structural features such ag lines, edoes, angd cunves fo defing s0-
oalied interast points or regions,

n

dges may be defined as points where there is a boundary or edge betwesn
two bnage regions, and odges can thus be defined as sels of points in the
image which have g stong gradient magnitude. Some algorithms can Hmk
High gradient points together to form & more complets description of an edge.
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The algorithms may put constraints on the properties of an edge, such a8

shape, smoothnass, and gradient value,

Comnars are poinblike features in an 20 image, which have & local 20
structurg, After performing edge detection, the sdges can be analyzsd o
defect rapid changes in dirsdion, Le. 8 comer.

Fginta or intarest points are points which can be deleciad by searching for
high levels of clirvature in the imsge gradient. Eg. 8 dak spot or point on &
white background can be defected by looking at the curvatwe in the image
gragisn,

Bloks or larger regions of interest points are arsas i1 & 20 image which may
be oo smonth o-be delected a3 & point, but these regions may stll have &
preferred or key poing, such as & local maximum or a centre of gravity.

A ridge can be defined as a one-dimensional curve that represenis an axis of
symmely and also has an atribute of loeal ridge width associated with aach

rigdge poink,

When a fealurs hag bean detectad, the result may bie g Teature desoriptor or

feature vector which identifies a kocal region of the lamga.

Whan a feature has bean detented, & local image pateh around the fealre
can be exiracisd by means of image processing, and the resull may be
denoted o feature desodiptur of fealurs vaolon

Same corrion featwre detacions ara:

- for detecting edges: Canny and Sobel;

~ for detecting interest points or comers: Harris, S & Thomas, level curve
cuvature, and FAST,
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- Ty defeuting biobs or larger regions of inferest pointxr Maximally stabls
axtremal ragions (MEER) and pringipad curvature-based region detactor

{(FCERY MBER is an exampls of an infansity-based detactor.

in featurs dedection tasks changas in fightning. pose, ¢olor and texlurs-Lan
causs consideratds variation it local intensitiss, angd therelfore local intensity
may nob provide a stable detection cur. hiensity-based deleciors may
thereforg fal o identify disorimingtive features. An gliernative o capluring
focal idensily cuss s W0 caplure zemidocal struchigl cueg sueh as edgss
and cunvilinggr shapes. These stuctural cueg may be more mobust o
intenslty, color, and pose variations, The PCER datector sxploits these mos
refigbis image structural cues.

The infoemation of the one or more fealure may comprise one o mor 30
splines thal are extracted from the 20 digital representation comprising
textural data using various technigues. The 30 spline may 8.9, corvaspungd 1o
pencll markings on a physical model of the localion, and the method may
comprise sxtracting the 30 spline and applying i in the 30 modeling of the
30 ebject.

For some applications, such as whan exiracling ormstion Trom pencll
markings on a physical model, the presentation of the featives in the 20
images of the acquired 2D digital reprasentation may need o be nproved by
for example by enhancing the contrast or by removing of noise from the 20
smags. The fgalwes may be detectad in the 2D images of the 2D digital
reprosertation and regisisrad inte the 30 dightal represendation comprising
geomstrical data

I addiion to the image processing and the featwre delsction, the mathod
may sonprise 30 spiine detection, where the 30 spline detection comprises
meyging hwo or morg 20 splines o provide the 3D spline.
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The image processing may comprise a fiitering, such as a Cohersnos-
Enhancing Diffusion Fittering, appliad © remove sensor noise. in addition fo

sensay nnise, the foatures may comprise segments that are not coherant

¥y

andior segments that are not ideglly defined on the localior. When e.g
drawing a fine with a pencil on a physical mods! of the loeation, the pencl
may jump over the swriace of the physical madst thus lsaving gaps in the
fine, or the oparator may have drawn a line consisting of partially overlapping
segmenis. In the case of segmeniad line a gradient agproach may be applied
0 delerming whether to gdiacent lings gre oriented such thal one segment ig
arranged such that it can be considerad an axtansion of the other segment
iy that oage, the wo ling segments may be considered (o be part of the zams
ins.

The imags processing may comprise & conlrast enhancemant in the 20
imags, suah that eg. pencll markings on a physical modet of the incation
appear more clearly in the 21 images of the 20 digital represartation, The
canirast snhancamend may be provided by &g a modifiad Sigmoid Runction,
where the amounit of ponirast enhancement Is decided by a single parameler,
the aipha parametar, going fom ¢ o 1, where alpha valuss approaching D
gives g linear exahange (no effect) and an alpha valus of 1 gives an even
sigmoid function.

image sharpening making the ansition bebween markings and baskground
more obvious may alse improve the reliability of the exracted information of
the ong or more features,

After the image processing, the featires may be isolated in the 20 images,
such that they can be delscled and the information can be exiracisd. An
aulomatic Scale-space selsction may be ussd for the detestion of the
features.

Degending on the broadness of e.g. a pancll stroke on & physical modal of
the looglion, the sogle gt which the markings sre best dentilied can
automatically ba found. The Scale-space ssisclion may aise be pant of the
images processing.
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The detection of the featurex as ridgsas or gdgas in the 2D images of the 2D
digital represeniation may provide a nuritber of possible pixe! candidales to
be identified as the featwre. These cardidates need o be sorted and
converted i splings. This may be dong in & sequence comprising axcluding
very small ins pletes. Whather thig sxdlugion is 1o lake place may depend on
the image quality. § the image qualily andior the definition of fealures are
such that disjunct ing pleces of the fealwes cannot be dosed oy commaiad
guring praprogessing of tha 21 imgges anfar the feative defection, it may
be advardagsius that the exclugion of small ing pigcas does not take placs,
A rough sorting may be used 1o exclude candidates whoge 30D pozition is on
a facet with g very sieep argle to the avs-ay of the camera used for
acqpiring the 2D image. This will exciude sithousiis-edges as well a3 iow
quality data.
Posgible 30 splines coresponding 10 2.9, the panclt marking of @ denid
technician can then be identified using both geometrical data from the 3D
digital representation and the detected 20 rdges/sdges iy combination. I
the ientificalion of the 30 splines, cevtain rules may have to be set up in
ardear o handis ing orossings, gornees, and biobs,

image patches showing sections of the surface of the location can be found
from the 2D images of the 2D digital representation comprising textural data
The image patches may be aligned such that patches relating {o neighbaring
sectiong of the location e aligned side by side, Texiure weaving may then
ba goplied in order 10 ensure that any visible ransiions appearing at the
borderline betwesn neighboring image patches are made lezs visitle. Such a
vigible transiion could e.g. be 3 tangition batwesn 3 section imaged with &
more infense dumination of the location and a seclion imagas with a less
intense Humination of the lncation. The texture weaving may be made 1o
smoothen vigible ansition batween the different sections of the visuglized
combined 30 digital representation in order {0 improve the appesrance of the
visugfizad 3D dighsl representation. Duwing the sraction of information,
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such transions could alsa i some tuges lead foa Ialse idenfication of the

frangition as o feature of the ocation. The texture weaving may be performad

by comparing pixel intensilies within two neighboring paiches and assigning
intensity valueg o the pikels across the transition between two palches such

that a smoath changs in the pisel inlensity is ebiainsd,

A0 Splings may be optimized by an operator using contrad points an the 30
spline where the position of these contral points relative to the location ¢an
be optimized using a pointer oo, such asa mouss, ordata enfry using &.g. &8
keyboard.

The 30 modsling of the object may comprise defining a part of the object by
the sdracted 230 spling. The method may hance comprise automatinally
aglapling the shape of that part i the 30 spling.

in some smbodiments the one of more featurss comprises ¢ margin line of &
prepared tooth or dis.

The margin line is the preparation margin line, which the dentis! has grinded
i the patient's tooth for preparing the tooth for g restoration a.g. & crown o
bridge. The dental techniclan may draw & physical ine with a color penon a
physical gypswmt mods! foy marking the margin ine of a preperatsd woth
The extire of the ' siodel or die or Inoth where a preparation margin Hine has
been grinded o more rotugh than the surrounding surlace, which {s smonth,

such as enamal on tooth, & preparation iine may be made using a dental tool

which is typically not less than 1 mm in diamsler. So the preparalion margin

fine can be dotected by studying the texturs of the model or die or {ooth.
Microtexture may aiso be detected. Burn marks from the gringing of the

propaaticn ine cmy alsc be detected in & texlure soan

Thus grinding marks of the margin inge may be photographed or caplured as

texturg! fsalurss using 8 regular Bght source and a camsya, where the
camery for exampls has a bigh rosclution, Howsver, g 3D scanngy
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compriaing a lght source and a camera for scanning geomatrical features
may alse be vsed for scanning prleparation margin iines as the geometrical

foatures.

When dstecting 2 proparation margin line i s the gsomsirical data
reprasentation, the margin ling may avlomatically be magked, 8.g. as acle

rexd ling, on the digital representation of the location.

i aome embodinients the ns of morg Teallires comprises the shades of the
patient’s teath,

An advantage of this embodiment is that # for example the testural data of
the features are acquired by performing a direct scanning of the patient's
prosent o existing teath, than the shade o color of the teeth can be caplved
az textural data and thus as extiral fealures, and this information ¢an be
used o model or apply the correst shade of the obiect for sxampla a
restoration, aniiicial tsath i a full or partial denture, an implant ste. This may
be a very efficient and fast mathod for determining the correst shade of the

obiect, which is particularly important for dental applications.

some embodimants the one or move features are drawn on the location, on
a physicai micds of the location, or an ant imprsasion of the location by a user
prior 10 the acquisition of the 20 digial representation comprising textural
data.

An advantage of this ig that the dental techninian can design the object
manusily by drawing or grinding or providing other texiural markings on the
physical mudst, i he or she prefers this,

in some embodiments, the features are part of the 3D obiect that (s 1o be

defed. This may for sxample be diferent panls of & remavable pantial
deniurs or of an orthodontic appliance which are arranged {o form part of the
location front which the digiial reprasentations gre aequired. These parls may
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then be kdervified in the combined 30 digitsl reprasentation, and in the 3D
madeling of the 30 objsct these party may be modified or mainiained

depending on the preferance of the nperator.

The 30 objsdt may comprise g temovable partial denture such that the one
ar more features may be major cormscinrs, tlasps andior retantion grids, and
such that the 3D modeling comprises defining one ar more edges of the
rempvable partial danturs from the 30 fealre.

it some embodiments the ong O morg fsalures are used for modeling &
removable partial denture, and the ong or morg Tealureg are maior
canttectors, olasps andfar retsntion grids.

Ay advantags of thig is that a partial denture may beg complex objsd] having
several differert components, and ¥ may be fasier and intuithely sasier for
the dental technipan fo first design and model this rather complex dental
device manually instead of on a graphical user interface.

It some embadiments the 3D object camprises arthodontic appliance or
bracket, such that the one or more fealures are wsed for modeling such an
orthodontic applianes or brackel, and the one or more featres are bracket
position{s), sorew postionis), melal rameawork, plastic shebves, shells, bite
plates, push rods, andior sprngs. The 3D modeling may compriss defining
the bracket positions andfor the scrow position from the 3D feature.

An advantage of this & that an orthodordic appliance may be a complex
obiest having aoverdd diffent componants, and i may be faster and
muitively sasier for the dendal technican o first design and model this rather
complex dental device manually inslgad of on a graphical user interface,

It some embodiments diffevent fealipes are drawn with different colors by the
user,

An advantage of thiz is that the gifferent Teatures ¢an sasily he distinguishsd
duse 1o the different solors,
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Furthermore, the oolors used for drawing on the imgression ur model should
be colorg with contrast i the model or impression and o the background
color It the compartment, 8.g. In the scanner, where the imprassion or model
s scanmed, such that the drawing can actually beimaged or recorded, Far
sxample brown drawings may nobprovide encugh contrast 1o & dark madsd or
a biack backgrourd compartment. A definition of conbrast is that it is the
difference i visual propectios that makes an item, or its representation v an
image, distinguishatde from other tlems and the background. Thus the dlem
may ba an impression o a phvsical mode! of teeth o the lesth themselies,
in visual parception of the reshworld, contrast is delermingd by the difference
in the oolor and brighiness of the Rem and other lems within the same fald
of view.

it some embodiments the feature i & borderline between different structures
of the location.

frt some embodimants the fealre is 8 borderling betwaen different malenials
of the ncation,

A bovderling may alse be denoled & transition, & relief, or a change in the
hasght andfor matarial in the location,

A preparation margin ine may be a borderling, since # iza ransition hetwesen
a grindsd part, the rough wreparation margin line, and a non-grinded part, the
smpath enamel of the footh

Palate wrinkles may be a borderiine, since the palate wiinkles are & kind of
refef, whers the surface changss in haight. The detection of palate wrinkles
can be used to model g a partial denfure for a patient, which will be
adioining the palate.

The transition belween papiila of the gums and testh can be a bordardine,
since here differant malsrials are wesant: the hard enamel of the testh

gurface and the soft tissue of the gumror gingival,
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The bordadine may be part of the incation and hence dirsatly dafined on the
eation. The bordeling may alsd be defined on a physical mode! of the
jonation or on gn npragssion of the losation

In some embodiments agquilting the 3D dighal fspreseniagiion campiising
gecmelisyl dats and scquiing the 2D digital repregeniaticn comprising
textural data are porformed sequentialty,

Thus the digital representations may be acquired in two separaie recordings,
using ong recordinig Means of o or more rgeotding means, which may be
arranged sither s ssparate devices or grranged a8 ang devica,

Altermngtively the gcauisition. of the 3D digitgl representalion comprising
geomstrical data and the acguisition of the 2D digital represantation
compriging teotural data are performed simulianeousty,

In some embodiments, af least one of the dighal repraseniations is agquired
by Huminating at least part of the location, g physgical modst of the tocation,
or an bnpression of the location with light, such that the 2D digital
reprasentation  comprising textural data andior the 30 dighta! representation
comprising geomatrical data may be acquired by Hluminating the loeation with
fight

n some embodiments the light used o acquire at least one of the digital
repragentations s mullispectral light comprising Hght at N wavelengths,
whergin the number Nis egual ooy larger than 2.

It some embodiments, the method comprises using different oolors or sulor
codes to identy different foatures, whare the different colors or color codes
correspongd to the N wavelengths of the mulitspecira) fight. Buch that the
color usad o Wentity one feglure reflects fight &l one wavelength, while the

cotor used W identify anather feature reflects light at ancthsy wavelength.
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Which kind of ight Humination (o be used when scanning is dependent on

whethsr an impression of a mode! is scanned o whether divent seanning of

the location, e fealh ix porfomed, ¥ using a 3D scarwer 1o soan an
impression o a modsl, the compartment into which the imprassion or model
is aranged for scanning i, could Le e.g. Black or white. I the compartmentis
colored white, the Hight By scanning may be reflected diffusively inside the
compartment. The cdfusheely roflected fight may Dy advaniagecus for
imaging textura on the impraasion or modal. However, if the compartment &
colored black, then there may be no refisction of lght. Thus for different
sSanning purpcses, such a8 geomelrical scanning or texture scanning, whsre
color ggn be scannsd or recorded, the oolor and the shape of the
compartment of the scanner coudd advaniageously be changsable, such as
o be suitabls for the different scanning or imaging modss,

A 3D scamning devices configured for acquiring the 30 digital representation
may be bassd on the prolection of one of more sheets of light or anothey
kewwn pattern of light onto the location. The source of luminalion may be a
low-power faser in the visible light spectrum, or the Hlumination of the lonation
for acquisiion of geamelricsl data andfor foxdura!l datae may be perdormeg
uging a different kind of laser, g laser dicds, or light emitting dicdes, LEDsg,
amifting &.g. red, green, and biue light,

The sansar for resaiving, measuring, and converting the reflected dght ar
gignal from the location may be 8 Bve megapixe! camera with & resolution of
35 micrometer. There may be more than ong camera for capiving the
reflected light from the lucalion, bul the cameras may all caglure both the
geometrioal data and the loxiural data of the focation.

I some embodiments the N wavalengths in the mulliprectral light used for
the ilumination of the location are provided In a segquence, such ag &
ssqusncs comprising red, grgen and blue hight. Each step in the segence
may be periormed without any overlap or with an sverlap with the preceding
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andioy the following step in the sequence. In cagse of overlapping steps it may
be raguired that the timing of the acqudsition of 2D images of the 2D digital
rapragention is such that the 2D imagas are soquired while Sght st only one
wavelength Hluminate the lneation. Gyarlapping steps may also be used in
felalion to cages where color codes with fwo o more oolors are used for the
ideniification of diffsrant parts of the fealure or different foaturss.

Altemativaly andior additonally, ather spechral poaks may also be empdoyed,
g.g near infraragd (NIR} or ultra violel (UYL Wave-length dependant
calibration of the optical system may be performed in order fo ensure spatial
oorrespondaence of the recorded surface reflectivity measurss.

Furthermaore, codor indormation may be aoquirsd simulignaously through the
use of muliple sensors and bsam splitters, o through the use of color filter
arrays {OF A}, which may e arrangsd in & Bayerdype arangsment.

In some embodiments, N is 3 such that the multispectral light compriges light
at a frst wavelength, lght at g seoond wavelength, and Hight g8t a thad
wavelength, When N equals 3, the sequance may be first wavalength,
asecond wavalength, and third wavelength. The diferent permuations ¢f this
arder i also possible, such that light at the second wavelangth is followed by
fght at the first wavelength which then is followed by fight gt the third

wavalength.

The seguence may thus be first wavelength, third wavelength, and second
wavelength,
The saquence may thug be second wavelength, first wavslength, and third
wavalength.
The sequancs may thus be second wavelength, third wavslength, and first
wavalength
The sequenice may thus be thind wavslength, second wavslength and first
wavelangti.
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The sequence may thus be ihird wavalength, Trsl wavelength, and sesond

wavelangth.

Tha firgl, second and third wavelengths may be inthe red, green, and blug
rangs of wavelanghis, respaciively.

I soma ambodiments, the N wavelengths i the mullispenteal ght are

provided simuitanacusly.

In some embodiments, the N wavelengths in the mulispeciral light are
provided i a white lght source, such that the locgtion s Humingted with the
Nwavelengths and any other wavelengths of the whits light sourcs.

The whits light source may comprise white dicdes amilling light over a
significant part of the visible part of the electromagnetic spactrum.

A 2D imags may be acguived for each of sald N wavsisngths.

in some smbodiments an 20 image & acgquived for each of said N
wavelangths, such as for sach of rad, green and blue lght.

Acquiring data relating o feahwss, o9 nes, such thal they appesr or ara
present i1 the resuiting 20 or 3D reprasentation, may be possible using
ragular ight Slumination and e.¢. scquidring a blackiwhite represantation. Bul
i eeder for capturing the correct color of the Hnes, e.g. # they are drawn on
the impression or modal using a pan, the colors can be goguired using
ssqusntial Humingtion, where the red, the green and the blue ight rom ..
fight diodes are delevisd separately.

In some smbodiments the 2D images acquired for the each of the N
wavsiengths It the mullispsctral fght, such as for the ved, grearr and blug
fght, are shiched logether Wto o common 2D image. The 2D digisl
reprosergation Ry COmMpsss one of more conwnan 20 imagss, sach
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common 2D image comprising 2D images acquired o sach of the N
wavelanghts

i the cordext of the present invention, the phrase "blue Bght” and "light with a
wavelength in the blue rangs” may be used in relation (o sleclromaghetic
waves ropating with a wavalength in the range of gbout 450 nm o about

486G nm.

it the comtext of the present invention, the phrase “gresn Hoht™ and "ight with
a wavelength in the gresn rangs” may be usad In relalion o slestromggnetio
waves propating with a wavelength in the range of about 480 nm 1o sbout
560 am,

in the-context of the presant invention, the plrase "red light” and light with a
wavalenglh in the red range” may be ussd 1 relation 10 slectromagnetio
wavss propating with a wavalength in the ange of gbout 835 nm o gbhout
FO0 nm.

i some embodiments the mathod comprises legiurs weaving, which
corrprises weaving the one or more featwres fogether betweean neighbor 20
images based on the lextural data of the 2D digital representation,

An advantage of this embodimends is that the texture such as colar in the
rasulting 2D image appears 1o be nalurgl and correct, and surfase scaltering
from @.g. skin {8 accounted for, The objsct of lexture weaving and similar
processes are to filter oul all changes In appearance that are dug viewpoint
oy light properties, Le. modulations of the surfacs that are a resull of extemgl
processes, rather than inherent propertiss of the objeat swrfass. Testurs
weaving smacthas oyl ransitions belween differant images, such that the
ransistions becomes smooth with regard W texdure, such as differant
features, e.g. coloy efo. Thus I order to caplre texiural daty for the entive
ocation, a number of 2D images may be acguirsd and weavsd together, 8.g.
four textural images may be caplured for covering the enting location. fmags
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processing may be used v remave speculy effests from the surface of the
keeation for which data are baing caplured,

Geang of the ncation acguired from different viewpoints rolatibve to the
focation using 2.9 a laser as the frst ight sowrce may be stitched togsther,
and sevsral geomstical scans may be acquired for covering the entire
jonation, and thus the geometioa! features may be stitehed tugether,

Texhurs weaving is sometimes also reforrad o a teoture blending:

Taxtire weaving is descrived a.g. in Marco Callier], Pagin Cignoni, Dlaudio
Rogohird, Foberto Scopigno: Weaver, an allomalio texture buildsy from

Pracesdings of the First Infernationgl Symposium on 3D Data Processing
Visualization and Transmission (3DPVYT02). 2002, IEEE Computer Sociaty.

v some emboimants the methad comprisas laser modulation of the g
used for acquiring the 30 digital representation comprising geometrical data.
An advaniage of this embodiment is hal laser modulglion can help with
acquiring geomstry on surfacss with nor-uniform reflectivity, thus the lassr
soree may be modulatad dising aonuisiion of geomelrical informalion in
order o compensate for vanations in reflectivity, both in a diffuse and in g
specular setting. This will, In i, afiow for geomelry acquisition of the
ghiects exhibiting 3 dynamic range greater than that of the camera sensor.
The same approach can be employved fur fexturs soquigition, however hers

thare may be an added requitement of detalled knowledge regarding the

amount of amitted light.
Laser modulation may be parformed using a modulator which s a device

whinh s used to modulale & beam of light, where the beam may be garrisd

aver freg space, or propagated through an optical wavsguids, The modulator
may manipulate diferent paramatars of tha light beam, such as amplitude,
phase, polarzation elc Modulation of ntensity of a light beam can be

oifained by modulgting the current driving the light source, 8.4 a laser dicds,
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in some embodiments, the method comprises modulation of the light used for

acquiring the 2D digital representation comprising teotural data.

in some embaodimenis acquiring the 3D digital reprasentation comprising
geomstrical data of the lucation and the 2D digital representation camprising
textiral dala of the eation & performed by means of 3 scamner adapted for

captiring geomelical data and todural data.

It some embodiments acquiring the geometrical data and the textural data iz
perdormed by meang of a camera adapted for capluring both geomelricsl
data and texturs! data,

Ths camera may be a five msgapixel color camera.

Altematively, two or more camaras may be providad which have differant
resoiutions o caplure data for different kinds of features or for different
geomstiical or iextural features,

i some embodiments acquiring the geometical data is performed by means
of @ first light soures, and acquiring the toxiuwral data is performed by means
ot a second Hght sorce,

The second ight source may comprise an avay of dicdes, where the array of
dindes somprizas & number of first divdes, a number of sesond diodes and a
numbey of thicd diodes, wharte the first, second diodeas and third dicdes are
adapted to emit light at 8 first, second and third wavelength, regpactively,

The second lght sourse may comprse a diffuser arranged o wrovide a
diffusion of the smitted light, sush ag g diffusion of the Hght smifted from a
white light sowee or from an avay of red, green and blue dindes.

The geomsehical data may be caplursd using & laser, where & numbser of

scans captured from different angles may be stiiched logsther o an
assembisd model. Furthermore, the 2D diglal repregentation comprising
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tectral data may be asgquired using a regular witle Hght source, and the
rosult may be g 20 image. A'few 20 images may be suitable Tor covering the
gntlra location, and textural weaving may be performed to avoid incoherent or
had tramsitions betwaen the 21 images.

Allgmatively, the same Hght source may be used Tor capluring both the
geomeldcal data and exiwal dala. An adwaniage of using only one light
source, I that geomstrical data and loxdural dala can be caplursd
simgltously, whergas whan uging two light sources, the light sources may
not be turned on &t the same ime, sings one of the Hght sources may disturb
the capturing of data using the other light sourcs.

Alterngtively andfior addiionally, color flters cant be smploved allowing Tor
simulfanesus acquisition of geometry and textwrs data,

Allematively andior addiionally, fght may be provided 8t the acquigition unit,
2.4. a ring of loht around the recaiving aptics of the camerais). Arradvantags
of this iz that the Hghticamera angle ¢an be minimized and thereby the
amount of deep shadows in deep cavities can be minimized.

The ight sowrce may be white Hght, such as structured white light ov white
fight in combination with a grd

in soms embodiments, the positioning unil comprises at least a two-axis
motion system, such that the positioning of the location diving the acquisition
of the 30 digital representation comprising geomebical data and the 20

digital representation comprising exiural data i performed automatically by

means of the & isast 3 wo-axia motion systam.

I some embodiments, the method comprisss that the sequigition of
geomatrical data and textural data is pedormed automatically by means of al
loast a o axis mption system.

§ may be an advaniage hat the scquisition and the molion gystem runs
sutomatically, such that no operator should manually seleat sach position,
The motion aystem may be a.g. 3 wo-axis or three-axis motion systam, sines.
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heraby dals of the location can e.¢. be caplurad both front the sides and from

ahove,

in soms smbodiments the method comprises providing s 30 face scan of the
patiert for Incilifating vistializing the result of ths madsling of the 3D objsat,

it may be an advaniags o use 2 30 {ace swan of the patiend when modeling
2.4 ragtorations, a pwtial denture, orthodentic appliances el because the
modeled objpct can then ba sean or vigwead in connection with the patient's
antire fqee ard logk.

1 some ambodimants the 30 digha! representgtion comprising geometical
data of the location, andivr the 2D digial representation comprising texiura
data of the lncation isfars obtained by means of a 30 face sean.

v some embodiments the method s adapled o be usad for 30 modsding
within dentistey.

I some embodimems dentistry comprises  reslorations,  implants,
orfhodontics, such a3 bracket placemant and appliances, and padial
dentures, such as removable partial dentures.

Within restorations It i an advaniage that the prepraration margin ling can te
detectad from the representation of geometrical dats and textural dats,

Within orthadontios # s an agvaniage that the dental technician can draw on
a physical model where the appliance orbrackets should be arranged, or that
woeth segmentation can automatically ba performed using e representations
of geametrical data and toxtural data.

in the modeling of a 3D objscl used within densitry, an sdge of the one o

more parts of the 3D obisat may be defined by the exiragied information, suc
as the 3D spline.
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The 30 modsling may comprise sdracting a plurality of features, sueh as 8
plarality of ines drawn on & physical moded of the location, whers a number
of featires ralate to one part of the 30 object. For example, when modsaling a
removable partial denturs, the retention grid may he definad by & numbsr of
draw lines on a physical model of the testh and paletfe. When a number of
features are delected, they may bs mapped 1 speaific parts of the 3D object
based on knowladge specfic partsandior based on the the location, length,
color, and shaps of the fsaturs. The different parts of a removable partial
derture, Suth as the retartion grid, vy window, the major connector and the
mines connsalors may for example be defined using different colors. They
may alse be identifiad from the Knowladge that the window i3 & the palells
and that the refention grid is on the gingival. When the modsled 3D object is
a ramovable partial denture, the 30 feature may be a 30 spline defining the
pavimaier of & pat of the removable partal denture, such &g 8¢ the
retention grid or the major commector,

The different parts of a 3D adject may also be defined using entification
marks, such as two of more concentioally amangsd orcles, ©rosses,
squares, iriangles, and so forth, The numbar of slements in the dentification
mark may alse be used, such that &.g. the retention grid of a removable
partial denturs has ona mark, the major connsator has two, and so fath.

In some embadiments, the feature comprises identification marks arrangsd
within a substantiaily closed edge of the fealire. The dosed edge may for
sxample be a closed loop drawn on 3 physical mods! of the localion. The
identification marks may be selected from the group of concentrically
arranged circles, crosses, squarss, anghes, the number of slements in the

idantification mark, such as the numbey of dots,

A clossd loop may for sxample be drawn o mark the adge of different paris
of a removable partial denture and diffsvend identification marks may be uged
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o identify these different parts. The major comnecity may for example be
wlontified using one dot, the refention grid using twe dots and 3 window using

thres dots

Furthgrmors, the method can for sxample be used for delsrmining declusion
of & palient by placing & coky tragce papsy betwesn the patient's upper and
wer fpeth, and when the palient bilag by iseth logether, the paper will
transmit color to the colliding points an the feeth, and this ransmitted oolor
care by captured 8z fexiirg! daty, Delermining ooclusion may be performed
gither directly in the mouth and thus on the real teeth of the palient, or it may
be performed on a physical model of the feeth, o.g. gypsum mods!, using e

an articulator.

in some embodiments the method @ adapted o be used for 30 modeling of
hearing devicas. The feature may then define the boundary of an inner face
or an guter face of the hegring ald devige, the position or ciss sactional
shape of the vent, or an {D4ag for the hearing aid devine

The feature may be defined ana physical mode!l or an impression of the ear
carsal in relglion o which the hearing aid device is adapted b be arranged.
The hegring sid device may be an in-the-ear device, an in-the-canal devics,
of & behind-the-eqr device The fealwre may relale o diffsrent pants of the
hearing aid device, such as to the shell, an ear mould or an integrated face
plate of the devics.

I some smbodiments, the information iz sxirated by an opsrator from the
visualizad combined 3D repressntation comprising both gesmetriog] dats and

fextural data. The operator may for esample identify different pleces of

information as relating to the same feature, This may a.g be dong whils

visualizing the combingd madal on g graphio display.
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The mathod can also be used kv modsling of customized shoas with &
parfect §t for the patient, whave the geometrical and otural fealurss of the
patient's feet are aquired either by diregt scanning or by making an
impression of the feet and then scanning the impraggsion or producing 8
physical model from the impression and then scanning the physical model,
The textural data of the feet arg also acquired.

i some ambodimanis, the method is implemanted on & compuler pragram
produst comprising prograre gode means Tor cgusing a dalg processing
system. {0 perorm the method of any one of the preceding claims, when
sald program code means ate exacutad on the data processing sysiem,

The firgl ancfor the second digital signal processor undt may be configured for
extranting the information of the one or move feaiwres om the 20 digital
representation.

The first and the second dightal processor units may be inlegraled pants of a
digital signal processing device, such that the digital signal processing davice
is configured for analyzing and sombining the agquired dightal regresentations
and for modeling the 3D object.

The soquisition uril mey comprise

~ means for acquiring a 20 Qightal representation of at least g8 pat of a
incation aranged In said scan volume, whera the 30 digital represantation
comprises geometrical dats of the localion; and

- means for asquiring a 20 digital represeniation of at lsast a part of losstion
arranged in said sean volume, whers the 20 digital reprasentation pomprizses
xtural data of the jocationy

The agquisition unit may comprise a firsed gel of cameras amanged arrangsd
i receive light from the scan volume and o scquire both said 3D digital
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repragentation  comprising  goomsiical datz  and  said 3D digital
ropresentation comprising textural dala fom 8 locatioh, The Tirst sat of
cameras is then patt of hoth the means for aoquiing & 30D digisl
represanigtion and the means for aoguiring a 20 digial representation. The
fust set of cameyas may comprise hwo camsras arranged relative 1o the soan
valume and the first Hoht soures such that a 3D sean of 3 lpeation positioned

i the scan wolume is posible.

The aysiem may comprise one or niorg further cameras In addition 1o the firgt
st of cameras, such as a second camera or a sscond sat of cameras.

In some embodiments, the acquisiiion unit is configured Tor acquiting textwry
data for N differam fealures of a location, where sach featura has a4 unigs
color or color code, and for dislinguising belwean said N different features
based on said color or color code. The features may be defined wsing g
different colored ks or paints.

Likewise, the the apquisiion unit may be configured for acquinng textural
data for N different paris of a Isature of & location, where oach part hag a
urige color or color code, and for distinguising between aaid N different paris
based on said color or color code. In the following the desoription often
focused on the gogquisition of dala relaling o different fealures, but the
cormments made may apply equally to the case where data for different parls

ot & ferture iz acquired.

In soms ‘embodiments, the Humination unil of the sysiem comprises g fivst
hght sowrce adapied for providing Hahl for the goquisiiion of geomatrical data
of & location, and a second ight source adapted for providing lght for the

acqusiton of lextural data.

The light used for luminating the localion may hence comprise both light
emitted front the firstlight scurce and the second Hght sturce,
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The location may be fluminaled simulalansously with the firsl and sesond
ight sources, orong at & lime.

A fight source which is adapiad for providing Hght for the acquisition of
geometrical data of a location may be configured for emitting fight in
substaniially paralls! ravs,

A fight source adaptsd for providing light for the aoquisition of the asouisition
of toxdurgl data may be configured to provide a diffusive light where the

diractions of diffarent rays of light are more randormly distributed.

The first and second Hght sources may be arranged such that the optical
axis of the first ight sowee and the opticg! axis of the second Hght source

intarsects i & sean volums,

Iy some embodiments, the first light sowrce somprises & monochromatio
laser emilling Hght &t a frst laser wavelengthy The Hght from such 2
monochromatle lassr may be propagating in substantially parallsl rags

allowing for a precise determination of the gaomelry of a location.

The first laser wavelangth may be in the green range of wavelengths, in the
red range of wavelengths, or in the blue range of wavsiengths, A red laser
may, a8t the progent ime, provids g cost eflsctive system &g such lagers often
can be purchased at a ower price than . a blue laser. A green aser may
have the advaniage of providing a beller spatial resolution when oglor
cameras are used for acquiving the digital representations.

The sscord Hgld sourcs may be arrangsd at g different angle relative to the
sean velume than the first ligth source but sill such that light from the second
fight source can be reflected from 2 location in the scan volume towards

camerss of the acquisition unit.
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irt some ambodimeants, the sscond Hght source ocomprises a broad band light
sowrce, such as a white light sowrce, delivering light over a range of
wavalengths. The segond light sourns may be configures for providiing light at
all wavelangths of the oolorg ov color codes used o defined featires i g

multicolor arrangement,

For some apphoations rdaling to the sonuisition of textural data | may be
preferred that the light is diffusiva. The sacong light sourne may be adapted
for providing diffusive light

The seoond light source may be configlred for providing Hght at isolated
wavelangths such that a spechkrum of the indensity distiibution of the emitted
fght signal versus wavelangth comprises g numbar of peaks.

The second light sowce may be realized using a design comprising a
numibier of sources sach amitting light &t a single wavelength or iy a relatively
ravow wavelangth rangs, where the signais emitted from aach of these
souress is combingd 1 provide the light emitted from the second light sourns,
The gegordt Hoht spurce may be realived using a desion wllizing 8 resonant
gffect such as a Fabry Perol resongtorn

0 some embodiments, the second light source comprises an aray of dindes,
whare the array of giodes comprises § number of first dindes, 8 number of
secarid dindas and & number of thind diddes, where the first, second diodes
and third diodes are adapted o amit light ab a firsl, sscord and third diode
wavsiength, respectively.

I some embodiments, the second Hight source compyises a diffuser arranged
i provide a diffusion of the emitted light, such as the light emitled from &

2 el

while light source or an array of diodes. Such diffugive light deliverad from
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the sesond Bght sourcs may be adequate for asquiring information relating i

the fexturs of the lopation,

i some embodiments, each camera in the firgt setof cameras comprisas g
coler camera scomprising a oolor filter array (CFAY arranged in a Bayerdype
arrangement, a so-called Baysr fiter, in front of a pholosensitive elemsnt
configured o detect slectrmmagnetio signals.

When using a Bayer filter it may be advaniageous that the first light source
amils Hoht ab wavelengths in the gresn passhand of the Baver filler, since the
Bayer filier provides that the spatial reschution provided by the camers is
twice the resolution obtained using a Hrst fight source which emils light at &

wavelangth cotresponding to red oy blus Hight

n some embodinmens we ong o More camearas in the first setof cameras a
monochrames camera. Each of the cameras may be monogchiome camemas.

o some embodimants, the syslem comprises a scan plate localed such that

a lopation arrangad on sald scan plate s positionsd in sald scan volums,
sucht that that light from hoth the firsl and seqongd light spurces can be
reflected from a physical model at the scan plate towards the aoquisition unit
of the system. The arrangaement of the soan plate may henoe be such that a
least part of physical mode! or an imgression placad on the scan plate is

jonated n the agan volume of the ayslam

o some embodiments, the contral unit is sdapiad 1o contrel the mution and

/

rotation of this scan plate,
Insome embodiments, the system comprises a positioning unit Tor at least

two-ads motion of the scan plate such thal scquisiion of the 3D digital
representaion  comprising geomestrical dals and of the 2D dighsl
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repragentation comprising fexiural data fromm 8 number of positions can be
performiod sulomatioally.

in some ambadiments, the system compiises a posttioning unit configured for
arranging the losation I & numbser of different pogitions relative W the
acouisition und, such that a desired coverags of the location can oblainad by
acquiring the 20 digitad ropresantation camprising teotwval data and the 30D
digital represerdation comprising geomatrical data from the number of
different positions.

1 some embodiments, the sysiem comprises & control unit sonfigured for
confrolling the array of dicdes and the positioning unit.

The control unit may be configured o provide that the tirst, second and third
dicdes smits lght seguentially, such that a seguence of light signals are
amitfed, The segusnce may be firal wavelength, sscond wavelength, and
third wavelength.

The control unit may be configured 1o provide that the sequencs e repaated
a nunber of Smes, such as one fime By sach relafive arangeament of the
optical gssembly of the system and the soan plate

i the context of the present invention, the phrase “optical assembly” may
refer o the assembly of unils used for groviding the Mumination of the
incation and for acquiring the 20 and 3D digital representations of the
facation. The optical agsembly may comgrise the acquisition unit and the light
sourcas of the system,

v aome embodimanty, the second light souroe is degigned such that the frsy,

sesond and thind diodes ave arranged in acconding o a Bayer argngement.
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in some embuodiments, a digital signal processor of the system is configured
for roabiime analysis of the acquived 2D digital represemations and 30 digital

repragentations,

The firgt sst of cameras may be used o acquire both the 2D dighal
representation and the 30 digital representation, When placing a Bayer filler
i front of the plwinsensite cloments of the camwras: it may be
advantageous 1o use 3 laser emitling light In the green wavalength range as
the first Hght sowrde singe this may provide a highet apatigl resolution
compared 1o a red fager dus o the design of a Bayer filler, where twice as
mary sections allows green Hoht 1o psss through the filler as thers are
ssctions allowing red Hght to pass threugh,

A scanning of & physical model or an impression of a location can then
required in order 0 ensure that the soquired represeniations provides data
for the wholg fegture. This may for instance be the case whenthe fegturs iz g
margin ling an a physical model of a tooth prepared for a crown,

In some embodiments, the system comprises 8 motion sysiem for at least
wo-aods motion. such thel soguisition of the 30 digitel represantation
comarising geometrical dala and of the 2D digils! represeniglion comprising
tedtural data from a numbsr of posttions can be peiformed sulomatically.

In some embodiments, the system comprises @ control unit configured for

contrailing the aray of diodes and the motion system.

The control unll may be condigurad o provide that the first, second and third
diodes emits Hghl ssquentially, such {hat 2 seguenos of light signals ars
emitted. The seguence may be such the wavelength of the emitted light from
the sscond hght source iz first wavelength, second wavelength, and thig

wavelengti. Any segquence of wavelengths can in principle be ussd

depenhing on the purpose of the sequerdial Humintation to the light of the
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second Hight scuros. Praferably, the used sequence must be known by the
digital signal provessor or microprocessor which inks each 2D digital

repragentations 10 the wavelengthis} used when acquining each of tham.

Ths control unit may be configured o provide that the ssquence is repeatsd
a number of tmes, such as ol lsast ens tme for each relative arrangemsent of

the optionl assembly and the soan plats.

The firel, second and thiid dindes arg arranged according fo a Bayer
arrangement, with altemating red and green dindes In a number of rows that
arg sepergted by rows having siternating gresn and blue dicdes.

The ussed of a broadband light source, such as a white light sowrce, or an
fight sowrce configuved for emitling light at & number of disorete wavelanghis,
such as an amay of dicdes may be advantageous whan the different colors
defing the feature of the ocation.

The featurs may €.g. comprise a section having a color which differs from the
color of g differamt section of the feslure and from the ool of ihe
ssirownrding regions of the physical modst of the localion. Such 3 zection
having & oolor may &g be a colorsd fine drawn on

on-a physical mode! of the localion. A colored section roftectz light over a
imitad range of wavelengis. Quiside this imited range the reflection may be
negighble suchs that when the colored section is Hluminated with light having
wavelengls cutside thiz limiled rangs it will appesr dark compared to when
Muminted with light inside the range.

if the second Hght source comprises diodes that we driven & saqueniually
amil light at different wavelengths and the first set of cameras compriseg
black and whils cameras, differgnt 2D digital representalions comprising
iodural date may be acquisd by ths black and white sameras, whare sach
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20 digital repracentstion comprising texiural data s asquired at one oolor of

the light emittad from the second Hght source.

The acguisiion of 20 dighal represenialions using Hght at different
wavelengths makes it possbie to define differant types of Tealres or different
paris of fealures using different colors on the location or on 2.9 & physical
mode! of the location. The feature may comprise a colorad line defined on a
physical modal of the location, such as & ling having & color which aliows the
feature to be identifisd from the remaning pant of the physical model

Conseguently i g fealwrs i identified un the physical mode! using the thres
different colors, such thal sach color corresponds o the different parts of the
feature, the differant parts of the featurs can be identified from the thves
different 20 digital reprasentations hat can be acquived using different colors

from the second light sowrce.

Difforent features can i the samme manner be idontified from different 230
gdigital representations comprising xtural data § each feature is identified

using a feature specific color e.g. on & physicat made! of the location.

it some embodiments, the syslem comprises g digital signal procassor or
migraprocessor configurad for real-ime analysis of the acquired 2D digital

reprasentations and 30 dightal reprasentations.

The different part of the optical system ¢an also be integraled in g handheld
seanner, whare the change batwesn different relative arrangaments of the
system and the looation (or 8 madel or impression of the location) is oblained
by moving the hancheld scanner. The integration In a handghsid scanner may
require that some of the componenis of the system are reduced i size. Ing
handhsld scanngr system the digital signal processor or MIKroprocessor may
be placed in the ssannes handle or i 3 separate processing b,
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Some smbodimants of the oplical assemby of the system may ullilize wunabls
filters that may be controlled by the contral unit such that the tunable filters
are gynohronized with the acquisition of the 20 dightal representations. The
first set of cameras may then be monochroms cameras and the pass band of
the tunable filtlers iz changed such that 2D digital representalions are
acquiredd foy & number of different pass bands, One pass band may cover
part of the rangs of wavelengths correspanding to red light, while another
may correspond to grean Sght, and yes snother to blug figth. When funable
filters qre Used, the second ight sotres may be g Broadband source imifting
a light over a rangs of wavelengths covering all pass band ranges of the
wnable fiter, or 8t loast cover the colors used for defining the feslwres 8.4
on a physical muodst of the location.

The prasent ivention ralales to oifferent agspecty including the method
desaibed sbove and in the following, and corvesponding methods, devices,
systems, uses andior product means, each yielding one or more of the
henefits and advaniagss desartbed in connaction with the first mentionsd
aspect, and each having one or more ambodimanis corresponding o the
embadiments desoribed in connection with the st mentionsd aspent andior

disclosed in the appended claims,

it partivutar, dizclosaed haveln is a system for performing 3D mudsiing of g &
ohisct adapled to be ngerded In or worn by a patient, wherein the system
compriges:

- means for acquining a8 3D digital representation of &t least a part of the
Iscation wharg the objest js adapisd 1o be aranged, whers the 3D digital
represertation sompriises geumelrival data of the lowation;

- means for acquiting & 2D digital representation of at least & part of the
lonation wherg the object is adapied to be aranged, whare the 2D digital
representation comprizas textural data of the location,

where the scquisition of the 2D digital represertation comprising fexural data
ang 30 digited representation compriging geometrical data s performed by
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repositioning the location and scquision means relative o each othey for
obtaiting a desired coverage of the locatian;

- means for aligning and combining the 20 digital representaion comprising
textural data and the 30 dightal representation comprising geomatrical data to
obtain a combined 3D digial representation comprising both geometricgl
dala and textural data of the localion,

- means for visugiizing the combined 30 represeniation somprising the
geometical data and the textural data of the logation; and

- means for applving information of one or more features fram the 20 digital
repressntation comprising fexfural dats of the location, when modeling the
3D object

The acquisition of the 2D digital reprasentation compriging tedtursl dats and
30 digital reprasentation comprising geometrical data may be perormed by
automaticslly repositioning the location and acguisiion means relalive o
aach vther for oblaining the desirad coverags of the loeation.

The means for acquiing & 3D digial represemation may comprisg an
asquiaition device configured for-asquining & 30 oigial ropresentation of &
location.

The means Ry acquiing a 2D dightal representation may comprise an
acquisition devics configurad for acquiring 8 20 digitsl representation of a
neation.

The means for gligning and combining the 20 digitel representation
oomprising textural data and the 30 digilal representation may comprise. a
data processing device configured for aligning and combining a 2D digital
representation and & 30-digital repreganigtion,
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The means for visualizing the combined 3D represaniation may comprise 8
visualization deviee condigured for visualizing a 3D reprasentation, such asa

graphicgl user Interface, such as & computer soreen,

The means for applving information of ong or more fealures from the 2D
digital representation may comprise a devics configured for applying

formation when modelling the 30 objent.

The system may be configured for providing that the 3D modsiing i
compuder implemented.

In some embodiments, the aoquisition unlt, the positioning unlt, and the first

aned ssgord Hoht sourses, are provided in g 30 scannar,

The first andfor the second digital signal processor unit may be configured for
astracting the information of the ong or more featwres from the 20 digial
rapresantation.

I some ombodimants, the firgt and sscored digital wronassor unigs. are
infogratad parts of g digital signal processing devics, The digha! signal
progessing device may henge parform both the analyzis and the 30 modeling
of the 3D obisct.

In some embodiments, the acguisition unit comprises:

- meang i acquining & 3D digtsl ropresentation of &t least 8 part of g
Iocation aranged in said goan volumg, whers the 3D digital representation
comprises geomstrical data of the lncation; and

- means R acquiring a 20 digial representation of al least a part of a
fonation arvanged In said scan volume, whare the 20 dightal representation

comprines faxiural data of the losation,
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frr some smbodiments, the acquisition unlt comprizaes a first sst of cameras
arranged aranged 1 renabee lght Trooy the scan volume and o acquire both
said Al dighal representation nomprising gepmetrical data and said 20 digital
represanigtion comprising textural data from a localion.

in soms embudiments, the Hlumination unit comprises a first light soures
adapiad for providing Bight for the apguisiion of geomebioal data of a
jovation, and a second Hght sowrce adapted for providing light for the
acquisiion of textural daty,

The optical axds of e first light souros and the gpticad axis of the secand light
SOUCe May nterssals in the séan volume,

in the comtext of the prasent invention, the phrase “optical sis” may refer o
ary imaginary ing that defines the path along which ight propagates through
the system. The optical axis of the first light sowrce may herce be 3 line
connesting the first light source and g point on the scan plate of the system,

where the goint is in the volume which s fHuminated by the first light sowrse.

n some embodiments, the first light source comprises & monochromatio
laser emitling light at a first lassr wavelength.

The first laser wavslength may be n the green range of wavsiengths, in the
rad range of wavelengihs, or In the blue range of wavelengths, or in the

infrarad range of wavelsngths, or in the uiiravinlel range of wavelengths.

In some smbodiments, the second lght sowce comprizes a broadband light
sourss, such as a white light source.

The scguisition unit may be configured for acquiring textural data for N
different features of a location, where egch Teature hag a unige oolar or color
oode, and for distinguising bebwsen said N different features baged on said
color or color cuds. The color oy oolor codes may be defined using colored
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Nk or paint, or the calor or coler codes may be natwally coowing an the

isoation.

in some embodiments, the second light source is configurad for emifting light
that sllows Teatures having 5 unige culor o color sode o be identified from
an asquired 20 digital represeniation bassd on the wavelength of thea light

smitted from the seoond fight sowres,

The sacond Hght sourcs may comprise 3n arvay of diodes, whars the array ¢f
diodes comprises g numbser of first diodes, a number of seeond dindes and g
numtber of third diodes, where the first, sscond diodes and third dindes ars
adapied o emit Hght &t a first, second and third diode wavsiengih,

respactively.

i some embodimants, the second light sourcs comprizes a diffuser arrangsd
o provide a diffusion of the emitted light,

The use of difusive light for the acquisition of the 20 digital represantation
may provide that the textural date of the 2D digitsl representation are more
detaiied than when using a beam of paraliel rays.

Alleast one of the cameras in the Brst set of cameras, such as both cameras
i the first set of cameras, may oomprise a colty camera comprising & color
fiter array {OFA} arranged it a Bayerdype arrangemeant in front of &
photosansitive element corfigured o detect slectromagnetic signals

Al least one of the camerag in the first sst of camerss is g monochroms
camera. Each camera in the first st of cameras may ke a monochrome

CR’/Mera

in somg embodimentds, the system comprises a scan plale aranged such
that 3 losation arranged on said sean plals iz posttionad i said scan volume,
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in some embodiments, the system pomprises a positoning unit configuved for
positioning the lpcation &1 a number of differant positions andfor orlantations
relalive to the acquisition unit, such that a desired coverage of the location
can obained by awqulring the 2D dighsl reprassniation compriging extural
data and the 30 digital represantation comprising geometrical data with the
lopation arranged at different posiions andlor ctientations relative i the
acquisition unit

The positioning unit may be configursd for gt least bwo-axis motion of the
scan plate such thal acquisition of the 30 dightal represantation comprising
geomettioal data and of the 20 dighal represamation comprising textural data
from g numbar of viewpoints can be performed sutomatinally.

it some enbodiments, he system comprises 3 contrel unit sonfigured for
sontroling the array of diodes and the positioning unit.

The control unit may be configured to provide that the first, second and third
giodes emils lght sequentially, such thal & sequence of Hight signals are
gmitted. The sequence may be first wavelength, second wavslength, and

third wavelength, or any of sald permutations.
The corntrol unit-may be configured to provide that the sequence is repaated
a numbear of tmes, such a3 one time Ror each ralative arrangement of the

optical assembly of the system and the scan plats.

The first, spcongd and third diodes of the sscond light ssource may be
arranged according v a Bayay arrangement.
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The first digital signal processor and the digital signal processing device may
b configurad e deal-time anadysis of the goquived 2D digital reprosentations

angd 30 digial reprageniations,

Disclosed is system for parforming 3D modeling of 8 30 objsal adaptad ta be
nsorted 1 o wormn Dy a patieny, whersin the system oomprises:

- means for aoquiring a 30 digital representation of gt least a part of the
location where the 30 object is adapisd o be arranged, where the 3D digital
repressntalion comprises geometrical daia of the location;

- means for acquiting o 2D digital representation of &t lsast 2 pant of the
cation whare the objact is adapied o be &ranged, where the 2D digita
repragentation comprises texiural data relatng to one o more features of the
cation;

wherg a desirad coverage of the location v obtained by acquiring aach of the
2D digha! reprassntation comprising lestural data and the 3D digital
representation comprising geomatrical datas from a number of ditferent
viewooints relative (¢ the ncati;

- means for aligning the 2D dightal repraseniation comprizing foxiural dala
and the 30 digital repregentation comprising geometrical daly;

- mgans for combining al least a part of the 20 digital representation
comgrising texural data and the 3D digital represantation comprising
geametical date to obtain & combined 3D dighal representation comprising
both geometricad data and tedural data of the losation;

- means for visuglizing the combined 30 representation compriging the
geomelricg data and the exiural data of the location; and

- means for 30 modeiing the 3D objedt such that the modesied 3D otiedt s
adapted o be ngarted i or worm by & patient, wherg said 3D modeling
appliss information of the ong or more fealurss from the sequired 2D digital

representalion comprising texturs dats,
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Disclosed ix alse a compulsr program praduad comprising program cods
means o causing & dala processing system fo perform the method, when
said program code means ave sxeautad on the data processing systam, and
a computer program produch comppising & compuiterrasdable medium
having stored there on the program oode msans,

Disclosed is alag a systent whersin fluorescence is used for acquisition of a
20 digilsl regrasemation compriging texturat data

Fluorescence effecis may also be utilized when the fsature comgrises a
fluorescant materiad. The feature may 9.9 be defined using Huorascent ink on
a physical modet of the location.

A featurs comgwising & flugrescent matarial having an axciiation band
including the wavelength of the first ight source may provide g Sioke shift of
the wavsiength of the first ight souwrce. I contrast, the light refiected from the
focation mainiaing s wavelength. Using varlous optical configurations Known

{o the skilled persion it is then possible to exdract both the gepmetical data

and the tdure data using only the fivst light souros 1o Bluminals the location.
Sirce the fluorescence typically is orders of magnitudes waaker than the
reflected light it may be advantageos o detect the reflected light using the
fyat oot of vameras, while the fluorsscence signal is detected using a sssund
seb of cameras. The second st of cameras may comprise a filter aranged to
block light within the wavelenght of the first light soures, or fillers may be
placed between the locglion and the second set of cameras. The
flucrescenns may also be detected using a single second cameras, Le. such
that the second st of cameras conlaing only one camgya. It ane
smbodiment, the feslure is defined using 8 paint or Ik comprising a
fuorescent matarial configured for two-photon excitation and the first gt
zource amits light at g wavelaegiit in the infra red range, such thal when two
inira red photons are absorbad, 3 pholon in the visible range is emilisd. The
A0 mspresentation compriging geomstrical data s then acquired by detsating
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reflectsd infra red pholons from the location, while the testural data dirsclly
can be acquired and related to the geometrical data,

Briaf description of the drawings

Tha above andior additional objeots, features and advaniages of the prasent
nvantion, will be further elucidalad by the following Hilustrative and non-
frriting delailsd desoription of embodiments of the present invention, with
reference o the gppended drawings, whergin

Fig. ¥ shows an ssiampls of a flowehant of the method.

Fig. 2 shows examples of a mode!l of teeth with fextural features,

Fig. 3 shows an sxample of 3D modeling of g removable partial denture.

Fig. 4 shows an example of a modeiad rempvable partial denture.

Fig. & shows examples of a preparstion margin fine as a fegtura.

Fig. € shows an example of fexiure weaving.

Fig. ¥ shows anoexample of a setup for scanning ¢ lncationwsing a frstand a
sscond light sourse

Figs. 8 to 10 show schematic averviews of some configurations of the second

fight sowrpe that are capable of emitling Hght with its Intensity distributed over

a range of waveiengihs
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Fig. 11 show plctures of the optical assembly of g system acoording 1 the

present invention,

Fig. 12 shows axamples of arrangements of the array of diodes in the sscond
fight source.

Fig. 13 shows a schematic of a system using wo-pholon Huorescenge for

acquiring a oombined 3D digital reprasentation comprising both geomaetrical

data and fextural dala,

Fig. 14 shows contrast enhancement for 2D images of g physical model of &

footh praperation.

Fig. 15 shows & xiure atias for a physikal model of a tooth preperation.
Fige. 18 and 17 show soreen shots from computer software used for

implementing the mathad according o the resent invention,

in the following description, reference is made o the accompanying figures,
which show by way of flustration how the Invention may be practiosd,

Fig. 1 shows an example of a flowehart of the method. The methed (s for 80
modeling of an object, which s atapted [o be inserted iy or wom by & patient.
v step 101 3 3D digital representation of &l lsast a part of the locgtion where
the obiest & adapted {0 bs granged i acquired, where the 3D digital
ropresantation comprises geometrcal dala of the location,

Instep 102 a 2D digital repregentation of at least & part of the lngation where
the obinct i adapted 1 be grranged s aoquired, wheare the 20 digital
rapreseniablion comprisss lextral dala relaling {0 ong or more fealines of the
losslion,
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A dagired destrad coverage of tha location is oblained by acquiring each of
the 20 digial represefiation comprising fextural data and the 3D digitsl
repragentation compyising geomstical data from ong or more different
viswpaints ralative fo the location. Repositioning of the location relglive tn the
system which s uged for acquiting the digial repressntations may be
performead manusily or aulomatically:

i step 103, the 20 digital representation comprising textural data and the 3D
digital rogresentation comguising geomatrical dats ars glignad.

it slep 104 &b lsast a part of the 2D digital representglion compriging textural
data and the 30 dightal represeniation comprising geomebical dalg are
cambingd {0 obialn a sombined 3D digital represontadion comprising both
geomstrical data and testural data of the location.

Iy alep 105, the 20 dighsl regresaniation comprising the geometical data
and the textural data of the location {8 visuglized. The digital representations
may be shown on 2 graphical user inlerface, such as a computer soresn:

i1 step 108 the 30 objsat i 3D muodsled such that the modeled 30 objsut s
adapted o be inserlted in or wom by a patient, whaye said 3D modeling
applieg information of the one or more features provided by the acquived 2D

gigital repragentaion compriging exiural dats.

The aligning, the combining, the visualization, and the application of
information of the e of more features from the 20 representation for
modaling may be digital, virlual actions, parformed by means of software.

P
Fig. 2a) shows the maodel 201 which comprises leeth 202, gingival 203, and
the palate 204 of a patlent’s mouth. The mode! 207 may be a physical modst
or aviriual modal
Fig. 2b) shows the model 201 with tsath 202, gingival 208, and the palale

¥

204 of a palient’s mouth. On the palate 204 a Tealwre 208 is drawn. The
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feature 205 shows whave on the palate 204 and with which shaps apartof s
ramovable partial denbure should be aranged. AL present no beth 202 wre
missing on the mogel 201, but ona or mora of the tgeth 202 may be raplaced
with ariificial testh In a partigl denture, for instance i some of the testh are
broker, weak or dead.

The outling of the removable partial deniuwre fealwe 205 may be drawn on &
physical model 201 by a dental lechnician or it may be drawn digitally ona
virfual modal 201 shown on & computer seresan,

A 30 goanning of the physical model 201 using £.9. 2 laser scanner-for
acquiting gsometrical data of the model may only capture the dalg for the
geomstrical features of the model

For acquiring the odural dats of the fegiure{g) 208, &g the drawn cutling of
the partad denturg, & 20 digital representation can be asquired by capluring
the 2D fmages of the model.

Whan both geometrical and fextural data arg aoquired, 20 fealures can s
devived from the textural data 1o be used in the modeling of the 3D objeat
which should fit the scannad incation,

Fig. 20) shows the & texture intage of the physical model 201 with testh 202,
gingival 203, and ths palale 204 of 3 patient’s mouth, On the palate 204 and
arpurgd some of the testh 202, fealives 205 have been drawn, The {ealires
205 show where ang with wiich shape on the palate 204 and around the
teeth 208 a partial denwre should be arranged. Only five teeth 202 are
prasent on'the mods! 201, and thus several testh are missing on the modgl
201, and one oy more of the missing testhy will be replassd with artificiy! testh
i1 the parlial denture.

The outline of the partidl dentwre features 208 have besn drawn on the
physical modet 201 by e.g. 8 dental technician or dentist,

This texiure image clearly shows the Tealures which ars drawn physically and
manually on the modsl
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For the 30 modeling of some casss, i may be advanlageous 1 draw the
fnes on the physical model in different coloss to increase o level of
information  that can be darived from  the acguired 20 digital
represantation{(s).

pevey

Fig. 2d) shows anothey rasult of g texiwe image or scan of the mods! 201

with teeth 202, gingival 203, and the palate 204 of a patient’s mouth. On the

palate 204 features 205 have boen drawn. The faalurag 2058 show whers on
the palale 204 that a pad of 3 partial dentire should he greangsd. Nineg festh
202 are pregent on the mode! 201, and thus zeveral teath are missing on the
maodel 201, and one or more of the missing testh can be replaced with
artificial teeth in the partigl denture.

The outline of the partial denhwre fostures 208 have bean drawn on the
physical model 201 by e.g. g dental technician or dentist,

This fexture imags or scan clearly shows the fealives which are drawn
physically and manually on the miodst

Fig. e} iz & zoom of the {ealure 208 seen in fig. 23} The textire magss

agquired using a S megapisi camera,

Fsg 3 shows an example of 3D modaeling of a remavable partial denture.
Fig. 3a) shows the removatde pardial denture 306 as seen from above.

1

Fig. 3b} shows the removable partial denture 306 In a side view,

Fig. 3o} shows an example of blotking out of undsrouts 207 and expusing
ungerouts 307 for clasp 308 planning.

After the physical model with the drawn teodure, eg lings, has besn
scanned, the removabls partial denture 308 can be digiially modelsd.

Firal 3 dental 30 scanner can be used 1o scan a physical gypsum mods! or
sternatively an imprassion o provide the 30 digital representaion of the
location where the removable partial denture 306 is o be worn by the patient.
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The scanngy may zcan geometrical features and eohural Tealurss Tor se-
ouring an optimal imags of the mods! 301 with {oath 302 and withy the drawn
texdure 308, such as lines, fov degigning all the ramovable parlial denture
components with high accuracy in atew minutas, such as only 100 seconds.
The removable partial denture compongnis compriss clasps 308 for
attachmant o the Iseth 302, retention grids 309 which sirelches out on the
gums where thare are no teeth, the malor commachyr 310 oo the palate
connecting the retention grids 308 and the olaps 308,

Fig. 3a), 3by and 30y show that the digital design process may inflitively
mimie the manual steps, including blocking cut of undsreuts 307, exposing
urdersuts 307 for clasp 08 planning, retention grid 308 design with
automatic resin gap 311, application of major connector 310 and, finally,
addiion of olasps 308 o the grid structre 308, The complotely virtual
winkflow enables the dental technician 10 work on-gerean as i halshe ware
using raditional wax tools,

When designing the relention grid 308, the first step may be to select rom a
Hal of pre-defined grid patierns and apply mesh o the digital model for a
perfect It Then the next siep may be marking the ares for the majpor
cormactyr 310 using €.¢. a fast adif fool. The aystem automalically designg
for aptimal strength,

i ihe ines, Le the teitural Teaturss 305, have nol already besn drawn on the
physical model, then the lines hw clasp 308 placemem may be virtually
drawn. Pradefined or customized clasps 308 are applied to the model, when
the lines are gresent. By means of an inderachve provigw fing-adiustinent of
aach feature of the romoavbls 308 can be perdormead through sontral pairds,

A 2D wross section of the 3D digital moded 301 may be shown, and the line
2 indicales whers g cross seclion can e made.
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Modaling a removable partial denture 308 ax shown hers is & highly
procuctive and refiable customization of removable partial dentursg 308,
proviging labs with anourate digital cantrol aver the process while raduning
produchion tme and costs. The process may cover all the steps for oplimal
design of both metal and flexibls framewniks.

The method proviies a high degres of Hexibilily and o digital workliow that
maps aut the practiced wocesses familar to aboratory technivians.

The digital design ramovag the nead for second re-lagtory modal-making
gaving both ties and money. The system's high accuracy and measuwrament
featuras provide somplete dimensional control over clasy 308 and conneactor
210 design and ensure good results, such gs high esthetics, sasy
removability, sropsy chewing, and a pedest Tt

The completely digtal survey goourately Hentifies undercuts 307, faciitates
virtual wax block-cut for easy removabliity, and enables undercut 307
gxposure for optimal clasp 308 design.

Thus the method provides faster and easier design of perfectly Hiting parials
308, provides a fast partial design by reducing the manual process ime,
provides that the intuitive workllow maps out the manual process, provides
that ideal dlock-out points and relention sregs can be identified in record
time, reduces arders for readiustments and remakes, and increasses dentist
annd patent satsfaction.

Fig. 4 shows an example of a modeled ramovable partial denture.

Fig. 4a) shows an sxample of g digital CAD modst of the removable partial
denture 08,

Fig. 4b} shows an example of the manuwfaciured removabls partial denture
406 attached v @ mode! 401 of & patient's teath 402, gingival 408 and palate
404,

The removable partial denture 408 comprises clasps 408 for atlachment to
he meth J02, retention grids 408 which stretchas awl o the gums whers
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thers are no tseth, the major cornaddor 410 on the palate 404 connecling the
rofantion grids 408 and the claps 408,

Fig. & shows examples of & preparation margin ling as a featurs.

11

%5

g, Sa) shows a CAD drawing of a dig or tooth 802 which is prepared
meaning that it has been grindad such that a restoration, such as a orown,
can be plagad on the tooth 502, Tha preparation of the tooth S02 provides a
preparation margin Bne 505 which is g feature whicl can be detecied 32 8
geomstrical fegture andfor as a texiural fealwrs when scanning or imaging
the tpoth 502, Infig. Sal, the wraparation meargin ine 508 ig glso marked with
a colored line, and al points on the line small markers 513 indicate the
perpendioular divection of the marglr ling al that point. The arow 514
incinate the overall perpendicular diraction of the mawgin line 508 or the
insertion divection of the tooth H02.

Figs. 8b)-5a) show a number of texturs images from different viewgoinis of a
gia 802 which has bean prapared meaning that it has been grinded such that
a restoration, such as a orown, ©an be placed on the die 502, The
preparation of the die H02 provides 3 wreparation margin ling 505 which s a
fgature which can be delsctad a8 a geometical Tsature andior a8 a sxtural
feature when scanning or imaging the toolh 502, The weparalion margin iing
505 is alao sketched or drawn on the dis 502 with 3 color wreating contrast i
tha color of the die ardior the background,

The speoulsr sffects which sre domingnt in fig. 5K ¢an be removed by
means of lexiwe weaving belween the different images.

Figs. &8} show a number of exture scans from differant viewpoints of
ancther dig 502 which has been prepared msaning thal it has besn giinded
such that & resforation, such ag a crown, can be placed on the disg 502, The
preparation of the die B2 provides a preparation margin ling 808 which is &
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fsature which can be detscied 88 a goomeirical fealurs andior 88 a textural

feature when scanning or imaging the oth 502, The pepasalion margin ing

505 is alse shelchad or drawrr on the din 302 with & color qresting contrast o

the colorof the die andfor the background.

Figs. 5i)-Bm) show g number of Isxiuwre scans from different viewpoints of an
impressian of a number of iseth, where one of the teath is a prapared tooth
502, Tha imprassion of the prepared footh 502 shows the preparation margin

fire BOS witicl is a feglure which can be detected 88 a geomelrical fealurs
andfor 88 o oxiurad featureg whers scamnning or imaging the imprassion of the
prepared tooth 502, The prepargtion margin ling can also be skeiched or

drawn on the impression with a color creating contrast o the color of the

impragsion and/or the background.

Fig. 6 shows an sxample of exture weaving.

Fig. Ba) shows an example whers & number, a4 ihree, lexiure images 818
hrave been aoquired of a person's face from different viewpoints, and whers
the fexture images 618 have Deen assembled ino & composiie of compour
texture fmage, The transitions §18 between the different extwre images 815
can ba seen, sinos the coltys ar tones are not the same on the borders of the

tlifferent images 81§

Fig. 6b) shows an example where the single texture images 8158 from fig. 8a)
have haen subjectad to dure weaving, such that the ransitions 818 which

ware dominant in fig. 8a) cannot or hardly cannot be sesn in the fingl

processed fexture image 617, The colors and tones of the differerd testurs
frages 815 have been smoothed ow in the final textura image 817 such that
the colors and tones maleh &t the borders of the different lexture lamges §15,
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Figure 7 shows an example of a setup for scarmning a location using a fivst
and a sooond Hoht source: In this example, the svalem & configured for
acquiing oigital repraseniations of a physicat modet or an impresgion of the
location, In the following, the system is desoribed in relation o a physinal
modet of the focation, bul the description provided is squally valid for the
acqusistion of digital regresentations from an impraession of tha location,

The optical assembly 720 of the system comprises o first light sowes 72102
second light sowrce 722 and first set of cameras 7231, 7232, The optival axis
of the firgt Eght source and the oplical axis of the second Hght sourss
intersects in | sean volume. The swan plate 72471 is smanged such that a
physical model 724 placed on this stan plate is within this scan volume and
the physical model can be Hlurinaled by hght from the first light sowrse 73
and from the second Hght source 722 The first set of cameras 7831, 7332
are arranged such that thelr photosensitive elaments 7321, 7328 can recelve
fght from the scan wolume, sush as light reflecied from the physival modsd
724 pigced on the scan plals 7241 The system fwther comprisss
mechanios, such ag & positioning unit {(not included in the figure for simplicity)
for transiating andiy rolating the scan plate 7241 and hence the physical
madel 724 and the optical assembly 720 redative 1o odeh other, The first light
source 72t may be a monochromatic laser. The second light sowrce 722 may
be broadband Hght source, such as o white Hght source, or g light sourss
provicing  Hght ab muliple distingd wavelengths, such as o light soures
comprising a number of divdes emitting light &t different wavelengths. For
some appiications, the light amitted from the ascond light sowee is preferably
diffusive allowing for & detailed detection of the texdure of a fealurg on the
physical mudsl, sueh as e.g. swrfage roughness al a margin ling,

The 3D digital regresentation comprising geomelrical dala may be acoisd
by scarning such a monochroms laser of the first light source 721 over the
lncation 724 while recording the signals reflected from the location 1o the first
st of cameras 7231, 7232,
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The sysiem can b ugaed for the steps the methad according o the present
vention relaling o acquiring the 2D dighsl redrasentation comprising
texdural data and the 30 oigital regresantations compising gaomatrical data
The system may be corfigired such that the 30 digital representations
comprising geametrical dala is acquired before the 2D digital represantation
compriging testucal data.

Both cameras of the first set of cameras may be used for the acqusition of a
20 image of the 20 dightal representation comprising textural data, such that
the time uged for acquiring a 20 digital representation comprizsing a largs
numbsy of the 2D images & reduced, The use of 20 images acquirad fram
botht cameras may require a detalied knowledge of the postion and
orierdation of the cameras refative 1o the focation.

A desirad coverage of the ocation may be oblained by acquiving the 20
digital  reprosemation. comprising  texiture dats and the 3D digitsl
represenigtion comprising geometrioal data of the location from & number of
different wiewpeints, The 3D digital ropresentation may be acquived by
coltecting individua! parts of the 8D digital representation from 8 number of
viewpoints, The individual parts of the 30 dightal representation may then be
merged o form the 30 digha! represeniation comprising geometrioal datg of
the location, Each individual part may be analyzed v detect a light pattern
using & slandlard fracking algerithm, When the light paltarn s known,
potentially with sub-pixal precision, the corresponding 3D coordinates can be
raconstructad using wall-known projective geomelry. A preciss reconstrustion
of the 30 courdinales usually requires a high gquality of the camsras and light
sourse cglibration. Subsenuently the 30 soordingles recongtiucted from the
individual paris relating of the 30D digital representalion acquired at the same
or at differant viewpoinis may be marged. The merging may be gerformed by
cormbining the ingividua! pants 1aking info consideration thalr relative position.
Finally the 30 coordinaias may be tlanguated using a standard angulation
algosith to form the final geometry of the 30 digital represertation.
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A registration of a part of the 20 digilsl reprasentation compriging xiural
dhata into the A0 digits! reprasentaiion of the kestion may provide & 30 mods!
comprising textural dats. The 2D images of the 20 digital representation
comgrising texiugl data may be registred into the 3D model ane by ane, or
the fexiral data from the ons o morg 20 digital representalions may be
cambingd o provide a 30 models fealure whigh then wan be applied o the

A0 digital representations comprising geomatreal data.

The acquived digital represenigtions may be analyeed in & digitsl sighal
processor on misroprocassor, The analysis may be performed in reaklime.

Figuras ‘8 10 10 show schematic ovarviews of some configurations of the
second Hght source thet are capable of emiting Hght with Hs intensity
gistributed over a3 mnge of wavelengihs. Buch configuralions may be
achantageous when the textrgl datg of the festures. arg defined using
diffarent colors.

When a feature ig definad by e.g. a colored line drawn by g3 user on g
physical model of the location, the feature will ondy provide a strong reflection
of light with 3 wavelength corresponding fo the colorof the line. For exampls,
a red ing on a physical modeal only reflects red light and the light emitted from
the second light sowce must include wavelengths in the red rangse inorder to
have & reflection rom the red line of this fealurs.

Tha examplas of Figures 8 10 10 desoribe configurations where three colors
are used o defineg different parts of a lesture or different feature, but this
cholee is only for Mlustrabive purposss.

In Figwre 8. the sccond lght source 822 comprisss an amay of dindes
comprising a number of first dicdes 828 emitting light with a wavelength it
the red range. s number of sstond dicdes 327 emilling light with a
wavsdength i the gresn range, and 8 rumber of rd dicdes 828 smitting
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fght with & wavelength in the blue range. A diffuser 825 8 arranged o
provicle g diffusion of the Hght smitted from the array of dindes such that the
physical model 824 avanged on the soan plate 8241 is luminated by a beam
B221 compwising diffuse Hight from the second lighy sowrce. The diffuser can
be fabricated from opalized plastic or glass of a few millimeters thickness. Al

dindes of the aray are driven o emit Hight continously by 2 control unit

configured for cordrolling the aray of diodes. The control unit is not shown in
the figure for simplicity. The sontrol unit can optionally also be configured for
controfing the firgt set of cameras 8231, 8232, The firet gt of cameras 8231,
8232 are grangsd to recaive light reflactad from the physival model 824
placed on the scan plate 8241,

The camsras 8231, 8232 of the first set of cameras are solor cameras such
that Hght at all the wavelengths emitted from the array of dicdss can be

detected by the camera and identified from the wavelength of the individug

signals.

Sush a design of the optical assmbly is aovantagesus for acquiring extural
data from a physical model o which a first, a second, and a third feature are
defined uging red, green, and blue color, respectively. The red part of the 2D
image acguired by the color cameras relates 1o the first feature, the green
part 1o the second feature, and the blue part to the third feature, The differem
pars in cach acquired 2D image arg henos relaled o the diffrent Teaturss
and information for all three fealwres can be derived from one 2D image.
Several color 2D images acquired from different relative viswpoing may st
be neeed in order o oblain the desired coverage.

Thiz arrangement with cantinususly having ight emitted from all three lypes
of diodes, Lo at al three wavelengths, i the setond fight sourcs and sulor
cameras i the first sel of cameras may bave the advantage hat each
acqtred 2D digital representation of the physical mode! can wovide sl

dady of fealures delined using the different colors, Acguisition of textural dads

relading o differsnt features can hence be performead in paralish
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Figura @ shows & system whers the airay of diodes is similar v the aray of
diodes Hlusirated in Figure 8. The dindes of the aray are however diven
sequentially instead of contiruously as desaribad in Figure 8. Tha dindes
may be ciiven such that the physical mode! at any time only is #Hluminated
from one type of the dicdes, Le Hluminated with light at ons wavelenghi only.
The control unil engures that the first, second and third diodes 926, 827, 828
gty light sequentially, such that the physical mode! s Huminaled by a
sequence of ight signals, whera the sequence 2.g. may be first wavelength,
zecond wavelength, third wavelength, The sequence may be repeated g
numbser of fimes, such as ong for sach relative arrangemeant physical modsd
and the second Hoht scurce gnd the cameras. The diffuger 928 of the sscongd
fght soures 822 provides that the light in the beam 9221 emerging fom the
gecond Hoht sowrce is diffusive.

The aequisition of 20 digital representations using the cameras 9231, 9232
and the diiving of the diodes of the second light source 922 is timed such that
a 20 digital raprosentgtion s acquirad for avery step iy the sequsnes of light
signals. A 20 digital reprosentation is hence acquired for gach of the
wavalengths that is emittad by the aray of dicdes. 8ince each of these 2D
digital representations is corrgigled 10 & single wavelangth from the second
ight source, there is no need for color cameras, and the cameras 8231, 3232
may be monochroms cameras,

& polorad line will appear dark grey In a 2D image acquired by the
monpchrome cameras when the second light source amitg Hight with g
wavelength which is outside the wavelength range where this color reflents
fight. A fine having a color which malches a wavelength of the light emitted
from the sscand light source will appesy Hght gray in the acquired 20 image.
Standard procedures for processing a grayseale 20 image comprising light
grey and davk grey lings can than be appliad to identify the color of the drawn
fines from thelr monochrome gppearance in 2D dighal repregentations that
are soquired while Huminaling the physical mode! with light at the different
wavsenghis of the sscand light saurds.

0808



WO 20130T80% FOTBRINLMIT

[92]

25

30

wedy
ferd

This arrangament of the second Hght source and the first sef of camaras may
have the advantags that a physical model can ba scannay using thiee colors
o provide threa times the information which can be assessed with one oolor
ordy, while still using the more simple mongchrome cameras. Information
felating 1o three differert features from the same physical model of the
jonation may be oblainad and distinguished from each other using 8
MOROSHIOME SaMers,

Far the green channgd, this appreach may double the amount of Information,
while for the blug and red chgnnels, we have 4 times as much irdformation.
Totally, this gives 0.5°2 + 20.25% = 3 timee.

The reduced compisyity of the scanner when uging monochiome cameras
may be at the axpance of an adended process timea since the texdwal data
are acouired sequentially instead ot in paraliel a5 seen in Figlre 8.

In Figure 10, the second lght source 1022 comprises a white light source
1030 and a diffuser 1025 arranged o provide a diffusion of the light emitted
from the white Hght source 1030 o provide a diffused lght beam 10221, The
first set of cameras 10231, 10232 are color cameras.

The white light sourcs 1030 is capable of smilting Sght over a wavelsngth
range which covers the blue {0 rend wavelengths, sueh thal e, green, and
blue coly can be used o idently oifferent features on the physical modsl
The cameras 10281, 10232 may be color cameras, in which case the gystem
only ciffers from that of Figure 8 with respect o the sseangd light sowms.

An alternative o using oolor cameras, 8 to use mosichroms gameras and
place filters, such as Bayer filters in the optical path between the sdan
volhume angd the camsras. The Bayer Hilers then provide & corrslation
betwsern the pastion on the photcsensitive elements 10321, 10322 whyre g
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gignal is recatvad and the wavelength of tha repaived signal. Only a numbsy
of the piels of the pholosensitive oloments 10321, 10822 will revaice mxd
fght, while others will receive only graen Bight and others will only recaive
hlue light. A calibration whereln the photosensitive elements 10321, 10322
are expossd {0 monocramalie light souwrces {red, green, blugy though the
Bayver fillevs salablishes the wavsiength-pixsl corrslation, sweh that the
signals detacted by the differsnt pixals of the pholosensiiive elements 103281,
10322 are dnked 1o the differert colors of the light refiected by the physical
modset 1024, The corrglation may be glored in the first set of camsras orin 8
dioital signal processor untt used for analysing the 2D digial representations
acquirsd by the first set of cameras.

i Figiire 10, the filers toukd be arrangsd bstwesn the scan plate 10247 and
the photosengitive aloments 10321, 10382 of the camaras 10231, 10882

The white light sowce 1030 should then preferably be capable of emilling
faht over a wavelength rangs which covers the blue 1o red wavslengths, s
the entlre wavalength span of the Bayer Blter.

This design of the system has the advantage, that the sleclronios {8 more
gimple than that of the design Hustrated I Figwe 8 and that the
represantations can be acquired as fast as in the design of Figure 8,

Color camersg e often mads from g munochrome CGD ohip and a Baysy
filter arranged in front of this chip.

Figure 11 shows pictures of the oplical assembily of 3 system according fo
the preseant invantion.

The picturas are {aken from different angles and show the companants of the
gptical assembly. The firgt light sowcee 1121 is & red laser smdtling light at a
wavelength of 850 nm. The cameras 11231, 11232 of the first setof camerag
are arranged at opposile sides of the frst light source 1121 fo snabls a
steren imaging of the swiace of 3 physical model 1124 arranged at the sean

0810



W 01T FOUBRIGLIMET

[92]

25

30

plate 11241, The second light souroe 1122 hag a diffuser 1125 arrangad o
provide that the simitied Bgth is diffuse. Hers the 3D digital repwesantation
comprising geomatical data and the 2D digital represantation comprising
textural dalg are acquirad using the first set of cameras 11831, 11832, The
first light source 1121 and the second Hight sowrce 1122 ars aranged g a
different angles relalive 1 the scan plate 11241 such that Hght fram both fight
sowrces can ba reflected from a physical modsl 1124 at the scan plate
towsrds the camaras 11231, 11232,

i one configuralion of e optica! assembly, the sedond light sobrge 1182
has diodes that amits light gt &g, red. green and blue wavsiengths, where
the diodes are crivan o smit light sequentially, The cameras 1123%, 11282
may than be monoahioms cameyas,

I one configuration of the optinal assambly, the second Hight sowce 1122
has dindes that continuoiusly emits white light during the soquistion of the 20
digital represeniation. The camergs 11231, 11232 may then e oolor
cameras, such that fealuires marked iy differsnt colorg cant be distinguished
in the acquiad 2D dightal representation. The colar cameras 11231, 11282
may have color fillgy arrays (CFA) arranged In & Bayer-type greangemant in
front of their phopsensitive slement. In this case, the spatial resolution
provided by light gt green wavelengths i twice the spatial resoiution provided
by light at red and blue wavelengihs, such that for some applications it could
he preferred o use g gresn laser inslead of a rad laser as the first light

source 1121,

Figure 12 shows sxamples of an arrangement of the array of dindes i the
second Hght souroe,

I Hgurs 120 s iustrated an arrangament of red diodes 125801, green dindes
12502 and biue diodes 12503 it & 8x12 array on g cirpult board 1250 with the
rad, green and blus divdes amanged similar o the distributions of thege
colors in & Bayer filter,
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Figurs 12b shows a pichwre of a circult board 1880 of sacond light light

souree, where the white diodes 12504 ade armanged in a 4X10 aray.

Figure 13 shows a schamatic of 2 system using two-phatan fluorsgcence for
accutiting a sombinsd 30 digital reprasentation comprising both geomstrical

dlata ang fexiural data

A feature s dafinad on the physical model 1324 of the location using & paint
ar Ink compriging a fluorsscant material configured for two-photan exciiation
and the first light sowrce 1321 emits light 81 8 wavsisgth invthe infrared rangs.
When hwo Infrared photong are abisotbad, a photon in the visible rangs i
smitted from the fealire.

The 30 representation acquived by detenting the refisciad infrared photons
from the locadion can directly be combined with the 30 representation
acquived by detecting the fuorescengs from the festure,

A feature on compasing a fluorescent material having an excitation band
inoluding the wavelength of the first Hght source 1321 may provide a Stoke
shift of the wavelength of tha first Hight sowrce. In contrast, the light reflacted
from  the localion mainiaing s wavelength. Using various opticsl

configurations known 1o the skiled persion it is then possible to sxdract both

tha geomelrical data and the exture data using only the first light sowroe fo

Huminate the location.

Since the fluorescence typlcally is orders of magniludes weaker than the
reflected hight it may be advantageos fo delsdt the reflscted light using the
frat set of sameras, while the fluorsacence signal is detected using a sesund
set of cameras, The second set of camerag may comprisse g filter arranged to
binck #ght within the wavelenght of the first light soures, or fillers may be
placed batween the location and the sseond satof cameras.
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Several pans of the optical assamblies #lustrated In Figures 7 1 13 can also
be integrated in a handheld scanner, whare the change betwean different
relative arrangements of the systern and the lncaion {or a madal or
impression of the incation) is obtained by moving the handhald scanner. The
integration in a handbeld scanner may requirs that some of the componeanis
of the system arg reducad in sizae. In a handheld scanngy sysiem, a digital
signal roosssor ar & microproasssor configured o analyzing the acquirad

3

20 digital represantations may be placed In the scanner handle or in 2

S

separate processing box.

Figure 14 shows contrast enhancamsnt for 20 images of a physical modsd of
the lonation.

Here the location is g tooth preperation and the 3D object & restoration, such
as a orown or 3 eidge. The physical model is a digof the prepared tooth on
which dis the margin ine has been marked using a pen. Each 2D image of
the aequred 20 digital reprasentation is processed o enhance the visibiily of
the margin line {the fealure) before the 2D digital representation is wojectsd
onig the 30 dightal representation somprising geomstrical data. Some imags
processing may also be performed aller this projection. For this physical
modsd, the contrast snhancemen sppears 1o be best for alpha values in the
rangs 002 1 0.6, When the 30 spline of the magh line has been exiradiad
frooms the texdural data, the restoration is modaled using standard techniquas

Figurs 15 shows a texture atlas for a physiogl model of a tooth prepsyration.
The textre allas is formed by combining ¥mage palches from 2D images
acquired of the physical modsl. The images patches 15421, 15422, 18423,
15424, and 15425 covers the marging line 1543 marked on the physical

model using a pergll, with the numbsring indicating the order of the 2D
images along the margin ing,
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Texture weaving has besn applied o assure that e texture of the imags
patches i seamiess, which g.g. can be swen in 2D image 15425 whare the
bright elongated section 15428 is due v the somewhat boghier appearanos
of the neighbaoring pateh 15421,

Whaen projecied ondo the 3D dightal represeniation. the position of the featurs,
fe, the margin line 1543, can be extractad in the form of g 30 splins.

Figure 16 shows sorean shota from computer software used for implemeanting
the method gecording 1o the present inveniion,

The fegturs is herg g margin ins drawn on a physical mods! of 8 prepared
footh, & 3D digkal representation conprising geomelical data 1844 and a
combined 30 digital representation comprising geomebical data and et
data 1645 gs seen from the same {virtuad} position reldive 1o the digital
repragentations. In the combingd 3D digital reprasentation where the textursl
dada gre projested omg the 30 digits! represaniation comprising geometiios)
data, the margin line 1843 can be seen. From this combined 3D digital
repragentation, & 30 spliine of the margn line can he exiragied using

somputer implamentad algorithims.

Figure 17 shows screen shols from computer software usad for implemeanting
the methad according to the prasent invention,

This figure shows part of & 30 apline extracted from the textural data of the
auguired 20 digital repressntation. The 3D spling 1748 iollowing the feadre
of the lotation, La. the margin line, is derived automativally from the testurs
data of the 20 digital regresentalion by projesiing the 2D digid
reprasentation onte the 3D digital representation compising geomatrical

data,
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Figure 17b shows a doss-up of the extracted 30 spling 1748 with control
poands 1747, Toe form of the 3D spline can be adjusiad by moving the contrad
points 1747 relative o the 3D digital rapresentation of the tooth preperation

The 3D modeling of the restoration, Le. of the 3D objsct, may comprise g
defining the surfaces of the rextoration based on the 3D digital representalion
campriging geomeirical data and from a target! shape of the restaration, while
using the 8D spling to define the shape of the restoration i the part facing

the marging ling.

Although some embodiments have beon desuibed and shown in detall, the
nverdion i not restrictad to them, bul may also be embodisd in other ways
within the scope of the subipal mattsy dafinad iy the kiliowing olalims. In
pagticular, s o be understood that other embodiments may be ylilizged amd
struchwral and functional modifications may be made without departing from
e seope of the presant invardion,

Iy device olaims enumarsting sovergl means, several of these means can be
ambodied by one and the sames item of hardware, The mere fact that certain
measures are recited in mulually different dependent claims or desaribed iIn
differsnt smbodiments doss not indicate thal a combinalion of thess
maasures cannot be usad to advantage.

i should be emphasized that 1he tann “compnises/comprising” when used i
this speciiication is taken o specily the presence of slaled fealires, integers,
steps or componanis but does not precluds the presency or addition of uns
or more other features, intsgers, steps, components or groups theveof,

The featwes of the method desoribed above and in the following may be

implementsd in software and cared out on a dala processing system or
gther proosssing means caussd by the sxeculion of computar-exscutabls.
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instructions. The insiructiong may be program oode means loaded in 8
mermoery, such as a RAM, from & slorage medirm or from another computer
via a computsr network, Alternatively, the desaibed fagtures may be
implemented by hardwired ciroullry instead of soltware or it combination with

softwara,
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Clalms

1. & mathod for 30 modeling of & 30 object adaptad 1o be inseriad In or wom

=

by a patiant, wherain the mathod comprises ¢

- acquiting & 30 digital reprasentation of at feast 2 part of the location whers
the 30 object is adapiad to be arranged, whers the 30 digital represantation

comprises gaomatrical data of the location;

- gequiring a 20 digital reprezentation of at least a part of the location whers
the obiect 5 adaptsd o be arrangsd, whare the 20 digital representalion
comprises texiural dada refating o one or mors features of the location;

wherg a deslred coverage of the logation is oblained by acquiring sach of the
2D dighal represontation oompriging fexbwsl dals and the 3D dighsl
reprosenigiion comprising geomeatrical data from ong o more differsnt
ViSWpOns relative o the joustion;

- aligning the 20 digital representation comprising xtwral data and the 30
digital representation comprising geomestrical dat;

- combining at least a part of the 20 digital representalion comprising textural
data and the 3D digital reprosentstion comprising geometrical daty to obtain
a combinad 30 digital representation comprising both geomeatrical data and
textural data of the location

- vizuaiizing the combined 3D rgpresentation comprising the geometrical dats
and the textural data of the localion; and

- 30 modeling the 30 object suglhy that the modsled 30 objedt is adapted o
be Insered 1 or wom by & patient, whers zaid 30 modeling appliss
inftrmation of the one or more features from the aocquirsd 20 digital
reprasentation somprising lexiural data
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2. The msthod according o the preceding claim, whayein the method

comprisas extracting the information of the one or more featurss from the 20

digital regresentation comgrising textural gata

3, The method acoording to any of the preceding claims, whersin axtracting
the information of the ang o mors {eates s parformed auomatically.

4 The methad according o any of the pregading olalims, wherain the 20

digital represgntation s aoquived by acquiring one o more 20 images of &

physicgt mods! of the location or of an impression of the localion, andfor by
agquiting 20 images directly of the location.

5 The mathoed according to any of the praceding claims, wherain the part of
the 20 digital representation comprising extural data which is combined with
the 30 digilal representalion comprises one oF more sections of the 20
images of the acgiurad 20 digital represantation,

8. The mathod according to any of the preceding claims, wherein the ong or
more septions of the PI¥ images are the acctions that relates o the feature of
the location,

7. The mathod according to any of the proceding claims, whergin the method
compriges fransialing one o mors 2D featwes from the 2D digital

representation comprising textural data into one or more 30 featuwres.

8 The mathod according to any of the preceding claims, whersin tha one or
more 20 featlres compeises & 20 poind, a 20 owrve or & 20 spline.

8. The method according o any of the greceding cigimg, wharsin the one or
more 3D feglures compises a 30 poind, a 30 curve or a 3D gpline.
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10. The method according 1o any of the preceding claims, whareln combining
the 20 digital representation and the 3D digital rapreseniation o oblain a
combined 3D digal reprasentation comprisss projecting the sxracted
informstion from the 20 digital representation onde the 30 digial
feprassntation.

1. The method according o any of the wreceding claims, whersin the 30D
digital representation I8 aoquirnd by scannming @ physical modal of the
Iocation, by scamiing an Ingression of the location, andior by performing 8
divect scamning of the location.

12. The msthod according to any of the preceding claims, whersin gequining
the 3D digital represeniation comprising geomaetrical data of the ocation and
the 20 digital repraseniaion comprising taxtural data of the location i3
performed by means of 2 system adapted for acguiring geometrical data and
textural data,

13. The method apcording to any of the precading claims, where the system
comryrisas  an  acquision  unit configwed for acquiring  the  digiiad
representations of the localion and a positioning unit configured for
positioning the location relative fo the scquigition undl, and the msthod
comprises aranging the location, a physical model of or an imprassion of the

lopation, iIn relation 16 the systom,

14, The method atcanding 1o any of the preceding claims, whers the ucalion
is autemalically sepositioned relative v the acquisition unit during ths
acquisiion of the 2D digital ropreseniation comprising textural dala and
guring the acouisition of the 3D digital representation comprising geomatrical
data, such that al least ong of the dighal represantations is aoquired
automatically from a number of differgnt viewpoints and the desired coverage
is oblaingd
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185, The method scaoding to any of the preceding olaims, whers said
psiioning unit provides the autormatic reposttioning of the focation relative to

the acguisiion unit

18, Ths method sceording o any of ths preceding daims, whereln the 3D
madading of the 30 objsat 5 performed automatically based on the ons or

more features,

17, The method according o any of the previcus olaimg, "whersin the 3D
mudeling comprises defining one or more gdges of the 3D obijest based on
the information.

18. The mathod acconding 1o any o the pravious claims, wherein the methed
cormprises providing & 30 model of the 3D object, and the 30 modaling
comprises adapting the provided 30 model of the 3D object based on the
information.

18. The methed according o any of the previous clalms, whereln said

provided 3D modet is provided from a ibrary.
20. The mathod according fo any of the pravipus claims, wherein the
adapting of the provided 3D madel of the 3D object comprises shaping the

edges of the provided 30 moded of the 30 obiect based on the information,

21, The method according fo any of e preceding claims, whergin the 3D

abjeot is adapted 1o roplace an anatumical abjest of the patient’s body.

22. The method according v any of the praceding claims, wharein the 30

objent iz adapted 1o be ingerted i 2 body cavily of the patiant,
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23. The method according B any of the peceding claims, wherain the

ncation is the mouth of the patieat

24, The misthed according o any of the praceding olgime, wherein the
ecation is one or more teeth of the patiant

2h. The method according fo any of the preceding olaims, whavein the

lonation is an ear canal of the patient.

28. The method aecording 10 any of the precading claims, wherein axtracting
informgtion of one or more featwres of the boation comprises Tealws

dataction,

a7, The method acoording to any of the preceding olaims, wherein the
gxtraction of information of fealures i perormed by detecling fealures which
arg present on the combined 3D digital representation andior on the 30

digital representation comprising geometrical data.

28, The method sooording o the preceding olaim, wherein feature detection
comprises examining svery pixel in one or more of the digits! representations
o detect if thare is al loast part of 8 foaturs present at that pixel.

28. The method according o any of the preceding claims, wheveln the ane or
more fealures arg selected from W2 group of ings, contours, curves, sdges,
fidges, comers, arwd points.

3G, The method asoording to any of the preceding daims wherein the festwre

comprises identfication marks arrangad within & substantially closed edge of

the fealurs
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31, The method according to any of the preceding claims whaveln said
wlentification marks arg selnctad from the group of concentrically arranged

girolag,  crossas, sguares, tlangles, the number of slements in the

dentification mark, such as the number of dots,

32. The mesthod secording I any of the reosding claims, whessin the ons oy

more features comprises a margin ng of 8 weparad tooth or die,

33, The method aocording 1o any of the precsding olaims, wharein the ong or
more fsalurss comprises the shades of the patient’s testh.

34, The method acoording o any of the praceding claims, wherain the ong ot
more featres are drawn on ha lonation, on 8 physical mode! of the location,
or on an imprassion of the location by & user prior fo the aoguisition of the 20
digital representation comprising textural data.

35, The mathod according to any of the preceding claims, wherain the 30
gbiect comgyisas @ ramovadle partal danturs, and the ong of mere foalurms
are major sommectors, clasps andfor retention grids, such that the 30
modeling comprises defining one or more adges of the removable partial
denture fram the 30 featurs,

36. The method according to any of the preceding claims, wherein the 30
objest comprises an orthodontic appliancs or bracket, and the one or more
features are brackel positionds), screw position(s), melal framework, plastic
shelves, shells, bile plates, push rods, andior springs.

37. The method according to any of the praceding claims wherein the 30

muodeling comprises defining the bracke! positions andfor the soraw position
from the 3D featurs.
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38, The msthod acoording 1o any of the preceding daims, whersin different

features are drawn with diferent oolors by the user.

3. The method according o any of the preceding claims, whereln the
festureis & hordstiine between different siiuctures of the peation.

40, The method accoding to any of the preceding olaims, whavein the

foature it g bordedine betwean different materials of the locgtion,

41. The method according to any of the preceding claims, whersin goquinng
the 3D digital representation comprising geometringl data and acguiring the
20 digital representialion conprising textural data are performed sequantially.

42, The method according o any of the preceding olaims, wherain at least
one of the digital representations is asquirgd by Hluminating &t lsast part of
the logation, 8 physieal mode! of the logglion, or an impression of the location
with light.

AZ The method according 10 any of the preceding claims, wherein the light
used to acguire atleast one of the digital reprasentations is multispectral ight
compriaing Hght at N wavelengths, wherain the number N i squal o or larger
than &

44, The method acooding 1o any of the preceding olaims, wherein the
method comprises using differgnt colors or color codes to dentify dilfprant
features, whare the different colors or oolor codes corrsspond 1 the N
wavalengths of the mulitspectral light.

45, The method according to any of the weeceding claims, whergin the N
wavelangths in the mullispectral light are providsd in g sequence.
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48. The methad according fo any of the precading olaims, whersin N s 3
such that the muliispeotral light comprises light ol o fiest wavelangth, light ata
second wavelangth, and light at a third wavelength.

-

7. The msthod according to any of the prsceding olalims, whereln the

S,

sequence s first wavelength, second wavelength, and thind wavslsngth

48, The mathed according o any of the preceding olalms, whareln the firsg
wecond and hird wavsiengths arg in the red, grasn, and bioe rangs of
wavelenghts, respsactively,

48, The method according o any of the preceding claims, whersin the N
wavalengths iy the mullispecira) light are provided simultansausty,

50, The method according o gny of the preceding claims, whersin the N
wavsiengths i the mulispeciral Boht are provided in a white light sowrce.

51 The muethod according to any of the preceding olaims, wherein g 20D
image s acquived for each of said N wavelengths.

52. The method acewding 1o any of the preceding claims, whersin g 2D
fmage s acquired for each of the red, green and blue light.

83, The mathod according o any of e preceding clalms, wherein the 20
imagss asquired Tor each of the N wavelengths in the mullispectral light are
stitched togsther inlo a common 20 image, such that the 2D digitadl
ropresantalion comprises one or more common 20 images, each comman

20 image comprising 20 magss acquired at sach of the N wavelenghis.

54. The msthod agoording fo any of the preceding clalms, whersin the
method comprsss ferturs weaving, which comprisss wiaving the one or
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mors fealwrar togethyr belwsen neighbor 20 images bassd on the taxtuval

chata of the 20 dighal representation.

55 The misthod according o any of the praceding colgime, wharein the
mathod somprises lager modulation of the light Uged for soquiring the 3D
digital represanialion comyyising geomatrical data,

56. The method according i any of the weonding olalms, whareln acquiring
the geometicgl dala i parfonmed by means of a firgl light source, and
acguiring the texural data is performed by means of a sacond light sowrge.

57. The msthod according fo any of the prsceding claims, wharein the
second fght sourps comprises an aray of dindes, where the aray of dindes
comprises & number of first diodes, & number of second dindes and a
number of third diodes, wherg the first, second diodes and third dicdes are
adapted fo smit light at a first, second and third wavelength, respsctively,

58. The method zccomding o any of the preceding claims, whergin the
second light souwrce comprises a diffuser arrangad I provide a diffusion of
the smitted light, such as a diffusion of the light emitied fom g white light
source o from an array of red, green and blue dicdes.

59, The method according v any of the preceding claims, whereln the
posiioning unit comprises at least a two-axis mobtion system  such that the
positioning of the locglion during e scquisilion of the 30 digitsl
represergation cemprising gsomsdrical dala and the 20 digital representation
oowrpeising textural data is performed avtormatically by means of the al least

a two-axig motion system.
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80. The method according o any of the peceding claims, wherain the

method comprises providing a facs scan of the patiern for faciitating

visualizing the result of the madeling of the 3D object.

81, Ths method geeording o any of ihs precsding claims, wheresln the 3D

digital reprasentation comprising geometrical data of the location, anddior the

20 digital representation comprising textural data of e localion v/are

gbtained by means of a 30 fane scan.

g2, The method according fo amy of the preceding olaimsg, whersin the
method is adapted 1o be used for 3D modeling within dentistry.

§3. The methad according to any of the preceding claims, whersin dentigtry
comprises restorations, nplanis, othodontics, such as bracket placement
and appliances, and removable partial denfures.

84, The method according fo any of the preceding claims, whavein the
method is adapted 1o be used for 30 modeling of hearing aid davices.

85, The method according fo any of the preceding claimg, whereln the
feature defines the boundary of an inner face or an suter face of the hearing
aid deviog, the position or aross ssctional shape of the vent, or an 1D-lag for
the hearing sid device,

86, The method acoording I any of the previous claims, whersin sald
informgtion iz exirated by an opecalor from the visuagiized combined 3D
ropresantation comgyising both geomelricoal data and lexural data.

§7. The method aocording 1o any of the preceding olaims, wherent the

method s implemenied on a computsy program product comprising program
cods means for causing a data processing aystem o perform the mathad of
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any ong of {he preceding claims, when sawd program cods means are

axecuted on the datg processing system.

88. A method for 3D modeling of a 3D obijest adapled © bs inserisd in or
worn by & patient, wherein the method compyrises:

- goguiving a 30 digital representation of at least a part of 8 lncation at which
the objec! I8 adapted o be avanged, where the 3D digial represertation
comprises geometrical datg of the location,

- acquiring a 20 digital representation of at jeast a part of the location whers

the object is adaptad o be aranged, whare the 2D dightal represantalion

comprises textural data of the location;

whera the acquisition of the 20 digital representation comprising textural data
and of the 3D Jdigital represeniation comprising geometrios! data is performsd
by reposiiioning the leeation and goguisiion means relgtive 1o sach other for
oblaining a desired coverage of the location;

~ gligning and combining at feast a pant of the 20D digs! representation
compriging odural data and the 3D digial reprasentation  comprising
geomustrical data o oblain a combined 3D digial representalion comprising
both geomelrical data and textural data of the location;

- vigualizing the combined 3D represenialion comprising the geometrical dals
and the textural data of the leoation; ad

- applying information of ong or more fealwres from the 20 digita
represariation compising teddural data of the ocation, when 3D modsling
the 30 obisct.
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§9. The method according {o any of the preceding claims, where the focation
& automalically repositioned relative o an acquisition unil during the
acquisition of the 2D dighal represeniation comprising textural data and
during the acquisition of the 30 dightal reprasentation comprising geometioal
data, such thal at least one of the dighal represgnialions i aoguired
automatically from a rumber of different viewpoinis and the desirsd coverags

is ohigined.

700 A computar program product compriging program eode meang for
causing 2 dala procesaing sysien to perform the method of any one of the
pracading claims, when said program code means are axecutad on the datg

processing sysism,

710 A computer program product according (o the pravious clalm, comprising

a compuisrreadable medium having stored thare on the program gode

means,

7. A system for 3D modsling of a 3D -objent adapted 10 he insarted In o
worn by a patient, wherein the system comprises:

- an fHyminaton unit configured iy Muminating at least part of & sean volums
of the system;

~an goquisition unit configured for acguring & 2D digitad represeniation
comprising textuwral dalg angd & 3D digial represeniation comprising

geometrical data of a heation arangad in the sean volams

- & firat digitad signal processor unit corfigured fors

+  analyzing the asguied 2D digital representations and 3D digital
repressntations,

ang

0828



TG N 1T60TH3 POTBRMILRRITS

10

15

20

25

88

» combining at Isast part of the 2D gdigital representation and the 30
digital represantation to obtain & combingd 3D digital representation
comprising bath geometrical deta and textural data of the Jovation;

- a visuslization device for visualizing the combined 3D representation
comprising the geometrical data and the texturat data of the jocation; and

~ & second digital signal processor unit configured for 30 modshing the 3D
abiest such that the modeled 3D object is adapied fo be insetied In or worn
by 8 patient, where said 3D medeling comprises applying information from
the angudred 20 digital representation.

73, The systern according to claim 72, whersin parts of the system, such as
the acquisition uni, the positioning unit, and the first and second fight
sournes, are provided in g 3D scanner.

74, The system according o claim 72 or 73, whersin the first andfor the
second  digial signal processor unit i3 configursd for axtracling the
information of the ans o more features from the 2D digite! representation.

8. The system aooording to any of claims 72 1o 74, whereln the fiest snd
second dighal procsssor unifs are inlegrated pars of g digital signal
procesaing device.

78, The system according to any of olawns 72 to 78, wherein the acqissition
unit comprses’

~ means o acquiring & 3D dightal representation of of least g patt of 3
focstion aranged in sald secan volume, whers the 30 digital represeniation
comprises geomeirical data of the loeation; and

- maeans for acquiring a 2D digital representation of at fsast a part of &
jocation arangad i sald scan volume, where the 20 dighal representation
comprises textural data of the location.

RECTIFIED SHEET{RULE 81}
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7. The system acconding to any of claims 72 fo 78, whersin the acguisition
unit comprises a first set of cameras arangad arrangsd o receive light from
the scan volume and o acquire both said 3D digital represenialion
comprising geometrical data and said 3D dightal represeniation comprising
taxtural data from a lecation.

T8, The system according t© any of claims 72 1o 77, wherein the #urmination
it comprises g first Hight source adapled for providing Hght for the
acquisition of geometrical dala of 3 location, and a sec ond Hight source
adaptad for providing light for the acquisition of texiural data,

78, The systern according W any of the olgims 72 o 78, wherein the optioal
axis of the firs? light sowrce and the aplival axis of the second light source

intarseotsin the scan volume.

80, The system agcording fo any of claims 72 fo 78, wherein the first light
source comprises 8 monocchromatic faser emitting Hght &t & frst faser
wavsdength.

&1, The system according {o any of claims 72 to BG, whersin the first laser
wavelength is In the green range of wavelsngths, in the red range of
wanvalengths, or in the Blus range of wavelengths, or in the infrared range of
wavsiengths,

§2. The system sceording 1o any of claimg 72 {o 81, wharein the second light
source comprises a broadband light soures, such as a white light sourcs,

83. The system according to any of claims 72 io 82, wherein the acguisition
unit is configured for acquiting texiural datas for N different features of 8
location, whers each fealure has a unige color or oolor code, and for

HECTIFIED SHEET (RILE 81
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distinguising betwesn sald N differenyt feslures based on said oolor or color
oxde,

B84, The syster according to any of plaiims 72 10 83, whersin the second light
source s configured for emitting light that allows features having a unige
color or golor oods to be identified from an scouired 20 digits! representation
Hased on the wavelenyth of the lght emitted fom the second Kght sowrce,

85, The sysiem according to any of slaims 72 {o 84, wharein the second ight
source comptises an angy of diodes, where the array of diodes somprises 8
mnumber of first diodes, 8 number of second divdes and 8 number of third
dindes, whare the first, sscond dindes and third dicdes are adaptad o emit
light at a first, second and third diode wavelength, respactively.

88, The system according to any of olaims 72 fo BR, whaveln the sacond Hight
source comprises a diffuser arranged o provide a diffusion of the emilied
Kght.

E7. The system according fo any of dams 72 o 86, whersin ai lsast one of
the cameras iy the first set of cameras comprises a color camsra compising
a color filter array (CFAR) arranged in a Bayertype sirangement in front of &
photosensitive element configured to detegt electromagnelic signals

88, The sysiem sgcording {o any of claims 728 10 87, whersin gl lsast one of
the camaras in the frst set of cameras 8 3 monochroms camera.

89. The system according o any of claims 72 (o 88, whersin the systam
comprises 8 scan plate aranged such that a location arrangad on said soan
plate is positioned in said scan volume.

HECTIFIED SHEET (RILE 81
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80, The system according 1o any of clalms 72 fo 88 whersin the system
comprises a positioning wit configured fur positioning the oestion In a
number of different posttions andfor orieniations relative to the acquisition
it

81, The system according @ any of claims 72 t© 80, wherein the pesitiening
unit is configured for al leas! bvo-axks motion of the scan plste sueh that
acquisition of the 3D digital representation comprising geomstrical data and
of the 2D digital represendation comprising textural data from a number of
viewpoinis can be parformsed attomatically.

2. The system acoording fo any of claims 72 to 81, wherein the syslem
comprises a confrol unit configured for conlrolling the array of dindes and the
positioning unk.

83, The system according to any of claims 72 fo 82, wherein the control unit
is configured to provide that the firsl, second and third dicdes amits light
segquentially. such that 8 sequence of light signals gre emitfed.

24 The system according to any of claims ¥2 o 83, wherein the sequence s
first wavelangth, second wavelsngth, and third wavalangth.

85, The system according to any of daims 72 {o 84, whersip the condrol unit
s configured fo provide that the sequence & repeated & numbsy of times,
such as one fime for sach ralative smangsemeant of the optical assembly and
the scan plats,

8. The gysten accoring to any of olaims 7210 85, whereln the first, second
and third diodes are arrangad according to a Bayer arrangement.

RECTIRIED SHEEY (RILE 81}
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97, The system soomding to any of claims 7€ to 88, wherein the digital signal
grooessor i configred or realdime analysis of the acgquired 20 digital
representations and 3D digital representations.

8. A system for performing 3D modeling of a 30 chject adapled %o be
inserted in or worn by a patient, wherein the system comprises

- maans Ry acguiring a 30 digital representation of at least a parl of the
iocation whers the 30 object is adapled {o be amanged, whers the 30 digital
rapresentation comprises geometiical data of the location;

~ means for acquiring a 2 digital representation of at least a part of the
iocation where the object is adapled fo be aranged, where the 2D digital
reprazentalion comprizes textural data relaling 1o oneg or more features of the
focation;

where 2 desied covaerage of the location iy oblained by soguiring esch of the
20 digitsl reprosentation comprising tesdural data and the 3D digitsd
represerdslion comprising geomshical data from s number of different
viewpgints relative to the locationy

- means for aligning the 20 digital representation comprising textural data
and the 30 digital representation comprising geometrical data;

~ means for combining 3t least 8 part of the 2D digilal repressntation
comprising taxtural data and the 3D digitel represenialion comprising
geomelrical data o obtain & combined 3D digital representation comprising
both geometrica! data and texturs! data of the location;

- magns for visualizing the combined 3D representation comprising the
geumettival dats and the texlurad data ol the location, and

- means for 3D modsling the 3D object such that the modetaed 30D objsct is
adapled fo be insetled in or worn by a patiant, where said 3D modeling
applies information of the one or more features from the acquired 2D digitad
reprasentation comprising textural data.

RECTIFIED SHEET {RULE #1)
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Application/Control Number: 14/764,087 Page 2
Art Unit: 2878

1. The present application is being examined under the pre-AIA first to invent provisions.

Claim Rejections - 35 USC § 112
2. Claims 11, 17, 20, 22-24 and 29 are rejected under 35 U.S.C. 112(b) or 35 U.S.C. 112
(pre-AIA), second paragraph, as being indefinite for failing to particularly point out and
distinctly claim the subject matter which the inventor or a joint inventor, or for pre-AIA the
applicant regards as the invention.

Regarding claim 11, the phrase “such as” renders the claim indefinite because it is
unclear whether the limitations following the phrase are part of the claimed invention. The
resulting claim does not clearly set forth the metes and bounds of the patent protection desired.

Regarding claim 17, it is unclear what is meant by the phrase “comparing the derived
surface color information of sections of the captured 2D images and/or of the generating sub-
scans of the object ...... " (emphasis added) due to the confusing nature of wordings therein. It is
unclear what exactly are being compared due to the use of alternative language.

Regarding claim 20, the phrase “the color filter array” of line 2 lacks a proper antecedent
basis.

Regarding claim 22, the phrase “the color filter array” of line 2 lacks a proper antecedent
basis.

Regarding claim 24, the phrase “the pattern generating element” of line 2 lacks a proper
antecedent basis.

Regarding claim 29, the phrase “the color filter array” of line 1 lacks a proper antecedent

basis.
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Application/Control Number: 14/764,087 Page 3
Art Unit: 2878

Claims not specifically mentioned above are rejected by virtue of their dependency on a

rejected claim.

Claim Rejections - 35 USC § 102
3. The following is a quotation of the appropriate paragraphs of pre-AIA 35 U.S.C. 102 that

form the basis for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless —

(e) the invention was described in (1) an application for patent, published under section 122(b), by
another filed in the United States before the invention by the applicant for patent or (2) a patent granted
on an application for patent by another filed in the United States before the invention by the applicant
for patent, except that an international application filed under the treaty defined in section 351(a) shall
have the effects for purposes of this subsection of an application filed in the United States only if the
international application designated the United States and was published under Article 21(2) of such
treaty in the English language.

4, Claim(s) 1-4, 13, 17, 19, 25, 26 and 27 is/are rejected under pre-AIA 35 U.S.C. 102(e) as
being anticipated by Colonna de Lega (US 2012/0140243; hereinafter Colonna).

Regarding claim 1, Colonna shows in Fig.1 the following elements of applicant’s claim: a
multichromatic light source (paragraph 60) configured for providing a multichromatic probe
light for illuminationof the object; a color image sensor (paragraphs 25, 61, 107) comprising an
array of image sensor pixels for capturing one or more 2D images of light received from said
object; wherein the focus scanner is configured to operate by translating a focus plane along an
optical axis of the focus scanner and capturing a series of the 2D images, each 2D image of the
series is at a different focus plane position such that the series of captured 2D images forms a
stack of 2D images (paragraphs 4, 57-58); and a data processing system (122) configured to
derive surface geometry information for a block of said image sensor pixels from the 2D images

in the stack of 2D images captured by said color image sensor, the data processing system also
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Application/Control Number: 14/764,087 Page 4
Art Unit: 2878

configured to derive surface color information for the block of said image sensor pixels from at

least one of the 2D images used to derive the surface geometry information (paragraphs 4, 107).

Regarding claims 2-3, the limitations therein are disclosed in paragraphs 4 and 107 of
Colonna.

Regarding claim 4, Colonna discloses the use of a pattern generating element (106).

Regarding claim 13, the limitations therein are disclosed in paragraphs 58 and 107 of
Colonna.

Regarding claim 17, as far as the claim is understood, the limitation therein is disclosed
in paragraph 107 of Colonna.

Regarding claim 19, the limitation therein is disclosed in paragraphs 107-108 of Colonna.

Regarding claim 25, Colonna shows in Fig.1 the following elements of applicant’s claim:
a multichromatic light source (paragraph 60) configured for providing a multichromatic probe
light; and a color image sensor (paragraphs 25, 61, 107) comprising an array of image sensor
pixels for capturing one or more 2D images of light received from said object, where at least for
a block of said image sensor pixels, both surface color information and surface geometry
information of a part of the object are derived at least partly from one 2D image captured by said
color image sensor (paragraphs 4, 107).

Regarding claim 26, the methods steps therein are inherently disclosed by Colonna.

Regarding claim 27, the limitation therein is disclosed in paragraph 57 of Colonna.
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Art Unit; 2878

5. Claim(s) 1-11, 13, 17-19, 21, 25-28 and 30 is/are rejected under pre-AIA 35 U.S.C.
102(e) as being anticipated by Fisker et al (US 2012/0092461).

Regarding claim 1, Fisker et alshows in Fig.1 the following elements of applicant’s
claim: a multichromatic light source (110; paragraph 151) configured for providing a
multichromatic probe light for illuminationof the object; a color image sensor (180; paragraph
152) comprising an array of image sensor pixels for capturing one or more 2D images of light
received from said object; wherein the focus scanner is configured to operate by translating a
focus plane along an optical axis of the focus scanner (paragraph 30) and capturing a series of
the 2D images, each 2D image of the series is at a different focus plane position such that the
series of captured 2D images forms a stack of 2D images (paragraphs 194, 246); and a data
processing system (paragraphs 10, 151) configured to derive surface geometry information for a
block of said image sensor pixels from the 2D images in the stack of 2D images captured by said
color image sensor, the data processing system also configured to derive surface color
information for the block of said image sensor pixels from at least one of the 2D images used to
derive the surface geometry information.

Regarding claims 2-3, the limitations therein are disclosed in paragraphs 10 and 151 of
Fisker.

Regarding claim 4, Fisker discloses the use of a pattern generating element (130).

Regarding claim 5, the limitation therein is disclosed in paragraph 10 of Fisker.

Regarding claims 6-8, the limitations therein are disclosed in paragraphs 92, 114, 253-
254 of Fisker.

Regarding claims 9-11 and 30, the limitations therein are disclosed in 157-158 of Fisker.
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Regarding claim 13, the limitation therein is disclosed in paragraphs 151 and 157 of
Fisker.

Regarding claim 17, as far as the claim is understood, the limitation therein is disclosed
in paragraph 157 of Fisker.

Regarding claim 18, the limitation therein is disclosed in paragraph 154 of Fisker.

Regarding claims 19 and 21, the limitations therein are disclosed in paragraphs 155 and
157 of Fisker.

Regarding claim 25, Fisker shows in Fig.1 the following ¢lements of applicant’s claim: a
multichromatic light source (110; paragraph 151) configured for providing a multichromatic
probe light; and a color image sensor (180; paragraph 152) comprising an array of image sensor
pixels for capturing one or more 2D images of light received from said object, where at least for
a block of said image sensor pixels, both surface color information and surface geometry
information of a part of the object are derived at least partly from one 2D image captured by said
color image sensor (paragraphs 10, 151).

Regarding claim 26, the methods steps therein are inherently disclosed by Fisker.

Regarding claims 27-28, the limitations therein are shown in Fig.1 of Fisker.

Claim Rejections - 35 USC § 103
6. The following is a quotation of pre-AIA 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set
forth in section 102, if the differences between the subject matter sought to be patented and the prior art
are such that the subject matter as a whole would have been obvious at the time the invention was made
to a person having ordinary skill in the art to which said subject matter pertains. Patentability shall not
be negatived by the manner in which the invention was made.
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Art Unit; 2878
7. Claims 21 and 28 is/are rejected under pre-AIA 35 U.S.C. 103(a) as being unpatentable
over Colonna de Lega.
Regarding claims 21 and 28, the specific scheme and configuration utilized would have
been obvious to one of ordinary skill in the art in view of meeting different design requirements

and achieving the particular desired performance.

Allowable Subject Matter
8. Claims 12, 14-16 and 31 are objected to as being dependent upon a rejected base claim,
but would be allowable if rewritten in independent form including all of the limitations of the
base claim and any intervening claims.
9. Claims 20 and 22-24 would be allowable if rewritten to overcome the rejection(s) under
35U.8.C. 112(b) or 35 U.S.C. 112 (pre-AIA), 2nd paragraph, set forth in this Office action and

to include all of the limitations of the base claim and any intervening claims.

10. The prior art made of record and not relied upon is considered pertinent to applicant's
disclosure. Banyay et al (9,212,898) is cited for disclosing a device for three dimensional
confocal measurement. Kocherscheidt et al (9,456,754) is cited for disclosing a device for
recording three dimensional images of a dental object.

11. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to KEVIN PYO whose telephone number is (571)272-2445. The

examiner can normally be reached on Mon-Fri (with flexible hour), First Mon. off.
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Application/Control Number: 14/764,087 Page 8
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Examiner interviews are available via telephone, in-person, and video conferencing using
a USPTO supplied web-based collaboration tool. To schedule an interview, applicant is
encouraged to use the USPTO Automated Interview Request (AIR) at
http://www.uspto.gov/interviewpractice.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s
supervisor, Georgia Y. Epps can be reached on (571) 272-2328. The fax phone number for the
organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the Patent
Application Information Retrieval (PAIR) system. Status information for published applications
may be obtained from either Private PAIR or Public PAIR. Status information for unpublished
applications is available through Private PAIR only. For more information about the PAIR
system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR
system, contact the Electronic Business Center (EBC) at §66-217-9197 (toll-free). If you would
like assistance from a USPTO Customer Service Representative or access to the automated
information system, call 800-786-9199 (IN USA OR CANADA) or 571-272-1000.

/KEVIN PYO/
Primary Examiner, Art Unit 2878
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Patent
Attorney’s Docket No. 0079124-000111

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Patent Application of Group Art Unit: 2878

Bo ESBECH et al. Confirmation No.: 6247
Filed: July 28, 2015

For:  FOCUS SCANNING APPARATUS RECORDING

)
)
)
Application No.: 14/764,087 ;
)
)
)
COLOR )

AMENDMENT

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Commissioner:

In response to the Official Action (non-final rejection) of July 17, 2017, kindly amend the

application as follows.
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Application No. 14/764,087
Page 2

AMENDMENTS TO THE CLAIMS:

The following listing of claims will replace all prior versions and listings of claims in this

application.
LISTING OF CLAIMS:
1. (Currently Amended) A focus scanner for recording surface geometry and

surface color of an object, the focus scanner comprising:

a multichromatic light source configured for providing a multichromatic probe light for
illumination of the object,

a color image sensor comprising an array of image sensor pixels for capturing one or
more 2D images of light received from said object,

wherein the focus scanner is configured to operate by translating a focus plane along an
optical axis of the focus scanner and capturing a series of the 2D images, each 2D image of the
series is at a different focus plane position such that the series of captured 2D images forms a
stack of 2D images; and

a data processing system configured to derive surface geometry information for a block
of said image sensor pixels from the 2D images in the stack of 2D images captured by said color
image sensor, the data processing system also configured to derive surface color information
for the block of said image sensor pixels from at least one of the 2D images used to derive the

surface geometry information;
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wherein the data processing system further is configured to combining a number of sub-

scans to generate a digital 3D representation of the object, and determining object color of a

least one point of the generated digital 3D representation of the object from sub-scan color of

the sub-scans combined to generate the digital 3D representation, such that the digital 3D

representation expresses both geometry and color profile of the object, and

wherein determining the object color comprises computing a weighted average of sub-

scan color values derived for corresponding points in overlapping sub-scans at that point of the

object surface.

2. (Previously Presented) The focus scanner according to claim 1, wherein the data
processing system is configured for generating a sub-scan of a part of the object surface based
on surface geometry information and surface color information derived from a plurality of

blocks of image sensor pixels.

3. (Canceled)

4, (Previously Presented) The focus scanner according to claim 1, where the

scanner system comprises a pattern generating element configured for incorporating a spatial

pattern in said probe light.
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5. (Previously Presented) The focus scanner according to claim 1, where deriving
the surface geometry information and surface color information comprises calculating for
several 2D images a correlation measure between the portion of the 2D image captured by said
block of image sensor pixels and a weight function, where the weight function is determined

based on information of the configuration of the spatial pattern.

6. (Previously Presented) The focus scanner according to claim 5, wherein deriving
the surface geometry information and the surface color information for a block of image sensor
pixels comprises identifying the position along the optical axis at which the corresponding

correlation measure has a maximum value.

7. (Previously Presented) The focus scanner according to claim 6, wherein
generating a sub-scan comprises determining a correlation measure function describing the
variation of the correlation measure along the optical axis for each block of image sensor pixels
and identifying the position along the optical axis at which the correlation measure functions

have their maximum value for the block.

8. (Previously Presented) The focus scanner according to claim 7, where the
maximum correlation measure value is the highest calculated correlation measure value for the
block of image sensor pixels and/or the highest maximum value of the correlation measure

function for the block of image sensor pixels.
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9. (Previously Presented) The focus scanner according to claim 6, wherein the data
processing system is configured for determining a sub-scan color for a point on a generated
sub-scan based on the surface color information of the 2D image in the series in which the

correlation measure has its maximum value for the corresponding block of image sensor pixels.

10. (Previously Presented) The focus scanner according to claim 9, wherein the data
processing system is configured for deriving the sub-scan color for a point on a generated sub-
scan based on the surface color information of the 2D images in the series in which the
correlation measure has its maximum value for the corresponding block of image sensor pixels

and on at least one additional 2D image.

11. (Currently Amended) The focus scanner according to claim 10, where the data
processing system is configured for interpolating surface color information of at least two 2D
images in a series when determining the sub-scan colorsuch-as-aninterpolation-ofsurface

lorint . £ il DT . os.

12. (Previously Presented) The focus scanner according to claim 10, wherein the
data processing system is configured for computing an averaged sub-scan color for a number of
points of the sub-scan, where the computing comprises an averaging of sub-scan colors of

different points.
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13. (Canceled)
14. (Canceled)
15. (Previously Presented) The focus scanner according to claim 1, wherein the data

processing system is configured for detecting saturated pixels in the captured 2D images and
for mitigating or removing the error in the derived surface color information or the sub-scan

color caused by the pixel saturation.

16. (Previously Presented) The focus scanner according to claim 15, wherein the
error caused by the saturated pixel is mitigated or removed by assigning a low weight to the
surface color information of the saturated pixel in the computing of the smoothed sub-scan
color and/or by assigning a low weight to the sub-scan color computed based on the saturated

pixel.

17. (Currently Amended) The focus scanner according to claim 1, wherein the data
processing system is configured for comparing the derived surface color information of sections
of the captured 2D images andfor of the generated sub-scans of the object with predetermined

color ranges for teeth and for oral tissue, and for suppressing the red component of the derived
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surface color information or sub-scan color for sections where the color is not in one of the two

predetermined color ranges.

18. (Previously Presented) The focus scanner according to claim 1, where the color
image sensor comprises a color filter array comprising at least three types of colors filters, each
allowing light in a known wavelength range, W1, W2, and W3 respectively, to propagate

through the color filter.

19. (Currently Amended) The focus scanner according to claim [[1]] 18, where the
surface geometry information is derived from light in a selected wavelength range of the

spectrum provided by the multichromatic light source.
20. (Previously Presented) The focus scanner according to claim 19, where the color
filter array is such that the proportion of the image sensor pixels of the color image sensor with

color filters that match the selected wavelength range of the spectrum is larger than 50%.

21. (Previously Presented) The focus scanner according to claim 19, wherein the

selected wavelength range matches the W2 wavelength range.

22. (Currently Amended) The focus scanner according to claim [[19]] 18, wherein the

color filter array comprises a plurality of cells of 6x6 color filters, where the color filters in
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positions (2,2) and (5,5) of each cell are of the W1 type, the color filters in positions (2,5) and

(5,2) are of the W3 type.

23. (Previously Presented) The focus scanner according to claim 22, where the

remaining 32 color filters in the 6x6 cell are of the W2 type.

24, (Currently Amended) The focus scanner according to claim [[23]] 4, where the
pattern generating element is configured to provide that the spatial pattern comprises

alternating dark and bright regions arranged in a checkerboard pattern.

25. (Previously Presented) A focus scanner for recording surface geometry and
surface color of an object, the focus scanner comprising:

a multichromatic light source configured for providing a multichromatic probe light, and

a color image sensor comprising an array of image sensor pixels for capturing one or
more 2D images of light received from said object,

where at least for a block of said image sensor pixels, both surface color information
and surface geometry information of a part of the object are derived at least partly from one

2D image captured by said color image sensor.

26. (Previously Presented) A method of recording surface geometry and surface

color of an object, the method comprising:
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obtaining a focus scanner according to claim 1;

illuminating the surface of said object with multichromatic probe light from said
multichromatic light source;

capturing a series of 2D images of said object using said color image sensor; and

deriving both surface geometry information and surface color information for a block of

image sensor pixels at least partly from one captured 2D image.

27. (Previously Presented) The focus scanner according to claim 1, wherein the same

series of 2D images is taken from one pass of the focus scanner along the optical axis.

28. (Previously Presented) The focus scanner according to claim 1, wherein the
multichromatic light source, the color image sensor, and at least a portion of the data

processing system are included in a hand held unit.

29. (Previously Presented) The focus scanner according to claim 19, where the color
filter array is such that the proportion of the image sensor pixels of the color image sensor with
color filters that match the selected wavelength range of the spectrum has a proportion that

equals 32/36, 60/64 or 96/100.
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30. (Previously Presented) The focus scanner according to claim 10, wherein said at
least one additional 2D image comprises a neighboring 2D image from the series of captured 2D

images.

31. (Previously Presented) The focus scanner according to claim 12, wherein the
averaging of sub-scan colors of different points comprises a weighted averaging of the colors of

the surrounding points on the sub-scan.

32. (New) The focus scanner according to claim 11, where the interpolation is of

surface color information of neighboring 2D images in a series.

33. (New) A focus scanner for recording surface geometry and surface color of an
object, the focus scanner comprising:

a multichromatic light source configured for providing a multichromatic probe light for
illumination of the object,

a color image sensor comprising an array of image sensor pixels for capturing one or
more 2D images of light received from said object,

wherein the focus scanner is configured to operate by translating a focus plane along an
optical axis of the focus scanner and capturing a series of the 2D images, each 2D image of the
series is at a different focus plane position such that the series of captured 2D images forms a

stack of 2D images; and
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a data processing system configured to derive surface geometry information for a block
of said image sensor pixels from the 2D images in the stack of 2D images captured by said color
image sensor, the data processing system also configured to derive surface color information
for the block of said image sensor pixels from at least one of the 2D images used to derive the
surface geometry information, and

where the data processing system further is configured to detecting saturated pixels in
the captured 2D images and for mitigating or removing the error in the derived surface color

information or the sub-scan color caused by the pixel saturation.

34. (New) The scanner system according to claim 33, wherein the error caused by
the saturated pixel is mitigated or removed by assigning a low weight to the surface color
information of the saturated pixel in the computing of the smoothed sub-scan color and/or by

assigning a low weight to the sub-scan color computed based on the saturated pixel.

35. (New) A focus scanner for recording surface geometry and surface color of an
object, the focus scanner comprising:

a multichromatic light source configured for providing a multichromatic probe light for
illumination of the object,

a color image sensor comprising an array of image sensor pixels for capturing one or

more 2D images of light received from said object, where the color image sensor comprises a
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color filter array comprising at least three types of colors filters, each allowing light in a known
wavelength range, W1, W2, and W3 respectively, to propagate through the color filter;

wherein the focus scanner is configured to operate by translating a focus plane along an
optical axis of the focus scanner and capturing a series of the 2D images, each 2D image of the
series is at a different focus plane position such that the series of captured 2D images forms a
stack of 2D images; and

a data processing system configured to derive surface geometry information for a block
of said image sensor pixels from the 2D images in the stack of 2D images captured by said color
image sensor, the data processing system also configured to derive surface color information
for the block of said image sensor pixels from at least one of the 2D images used to derive the
surface geometry information,

where the data processing system further is configured to derive the surface geometry
information is derived from light in a selected wavelength range of the spectrum provided by
the multichromatic light source, and where the color filter array is such that its proportion of
pixels with color filters that match the selected wavelength range of the spectrum is larger than

50%.

36. (New) A focus scanner for recording surface geometry and surface color of an
object, the focus scanner comprising:
a multichromatic light source configured for providing a multichromatic probe light for

illumination of the object,
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a color image sensor comprising an array of image sensor pixels for capturing one or
more 2D images of light received from said object,

wherein the focus scanner is configured to operate by translating a focus plane along an
optical axis of the focus scanner and capturing a series of the 2D images, each 2D image of the
series is at a different focus plane position such that the series of captured 2D images forms a
stack of 2D images; and

a data processing system configured to derive surface geometry information for a block
of said image sensor pixels from the 2D images in the stack of 2D images captured by said color
image sensor, the data processing system also configured to derive surface color information
for the block of said image sensor pixels from at least one of the 2D images used to derive the
surface geometry information;

where the color image sensor comprises a color filter array comprising at least three
types of colors filters, each allowing light in a known wavelength range, W1, W2, and W3
respectively, to propagate through the color filter and the filters are arranged in a plurality of
cells of 6x6 color filters, where the color filters in positions (2,2) and (5,5) of each cell are of the

W1 type, the color filters in positions (2,5) and (5,2) are of the W3 type.

37. (New) The focus scanner according to claim 36, where the remaining 32 color

filters in the 6x6 cell are of the W2 type.
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38. (New) A focus scanner for recording surface geometry and surface color of an
object, the focus scanner comprising:

a multichromatic light source configured for providing a multichromatic probe light for
illumination of the object,

a color image sensor comprising an array of image sensor pixels for capturing one or
more 2D images of light received from said object,

wherein the focus scanner is configured to operate by translating a focus plane along an
optical axis of the focus scanner and capturing a series of the 2D images, each 2D image of the
series is at a different focus plane position such that the series of captured 2D images forms a
stack of 2D images; and

a data processing system configured to derive surface geometry information for a block
of said image sensor pixels from the 2D images in the stack of 2D images captured by said color
image sensor, the data processing system also configured to derive surface color information
for the block of said image sensor pixels from at least one of the 2D images used to derive the
surface geometry information, where deriving the surface geometry information and surface
color information comprises calculating for several 2D images a correlation measure between
the portion of the 2D image captured by said block of image sensor pixels and a weight
function, where the weight function is determined based on information of the configuration of
the spatial pattern, and identifying the position along the optical axis at which the

corresponding correlation measure has a maximum value,
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where the data processing system further is configured for determining a sub-scan color
for a point on a generated sub-scan based on the surface color information of the 2D image in
the series in which the correlation measure has its maximum value for the corresponding block
of image sensor pixels and computing an averaged sub-scan color for a number of points of the
sub-scan, where the computing comprises an averaging of sub-scan colors of surrounding

points on the sub-scan.
39. (New) The focus scanner according to claim 38, wherein the averaging of sub-

scan colors of surrounding points comprises a weighted averaging of the colors of the

surrounding points on the sub-scan.
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REMARKS

Allowable Subject Matter

The Office is thanked for the indication that claims 12, 14-16, 20, 22-24 and 31 contain
allowable subject matter.

Independent claim 1 has been amended to incorporate the subject matter of allowable
claim 14 (and intervening claims 3 and 13). Accordingly, claim 1 is respectfully requested to be
allowed. All claims depending from claim 1 are further respectfully requested to be allowed.

New independent claim 33 has been added. Claim 33 relates to subject matter of
allowable claim 15. Entry, consideration and allowance of claim 33 are respectfully requested.

New independent claim 35 has been added. Claim 35 relates to subject matter of
allowable claim 20 (and intervening claims 18 and 19). Entry, consideration and allowance of
claim 35 are respectfully requested.

New independent claim 36 has been added. Claim 36 relates to subject matter of
allowable claim 22 (and intervening claim 18). Entry, consideration and allowance of claim 36
are respectfully requested.

New independent claim 38 has been added. Claim 38 relates to subject matter of
allowable claim 12 (and intervening claims 5, 6, and 9, where the “different points” recitation in
claim 12 is modified to “surrounding points”). Entry, consideration and allowance of claim 38
are respectfully requested.

Accordingly, all independent claims in the application are based on subject matter that

the Office has indicated to be allowable. Allowance of the application is respectfully requested.
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New Dependent Claims

In addition to the amendments discussed above, applicant has added:
new dependent claim 32, which is based on the “such as ...” recitation deleted
from claim 11;
new dependent claim 34, support for which may be found in claim 16;
new dependent claim 37, support for which may be found in claim 23; and

new dependent claim 39, support for which may be found in claim 31.

35UsC112
Claims 11, 17, 20, 22-24, and 29 stand rejected under 35 USC 112 as being indefinite.
Without acquiescing to the rejections, the Office is respectfully requested to consider

the above claim amendments. Withdrawal of the rejection is requested.

35 USC 102 - Colonna

Claims 1-4, 13, 17, 19, 25, 26, and 27 stand rejected under 35 USC 102(e) as anticipated
by Colonna (US 2012/0140243). This rejection is respectfully traversed.
Without acquiescing to this rejection, the rejection has been rendered moot by the

amendments to claim 1. The rejection is respectfully requested to be withdrawn.
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35 USC 102 - Fisker

Claims 1-11, 13, 17-19, 21, 25-28, and 30 stand rejected under 35 USC 102(e) as
anticipated by Fisker (US 2012/0092461). This rejection is respectfully traversed.
Without acquiescing to this rejection, the rejection has been rendered moot by the

amendments to claim 1. The rejection is respectfully requested to be withdrawn.

35 USC 103 — Colonna

Claims 21 and 28 stand rejected under 35 USC 103 as being unpatentable over Colonna.
This rejection is respectfully traversed.
Without acquiescing to this rejection, the rejection has been rendered moot by the

amendments to claim 1. The rejection is respectfully requested to be withdrawn.

Conclusion
Should any questions arise in connection with this application, it is respectfully
requested that the undersigned be contacted at the number indicated below.
Respectfully submitted,

BUCHANAN INGERSOLL & ROONEY PC

Date: 17 November 2017 By: /Travis D. Boone/
Travis D. Boone
Registration No. 52635

Customer No. 21839
(703) 836-6620
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maintenance fee notifications.

p&aropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as
icated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate

"FEE ADDRESS" for

CURRENT CORRESPONDENCE ADDRESS (Note: Use Block 1 for any change of address)

21839 7590 12128/2017
BUCHANAN, INGERSOLL & ROONEY PC
POST OFFICE BOX 1404
ALEXANDRIA, VA 22313-1404

Note: A certificate of mailing can only be used for domestic mailings of the

Fee(s) Transmittal. This certiﬁcate cannot be used for any other accompanying

Eapers. Each additional paper, such as an assignment or formal drawing, must
ave its own certificate of mailing or transmission.

Certificate of Mailing or Transmission
I hereby certify that this Fei}? Transmittal is being deposited with the United
States Postal Service with sufficient postage for first class mail in an envelope
addressed to the Mail Stop ISSUE FEE address above, or being facsimile
transmitted to the USPTO (571) 273-2885, on the date indicated below.

(Depositor's name)

(Signature)
(Date)
| APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKETNO. | CONFIRMATION NO.
14/764,087 07/28/2015 Bo ESBECH 0079124-000111 6247
TITLE OF INVENTION: FOCUS SCANNING APPARATUS RECORDING COLOR
I APPLN. TYPE ENTITY STATUS | ISSUE FEE DUE I PUBLICATION FEE DUE | PREV. PAID ISSUEFEE | TOTAL FEE(S) DUE DATE DUE
nonprovisional UNDISCOUNTED $960 $0 $0 $960 03/28/2018
I EXAMINER | ART UNIT I CLASS-SUBCLASS |
PYO,KEVINK 2878 250-208100

1. Change of correspondence address or indication of "Fee Address" (37
CFR 1.363).

[ Change of correspondence address (or Change of Correspondence
Address %01‘m PTO/SB/122) attached.

[] "Fee Address” indication (or "Fee Address" Indication form
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Number is required.

2. For printing on the patent front page, list

(1) The names of up to 3 registered patent attorneys
or agents OR, alternatively,

1

2

(2) The name of a single firm (having as a member a
registered attorney or agent) and the names of up to
2 registered patent attorneys or agents. If no nameis 3
listed, no name will be printed.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON 1

HE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE

Please check the appropriate assignee category or categories (will not be printed on the patent) :

(B) RESIDENCE: (CITY and STATE OR COUNTRY)

[ Individual [ Corporation or other private group entity [ Government

4a. The following fee(s) are submitted:
[ Issue Fee
[ Publication Fee (No small entity discount permitted)
[l Advance Order - # of Copies

4b. Payment of Fee(s): (Please first reapply any previously paid issue fee shown above)

[l A check is enclosed.
d Payment by credit card. Form PTO-2038 is attached.

[ The director is hereby authorized to charge the required fee(s), any deficiency, or credits any
overpayment, to Deposit Account Number (enclose an extra copy of this form).

5. Change in Entity Status (from status indicated above)
J Applicant certifying micro entity status. See 37 CFR 1.29

d Applicant asserting small entity status. See 37 CFR 1.27

J Applicant changing to regular undiscounted fee status.

NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue
fee payment in the micro entity amount will not be accepted at the risk of application abandonment.

NOTE: If the application was previously under micro entity status, checking this box will be taken
to be a notification of loss of entitlement to micro entity status.

NOTE: Checking this box will be taken to be a notification of loss of entitlement to small or micro
entity status, as applicable.

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements and certifications.

Authorized Signature

Date

Typed or printed name

Registration No.

PTOL-85 Part B (10-13) Approved for use through 10/31/2013.

Page 2 of 3
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandria, Virginia 22313-1450

WWW.I,\SPlngOV

I APPLICATION NO. I FILING DATE | FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. | CONFIRMATION NO. |
14/764,087 07/28/2015 Bo ESBECH 0079124-000111 6247
21839 7590 120282017 I EXAMINER I
BUCHANAN, INGERSOLL & ROONEY PC PYO,KEVINK
POST OFFICE BOX 1404
ALEXANDRIA, VA 22313-1404 [ arrowm PAPERNUMEER |

2878

DATE MAILED: 12/28/2017

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(Applications filed on or after May 29, 2000)

The Office has discontinued providing a Patent Term Adjustment (PTA) calculation with the Notice of Allowance.

Section 1(h)(2) of the AIA Technical Corrections Act amended 35 U.S.C. 154(b)(3)(B)(i) to eliminate the
requirement that the Office provide a patent term adjustment determination with the notice of allowance. See
Revisions to Patent Term Adjustment, 78 Fed. Reg. 19416, 19417 (Apr. 1, 2013). Therefore, the Office is no longer
providing an initial patent term adjustment determination with the notice of allowance. The Office will continue to
provide a patent term adjustment determination with the Issue Notification Letter that is mailed to applicant
approximately three weeks prior to the issue date of the patent, and will include the patent term adjustment on the
patent. Any request for reconsideration of the patent term adjustment determination (or reinstatement of patent term
adjustment) should follow the process outlined in 37 CFR 1.705.

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at 1-(888)-786-0101 or (571)-272-4200.

Page 3 of 3
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OMB Clearance and PRA Burden Statement for PTOL-85 Part B

The Paperwork Reduction Act (PRA) of 1995 requires Federal agencies to obtain Office of Management and
Budget approval before requesting most types of information from the public. When OMB approves an agency
request to collect information from the public, OMB (1) provides a valid OMB Control Number and expiration
date for the agency to display on the instrument that will be used to collect the information and (ii) requires the
agency to inform the public about the OMB Control Number’s legal significance in accordance with 5 CFR
1320.5(b).

The information collected by PTOL-85 Part B is required by 37 CFR 1.311. The information is required to obtain
or retain a benefit by the public which is to file (and by the USPTO to process) an application. Confidentiality is
governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary
depending upon the individual case. Any comments on the amount of time you require to complete this form
and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, Virginia 22313-1450. DO NOT
SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box
1450, Alexandria, Virginia 22313-1450. Under the Paperwork Reduction Act of 1995, no persons are required to
respond to a collection of information unless it displays a valid OMB control number.

Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is
35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which
the information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission
related to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and
Trademark Office may not be able to process and/or examine your submission, which may result in termination of
proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records
may be disclosed to the Department of Justice to determine whether disclosure of these records is required
by the Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of
settlement negotiations.

3. Arecord in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance
from the Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having
need for the information in order to perform a contract. Recipients of information shall be required to
comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes
of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C.
218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency's
responsibility to recommend improvements in records management practices and programs, under authority
of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations
governing inspection of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive.
Such disclosure shall not be used to make determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication
of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a
record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the
record was filed in an application which became abandoned or in which the proceedings were terminated
and which application is referenced by either a published application, an application open to public
inspection or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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Application No. Applicant(s)
14/764,087 ESBECH ET AL.
Notice of Allowability E’g/'m";\r( ° 25‘7;’"“ iy st Inventor to File)
No

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. IX] This communication is responsive to the amendment filed on 11/17/2017.
Oa declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on .

2. [ An election was made by the applicant in response to a restriction requirement set forth during the interview on
requirement and election have been incorporated into this action.

; the restriction

3. [X The allowed claim(s) is/are 1.2,4-12,15-24 and 26-39. As a result of the allowed claim(s), you may be eligible to benefit from the
Patent Prosecution Highway program at a participating intellectual property office for the corresponding application. For more
information, please see http://www.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPHfeedback@uspto.gov.

4. [X] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
Certified copies:

a)X] Al b)[J Some =c) [] None of the:
1. [ Certified copies of the priotity documents have been received.
2. [ Certified copies of the priority documents have been received in Application No.
3. X] Copies of the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule 17.2(a)).
* Certified copies not received:

Applicant has THREE MONTHS FROM THE “MAILING DATE” of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

5. [] CORRECTED DRAWINGS ( as “replacement sheets”) must be submitted.

[0 including changes required by the attached Examiner's Amendment / Comment or in the Office action of
Paper No./Mail Date .

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6. [ ] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner’'s comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)

1. [ Notice of References Cited (PTO-892) 5. [X] Examiner's Amendment/Comment

2. [ Information Disclosure Statements (PTO/SB/08), 6. IX] Examiner's Statement of Reasons for Allowance
Paper No./Mail Date

3. [ Examiner's Comment Regarding Requirement for Deposit 7. [ Other .

of Biological Material
4. [ Interview Summary (PTO-413),
Paper No./Mail Date .

U.S. Patent and Trademark Office

PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mail Date
20171218
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Application/Control Number: 14/764,087 Page 2
Art Unit: 2878

1. The present application is being examined under the pre-AIA first to invent provisions.
EXAMINER’S AMENDMENT
2. An examiner’s amendment to the record appears below. Should the changes and/or

additions be unacceptable to applicant, an amendment may be filed as provided by 37 CFR
1.312. To ensure consideration of such an amendment, it MUST be submitted no later than the
payment of the issue fee.

Authorization for this examiner’s amendment was given in an interview with Mr. Travis
Boone on 12/12/2017.

The application has been amended as follows in view of expediting the allowance:

IN THE CLAIMS:

(D) Claim 25 is canceled.

Allowable Subject Matter
3. Claims 1-2, 4-12, 15-24 and 26-39 are allowed.
4, The following is an examiner’s statement of reasons for allowance:

Regarding claims 1-2, 4-12, 15-24 and 26-39, the prior art fails to disclose or make
obvious a focus scanner for recording surface geometry and surface color of an object
comprising, in addition to the other recited features of the claim, the details and functions of a
multichromatic light source, a color image sensor, a data processing system in the manner recited

in claim 1, 33, 35, 36 or 38.
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Application/Control Number: 14/764,087 Page 3
Art Unit: 2878

5. Any comments considered necessary by applicant must be submitted no later than the
payment of the issue fee and, to avoid processing delays, should preferably accompany the issue
fee. Such submissions should be clearly labeled “Comments on Statement of Reasons for
Allowance.”

Any inquiry concerning this communication or earlier communications from the
examiner should be directed to KEVIN PYO whose telephone number is (571)272-2445. The
examiner can normally be reached on Mon-Fri (with flexible hour), First Mon. off.

Examiner interviews are available via telephone, in-person, and video conferencing using
a USPTO supplied web-based collaboration tool. To schedule an interview, applicant is
encouraged to use the USPTO Automated Interview Request (AIR) at
http://www.uspto.gov/interviewpractice.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s
supervisor, Georgia Y. Epps can be reached on (571) 272-2328. The fax phone number for the
organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the Patent
Application Information Retrieval (PAIR) system. Status information for published applications
may be obtained from either Private PAIR or Public PAIR. Status information for unpublished
applications is available through Private PAIR only. For more information about the PAIR
system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free).
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Application/Control Number: 14/764,087 Page 4
Art Unit: 2878

If you would like assistance from a USPTO Customer Service Representative or access to
the automated information system, call 800-786-9199 (IN USA OR CANADA) or 571-272-

1000.

/KEVIN PYO/
Primary Examiner, Art Unit 2878
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EAST Search History

EAST Search History

EAST Search History (Prior Art)

EASTSearchHistory.14764087_AccessibleVersion.htm[12/16/2017 11:27:19 PM]

0924

Ref jjHits Search Query DBs Default iPlurals {iTime
# Operator Stamp
L1 §43372 ifocus$3d neard US-PGPUB; USPAT; USOCR; H{OR OFF 2017/12/16
scan$4 FPRS; EPO; JPO; DERWENT; 22:02
IBM_TDB
L2 3200467 jjsurface near3 color  {US-PGPUB; USPAT; USOCR;, H#OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 22:02
|BY_TDB
L3 63720 {surface near3 US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
(geometry or FPRS; EPO; JPO; DERWENT; 22:02
topagraphy) |BM_TDB
L4 #2494 {2 and L3 US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 22:02
|BM_TDB
L5 85 L1 and L4 US-PGPUB; USPAT; USOCR; H{OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 22:02
IBM_TDB
L6 §547875 {icolor near2 imag$3  {{US-PGPUB; USPAT; USOCR; HOR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 22:03
IBM_TDB
L7 15925 multi near2 US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
(chromatic or color) #FPRS; EPO; JPO; DERWENT; 22:05
near2 light |BM_TDB
L8 §1197 {y6and7 US-PGPUB; USPAT; USOCR; i{OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 22:05
IBM_TDB
L9 i15 1and 8 US-PGPUB; USPAT; USOCR; {iOR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 22:05
IBM_TDB
L10 {2698  {{348/47.ccls. US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08
IBM_TDB
L11 2549  11250/234.ccls. US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08
IBM_TDB
L12 §3660 1{250/226.ccls. US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08
IBM_TDB
L13 {12865 jG01B11/24.cpc. US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08
IBM_TDB
L14 {856 G01B11/2509.cpc. US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08
IBM_TDB
L15 51839 4G01B11/2518.cpc. US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08
IBM_TDB i
L16 {970 G01J3/508.cpc. US-PGPUB; USPAT; USOCR; {OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08




EAST Search History

L T8 1 L
L17 $24868 {L10 L11 L12 L13 L14 §US-PGPUB; USPAT; USCCR; {OR ON 2017/12/16
L1516 FPRS; EPO; JPO; DERWENT; 23:08
BV TDB
L18 483 17 and 4 US-PGPUB; USPAT; USOCR; $OR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08
|BM_TDB
L19 §40 6 and 18 US-PGPUB; USPAT; USOCR; iOR ON 2017/12/16
FPRS; EPO; JPO; DERWENT; 23:08
|BM_TDB
EAST Search History (Interference)
Ref {iHits {iSearch Query DBs {Default Plurals §Time
# Operator Stamp
L20 12931 i(focus$3 near3 scan$4).cim. USPAT jjOR OFF 2017/12/16
23:20
L21 130448 {(color near2 imag$3).cim. USPAT {OR ON 2017/12/16
23:20
22 {93 20 and 21 USPAT {{OR ON 2017/12/16
23:20
L23 273 (multi near2 (chromatic or color) near2 {{USPAT {{OR ON 2017/12/16
light).clm. 23:21
24 0 22 and 23 USPAT §{{OR ON 2017/12/16
23:21
L25 {7696 i(surface near3 color).clm. USPAT {OR ON 2017/12/16
23:21

12/16/2017 11:27:13 PM
C:\ Users\ kpyo\ Documents\ EAST\ Workspaces\ 14764087.wsp

EASTSearchHistory.14764087_AccessibleVersion.htm[12/16/2017 11:27:19 PM]
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Application/Control No. Applicant(s)/Patent Under Reexamination
Issue Classification | 14754057 ESBECH ET AL.
KEVIN PYO 2878
CPC
Symbol Type Version
A61C 0073 F 2013-01-01
A61C 0066 | 2013-01-01
G01B 2513 | 2013-01-01
G01B 2518 | 2013-01-01
GO1J 513 | 2013-01-01
GO1J 0237 | 2013-01-01
GO1J 0278 | 2013-01-01
GO1d 508 | 2013-01-01
GO1J 0208 | 2013-01-01
GO1J 0224 | 2013-01-01
A61C 006 | 2013-01-01
G01B 2509 | 2013-01-01
G01B 24 | 2013-01-01
GOo1d 51 | 2013-01-01
CPC Combination Sets
Symbol Type Set Ranking Version
NONE
Total Claims Allowed:
. . 35
(Assistant Examiner) (Date)
/KEVIN PYO/
Primary Examiner.Art Unit 2878 12/17/2017 O.G. Print Claim(s) O.G. Print Figure
(Primary Examiner) (Date) 1 1

U.S. Patent and Trademark Office

Part of Paper No. 20171216
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Issue Classification

Application/Control No.

Applicant(s)/Patent Under Reexamination

14764087 ESBECH ET AL.
TTTTEN
KEVIN PYO 2878
US ORIGINAL CLASSIFICATION INTERNATIONAL CLASSIFICATION
CLASS SUBCLASS CLAIMED NON-CLAIMED
250 226 H|o J 40/ 14 (2006.01.01)
CROSS REFERENCE(S)
CLASS SUBCLASS (ONE SUBCLASS PER BLOCK)
NONE
Total Claims Allowed:
35
(Assistant Examiner) (Date)
/KEVIN PYO/
Primary Examiner.Art Unit 2878 12/17/2017 O.G. Print Claim(s) O.G. Print Figure
(Primary Examiner) (Date) 1 1

U.S. Patent and Trademark Office

Part of Paper No. 20171216
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Application/Control No. Applicant(s)/Patent Under Reexamination
Issue Classification | 14764087 ESBECH ET AL.
H“HHNH"N“““N““‘HH“M“‘“‘ o o
KEVIN PYO 2878
O Claims renumbered in the same order as presented by applicant O CPA O T.D. O R.1.47
Final Original Final Original Final Original Final Original Final Original Final Original Final Original Final Original
1 1 14 17 29 33
2 2 15 18 30 34
3 16 19 31 35
3 4 17 20 32 36
4 5 18 21 33 37
5 6 19 22 34 38
6 7 20 23 35 39
7 8 21 24
8 9 25
9 10 22 26
10 1 23 27
11 12 24 28
13 25 29
14 26 30
12 15 27 31
13 16 28 32
NONE
Total Claims Allowed:
. . 35
(Assistant Examiner) (Date)
/KEVIN PYO/
Primary Examiner.Art Unit 2878 12/17/2017 O.G. Print Claim(s) O.G. Print Figure
(Primary Examiner) (Date) 1 1

U.S. Patent and Trademark Office

Part of Paper No. 20171216

0928



Application/Control No.

Search Notes

Applicant(s)/Patent Under
Reexamination

14764087 ESBECH ET AL.
KEVIN PYO 2878
CPC- SEARCHED
Symbol Date Examiner
G01B 11/24; 11/2509; 11/2518 7/9/117 kp
Updated the above areas 12/16/17 kp
CPC COMBINATION SETS - SEARCHED
Symbol Date Examiner
US CLASSIFICATION SEARCHED
Class Subclass Date Examiner
250 226; 234 7/9/17 kp
348 47 7/9/17 kp
Updated the above areas 12/16/17 kp

* See search history printout included with this form or the SEARCH NOTES box below to determine

the scope of the search.

SEARCH NOTES

Search Notes Date Examiner
EAST-see search history printout 7/9/117 kp
Inventor name and assignee search 70917 kp
EAST-see search history printout 12/16/17 kp
Above CPC and USPC combined with keywords 12/16/17 kp

INTERFERENCE SEARCH
US Class/ US Subclass / CPC Group Date Examiner
CPC Symbol

Interference search history printout-EAST 12/16/17 kp

U.S. Patent and Trademark Office

0929

Part of Paper No. : 20171216




UNITED STATES PATENT AND TRADEMARK OFFICE

Page 1 of 1

BIB DATA SHEET

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS
P.O. Box 1450
Alexandria, Virginia 22313-1450
WWW.USpto.gov

CONFIRMATION NO. 6247

SERIAL NUMBER
14/764,087

FILING or 371(c)
DATE
07/28/2015
RULE

CLASS
250

GROUP ART
2878

UNIT

ATTORNEY DOCKET
0079124-000111

APPLICANTS
3SHAPE A/S, Copenhayen k, DENMARK;

INVENTORS
Bo ESBECH, Gentofte, DENMARK;

** CONTINUING DATA

** FOREIGN APPLICATIONS ***xxx**+
DENMARK PA 2013 70077 02/13/2013

10/15/2015

Christian Romer ROSBERG, Bronshoj, DENMARK;
Mike VAN DER POEL, Rodovre, DENMARK;

Rasmus KJAER, Kobenhavn K, DENMARK;

Michael VINTHER, Kobenhavn S, DENMARK;
Karl-Josef HOLLENBECK, Copenhagen O, DENMARK;

This application is a 371 of PCT/EP2014/052842 02/13/2014
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FOCUS SCANNING APPARATUS RECORDING COLOR

Field of the application

The application relates to three dimensional (3D) scanning of the surface geometry
and surface color of objects. A particular application is within dentistry, particularly
for intraoral scanning.

Background

3D scanners are widely known from the art, and so are intraoral dental 3D scanners
(e.g., Sirona Cerec, Cadent Itero, 3Shape TRIOS).

The ability to record surface color is useful in many applications. For example in
dentistry, the user can differentiate types of tissue or detect existing restorations.
For example in materials inspection, the user can detect surface abnormalities such
as crystallization defects or discoloring. None of the above is generally possible

from surface geometry information alone.

WO02010145669 mentions the possibility of recording color. In particular, several
sequential images, each taken for an illumination in a different color - typically blue,
green, and red - are combined to form a synthetic color image. This approach
hence requires means to change light source color, such as color filters.
Furthermore, in handheld use, the scanner will move relative to the scanned object

during the illumination sequence, reducing the quality of the synthetic color image.

Also US7698068 and US8102538 (Cadent Inc.) describe an intraoral scanner that
records both geometry data and texture data with one or more image sensor(s).
However, there is a slight delay between the color and the geometry recording,
respectively. US7698068 requires sequential illumination in different colors to form

a synthetic image, while US8102538 mentions white light as a possibility, however
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from a second illumination source or recorded by a second image sensor, the first
set being used for recording the geometry.

WQ02012083967 discloses a scanner for recording geometry data and texture data
with two separate cameras. While the first camera has a relatively shallow depth of
field as to provide focus scanning based on multiple images, the second camera
has a relatively large depth of field as to provide color texture information from a

single image.

Color-recording scanning confocal microscopes are also known from the prior art
(e.g., Keyence VK9700; see also JP2004029373). A white light illumination system
along with a color image sensor is used for recording 2D texture, while a laser beam
forms a dot that is scanned, i.e., moved over the surface and recorded by a
photomultiplier, providing the geometry data from many depth measurements, one
for each position of the dot. The principle of a moving dot requires the measured
object not to move relative to the microscope during measurement, and hence is not

suitable for handheld use.

Summary

One aspect of this application is to provide a scanner system and a method for
recording surface geometry and surface color of an object, and where surface

geometry and surface color are derived from the same captured 2D images.

One aspect of this application is to provide a scanner system for recording surface
geometry and surface color of an object, and wherein all 2D images are captured

using the same color image sensor.

One aspect of this application is to provide a scanner system and a method for
recording surface geometry and surface color of an object, in which the information
relating to the surface geometry and to the surface color are acquired

simultaneously such that an alignment of data relating to the recorded surface
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geometry and data relating to the recorded surface color is not required in order to
generate a digital 3D representation of the object expressing both color and

geometry of the object.

Disclosed is a scanner system for recording surface geometry and surface color of
an object, the scanner system comprising:
- a multichromatic light source configured for providing a multichromatic probe
light for illumination of the object,
- a color image sensor comprising an array of image sensor pixels for capturing
one or more 2D images of light received from said object, and
- a data processing system configured for deriving both surface geometry
information and surface color information for a block of said image sensor

pixels at least partly from one 2D image recorded by said color image sensor.

Disclosed is a method of recording surface geometry and surface color of an object,
the method comprising:
- obtaining a scanner system comprising a multichromatic light source and a
color image sensor comprising an array of image sensor pixels;
- illuminating the surface of said object with multichromatic probe light from said
multichromatic light source;
- capturing a series of 2D images of said object using said color image sensor;
and
- deriving both surface geometry information and surface color information for a
block of said image sensor pixels at least partly from one captured 2D image.

In the context of the present application, the phrase “surface color” may refer to the
apparent color of an object surface and thus in some cases, such as for semi-
transparent or semi-translucent objects such as teeth, be caused by light from the
object surface and/or the material below the object surface, such as material

immediately below the object surface.
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In the context of the present application, the phrase “derived at least partly from one
2D image” refers to the situation where the surface geometry information for a given
block of image sensor pixels at least in part is derived from one 2D image and
where the corresponding surface color information at least in part is derived from
the same 2D image. The phase also covers cases where the surface geometry
information for a given block of image sensor pixels at least in part is derived from a
plurality of 2D images of a series of captured 2D images and where the
corresponding surface color information at least in part is derived from the same 2D

images of that series of captured 2D images.

An advantage of deriving both surface geometry information and surface color
information for a block of said image sensor pixels at least partly from one 2D image

is that a scanner system having only one image sensor can be realized.

It is an advantage that the surface geometry information and the surface color
information are derived at least partly from one 2D image, since this inherently
provides that the two types of information are acquired simultaneously. There is
hence no requirement for an exact timing of the operation of two color image
sensors, which may the case when one image sensor is used for the geometry
recording and another for color recording. Equally there is no need for an elaborate
calculation accounting for significant differences in the timing of capturing of 2D
images from which the surface geometry information is derived and the timing of the

capturing of 2D images from which the surface color information is derived.

The present application discloses is a significant improvement over the state of the
art in that only a single image sensor and a single multichromatic light source is
required, and that surface color and surface geometry for at least a part of the
object can be derived from the same 2D image or 2D images, which also means
that alignment of color and surface geometry is inherently perfect. In the scanner
system according to the present application, there is no need for taking into account

or compensating for relative motion of the object and scanner system between
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obtaining surface geometry and surface color. Since the surface geometry and the
surface color are obtained at precisely the same time, the scanner system
automatically maintains its spatial disposition with respect to the object surface
while obtaining the surface geometry and the surface color. This makes the scanner
system of the present application suitable for handheld use, for example as an

intraoral scanner, or for scanning moving objects.

In some embodiments, the data processing system is configured for deriving
surface geometry information and surface color information for said block of image
sensor pixels from a series of 2D images, such as from a plurality of the 2D images
in a series of captured 2D images. l.e. the data processing system is capable of
analyzing a plurality of the 2D images in a series of captured 2D images in order to
derive the surface geometry information for a block of image sensor pixels and to
also derive surface color information from at least one of the 2D images from which

the surface geometry information is derived.

In some embodiments, the data processing system is configured for deriving
surface color information from a plurality of 2D images of a series of captured 2D
images and for deriving surface geometry information from at least one of the 2D

images from which the surface color information is derived.

In some embodiments, the data processing system is configured for deriving
surface geometry information from a plurality of 2D images of a series of captured
2D images and for deriving surface color information from at least one of the 2D

images from which the surface geometry information is derived.
In some embodiments, the set of 2D images from which surface color information is

derived from is identical to the set of 2D images from which surface geometry

information is derived from.
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In some embodiments, the data processing system is configured for generating a
sub-scan of a part of the object surface based on surface geometry information and
surface color information derived from a plurality of blocks of image sensor pixels.
The sub-scan expresses at least the geometry of the part of the object and typically

one sub-scan is derived from one stack of captured 2D images.

In some embodiments, all 2D images of a captured series of images are analyzed
to derive the surface geometry information for each block of image sensor pixels on

the color image sensor.

For a given block of image sensor pixels the corresponding portions of the captured
2D images in the stack may be analyzed to derive the surface geometry information

and surface color information for that block.

In some embodiments, the surface geometry information relates to where the object
surface is located relative to the scanner system coordinate system for that

particular block of image sensor pixels.

One advantage of the scanner system and the method of the current application is
that the informations used for generating the sub-scan expressing both geometry

and color of the object (as seen from one view) are obtained concurrently.

Sub-scans can be generated for a number of different views of the object such that

they together cover the part of the surface.

In some embodiments, the data processing system is configured for combining a
number of sub-scans to generate a digital 3D representation of the object. The
digital 3D representation of the object then preferably expresses both the recorded

geometry and color of the object.
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The digital 3D representation of the object can be in the form of a data file. When
the object is a patient’s set of teeth the digital 3D representation of this set of teeth
can e.g. be used for CAD/CAM manufacture of a physical model of the patient’s set
teeth.

The surface geometry and the surface color are both determined from light recorded

by the color image sensor.

In some embodiments, the light received from the object originates from the
multichromatic light source, i.e. it is probe light reflected or scattered from the

surface of the object.

In some embodiments, the light received form the object comprises fluorescence
excited by the probe light from the multichromatic light source, i.e. fluorescence

emitted by fluorescent materials in the object surface.

In some embodiments, a second light source is used for the excitation of
fluorescence while the multichromatic light source provides the light for obtaining

the geometry and color of the object.

The scanner system preferably comprises an optical system configured for guiding
light emitted by the multichromatic light source towards the object to be scanned
and for guiding light received from the object to the color image sensor such that the

2D images of said object can be captured by said color image sensor.

In some embodiments, the scanner system comprises a first optical system, such
as an arrangement of lenses, for transmitting the probe light from the multichromatic
light source towards an object and a second optical system for imaging light

received from the object at the color image sensor.
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In some embodiments, single optical system images the probe light onto the object
and images the object, or at least a part of the object, onto the color image sensor,
preferably along the same optical axis, however in opposite directions along optical
axis. The scanner may comprise at least one beam splitter located in the optical
path, where the beam splitter is arranged such that it directs the probe light from the
multichromatic light source towards the object while it directs light received from the

object towards the color image sensor.

Several scanning principles are suitable, such as triangulation and focus scanning.

In some embodiments, the scanner system is a focus scanner system operating by
translating a focus plane along an optical axis of the scanner system and capturing
the 2D images at different focus plane positions such that each series of captured
2D images forms a stack of 2D images. The focus plane position is preferably
shifted along an optical axis of the scanner system, such that 2D images captured
at a number of focus plane positions along the optical axis forms said stack of 2D
images for a given view of the object, i.e. for a given arrangement of the scanner
system relative to the object. After changing the arrangement of the scanner system
relative to the object a new stack of 2D images for that view can be captured. The
focus plane position may be varied by means of at least one focus element, e.g., a

moving focus lens.

In some focus scanner embodiments, the scanner system comprises a pattern

generating element configured for incorporating a spatial pattern in said probe light.

In some embodiments, the pattern generating element is configured to provide that
the probe light projected by scanner system onto the object comprises a pattern
consisting of dark sections and sections with light having the a wavelength
distribution according to the wavelength distribution of the multichromatic light

source.
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In some embodiments, the multichromatic light source comprises a broadband light

source, such as a white light source

In some embodiments, the pixels of the color image sensor and the pattern
generating element are configured to provide that each pixel corresponds to a

single bright or dark region of the spatial pattern incorporated in said probe light.

For a focus scanner system the surface geometry information for a given block of
image sensor pixels is derived by identifying at which distance from the scanner

system the object surface is in focus for that block of image sensor pixels.

In some embodiments, deriving the surface geometry information and surface color
information comprises calculating for several 2D images, such as for several 2D
images in a captured stack of 2D images, a correlation measure between the
portion of the 2D image captured by said block of image sensor pixels and a weight
function. Here the weight function is preferably determined based on information of
the configuration of the spatial pattern. The correlation measure may be calculated

for each 2D image of the stack.

The scanner system may comprise means for evaluating a correlation measure at
each focus plane position between at least one image pixel and a weight function,
where the weight function is determined based on information of the configuration of

the spatial pattern.

In some embodiments, deriving the surface geometry information and the surface
color information for a block of image sensor pixels comprises identifying the
position along the optical axis at which the corresponding correlation measure has a
maximum value. The position along the optical axis at which the corresponding
correlation measure has a maximum value may coincide with the position where a
2D image has been captured but it may even more likely be in between two

neighboring 2D images of the stack of 2D images.
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Determining the surface geometry information may then relate to calculating a
correlation measure of the spatially structured light signal provided by the pattern
with the variation of the pattern itself (which we term reference) for every location of
the focus plane and finding the location of an extremum of this stack of 2D images.
In some embodiments, the pattern is static. Such a static pattern can for example

be realized as a chrome-on-glass pattern.

One way to define the correlation measure mathematically with a discrete set of
measurements is as a dot product computed from a signal vector, I = (/1,...,In), with
n > 1 elements representing sensor signals and a reference vector, f= (f1,..., M), of

reference weights. The correlation measure A is then given by

A:f-lzzn:fili
i=1

The indices on the elements in the signal vector represent sensor signals that are
recorded at different pixels, typically in a block of pixels. The reference vector f can

be obtained in a calibration step.

By using knowledge of the optical system used in the scanner, it is possible to
transform the location of an extremum of the correlation measure, i.e., the focus
plane into depth data information, on a pixel block basis. All pixel blocks combined
thus provide an array of depth data. In other words, depth is along an optical path
that is known from the optical design and/or found from calibration, and each block
of pixels on the image sensor represents the end point of an optical path. Therefore,
depth along an optical path, for a bundle of paths, yields a surface geometry within

the field of view of the scanner, i.e. a sub-scan for the present view.

It can be advantageous to smooth and interpolate the series of correlation measure
values, such as to obtain a more robust and accurate determination of the location

of the maximum.

10
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In some embodiments, the generating a sub-scan comprises determining a
correlation measure function describing the variation of the correlation measure
along the optical axis for each block of image sensor pixels and identifying for the
position along the optical axis at which the correlation measure functions have their

maximum value for the block.

In some embodiments, the maximum correlation measure value is the highest
calculated correlation measure value for the block of image sensor pixels and/or the
highest maximum value of the correlation measure function for the block of image

sensor pixels.

For example, a polynomial can be fitted to the values of A for a pixel block over
several images on both sides of the recorded maximum, and a location of a
deducted maximum can be found from the maximum of the fitted polynomial, which
can be in between two images. The deducted maximum is subsequently used as
depth data information when deriving the surface geometry from the present view,

i.e. when deriving a sub-scan for the view.

In some embodiments, the data processing system is configured for determining a
color for a point on a generated sub-scan based on the surface color information of
the 2D image of the series in which the correlation measure has its maximum value
for the corresponding block of image sensor pixels. The color may e.g. be read as

the RGB values for pixels in said block of image sensor pixels.

In some embodiments, the data processing system is configured for deriving the
color for a point on a generated sub-scan based on the surface color informations of
the 2D images in the series in which the correlation measure has its maximum
value for the corresponding block of image sensor pixels and on at least one
additional 2D image, such as a neighboring 2D image from the series of captured
2D images. The surface color information is still derived from at least one of the 2D

images from which the surface geometry information is derived.

11
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In some embodiments, the data processing system is configured for interpolating
surface color information of at least two 2D images in a series when determining the
sub-scan color, such as an interpolation of surface color information of neighboring

2D images in a series.

In some embodiments, the data processing system is configured for computing a
smoothed color for a number of points of the sub-scan, where the computing
comprises an averaging of sub-scan colors of different points, such as a weighted

averaging of the colors of the surrounding points on the sub-scan.

Surface color information for a block of image sensor pixels is at least partially
derived from the same image from which surface geometry information is derived.
In case the location of the maximum of A is represented by a 2D image, then also
color is derived from that same image. In case the location of the maximum of A is
found by interpolation to be between two images, then at least one of those two
images should be used to derive color, or both images using interpolation for color
also. It is also possible to average color data from more than two images used in
the determination of the location of the maximum of the correlation measure, or to
average color from a subset or superset of multiple images used to derive surface
geometry. In any case, some image sensor pixels readings are used to derive both

surface color and surface geometry for at least a part of the scanned object.

Typically, there are three color filters, so the overall color is composed of three
contributions, such as red, green, and blue, or cyan, magenta, and yellow. Note that
color filters typically allow a range of wavelengths to pass, and there is typically
cross-talk between filters, such that, for example, some green light will contribute to

the intensity measured in pixels with red filters.

For an image sensor with a color filter array, a color component ¢; within a pixel

block can be obtained as

12
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where g;i = 1 if pixel / has a filter for color ¢, O otherwise. For an RGB filter array like
in a Bayer pattern, j is one of red, green, or blue. Further weighting of the individual
color components, i.e., color calibration, may be required to obtain natural color
data, typically as compensation for varying filter efficiency, illumination source
efficiency, and different fraction of color components in the filter pattern. The
calibration may also depend on focus plane location and/or position within the field
of view, as the mixing of the light source component colors may vary with those

factors.

In some embodiments, surface color information is obtained for every pixel in a pixel
block. In color image sensors with a color filter array or with other means to
separate colors such as diffractive means, depending on the color measured with a
particular pixel, an intensity value for that color is obtained. In other words, in this
case a particular pixel has a color value only for one color. Recently developed
color image sensors allow measurement of several colors in the same pixel, at
different depths in the substrate, so in that case, a particular pixel can yield intensity
values for several colors. In summary, it is possible to obtain a resolution of the
surface color data that is inherently higher than that of the surface geometry

information.

In the embodiments where the resolution of the derived color is higher than the
resolution of the surface geometry for the generated digital 3D representation of the
object, a pattern will be visible when at least approximately in focus, which
preferably is the case when color is derived. The image can be filtered such as to
visually remove the pattern, however at a loss of resolution. In fact, it can be
advantageous to be able to see the pattern for the user. For example in intraoral
scanning, it may be important to detect the position of a margin line, the rim or edge
of a preparation. The image of the pattern overlaid on the geometry of this edge is

sharper on a side that is seen approximately perpendicular, and more blurred on the

13
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side that is seen at an acute angle. Thus, a user, who in this example typically is a
dentist or dental technician, can use the difference in sharpness to more precisely
locate the position of the margin line than may be possible from examining the

surface geometry alone.

High spatial contrast of an in-focus pattern image on the object is desirable to obtain
a good signal to noise ratio of the correlation measure on the color image sensor.
Improved spatial contrast can be achieved by preferential imaging of the specular
surface reflection from the object on the color image sensor. Thus, some
embodiments comprise means for preferential/selective imaging of specularly
reflected light. This may be provided if the scanner further comprises means for
polarizing the probe light, for example by means of at least one polarizing beam

splitter.

In some embodiments, the polarizing optics is coated such as to optimize
preservation of the circular polarization of a part of the spectrum of the

multichromatic light source that is used for recording the surface geometry.

The scanner system may further comprise means for changing the polarization
state of the probe light and/or the light received from the object. This can be
provided by means of a retardation plate, preferably located in the optical path. In

some embodiments, the retardation plate is a quarter wave retardation plate.

Especially for intraoral applications where the scanned object e.g. is the patient’s
set or teeth, the scanner can have an elongated tip, with means for directing the
probe light and/or imaging an object. This may be provided by means of at least one
folding element. The folding element could be a light reflecting element such as a
mirror or a prism. The probe light then emerges from the scanner system along an

optical axis at least partly defined by the folding element.
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For a more in-depth description of the focus scanning technology, see
W02010145669.

In some embodiments, the data processing system is configured for determining the
color of a least one point of the generated digital 3D representation of the object,
such that the digital 3D representation expresses both geometry and color profile of
the object. Color may be determined for several points of the generated digital 3D
representation such that the color profile of the scanned part of the object is

expressed by the digital 3D representation.

In some embodiments determining the object color comprises computing a
weighted average of color values derived for corresponding points in overlapping
sub-scans at that point of the object surface. This weighted average can then be

used as the color of the point in the digital 3D representation of the object.

In some embodiments the data processing system is configured for detecting
saturated pixels in the captured 2D images and for mitigating or removing the error
in the derived surface color information or the sub-scan color caused by the pixel

saturation.

In some embodiments the error caused by the saturated pixel is mitigated or
removed by assigning a low weight to the surface color information of the saturated
pixel in the computing of the smoothed color of a sub-scan and/or by assigning a

low weight to the color of a sub-scan computed based on the saturated pixel.

In some embodiments, the data processing system is configured for comparing the
derived surface color information of sections of the captured 2D images and/or of
the generated sub-scans of the object with predetermined color ranges for teeth and
for oral tissue, and for suppressing the red component of the derived surface color
information or sub-scan color for sections where the color is not in one of the two

predetermined color ranges.
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The scanner system disclosed here comprises a multichromatic light source, for

example a white light source, for example a multi-die LED.

Light received from the scanned object, such as probe light returned from the object
surface or fluorescence generated by the probe light by exciting fluorescent parts of
the object, is recorded by the color image sensor. In some embodiments, the color
image sensor comprises a color filter array such that every pixel in the color image
sensor is a color-specific filter. The color filters are preferably arranged in a regular
pattern, for example where the color filters are arranged according to a Bayer color
filter pattern. The image data thus obtained are used to derive both surface
geometry and surface color for each block of pixels. For a focus scanner utilizing a
correlation measure, the surface geometry may be found from an extremum of the

correlation measure as described above.

In some embodiments, the surface geometry is derived from light in a first part of

the spectrum of the probe light provided by the multichromatic light source.

Preferably, the color filters are aligned with the image sensor pixels, preferably such

that each pixel has a color filter for a particular color only.

In some embodiments, the color filter array is such that its proportion of pixels with

color filters that match the first part of the spectrum is larger than 50%.

In some embodiments, the surface geometry information is derived from light in a
selected wavelength range of the spectrum provided by the multichromatic light
source. The light in the other wavelength ranges is hence not used to derive the
surface geometry information. This provides the advantage that chromatic
dispersion of optical elements in the optical system of the scanner system does not

influence the scanning of the object.
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It can be preferable to compute the surface geometry only from pixels with one or
two types of color filters. A single color requires no achromatic optics and is thus
provides for a scanner that is easier and cheaper to build. Furthermore, folding
elements can generally not preserve the polarization state for all colors equally well.
When only some color(s) is/are used to compute surface geometry, the reference
vector fwill contain zeros for the pixels with filters for the other color(s). Accordingly,
the total signal strength is generally reduced, but for large enough blocks of pixels, it
is generally still sufficient. Preferentially, the pixel color filters are adapted for little
cross-talk from one color to the other(s). Note that even in the embodiments
computing geometry from only a subset of pixels, color is preferably still computed

from all pixels.

In some embodiments, the color image sensor comprises a color filter array
comprising at least three types of colors filters, each allowing light in a known
wavelength range, W1, W2, and W3 respectively, to propagate through the color
filter.

In some embodiments, the color filter array is such that its proportion of pixels with
color filters that match the selected wavelength range of the spectrum is larger than
50%, such a wherein the proportion equals 32/36, 60/64 or 96/100.

In some embodiments, the selected wavelength range matches the W2 wavelength

range.

In some embodiments, the color filter array comprises a plurality of cells of 6x6 color
filters, where the color filters in positions (2,2) and (5,5) of each cell are of the W1
type, the color filters in positions (2,5) and (5,2) are of the W3 type. Here a W1 type
of filter is a color tilter that allows light in the known wavelength range W1 to
propagate through the color filter, and similar for W2 and W3 type of filters. In some
embodiments, the remaining 32 color filters in the 6x6 cell are of the W2 type.
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In a RGB color system, W1 may correspond to red light, W2 to green light, and W3
to blue light.

In some embodiments, the scanner is configured to derive the surface color with a

higher resolution than the surface geometry.

In some embodiments, the higher surface color resolution is achieved by
demosaicing, where color values for pixel blocks may be demosaiced to achieve an
apparently higher resolution of the color image than is present in the surface

geometry. The demosaicing may operate on pixel blocks or individual pixels.

In case a multi-die LED or another illumination source comprising physically or
optically separated light emitters is used, it is preferable to aim at a Kéhler type
illumination in the scanner, i.e. the illumination source is defocused at the object
plane in order to achieve uniform illumination and good color mixing for the entire
field of view. In case color mixing is not perfect and varies with focal plane location,

color calibration of the scanner will be advantageous.

In some embodiments, the pattern generating element is configured to provide that
the spatial pattern comprises alternating dark and bright regions arranged in a
checkerboard pattern. The probe light provided by the scanner system then
comprises a pattern consisting of dark sections and sections with light having the

same wavelength distribution as the multichromatic light source.

In order to obtain a digital 3D representation expressing both surface geometry and
color representation of an object, i.e. a colored digital 3D representation of said part
of the object surface, typically several sub-scans, i.e. partial representations of the
object, have to be combined, where each sub-scans presents one view of the
object. A sub-scan expressing a view from a given relative position preferably
records the geometry and color of the object surface as seen from that relative

position.
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For a focus scanner, a view corresponds to one pass of the focusing element(s), i.e.
for a focus scanner each sub-scan is the surface geometry and color derived from
the stack of 2D images recorded during the pass of the focus plane position

between its extremum positions.

The surface geometry found for various views can be combined by algorithms for
stitching and registration as widely known in the literature, or from known view
positions and orientations, for example when the scanner is mounted on axes with
encoders. Color can be interpolated and averaged by methods such as texture
weaving, or by simply averaging corresponding color components in multiple views
of the same location on the surface. Here, it can be advantageous to account for
differences in apparent color due to different angles of incidence and reflection,
which is possible because the surface geometry is also known. Texture weaving is
described by e.g. Callieri M, Cignoni P, Scopigno R. “Reconstructing textured
meshes from multiple range rgb maps”. VMV 2002, Erlangen, Nov 20-22, 2002.

In some embodiments, the scanner and/or the scanner system is configured for
generating a sub-scan of the object surface based on the obtained surface color

and surface geometry.

In some embodiments, the scanner and/or the scanner system is configured for
combining sub-scans of the object surface obtained from different relative positions
to generate a digital 3D representation expressing the surface geometry and color

of at least part of the object.

In some embodiments, the combination of sub-scans of the object to obtain the
digital 3D representation expressing surface geometry and color comprises
computing the color in each surface point as a weighted average of corresponding
points in all overlapping sub-scans at that surface point. The weight of each sub-

scan in the sum may be determined by several factors, such as the presence of
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saturated pixel values or the orientation of the object surface with respect to the

scanner when the sub-scan is recorded.

Such a weighted average is advantageous in cases where some scanner positions
and orientations relative to the object will give a better estimate of the actual color
than other positions and orientations. If the illumination of the object surface is
uneven this can to some degree also be compensated for by weighting the best
illuminated parts higher.

In some embodiments, the data processing system of the scanner system
comprises an image processor configured for performing a post-processing of the
surface geometry, the surface color readings, or the derived sub-scan or the digital
3D representation of the object. The scanner system may be configured for
performing the combination of the sub-scans using e.g. computer implemented

algorithms executed by the image processor.

The scanner system may be configured for performing the combination of the sub-
scans using e.g. computer implemented algorithms executed by the data
processing system as part of the post-processing of the surface geometry, surface
color, sub-scan and/or the digital 3D representation, i.e. the post-processing
comprises computing the color in each surface point as a weighted average of

corresponding points in all overlapping sub-scans at that surface point.

Saturated pixel values should preferably have a low weight to reduce the effect of
highlights on the recording of the surface color. The color for a given part of the
surface should preferably be determined primarily from 2D images where the color
can be determined precisely which is not the case when the pixel values are

saturated.

In some embodiments, the scanner and/or scanner system is configured for

detecting saturated pixels in the captured 2D images and for mitigating or removing
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the error in the obtained color caused by the pixel saturation. The error caused by
the saturated pixel may be mitigated or removed by assigning a low weight to the

saturated pixel in the weighted average.

Specularly reflected light has the color of the light source rather than the color of the
object surface. If the object surface is not a pure white reflector then specular
reflections can hence be identified as the areas where the pixel color closely
matches the light source color. When obtaining the surface color it is therefore
advantageous to assign a low weight to pixels or pixel groups whose color values
closely match the color of the multichromatic light source in order to compensate for

such specular reflections.

Specular reflections may also be a problem when intra orally scanning a patient’s
set of teeth since teeth rarely are completely white. It may hence be advantageous
to assume that for pixels where the readings from the color images sensor indicate
that the surface of the object is a pure white reflector, the light recorded by this pixel
group is caused by a specular reflection from the teeth or the soft tissue in the oral
cavity and accordingly assign a low weight to these pixels to compensate for the

specular reflections.

In some embodiments, the compensation for specular reflections from the object
surface is based on information derived from a calibration of the scanner in which a
calibration object e.g. in the form of a pure white reflector is scanned. The color
image sensor readings then depend on the spectrum of the multichromatic light
source and on the wavelength dependence of the scanner’s optical system caused
by e.g. a wavelength dependent reflectance of mirrors in the optical system. If the
optical system guides light equally well for all wavelengths of the multichromatic
light source, the color image sensor will record the color (also referred to as the
spectrum) of the multichromatic light source when the pure white reflector is

scanned.
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In some embodiments, compensating for the specular reflections from the surface is
based on information derived from a calculation based on the wavelength
dependence of the scanner’s optical system, the spectrum of the multichromatic
light source and a wavelength dependent sensitivity of the color image sensor. In
some embodiments, the scanner comprises means for optically suppressing
specularly reflected light to achieve better color measurement. This may be
provided if the scanner further comprises means for polarizing the probe light, for

example by means of at least one polarizing beam splitter.

When scanning inside an oral cavity there may be red ambient light caused by
probe light illumination of surrounding tissue, such as the gingiva, palette, tongue or
buccal tissue. In some embodiments, the scanner and/or scanner system is hence

configured for suppressing the red component in the recorded 2D images.

In some embodiments, the scanner and/or scanner system is configured for
comparing the color of sections of the captured 2D images and/or of the sub-scans
of the object with predetermined color ranges for teeth and for oral tissue,
respectively, and for suppressing the red component of the recorded color for
sections where the color is not in either one of the two predetermined color ranges.
The teeth may e.g. be assumed to be primarily white with one ratio between the
intensity of the different components of the recorded image, e.g. with one ratio
between the intensity of the red component and the intensity of the blue and/or
green components in a RGB configuration, while oral tissue is primarily reddish with
another ratio between the intensity of the components. When a color recorded for a
region of the oral cavity shows a ratio which differs from both the predetermined
ratio for teeth and the predetermined ratio for tissue, this region is identified as a
tooth region illuminated by red ambient light and the red component of the recorded
image is suppressed relative to the other components, either by reducing the
recorded intensity of the red signal or by increasing the recorded intensities of the

other components in the image.
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In some embodiments, the color of points with a surface normal directly towards the
scanner are weighted higher than the color of points where the surface normal is
not directed towards the scanner. This has the advantage that points with a surface
normal directly towards the scanner will to a higher degree be illuminated by the

white light from the scanner and not by the ambient light.

In some embodiments, the color of points with a surface normal directly towards the

scanner are weighted lower if associated with specular reflections.

In some embodiments the scanner is configured for simultaneously compensating
for different effects, such as compensating for saturated pixels and/or for specular
reflections and/or for orientation of the surface normal. This may be done by
generally raising the weight for a selection of pixels or pixel groups of a 2D image
and by reducing the weight for a fraction of the pixels or pixel groups of said

selection.

In some embodiments, the method comprises a processing of recorded 2D images,
a sub-scan or the generated 3D representations of the part of the object, where said
processing comprises
- compensating for pixel saturation by omitting or reducing the weight of
saturated pixels when deriving the surface color, and/or
- compensating for specular reflections when deriving the surface color by
omitting or reducing the weight of pixels whose color values closely
matches the light source color, and/or
- compensating for red ambient light by comparing surface color
information of the 2D images with predetermined color ranges, and
suppressing the red component of the recorded color if this is not within a

predetermined color range.

Disclosed is a method of using the disclosed scanner system to display color

texture on the generated digital 3D representation of the object. It is advantageous
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to display the color data as a texture on the digital 3D representation, for example
on a computer screen. The combination of color and geometry is a more powerful
conveyor of information than either type of data alone. For example, dentists can
more easily differentiate between different types of tissue. In the rendering of the
surface geometry, appropriate shading can help convey the surface geometry on
the texture, for example with artificial shadows revealing sharp edges better than

texture alone could do.

When the multichromatic light source is a multi-die LED or similar, the scanner
system can also be used to detect fluorescence. Disclosed is a method of using the

disclosed scanner system to display fluorescence on surface geometry.

In some embodiments, the scanner is configured for exciting fluorescence on said
object by illuminating it with only a subset of the LED dies in the multi-die LED, and
where said fluorescence is recorded by only or preferentially reading out only those
pixels in the color image sensor that have color filters at least approximately
matching the color of the fluoresced light, i.e. measuring intensity only in pixels of
the image sensors that have filters for longer-wavelength light. In other words, the
scanner is capable of selectively activating only a subset of the LED dies in the
multi-die LED and of only recording or preferentially reading out only those pixels in
the color image sensor that have color filters at a higher wavelength than that of the
subset of the LED dies, such that light emitted from the subset of LED dies can
excite fluorescent materials in the object and the scanner can record the
fluorescence emitted from these fluorescent materials. The subset of the dies
preferably comprises one or more LED dies which emits light within the excitation
spectrum of the fluorescent materials in the object, such as an ultraviolet, a blue, a
green, a yellow or a red LED die. Such fluorescence measurement yields a 2D data
array much like the 2D color image, however unlike the 2D image it cannot be taken
concurrently with the surface geometry. For a slow-moving scanner, and/or with

appropriate interpolation, the fluorescence image can still be overlaid the surface
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geometry. It is advantageous to display fluorescence on teeth because it can help

detect caries and plaque.

In some embodiments, the data processing system comprises a microprocessor
unit configured for extracting the surface geometry information from 2D images
obtained by the color image sensor and for determining the surface color from the

same images.

The data processing system may comprise units distributed in different parts of the
scanner system. For a scanner system comprising a handheld part connected to a
stationary unit, the data processing system may for example comprise one unit
integrated in the handheld part and another unit integrated in the stationary unit.
This can be advantageous when a data connection for transferring data from the
handheld unit to the stationary unit has a bandwidth which cannot handle the data
stream from the color image sensor. A preliminary data processing in the handheld
unit can then reduce the amount of data which must be transferred via the data

connection.

In some embodiments, the data processing system comprises a computer readable
medium on which is stored computer implemented algorithms for performing said

post-processing.

In some embodiments, a part of the data processing system is integrated in a cart

or a personal computer.

Disclosed is a method of using the disclosed scanner system to average color
and/or surface geometry from several views, where each view represents a

substantially fixed relative orientation of scanner and object.

Disclosed is a method using the disclosed scanner system to combine color and/or

surface geometry from several views, where each view represents a substantially
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fixed relative orientation of scanner and object, such as to achieve a more complete

coverage of the object than would be possible in a single view.

Disclosed is a scanner for obtaining surface geometry and surface color of an
object, the scanner comprising:
- a multichromatic light source configured for providing a probe light, and
- acolor image sensor comprising an array of image sensor pixels for
recording one or more 2D images of light received from said object,
where at least for a block of said image sensor pixels, both surface color and
surface geometry of a part of the object are derived at least partly from one 2D

image recorded by said color image sensor

Disclosed is a scanner system for recording surface geometry and surface color of
an object, the scanner system comprising:
- a multichromatic light source configured for providing a multichromatic
probe light, and
- acolor image sensor comprising an array of image sensor pixels for
capturing one or more 2D images of light received from said object,
where at least for a block of said image sensor pixels, both surface color information
and surface geometry information of a part of the object are derived at least partly

from one 2D image captured by said color image sensor.

Disclosed is a scanner system for recording surface geometry and surface color of
an object, the scanner system comprising:
- amultichromatic light source configured for providing a probe light,
- acolor image sensor comprising an array of image sensor pixels, and
- an optical system configured for guiding light received from the object to
the color image sensor such that 2D images of said object can be captured
by said color image sensor;
wherein the scanner system is configured for capturing a number of said 2D images

of a part of the object and for deriving both surface color information and surface
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geometry information of the part of the object from at least one of said captured 2D

images at least for a block of said color image sensor pixels, such that the surface

color information and the surface geometry information are obtained concurrently by

the scanner.

Disclosed is a scanner system for recording surface geometry and surface color of

an object, the scanner system comprising:

a multichromatic light source configured for providing a probe light;

a color image sensor comprising an array of image sensor pixels, where
the image sensor is arranged to capture 2D images of light received from
the object; and

an image processor configured for deriving both surface color information
and surface geometry information of at least a part of the object from at

least one of said 2D images captured by the color image sensor.

Disclosed is a scanner system for recording surface geometry and surface color of

an object, said scanner system comprising

a scanner system according to any of the embodiments, where the
scanner system is configured for deriving surface color and surface
geometry of the object, and optionally for generating a sub-scan or a
digital 3D representation of the part of the object; and

a data processing unit configured for post-processing surface geometry
and/or surface color readings from the color image sensor, or for post-

processing the generated sub-scan or digital 3D representation.

Disclosed is a method of recording surface geometry and surface color of an object,

the method comprising:

providing a scanner or scanner system according to any of the
embodiments;
illuminating the surface of said object with probe light from said

multichromatic light source,
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- recording one or more 2D images of said object using said color image
sensor; and

- deriving both surface color and surface geometry of a part of the object
from at least some of said recorded 2D images at least for a block of said
image sensor pixels, such that the surface color and surface geometry

are obtained concurrently by the scanner.

Brief description of drawings

Fig. 1 shows a handheld embodiment of a scanner system.

Figs. 2A-2B shows prior art pattern generating means and associated reference
weights.

Figs. 3A-3B shows a pattern generating means and associated reference weights.
Fig. 4 shows a color filter array.

Fig. 5 shows a flow chart of a method.

Figs. BA-6C illustrates how surface geometry information and surface geometry

information can be derived

Fig. 1 shows a handheld part of a scanner system with components inside a
housing 100. The scanner comprises a tip which can be entered into a cavity, a
multichromatic light source in the form of a multi-die LED 101, pattern generating
element 130 for incorporating a spatial pattern in the probe light, a beam splitter
140, color image sensor 180 including an image sensor 181, electronics and
potentially other elements, an optical system typically comprising at least one lens,
and the image sensor. The light from the light source 101 travels back and forth
through the optical system 150. During this passage the optical system images the
pattern 130 onto the object being scanned 200 which here is a patient’s set of teeth,

and further images the object being scanned onto the image sensor 181.
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The image sensor 181 has a color filter array 1000. Although drawn as a separate
entity, the color filter array is typically integrated with the image sensor, with a

single-color filter for every pixel.

The lens system includes a focusing element 151 which can be adjusted to shift the
focal imaging plane of the pattern on the probed object 200. In the example
embodiment, a single lens element is shifted physically back and forth along the

optical axis.

As a whole, the optical system provides an imaging of the pattern onto the object

being probed and from the object being probed to the camera.

The device may include polarization optics 160. Polarization optics can be used to
selectively image specular reflections and block out undesired diffuse signal from
sub-surface scattering inside the scanned object. The beam splitter 140 may also
have polarization filtering properties. It can be advantageous for optical elements to

be anti-reflection coated.

The device may include folding optics, a mirror 170, which directs the light out of the
device in a direction different to the optical path of the lens system, e.g. in a

direction perpendicular to the optical path of the lens system.

There may be additional optical elements in the scanner, for example one or more

condenser lens in front of the light source 101.

In the example embodiment, the LED 101 is a multi-die LED with two green, one
red, and one blue die. Only the green portion of the light is used for obtaining the
surface geometry. Accordingly, the mirror 170 is coated such as to optimize
preservation of the circular polarization of the green light, and not that of the other
colors. Note that during scanning all dies within the LED are active, i.e., emitting

light, so the scanner emits apparently white light onto the scanned object 200. The
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LED may emit light at the different colors with different intensities such that e.g. one
color is more intense than the other colors. This may be desired in order to reduce
cross-talk between the readings of the different color signals in the color image
sensor. In case that the intensity of e.g. the red and blue diodes in a RGB system is
reduced, the apparently white light emitted by the light source will appear greenish-

white.

The scanner system further comprises a data processing system configured for
deriving both surface geometry information and surface color information for a block
of pixels of the color image sensor 180 at least partly from one 2D image recorded
by said color image sensor 180. At least part of the data processing system may be
arranged in the illustrated handheld part of the scanner system. A part may also be
arranged in an additional part of the scanner system, such as a cart connected to
the handheld part.

Figures 2A-2B show an section of a prior art pattern generating element 130 that is
applied as a static pattern in a spatial correlation embodiment of W02010145669,
as imaged on a monochromatic image sensor 180. The pattern can be a chrome-
on-glass pattern. The section shows only a portion of the pattern is shown, namely
one period. This period is represented by a pixel block of 6 by 6 image pixels, and 2
by 2 pattern fields. The fields drawn in gray in Fig. 2A are in actuality black because
the pattern mask is opaque for these fields; gray was only chosen for visibility and
thus clarity of the Figure. Fig. 2B illustrates the reference weights f for computing

the spatial correlation measure A for the pixel block, where n = 6 x 6 = 36, such that

n
A= Z fil;
o1

where | are the intensity values measured in the 36 pixels in the pixel block for a
given image. Note that perfect alignment between image sensor pixels and pattern
fields is not required, but gives the best signal for the surface geometry

measurement.
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Figs. 3A-3B shows the extension of the principle in Figs. 2A-2B to color scanning.
The pattern is the same as in Figs. 2A-2B and so is the image sensor geometry.
However, the image sensor is a color image sensor with a Bayer color filter array. In
Fig. 3A, pixels marked “B” have a blue color filter, while “G” indicates green and “R”
red pixel filters, respectively. Fig. 3B shows the corresponding reference weights f.
Note that only green pixels have a non-zero value. This is so because only the
green fraction of the spectrum is used for recording the surface geometry

information.

For the pattern/color filter combination of Figs. 3A-3B, a color component ¢; within a

n
¢ = Z 9jili
i1

where g;; = 1 if pixel i has a filter for color ¢;, O otherwise. For an RGB color filter

pixel block can be obtained as

array like in the Bayer pattern, j is one of red, green, or blue. Further weighting of
the individual color components, i.e., color calibration, may be required to obtain
natural color data, typically as compensation for varying filter efficiency, illumination
source efficiency, and different fraction of color components in the filter pattern. The
calibration may also depend on focus plane location and/or position within the field

of view, as the mixing of the LED’s component colors may vary with those factors.

Figure 4 shows an inventive color filter array with a higher fraction of green pixels

than in the Bayer pattern. The color filter array comprises a plurality of cells of 6x6
color filters, with blue color filters in positions (2,2) and (5,5) of each cell, red color
filters in positions (2,5) and (5,2), a and green color filters in all remaining positions

of the cell.

Assuming that only the green portion of the illumination is used to obtain the surface
geometry information, the filter of Figure 4 will potentially provide a better quality of
the obtained surface geometry than a Bayer pattern filter, at the expense of poorer

color representation. The poorer color representation will however in many cases
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still be sufficient while the improved quality of the obtained surface geometry often

is very advantageous.

Fig. 5 illustrates a flow chart 541 of a method of recording surface geometry and

surface color of an object.

In step 542 a scanner system according to any of the previous claims is obtained.

In step 543 the object is illuminated with multichromatic probe light. In a focus
scanning system utilizing a correlation measure or correlation measure function, a
checkerboard pattern may be imposed on the probe light such that information
relating to the pattern can be used for determining surface geometry information

from captured 2D images.

In step 544 a series of 2D images of said object is captured using said color image
sensor. The 2D images can be processed immediately or stored for later processing

in a memory unit.

In step 545 both surface geometry information and surface color information are
derived for a block of image sensor pixels at least partly from one captured 2D
image. The information can e.g. be derived using the correlation measure approach
as descried herein. The derived informations are combined to generate a sub-scan
of the object in step 546, where the sub-scan comprises data expressing the

geometry and color of the object as seen from one view.
In step 547 a digital 3D representation expressing both color and geometry of the
object is generated by combining several sub-scans. This may be done using

known algorithms for sub-scan alignment such as algorithms for stitching and

registration as widely known in the literature.
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Figs. 6A-6C illustrates how surface geometry information and surface geometry
information can be derived at least from one 2D image for a block of image sensor

pixels.

The correlation measure is determined for all active image sensor pixel groups on
the color image sensor for every focus plane position, i.e. for every 2D image of the
stack. Starting by analyzing the 2D images from one end of the stack, the
correlation measures for all active image sensor pixel groups is determined and the
calculated values are stored. Progressing through the stack the correlation
measures for each pixel group are determined and stored together with the
previously stored values, i.e. the values for the previously analyzed 2D images.

A correlation measure function describing the variation of the correlation measure
along the optical axis is then determined for each pixel group by smoothing and
interpolating the determined correlation measure values. For example, a polynomial
can be fitted to the values of for a pixel block over several images on both sides of
the recorded maximum, and a location of a deducted maximum can be found from
the maximum of the fitted polynomial, which can be in between two images.

The surface color information for the pixel group is derived from one or more of the
2D images from which the position of the correlation measure maximum was
determined i.e. surface geometry information and surface color information from a
group of pixels of the color image sensor are derived from the same 2D images of

the stack.

The surface color information can be derived from one 2D image. The maximum
value of the correlation measure for each group of pixels is monitored along the
analysis of the 2D images such that when a 2D image has been analyzed the
values for the correlation measure for the different pixels groups can be compared
with the currently highest value for the previously analyzed 2D images. If the
correlation measure is a new maximum value for that pixel group at least the portion
of the 2D image corresponding to this pixel group is saved. Next time a higher

correlation value is found for that pixel group the portion of this 2D image is saved
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overwriting the previously stored image/sub-image. Thereby when all 2D images of
the stack have been analyzed, the surface geometry information of the 2D images
is translated into a series of correlation measure values for each pixel group where

a maximum value is recorded for each block of image sensor pixels.

Fig. 6A illustrated a portion 661 of a stack of 2D images acquired using a focus
scanning system, where each 2D image is acquired at a different focal plane
position. In each 2D image 662 a portion 663 corresponding to a block of image
sensor pixels are indicated. The block corresponding to a set of coordinates (x;,yi).
The focus scanning system is configured for determining a correlation measure for
each block of image sensor pixels and for each 2D image in the stack. In Fig. 6B is
illustrated the determined correlation measures 664 (here indicated by an “x”) for
the block 663. Based on the determined correlation measures 664 a correlation
measure function 665 is calculated, here as a polynomial, and a maximum value for
the correlation measure function is found a position z;. The z-value for which the
fitted polynomial has a maximum (z;) is identified as a point of the object surface.
The surface geometry information derived for this block can then be presented in
the form of the coordinates (xi,yi,zi), and by combining the surface geometry
information for several block of the images sensor, the a sub-scan expressing the

geometry of part of the object can be created.

In Fig. 6C is illustrated a procedure for deriving the surface color geometry from two
2D images for each block of image sensor pixels. Two 2D images are stored using
the procedure described above and their RGB values for the pixel block are
determined. In Fig. 6C the R-values 666 are displayed. An averaged R-value 667
(as well as averaged G- and B-values) at the z; position can then be determined by
interpolation and used as surface color information for this block. This surface color
information is evidently derived from the same 2D image that the geometry

information at least in part was derived from.
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{S4)}ELECTRONIC ENDOSCOPE SYSTEM

{57)Abstract

PROBLEM TO 8E SCLVED: To dispiay a part to be saturated in a surely saturated state refating
to video images imaged by a low pixel CCD.

SCLUTION: The elecironic endoscope system comprises: an electronic endescepe having an
ng device capable of ima jumen in colors; a luminance detection means for
detecting the values of the luminance signals of the respective pixets of the imaging device; a
saturation determination means for determining whether or not the pixel is s ated on the
basis of the detected value of the luminance signal; and a color signai attenuation mearns for
attenuating coler signals cerresponding te the pixel determined as being saturated.

https//wwwi9.j-platpat.inpit. go jp/PAl/cgi-bin/PATTKDLINK ?key _code=TKD&number=2007117152...
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1 iated by computer. So the translation may not
reflect the oviginal precisely.

2.x>** shows the ward which can not be transiated.

3.In the drawings, any words are not translated.

is document has been tra

CLAIMS
[Claim(s)}
[Ciaim 1]
An electronic endoscope with an image sensor which can be imaged in color for & lumen,
A himinance detection means which detects a value of a luminance signal of each pixel of the
aforementioned ge sensor,
A saturation deciding means to judge whether the pixel is saturated based on a vaiue of a
detected luminance signal,
An electronic endoscope system provided wi colar signal attenuating means which
attenuates a color signat with which it corresponded to a pixel judged that it is saturated.
[Ciairn 2]
The electronic endoscope system according to claim 1 when the aforementioned saturation
g means is [ a vaite of a detected luminance signal | more than a value which shows a
e level, wherein it judges with the pixel being saturated.

3]

Input timing of 2 color signal input into the afcremerntioned coler signal attenuating means via
the sforernentioned signal processing means, Clairm L or an electronic endescope system
described in any of Claim 2 further having an input timing synchronous means which
synchronizes inpist timing of a signal with which it corresponded to the color signal input into
the afcrementioned coicr signal attenuating means via the afcrementioned luminance detection
means and the aforementioned saturation deciding means.

[Chaim 4]

aim 3, wherein the aforemer
timing synchrenoius means is a delay circuit which carries cut the specitied time lag of the coicr
signal which goes via the aforementioned signal processing means.

ronic end

cope system according to
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3P0 and INPIT are not responsible for any

damages causaed by the use of this fransiation.

L.This document has been transiated by computer. So the translation may not
reflect the oviginal precisely.

2.x>** shows the ward which can not be transiated.

3.In the drawings, any words are not translated.

DETALLED DESCRIPTION

[Getailed Description of the Invention}

[Field of the Invention]

[0001]

This inventicn relates to the electronic endoscope systern provided with the electronic
endoscope which mounted low pixel CCD on that point.

[Background odthe Invention]

(0002}

The electronic endoscope system provided with the electronic endoscope whi
point with the image senser, and the processor wi
irmage sensor, and it outputs to a monitor is known widely, and practical use is presented with
it.

[0C03]

An electronic endoscope is rted intc & patient's lurmen and used. In order to make pressure
of the lumen by an electionic endoscope reduce and to make the burden to & patient ease,
making an efectronic endoscope narrow-diameter-ize as much as possible is deranded
constantly. Adopting low pixel CCD {Charge Coupled Devices) as the image sensor which should
be installed, for exampie at a tip as one of the methods for making an electronic endescepe
narrow-diameter-ize is mentionad, As compared with high pixel CCD, the size (ares of a ligh
receiving surface) of low pixel CCD (for example, referred to as CID of 300,000 pixeis or less)
is small. For this reason, it can become a facter which makes an electronic endoscope narrow-
diamneter-ize. For example, the clectrenic endoscope which mounted fow pixel CCD s described
in the foilowing Patent document 1.

[0004]

The el cope system is equipped with the light source for Hluminating the lumen
which is an pbserving object. Here, the portion applied strongly has the dramatically bright
ination light from a t source. Therefore, there is dramatically mich reflected light
quantity from the porticn, and the output voitage of the pixel (phote detector arranged on the
ving surface of CCDY) which carried out light reception of this may be saturated. For
essen, the portion in which the illumination iight light source is put strongly ison a
, and may be displayed white.

[Patent document 1] 3P 2002 - 112958A

[Description of the Invention]

[Problern to be solved by the invention]

[0005]

As compared with high pixel CCD, an obtained image is rude and low pixel CCO has a

cuous noise. For this reason, i the drive contral system of low pixel CCD, makir
oreset vaiue of a gain low and m G 8 noise not conspicuous is generally performed.
[0006]

Low pixel CCD has a smail output (signal ampiitude), However, since a gain cannot be highly
set up for the Reason mentioned above, the saturation ievei of a pixel must be set up by few
marging o maximum signai amgiitude. Even i it is if it is original, when it i desirable to use
the half of maximum sig
saturation level actually. Howev 55 a trade-off to having decreased the margin te maximum
signal amplitude and having secured the output level, when the image of a fimen was imaged
using the electronic endoscope which mounted such low pixel CCD, The above-mentioned
portion (portion in which the iluminatior light is put strongly) which cannot absorb sen:
ritially rnay be displayed on a menitor by
*#Rr* That is, the portion whic
urated but an unnecessary irregular color may te displayed.

h equipped the
processes the signal outputted from the

ronic end

ersion of a pixei but should be displayed whi

, bluenes: ould be

or yellowish tinge credit, and **

ated is not sa
(06071
Then, the present invention makes it problern to provide the electronic endoscope system

which can be displayed where the portion which shouid be saturated is refiably saturated in
fight of the abaove-menticned clrcumstances about the image imaged by low pixel CCD.

|Means for soiving problem]
(o008}

he present invention which solves the above-mentioned problem is characterized by an
electronic endoscope systern ceoncerning one meode comprising the fellowing.
An electronic endoscape with an image sensor which can be imaged in coler for a lumen.
A luminance detection detects 2 value of a lumina signal
image sensar.
A saturation deciding means to judge whether the pixel is saturated based on a vaiue of a
detected luminance signal.
A color signal attenuating means which attenuates a color signatl with which it corresponded to
a pixel judged that it is saturated.

eans whi

of each pixel of an

[0009]
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Tre saturation deciding means can judge with the pixal being saturated, when the value of the
detected luminance signal is mere than the value which shows a white level,
[0010]

The signal processing means by which the above-mentioned electronic endoscope syster
performs predetermined precessing te the output signal of each pixel, The input ng of the

coior signal input into a coler signal attenuating meais via a signal proces:
further have an input Uming synchronous mes
signat with whi corresponded to the color
via a luminance detection means an
{0011}

An input timing synchronous means may be a delay circuit which carries out the specified time
iag of the color signal which goes via a signal processing means,

[Effect of the Invention]

(06123

If the electronic endoscope systems of the present invention is adopted, the portion which
should be saturated can be displayed in the state where you made it saturated reliably, about
the image imaged by low pixel CCD.

[Best Mode of Carrying Out the Invention]

(0013}

Hereinafter, with reference to Drawings, it describes about compesit
the electrenic endoscope systern of this embodiment,

(0014}

Fig.1 is the figure showing roughly the appearance of the electronic endoscope systern 19 of an
embodiment of the invention. Fig.2 is a block diagram showing the comiposition of the
electrenic endoscope system 10 of an embodiment of the invertion. The electronic endescore
system 1.0 of this embodiment is a system for cbserving and diagnosing a patient's lumen, and
hag the electronic endoscope 100, the processor 200, and the monitor 300,

[0015]

The connector unit 110 is provided by the end piece of the electronic endoscope 10C of this
embodiment. T it 110 has two pir plugs. The processor side connector arza 210
is provided by the front surface of the processor 200, The processor side connector area 210
hiae two Jacks. It is for the pin plug jack of each set performing optical connection and an
electrical link, 1 y. Therefore, by connecting the connector unit 110 and the processor
tor area 210, the electronic endoscope 10C and the processeor 200 are optically and

g means, & may
which synchronizes the input timing of the
ignal input into 3 celor signal attenuating means
& saturation deciding means.

n and a working effzct of

‘e connector

side connec

or unit 110, The universal
part 130,

of the universal cord 120 has combined with the conn
cord 120 has flexibility ana the end has already cembined it with the oper:
(0617}

he operati

art 130 s an input interface for m or operate the electronic
endoscope 100, For example, an chservation ares can be made to be able te change, or a
washing liguid can be made to inject in a lumen by operating the operating part. 130. The end
of the inserting part fiexible tube 140 has combined with the operating part 130,
[0018]

he inserting part flexible tube 140 is a pipe inserted in a patient's lumen, and has flexibility.
The paint 159 is provided at the tip. If the inserting part flexible tube 140 near point 150 roct is
bent by operation of the operating part 130, the angie of the peint 150 will change and an
observation area will aiso be changed in connection with it.
(0619}

he point 150 is formed for the hard material (for example, resin), and each element needed
for imaging processing is provided, The above-mentioned elements in this embodiment are the
fight-distribution lens 152, the object lens 154, and CCD156, The light-distribution lens 152 and
the object lens 154 are lenses with which the point 150 was installed in frent, CCD156 is colar
CCD of the low pixel (a pixel number is 300,000 or less) of for exampie, the Bayer system. The
many pixel (photo detector) is arranged by matrix form in the light receiving surface, The ontip
color filter is mounted on the light-recelving presence surface. Which color chip of R (Red), G
{Green}, and B {Blue} corresponds to each pixel, and a color filter is arranged by matrix form.
CCD156 used here is not limited to what mounted the primary colors filier, for exampie, may
rmount a complementary color filter,
[0620]
Along with the longitudinal direction, the light guide 160 is installed in electronic endoscope 100
inside. The light guide 160 is an optical fiber, the end is arranged near the pin plig for
performing optical connection {connector unit 11C inside), and the er already arranged at
about 152 light-distitbution lens, The CCD drive control circuit 170 for canrying out drive
controlling of CCD156 and the amplifier 172 which amplifies a CCD signal {after-menticned)
with a predetermined ampiification factcr are mounted in connector unit 110 inside.
[oc21]
The processor 200 has the system control unit 220 which controis the whole eguipment in
generalization. Processing by each compenent is performed under control of the systemn control
20, It has the lamp 230, the lamp control circuit 232, and the condenser 234 as
equipment.
(0022}
The lar

ing an opere

u

P 230 is a i ource of the white light for irradiating the ihside of a lumen. A meta!
halide famp, a xenon lamp and s helogen lamp, etc. are assumed by the famp 230, The tamp
230 emits white light by contral of the lamp control ciccuit 232, The synchrotron radiatien fram
the lamp 230 is condensed by the condenser 234 installed abead of the lamp 230, The
condensed fight enters inte electronic endoscope 100 inside (correctly core of the fight guide
160) vim the processor side connector area 210,
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[0023]

The light which entered into the light guide 160 is transmitted, and emits the inside from the
end on the point 150 side. After outgoing radiation, it emanates outside vis the light-
distribution ens 152, and a fumen is illuminated. Thereby, the inside of the fumen which light
does not reach is iluminated brightly.

[oc2:
It is reflected in a lumen and the illumination fight emitted from the light-distribution lens 152
enters inte the object lens 154, Here, CCD156 is arranged so that the light receiving surface
may turn into an image formation face of the object lens 154 with homotopic subst: iRy,
Therefore, the light which entered into the object lens 154 is imaged by the power of the object
lens 154 as an optical image of a lumen on the light receiving surface of CCD156. CCDL5E
drives by control of the CCD drive control circult 170, sccumulates the optical image imaged in
each pixel as an electric charge according to the light volume, and converts it to a CCD signal.
The converted CCD signat is outputted by control of the CCD drive contrel circuit 170 from
CCD156 to predeterminen timing. After an output, it is amplified with a predetermined
amplification factor with the amplifier 172, and is cutputted to the processor 200. The CCD
signal of each pixel is outputted to the processor 200 in the given ard
[0025]

It describes about the amipiification factor of the amplifier 172. The ampiification factor of the
ampfifier 172 is set up tc make the level with which an image with high repreducibility is
acquired amplify a CCD signal. Here, the saturaticn region used as the linear zone which will be
in a linear state, and saturation exists in the relsticn of the incident light quantity and the
output voltage value in a pixel. [n order te display an image with high reproducibility, i is
desirab ident i antity and an output voitage vaiue to use the £CD signalin 2
linzar zene {when it puts in ancther way, it is desirable not to use the CCD signal in a
saturation region). The pressure value to which it corresponded to the boundary of the above-
mentioned linear zone and the above-mentioned saturation region is described as a "output

2r.

ie for in

saturation voltage value."
(0026}
The

saturation voltage value in each pixel originates in dispersion in the sensitivity
charach - for every pixel, and differ, respectively, A sensitivity characteristic here, it is
expressed with the ratio of an autput voltage value to incident light quantity. If the
ampfification factor of the amplifier 172 is set up in accordance with 2 pixel with the lowest
output saturation voitage vaiue, in all the pixels, the cutput voltage value of a CCD signal will
be settled in a linear zone. The ampiification factor of the amplifier 172 is set as the value
which the upper limit {white level) of a prescribed range is made to make the
saturation voltage value, When an output veltage value is upper limit of  prescribed range, the
pertion is displayed white on the menitor 300, When an output voltage value is a lower limit
{blzck level) of a prescribed range, the portion is displayed black on the monitor 300.

[0027}

Next, it describes about signal processing performed by the processor 200. as the means in
connection with processing of a CCD signal in the processer 200 -- the insulation circuit 240,
the CCD signal processing circuit 242, the saturation levei detection circuit 244, the attenuator

cwest output

control circuit 246, the delay circult 248, the video signal processing circuit 256, and the
attenuator cire -- and, [t has the output circuit 254.
(00238}

The CCD signal of each pixel outputted from the electronic endoscepe 160 Is input inte the CCD
signal processing circuit 242 via the processor side connector area 210 and the insulation circuit
240, The insuiatic: uit 24¢ is insulating the elzctronic endoscope 100 and the processcr 260
electricaily by converting tempaorasily the signal which transmits between the electronic
endoscope 100 and the processors 200 to ancther medium (here fight}, for example by &
photocoupler etc.
[0029]
The CCD signal processing cireuit 242 performs well-known signal processing, operates the CCD
signal of each pixel input sequentially one by one, and generates the signal (it is hercafter
described as a “color component signal”) about a color component (any of R component, G
component, and B component are they?), and a luminance signal. The set of the color
cormpoenent signal generated in the CCD signal processin it 242 and the luminance signal
with which I corresponded to it is described as a “picture signai.” The CCD signal processing
cireuit 242 outputs the picture signal concerned to the delay circui
the picture signal with which it corresponded to stroke matter, and computes the information
(It is hereafter describea as "luminance value information”) which shows the pressiire value of
the iuminance signal with which it corresponded to it, and outputs it to the saturation leve!
detection circuit 244,
[0630]
The saturation level detection circult 244 compares with a predetermined thresheld value each
fuminance value information input sequentially, and outputs the comparison result to the
attenuator control dreuit 246. A predetermined thresheld value is a value to which it
corresponded, the upper limit, i.e., the white level, of the above-mentioned prescribed range.
[0031]
Output saturation voltage vaiues differ for every (every | namely, I R, G, and B component)

i1 this, the upper fimit of the above-mentd

t 248, whenever it generates

colcr component, respectively. [n connection

level detection circuit 244 needs to set up a threshold value to which it corresponded to each
color component and which is different for every luminance value information, respectively in
the above-mentioned comparison processing. Here, It corresponds £0 the arrangement of a
pixel in the sz on level detection circuit 244, and luminarce value tion i

given order. for this reasen, for the saturation level detection circuit 244, it reser
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iuminance vaiue information input sequentially, respectively, and a reiation with the coicr
corrponent to which it corresporided is known (specificaliy, it resembles each iuminancs valus
information input sequentisfly, respectively, and has the data table which associated the color
compenent to which it corresponded). By referring to the above-mentioned dats table, the
saturation level detection cil 244 can set up a respectively suitabie threshold value tc each
{uminance vaiue information input sequentially, and can perform comparison processing. For
axample, when the luminance value informaticn to which it corresponded to G component and
R component is input alterately, first, to the luminance value information by which (1) input
was carried cut, the saturation level detection circuit 244 sets up the threshold value to which it
corresponded to G component, and performs comparison processing. Subsequently, the
threshold value tc whick: it corresponded to R component is set up to the luminance value
information by which (2) Inputs were carried out, and comparison processing is peirforred.
Comparison processing to which it corresponded, for example to the pixel of one line is realized

by carrving out repeat execution of the processing of { 1) and (2.

(0032}
The attenuator controf circuit 246 performs saturation deciding processing of a pixei {correctly
urniran

1al) based on the comparison result from the saturation Jevel detection drcuit
244, Specificaily, when luminance vatue information expresses beyond a predetermined
threshold value in a comparison resuit, it judges with the luminance signal with which it
corresponded to it being saturated. On the other hand, when it expresses that luminance value
information is lower than a predetermined threshold value in a comparison result, it judges with
the nal with which it corresponded to it not being saturated. When the former
decided resulk is given, & predetermined controf al is cutputted to the attenuator ci
252, When the latter decided resuit is given, neither of the signals is cutputted.

Lrrnance

ure signal outputted is stored for a predetermined period in the delay dreuit 248 from
signal precessing circuit 242, It is outpubted to the video signal processing circuit 250

can be expressed as the monitor 30C. After conversi e the direct e of the luminance
nal is carried cut to the cutput circuit 254, a color uit 254
via the attenuator dreuit 252. In the sttenuator cireuit 2552 by carrying cut the specified time
lag of each picture signal in the delay circuit 248, The input timing of the colcr signal from the
video signat processing circuit 250 and the input timing of the predetermined controi signal
from the attenuator control circuit 246 where it corresponded te the color signal concerned
synchronize.

[0034}
The coler signal with which it correspended to each pixel is input into the attenuator circuit 2
in the given order. When there is no signal input from the attenuator control circuit 246 at the

time of a color signal input, the attenuator ciretit 252 outputs the color signal to the outmst
cireuit 254, without performing processing [ which 1. On the other hand, when the above-
mentioned predeterrnined control signal inputs at the time of a calor signal input, the
component of the coior signal concerned is attenuated and it outputs to the output circuit 254,
That Is, the compenent of the colar signal with which it corresponded te the luminance signal
judged that the attenuator circuit 252 was saturated is attenusted, and the tint of the video
section te which it corresponds te it is fost (that is, white is used).

(0635}

The output circuit 254 converts a color siginal and & luminance signal to the video signals {for
example, a composite video signal, S video signat or 8 RGB video sigral, etc.) of each form, and
outputs them to the moniter 300, Thereby, the irmage of a lumen s displaved on the moniter
300, In this ermbodirment; the component of the color signai with which it corresponded to the
ai is attenuated by the attenuator drouit 252, and the tint of the
imags of the pixel to which it correspended to it is rediiced. For this reason, the image of the
portion which should be satursted is not that to which the unnecessary tint was attached, and
is displayed in the original state {namely, white or the tint very near white). For this reason, on
the menitor 300, the operator can observe the image of a fumen in the state where it
reappeared maore correctly.

[0036]

The above is an embediment of the present invention. The present invention is not limited to
these embodiments a
(003
Although processing which atteniiates 2 color signal to ach of pixeis is performed in this
embodiment, it may be made to be performed by the above-mentioned processing bundling up
to a ph by of pixels in another embodiment.

[0638]

According to the another above-mentioned embodiment, for example decision
the predetermined threshold value aver each pixel is serial, is perfcrmed, and the memory
which the resuit does not ilustrate memorizes. With reference to the memory, in @ continuous
case, the pixel judged by the above-mentioned decided result to be bevond a thresheld value
bundles up the processing which attenuates 3 color signal to those pixels, and more than a
predetermined number performs the system contro! unit 22C. In ancther viewpoint, when the
pixel judged to be beyond a thresheld value does not continue in more than @ predetermined
nurnber, processing which attenuates a color signal to those pixels is not performed. Thatis, in
another embodiment, unless the saturation portion on the monitor 300 has a certain amount of
size, a color signal is not attenuated. Thereby, the processing burden of the controf systern for
attenuating a color signal is eased

[Brief Description of the Drawings!

[0039]

saturated luminance

d can deform in various ranges,
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A [FIG. 1] It is the figure showing roughly the appearance of the electronic endescope system
of an embodiment of the invertion.

A[FIG. 2] Ttis @ hlock diagram showing the composition of the electronic endoscepe systern of
embodiment of the invention.

ations of letters cr numerais]

an

(0040
10 Electronic endoscope system

100 Electronic endoscope
154 CCD
200 Processor

220 Systern controf unit

244 Saturation level detection dreuit
246 Attenuator control cireuit

2483 Delay cirruit

250 Video signal processing circuit
252 Attenuator circ
300 Monitor
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3P0 and INPIT are not responsible for any
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reflect the original aly.
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{S4JAPPARATUS AND METHOD FOR INSPEC

TN
{57)Abstract
PROBLEM TO BE SCLVED: To provide an inspection apparatus capable of inspecting pattern

irregularities, defects, cr the lik, using a singie apparatus.

SCLUTION: The inspection apparatus 10 is an inspection apparatus for ins
formed on & sample 30 and inchides @ fight source L1 for irrad (
sample 30, a Digital Micromirror Device {DMD) 13, arranged in an optical Fourier transfer piane
te the pattern of the sample 30 for refiecting d cted fight or scattered light from the sample
30; and a photedetector 17, arranged at a position conjugate ¥o DMD 13 for receiving the light
reflected at DMD 13.

pecting a pattern
ht to the

G

https://www19 j-platpat. inpit. go jp/PAL/cgi-bin/PATTKDLINK ?key code=TKD&number=2009109263 ...
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* NOTICES *

3P0 and INPIT are not responsible for any

damages causaed by the use of this fransiation.

LThis document has been transiated by computer, Se the translation may not
reflect the oviginal precisely.

2.x>** shows the ward which can not be translated.

3.In the drawings, any words are not translated.

he inspection apparatus which inspects & patt med on a sample,

A light scurce which irradiates illumination Eght to the aforementioned sample,

A digital micro mirror device (DMD) which is arranged at an optical Fourter transfory

ane to a pattern of the aforementioned sample, and reflects the diffracted light or the
ered tight from the afcrementioned

The inspection a

gin pixels which carry out light reception
differ according to a degree of a plurality of diffracted lights concerned.

he inspection apparatus according to claim 2 with which the diffracted light of a degree with
large strength amoeng the diffracted lights of said plurality of degrees is characterized by 3 pixel
of the incident above DMD being an OFF state.

[Claim 4]

unevenness of a pattern of the aforementioned sample is inspected,

1 apparatus according to claim 2 or 3 with which the difiracted light of degrees
other than the diffracted light of a degree with a large strength change which originated in

ss among the diffracted lights of said plurality of degrees is characterized by a pixe! of
ident above DMD being an OFF state.

{Claim 5]

Inspection apparatus of @ description to any one of the Claims 2-4, wherein a different
weighting factor according 1o a degree is set to the d ted Hght of said plurality of degrees
carried out with the aforementioned photodetecter to emphasize the

ction apparatus according to claim 5 provided with a plurality of filter matiices by
which a different weighting factor was set to each of the diffracted light of said plurality of
degrees by which light reception is carried out with the aforementioned photodetecter,

[Claim 7]

The inspection apparatus according to claim L to 6 which can change an angle to the
aforementioned sample of a light DMD and the
aforemeritioned pt etector so that a degree of the incident diffracted i can be changed
into the aforementicned photodetector.,

[Claim 8]

When a defect of & patte
[nspection apparatus of @

of a front sampie is inspected,
Fiption to any one of the Claims 1-7, wherein a pixel to which the
d samiple of the above DMD s irradiated is

diffracted light from a pattern of the aforementior
an OFF state.

ction method which inspects a pattem formed on a sample,

[rnination light is irradiated te the aforementicned sample,

The diffracted light or the scatiered light from the aforementioned sampie is reflected with 2
digital micro mirror device (DMD)} arranged at an optical Fourier transformation plane to a
pattern of the aforementioned sample,
An inspection method whict jes out light reception of the §
OMD to the above DMD with a photodetector arranged ir
[Claim 10}
The aforeme
of degrees,
The inspection method according to claim 9 which carries out light reception by a different pixel
according o a degree of a plurality of diffracted lights concerned.

113

pection method according to claim 10 in inspecting unevenness of @ pattern of the

aforementicned sample, wherein the diffracted light of 5 degree with large strength ameng the

reflected with the sbove
ate position.

a cen

ned photodetector ca cut light reception of the diffracted light of 2 plurality

diffracted lights of said plurality of degrees makes a pixel of the incident above DMD an OFF
state,

fion method according to claim 10 or 11 with which the diffracted light of degrees
other than the diffracted light of a degree in which strength change which originated in
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unevenness among the diffracted lights ¢
unevenness of a pattery of the aforement
DMD an OFF state.

¢ B

An inspection method cf & description tc any one of the Claims 10-12 which sets a different
to a degree 1o the diffracted light of said plurality of degrees by
which light reception is carried out with the aforementionad photodetector to ernphasize the
ics of unevenness of a pattern of the aforernentioned sample,

piurality of degrees is large when inspecting
ed sampie makes a pixel of the incident above

The Inspection method according to claim 13 which emph th change of the
menticnizd diffracted light using a differant weighting factor te each cf the diffracted light
of said plurality of degrees by which light reception is carded out with the aforementicned
photodetector.

afo

The inspection methoid according tc claim 9 te 15 which changes a position to the

icre ceiving system containing the abeve DMD and the
ned photodetector, and changes a degree of the incident diffracted light into the
ioned photodetector,

aforern
aforem
[Ciaim 16}

An inspection method of & description to any one of the Claims 9-15 making into an OFF state a
pixel tc which the diffracted fight from a pattern of the aforementicned sarmple of the above
DMD is irradiated in inspecting a defect of & pattern of a front semple.
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* NOTICES *

3P0 and INPIT are not responsible for any
damages caused by the use of this transiation.
L
reflect the oviginal precis
2.x>** shows the ward which can not be transiated.
3.In the drawings, any words are not translated.

1S document has been transiated by computer. Se the translation may not

DETAILED DESCRIPTION
Detailed Description of the In
[Fiekd of the Invention]
[0601]
The present invention refates to the inspection apparastus and the inspection method for
ingpecting patterns used by a semiconductor manifacturing process, such as a wafer and a
mask.
[Background cf the Inventicn]
[0002]
In & photo N

, etc. which are used by a semiconductor
process determined pattern is repeatedly formed on the substr
inspection apparatus v ects the unevenness of & pattern, a foreign matter and
defect, etc. is proposed using the diffracted light (for example, primary diffracted light) whi
occurs conventionally from the repeated pattern formed e surfaces, such as these rmasks
{hereinafter referred to as " a sample ") (for example, a Pat do at 1 and two
references). In the rejected region and normal part of 5 sample surface, since diffraction
efficiency differs, a difference of a luminosity appears in the image based on the diffracted light
from a repeated pattern, and it can pinpoint a rejected region by the light and darkness.
[0003]
A Patent decument 2 has disclosed the inspx N apparatus which has srranged the mirror
array device at the conjugate point with the pupil posien of an object lens in order to change
fighting in accerdance with the pattern formed i the sample. Iy the inspection apparatus of the
desu !ptlor to a Patent document 3, the imaging device is arranged i the sample and the

the def(_fl of the pattern spected by tmaging the image of the

ns with an imaging device.
[Patent document 1 3P H10 - 2321224

[ Patent document 23 IP 2001 - 141657A

[Patent document 37 JP 2006 - 23221A

[Description of the Tnvention]

[Froblem to be solved by the invention]

[0004]

Conventionally, in the case of a defect or dust particle inspection, the
specific angie ranges cther than the angle of &
When the unevenness of pattern line width was inspected on the other hand, the unevenness
of oattern fine width was oﬁfﬁcteu by moniwr ing strength change of the diffracted ||g'qr of a

manufact;

as not ab;e to realize the mfoerho'u of the defe\_t cf & Qattel T, anc‘ Hﬂe UnEevenness
e vvloth.

The present invention is made zagainst the background of such a situation, and the object of this
invention is providing the inspection apparatus and the inspection method which =an realize the
inspection of the unevenness of 2 pattern, and the inspection of a defect or a foreign matter
with one set of inspection appa
[Means for soiving problem)]
106053
Inspection apparat
comprising:
A dight source which is the inspection apparatus which inspects & pattern formed on a sample,
and irradiates iilumination light to the aferementioned sample.
A digital micrc mirror device (DMD) which is arranged at an coptical fourier transfermation
plare tc a pattern of the aforementioned sample, and reflects the diffracted light cr the
scattered dight frorm the aferementioned sa
A photodetector which carries out light reception of the light which has been arranged in the
above DMD and a cenjugate pesition and was reflected with the above DMD.
Thereby, the unevenness inspection of & pattern and the inspection of a defect etc, are
realizabie with one piece of
[0067]
The pixels the afcrementioned photodetector carries eut light reception of the diffracted light of
a plurality of degrees in the above-men ed inspection apparatus, and the inspection
1s concerning the second mode of the present invention carries out | pixels | light
recepticn according to the degree of a pluratity of diffracted lights corcern ed differ. reby,
the diffracted fight of a degree with & large change of the diffracted-light strength resulting
from unevenness etc. can be determined,
[0008]
When the inspection apparatus concerring the 3rd mode of th it invention inspects the
evenness of the pattern of the aforementioned sample in the above-mentioned inspection

g , the diffracted ight of the degree with large strength among the diffracted lights of

us concerning a first mode of ¢

resernt inventicn is characterized by
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said piurality of degrees of the pixel of the incident above DMD is an GFF state. Thereby,
inspection sersitivity can be improvad.

[0009]
[nthes

bove-mentioned inspection apparatus, when inspecting the unevenness of the pattern
of the aforementioned sample, the inspection apparatus concerning the $th mode of the
oresent inventicn, The diffracted t of degress cther than the diffracted light of a deg
a large strength change which originated in unevenness among the diffracted lights of said
plurality of degrees of the pixel of the incident above DMD is an OFF state, Thereby, inspection
sensitivity can be improved,

{0610}

The weighting factor frem which the inspection apparatus concerning the fifth mode of the
present invention differs according to & degree so that the characteristics of the unevenness of
the pattern of the aforementioned sample may be emphasized to the diffracted light. of said
plurality of degrees by which light reception is carried out with the aforementioned
phctedetector in the above-mentioned inspection apparatus is set up. Thereby, inspection
sensitivity can be improved.

[0611}

with

pection apparat neerning the sixth mode of the pres invention is provided with a
plurality of filter matri by which z different weighting factor was set to each of the diffracted
light of said plurality of degrees by which fight reception is carried cut with the aforemerntioned

photodetector in the above-mentioned inspecticn apparatus. Thereby, a filter matr
changed if needed.
(0012}

In the above-mentioned inspection apparatiis, as the inspection apparatus concerning the
seventh modz of the present invention can changs the degree of the incident diffra light
inte the aforermentioned photodetector, it can change the angle to the aforementioned sample
of & light-r ng systemn containing the above DMD and the aforementioned phetodetector,
Tt by, inspection sensitivity can be improved,

(0013}

When the inspection apparatus concerring the eighth mode of the present invention irspects
the defect of the pattern of a frent sample in the above-mentioned inspection spps , the
pixel te which the diffracted light from the pattern ef the aforementioned sample of the above
DMD is irradiated is an OFF state. Thereby, the defect of a sample, etc. can be inspected
precisely.

[0014]

The inspection method concerning the ninth mode of ****+* s an inspection method which
ingpects the pattern formed on the sample, Irradiate the iumination light to the

oned sample and it reflects the diffracted light or the scattered light from the

ioned sarnple with the digital micre mirror device (DMD) arranged at the optical
transformation plane to the pattern of the aforementicned sarmple, Light reception of
fiected with the above DMD s carried out o the above DMD with the photodetector
arranged in a conjugate position. Thereby, the inspe
the inspection of a defect etc. are realizabl
[0015]

in the above-mentioned inspection method, the aforementicned photedetector carries out light
reception of the diffracted tof a piurality of deg and the ingpection method concerning
the tenth mode of the present inventicn carries oiit fight reception by a different pixel according
to the degrez of a plurality of diffractzd lights concerned -- it ¢ hereby, inspection
sensitivity can be raised.

(06163

When the inspection method concerning the 1ith mode of the present invention inspects the
unevenness of the pattern of the aforementioned sample in the above-mentioned inspection
methed, the diffracted light of the degree with large strength among the diffracted tights of said
plurality of degrees rmakes the pixel of the incident above DMD an OFF state. Thereby,
inspection sensitivity can be improved.

[o017]

When the inspection method concerning the 12th mode of the present invention inspects the
unevenness of the pattern of the aforementioned sample in the above-mentioned inspection
method, the diffracted light of degrees other than the diffracted light of a degree with a large
strength change which oiig ss among the diffracted lights of said plurality of
degr makes the pixel of the incicent abeve DMD an OFF state. Thereby, inspection
sensitivity can be improved.

[0018}

The inspection method concerning the 13th mode of th
weighting facter a ¢ to a degree to the diffracte t of said plurality of degrees by

light reception is carried out with the aforem ned photodetecior in the above-
mentioned inspecticn method to emphasize the characte s of the unevenness of the pattern
of the aforementioned sample. Thereby, inspection sensitivity can be improved,

[o019]

The inspection method concerning the 14th mode of the present invention emphasizes strength
change of the aforementicne diffracted light in the above-mentioned inspection methed wising
a different weighting factor to each of the diffracted light of said plurality of degrees by whi
light recepticn is carred out with the aforementicned photodetector, Thereby, inspection
sensitivity can be improved.

[0620]

In the above-mentioned inspection method, the inspection method concerning the 15th moide
of the present invention changes the the aforementioned sampie of a light-receiving
systern containing the above DMD and the aforemed ¢ photodetector, and changes the

n of the unevenness of a pattern and

inated in unevenn

52

e present invention sets a different
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degree cf the ircident diffracted light into the aforementicned photodetector. Thereby,
inspection sersitivity can be improved.

[o021]

In the above-mentioned inspection method, the inspection method concerning the 16th mode
of the present invention makes an OFF state the pixel tc which the diffracted light from the
pattern of the aforementioned sampie of the above DMD is irradiated, when insp
defect of the pattern of a front sample. Thereby, the defect of a sample, etc. can be
orecisely.

[Effect of the Invention]

0022}

Accor

cah

; to the present in inspection apparatus and the inspection methed which
iize the inspection of the unevenness of a pattern and the inspection of a defect or a
be provided,

foreign matter with one set of inspection apparatus ¢
[Best Mode of Carrying Out the [nvention]

0023}

Hereirafter, with reference to Drawings, it describes abeout ar embo znt of the invention.
The folfowing descripticns show the suitable embodiment of the present invention, and the
of the prese armples. [n the
following descriptions, that to which the same code was given shows the same contents
substantially.

[0024]

About the inspection appara 3
reference to Fig. 1. Fig.1 is the figure showing the basic ton of tus
10. The inspection apparatus 10 concerning this embadiment inspects the unevenness of the
inspection of the defect of a sample or foreign matter in which the repeated pattern was

formed on the substrate, and the line width of 8 pattern, By the micro inspection of defect

ion etc., even if the unevenness of a pattern is judged to be a good article, slight
dimension gap of a pattern occurs and it is judged &s a defective article by the macro inspection
by viewing.

[0025]

In the following descriptions, the inspection appara which inspects the sampie 30 by which
the repeated pattern was formed on the wafer is dest 3n example. A paraliel,
unidirecticnally long line and space {a concave pait and a protruding part) use a repeated
pattern as the last shipment {line and space) pattern arranged with the regular intervai,
However, the present invention is not limited to this and can be applied also to patberm

concernir

ins;

ibed as

ion, such as a photo mask and & liquid crystal display panel.

12, 14, and 16, the digitai micro mirror de
and the processing unit 20. In inspecting uneveny
this embod i
repeated pattern f ]
pattern} in the Feurier transformation plane cbtained with a lens. When inspecting a defect, a
foreign matter, etc, on the other hand, it is carried out by detecting the scattered light from 2
defect etc., as the diffracted light by the pattern of the sample 30 is not detected.

(0027}

Although not Hiustrated here, the sample 30 is adsorbed and fixed on the X-¥ stage. By making
an X-Y stage drive by a motor etc,, the sample 30 top can be scanned by the optical bean:
emitted from the jight source 11.

ce (DMD) 13, the mirror L5, the phetedetector 17,
2ss, the inspection apparatus 10 co:
erent lig

erning

2 fight source 11 emits the iflumination fight LO1 which is coherent light to the sample 30.
The laser ete. which emit a coherent light can be used as the light source 11. for example, epi-
i nation of the laser beam with a wavelength of 405 s carried out substantially
vertically to the sample 30. According to this embodimer a8 beam diameter of the
lhumination fight LO1, it may be 0,2-0.3 mm, for example, About ten patterns of the sampie 30
will enter in the optical beam of the flumination light LOL. In the present invention, since
substantiaily parailel light is irradiated to the sample 3C, unevenness eic. can be precisely
inspected not related to & focusing position.

[0029]

In the angle of diffraction in case the incidence angle of ¢ and the illumination light and the
degree of thetai and the diffracted light are m abaut the pitch of the repeated patt on the
sample 30, if wavelength of thetam and incident light is set tc lamibda, it is generally known
that the following forrulas will be realized.

disinthetam**sinthetal) =miambda (m= 0, **1, ...}

Here, the zers-order diffracted light {direct ligl 8s | minute defect information relatively,
For reascn, it is necessary to detect the diffracted light of a degree with a bigger absoiute

value than the zerc-order diffracted light. Therefore, it is made for the 4th diffracted light

[ 6th 1 - to enter into the lens 12 here, as shown in Fig. 1. The diffracted fight patterns (Fourier
pattern) depending on a repeating cycle are formed in a Fourler fransformation plane by
interfering in the d ed light LOZ from the repested pattern of the sample 30 each other,
suiting, and passing the fens 12.

[0030}

As showrn i the above-mentioned formuls, the order of diffraction r and angle-of-diffraction
degree thetam are changed with the pitch d of a repeated pattern. [n the example of Fig.1, on
the lens 12, the 4th diffracted light { 6th | - may be abie to inspect with sensitivity mare
sufficient { high cegree ], when | incident ] it can inspect with sensitivity more sufficient { fower
degree (primary order / 3rd / -} 1, althcugh it is made like. For this reascn, as shown in Fig.2,

light-receiving systems, such as DMD13 and the photedetector 17, are prov

pivotable
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around the center of the inspecting region G of the sampie 30. Namely, the light-receiving
system centaining DMD13, the photodetector 17, etc. is providad so that change of the anglz to
the sample 30 is possible. The degree of the diffracted tight which ¢ s out light reception
can be chosen by this, and it is possible to inspect the sample 30 with more sufficient
sensitivity. The Elumination light LO1 emitted from the fight scurce 11 is bent by a mirror etc,,
and it may be made to irradiats to the sample 3C in Fig.2, so that a light-rec g system and
the light source L1 may not interfere.

[0031]

DMD13 is arranged at the optical Fourier transformation plane to the pattern of the sample 30,
That is, DMD13 is arrenged in the pupil pesion of a tight-receiving system. Therefore, the
diffracted light patterns by the repeated pattern of the sample 30 are formed on DMD13.
UMD 13 has the composition which srranged many minute mirror planes (micre mirror) st the
plane, As PMD13, the thing by Texas Instruments, Inc. can be used, for example. Each micro
mirrer corresponds to a pixel, respectively. DMDL3 is used as a reflection mirrer which can
condrel ON/OFF of each micre mirrer at high speed for every pixel. The state where the state
where the reflected fight controlied each micre r of DMDL3 cn the lens 14 at incident
direction controfled to the direction by which it does not enter into an ON state and the lens 14
is an OFF state. Therefore, when a micre mirrer is ON, the diffracted light from the sample 30
is refiected in the incident direction by the lens 14. When a mi mirror is OFF on the other
hand, the diffracted light from the sample 3C is reflected in the direction which does not enter
into the lens 14,

(00323

The diffracted light LO3 r

ed in the lens 14 side enters inte the fens 14, and is condensed
oy DM 13 at the mirror The light LO4 reflected by the miiror 15 passes the lens
enters into the photodatactor 17. The photodetectar 17 carries out light reception of the light
reflected by DMD13, and converts it to an electric signal, The photedetector 17 is ama
OMD 13 and a conjugate posi That is, PMDL3 and the photodetecior 17 are arranged by
each in the pupil posion of & light-receiving syster, [t s suitable to use a one-dimensional
NMOS fine sensor as the photedetector 17, for example.

[0033]

As mentioned above, in this embodiment, the pattern formed in the sample 30 is a line and
space pattern. For this reasen, the diffracted light of 2 plurality of degrees depended on the
pattern of the sample 30 proceeds in the respectively specific direction. The pixel of the
photodetector 17 is arranged in the direction cut of which: the diffracted light of a plurality of
degrees from the pattern of the samplz 30 has come. The pixe! of DMD13 and the pixel of the
photodetector 17 are ged so that it may correspond, respectively. That is, it is reflectad by
the specific pixel of D! and the diffracted light of a certain degree is detected by the

speci ixei of the phot
strength change of the diffracted light of a 1
17. For example, the d on the difference of
the diffracted-light st s a standard, and the

o d-light strength from the pattern of the measured samiple 30, Thus, since there are few
light-receiving pixels and they end by arranging a line sensor in the direction out of which the
diffracted kight has tion speed can be carried out early. It is also possibie to use
the arem senser using the two-dimensicnal CCD clernent as the photodetecter 17 etc.

[0034]

In, conducting a defect or dust particle inspection on the ather hand, it makes intc an OFF state
the pixei of DMD 13 of the position where the diffracted fight from the pattern of the sampie 30
is projected. Thereby, the diffracted light by the pattern of the sample 30 dees not enter i
the photodetector 17, For this reason, when there are defects or foreign matters other th
pattern, etc., the scattered light by the defect concerned etc. is reflected in the direction of the
lens 14 by the pixei of DMD13 used as an ON state, Therefcre, the scattered light by a defect
etc. Is detected with the photodetector 17, and the inspection of a defect etc. is conductzd.

&, and

] with which it corresponds to the light by which light reception was carried out to the

processing unit 20 with the phetedetector 17 is supplied. The compeosition of the processing

unit 20 is typically shown in Fig.3. As shown in Fig.3, the processing unit 2 provided wit!

the scan control part 21, the DMD control part 22, the defect decision part 23, the fitter matrix
g g part 25, and the unevenness judgment part 26. The scan

> ive pos 3 of the stage on which the samiple 30 is placed, and

e light source 11. The DMD contrel part 22 changes ON/OFF of each

pixel of DMD13. The defect cecision part 23 judges the existence of a defect based on the

fightwave signal by which light reception was carried out with the photodetector 17, when

ing @ defect or & foreign matter.

A piurality of filter matrices for the weighting o the ciffracted light of each degree are set to
the filter matrix selecting part 24. In the filter matrix selecting part 24, the cptimal filter matrix
is chosen based on the lightwave signal from the photodetecter 17. For example, when
detecting unevenness, in order to perform a weighting to the diffracted light of the large degree
of strength change to line width, a filter matrix with & large coefficient is chosen. When one of
the incident diffracted lights is too strong tc the photedetector 17 and it is saturated, the
coefficient to which it corre: the pixel of the photodetzctor 17 with
whikch It correspends to the diffracted light concerned can choose the thing of 0. Thereby, 2

ige can be expanded and unevenness can be detected more to high

Y culating part 25 performs data processing using the fitter matrix sefected in
er makrix selecting part The unevenness judgment part 26 judges the unevenness of
the sample 30 based on the signal by which the weighting was carried out in the calcutating
part 25,
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[0037]

Here, it describes about the inspection method of the saraple 30
inspection mpparatus 10, As mention bove, the ction apparatus 10 concerning this
embodiment realizes the inspection of the unevenness of the pattern formed in the sample 30,
and the inspection of & defect or a foreign matter with one piece of equipment. First, it
describes about the methed of inspacting the unevenness of the pattern cf the sample 30, The

sing the above-menticned

unevenness detection system concemning the present invention is the feature extraction of the
Fourier pattern.

is set up fi e fiiter matrix can carry out multidata input, About the
tting method of a filter matrix, when there is no sample wafer which shook {2) CD when
there was a sample wafer which shock (1) CD {uritical dimension), it divides and describes.
(1) When there is 3 sample wafer which shook €D

The sample water which douse {light exposure) was changed slightly and exposed between
introduction and a shet is prepared. Supposing the resist of the positive type is formed on the
wafer, the pattern lire width after developing negatives will change by changing a dose.
[0039]

And the whole surface of 3 nd the data of diffracted-light st
incorporated. Afl the pixels of DMD13 are made into an ON state at this time. An
which pattern line width differs is specified, and z patt is compared. Wher the difference of
such diffracted-light strength is taken, a difference enlarges by the diffracted light of a specific
degree. Therefore, an unevenness ent sensitivity by
of this degree. A matrix for the

o the data from the pixei of the incident

diffracted light of this degree to perform a weight
photodatector 17 is set up. That is, the filter matr
error of pattern fine width
[0640]

It may become weak when the diffra
largely, if pattern line width changes.
change, 2 pasitive or negative ceefficient is applied so that the change may be emphasized. For
example, even if the 4th diffracted-light strength changes pattern line width, in not changing, it
sets the coefficient to the 4th diffracted light concerned to 0. If the 5th diffracted-light strength
changes pattern line width, in changing largely, it applies the big coefficient which corresponds
to it to the 5th diffracted light corncerned. Thereby, a light-receiving range can be expanded and
inspection sensitivity can be improvad.

(0041}

(2) When there is no sample wafer which shook CO

The intensity map of the diffracted light frem each degree of the diffracted ilgnt is created. That
is, the intersity distribution of the diffracted light from the sampie 30 by which light reception is
carried out by each pixel of the photodetector 17 s searched for, A manual detects an
abnormality area ¢ & normal ¢ ng th i between the intensity maps of each
diffracted light, a difference, etc. auxiliary. That is, diffracted-light strength makes a normal
region the region which is not changing as compared with other observation areas of the
samplz 30, and it judgss the region wh hanging to be an abnormality area. And a filter
malrix which emphasizes the characteristics of sn abrormality area is set up sutematically as
mentioned above.

[0042]

After determining a filter matrix as mentic:

=d abcve, the unevenness inspection of the actuai
samplz 30 is conducted. Specifically, the whole surface of the sampie 30 and a reference wafer
is scanned first, and each diffracted light patterns are incorporated. And the difference of the
diffracted-fight strength of the sample 30 and the diffracted-light strength of a reference wafer
is searched for, Then, date processing is performed using the fitier matrix selected by the filter
matrix selecting part 24 of the precessing urit 20, and the characteristics which stould be
detected emphasized. And in the unevenness judgment part 26, the difference of the
diffracted-light strength from a reference judges @ large portion, a singular peint, etc. to be
abnarmal spots, Thus, in order for the present invention to compare the diffracte
strength of a reference wafer and the sampie 30, ther little infitence of an alignment error
as compared with conventional Die te Die and the detection method of Die to Database.

[0043]

In the case of a actual sericonductor wafer, there is a repeated pattern region which are a
periphersl circuit part and a region to be examined, Therefore, aft: ng the whol rface
of a semiconductor wafer, before performing fitering, a peripheral circuit part and 2 region to
be examined are separabie using & proj orating the diffractad
light patterns of a reference wafer, the pixel of the photedetector 17 with which the diffracted-
light strength of & specific deg g, and | esponds may be saturated. In this
case, the pixel of DMD13 ko ch it corresponds can be made Intec an OFF state, a he
coefficient cf a filter matrix can be set to 0. [n this case, the uneverness inspecticn of th
sample 30 is started, making the pixel of DMD13 concerned into an OFF state, aisc when
inspecting the sample 20. When measuring the diffracted light patterns of a reference, the
sensitivity of the photodetector 17 is changed into the state where it is not changed and
saturated, and it may be made tc measure the diffracted light patterns of the sample 30 in this
state.
[0044]
The diffracted light of a plurality of degrees is entered in the photodetector 17, the strength
change resulting from unevenness determines the diffracted light of » large degree, and the
diffracted fight of degrees other than the diffracted light of the degree concerned is good aiso
considering the pixel of incident DMD13 as an OFF state.

[0045]
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Thus, according to the prasent invention, changs of the diffracted-light strength resuiting from
unevenness inspects unevenness largely using the diffracted light of a degree with high
sensitivity. F n be conducted. By a filter
matrix, since the coefficient of a big value can be applied to the diffracted-light strength of a
specific degree, sensitivity can be improved more, Diffracted-lig gth is strong and it can
make into an OFF state the pixe! of DMD13 to which it corresponds to the pixel with which the
output of the photodetector 17 is saturated. It is possible for this to expand a dynamic range. It
is good as for O in the coefficient of the filter matrix over the cutput from the pixel of the
photodetector 17 with which it corresponds to the pixel of DMD12% made into the OFF state.
0045}

Next, it describes about the inspection method of a defect, & foreign matter, etc. using the
inspection apparatus 10. The systermn of the defect inspection con NG the present invention
is & dark field scattered-light detection system. First, a wafer without a defect etc. is ifluminated
approximately perpendicularly from the light source 11, And fight reception of the light which
was diffracted by the pattern of this wafer and reflected by DMD13 is carried out with the
photodetector 17. At this time, the

the pixel of incident DMD L3 an OFF state. That is, the strong diffracted fight from the repeated
pattern of a wafer carries out the mask of the pixel of the photodetector 17 of an incident
portion by the pixel of DMD used as an OFF sizte. That is, you cos | DMP13 and the
diffractzd light from the pattern of the sample 30 makes it function as a spatiai filter which
intercepts an incident pixel. The diffracted light from the pattern of the sample 30 controls an
incident pixel spe Ity to the direction by which the reflected light does not enter into the
cted light controls the other pixel on the lens 14 at incident direction.
efore, the diffracted light from the normai pattern of 2 wafer withcut a defect etc. is not
detected with the photodetector 17.

S reason, 8 very sensitive unevenness inspection

e whote surface of the sample 30 is scanned and the map of the total of the luminous
intensity which carried cut light reception by the pixel ¢f the photodetector 17 by which a mask
is not carried out by the pixel of the OFF state of DMD L3 is obtained. When a pattern defect or
& foreign matter is on the sample 30, the lights scattered from the defect etc. are scattered
aboiit at the angle which deviated from the diffracted light from a pattern. For this reason, light
recepticn of the scattered light from a defect ete. will be carried out with the photodetector 17,
Thnerefore, a portion with large signal strength is judged to be a pattern defect or 8 foreign

. As rrentioned above, after scanning the whole surface of a semiconductor wafer, a
peripheral circuit part and a region to be examined are separable using a projection or a
histogram.

(0048}
Thus, a rding to the present invention, the inspection of the unevenness of a pattern and the
defect or a foreign matker are realizable with one set of inspection apparatus. By

controlling ON/OFF of DMD13 arranged te the pu
dynamic range can be made to be able tc expand and inspection accuracy can be improved,
The present invention is avallable to the visuad inspection apparatus which inspects a
semiconducter wafer, a photo mask for semiconductor memory and a figuid crystal display
panel etc. which have a repeated pattem.

[0049]

Although described about the case v e the unevenness of pattern fine width is detected, in
the above-mertioned description, it is not limited tc this. For exampie, when change of
diffracted-light strength is investigated with the pattern formed beferehand and the coefficient
to which it corresponds to the diffracted light of the large degree of strength change chooses a
farge filter matrix, It is alsw possible to judge the classification of unevenness, such as film
thickness of the resist fermed on the substrate and change of a profile.

[0050]

In an above-mentioned embodiment, aithough DMD13 has srranged to the Fourier
transformation plane to the pattern of the sarmple 30, it is not fimited o this. For example, it is
also possible o use the fiquid crystal optical switch etc. which can controi the direction of 2
reflected light casily.

[Brief Description of the Drawings}

[0C51]
A[FIG, 1] It is the figure showing the composition of the inspection apparatus 10 concerning
an embodiment.

A [FIG, 2] It is the figure showing a state when moving the light-re
i tion apparatus 10 an embaodiment.

[ posion of a light-receiving systern, a

eiving system of the

an embodi L
Explanations of letiers or numerais]
[0052]

10 Inspection appar
11 Light source

12, 14, and 16 Lens
13 pMD

15 Mirror

17 Phatodetector

20 Pro G unit

21 Scan control part

22 PMD contrel part

23 Defect decis

on part
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24 Filter matrix selecting part

25 Calcula part

25 Unevenness judgment part

30 Sample

LOL Ik natton light

L02, LO3, and LO4 Diffracted light
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* NOTICES *

3P0 and INPIT are not responsible for any

damages caused by the use of this transiation.

L. This doc: it has b transiated by computer. So the translation may not
reflect the original aly.

2.x>** shows the ward which can not be transiated.

3.In the drawings, any words are not translated.

DRAWINGS
A [FIG. 1]
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Electronic Patent Application Fee Transmittal

Application Number:

14764087

Filing Date:

28-Jul-2015

Title of Invention:

FOCUS SCANNING APPARATUS RECORDING COLOR

First Named Inventor/Applicant Name:

Bo ESBECH

Filer:

Travis Dean Boone/Snjezana Gvozderac

Attorney Docket Number:

0079124-000111

Filed as Large Entity

Filing Fees for U.S. National Stage under 35 USC 371

Description Fee Code Quantity Amount Sul:j—;l’;(tsa)l in
Basic Filing:
Pages:
Claims:

Miscellaneous-Filing:

Petition:

Patent-Appeals-and-Interference:

Post-Allowance-and-Post-Issuance:

Extension-of-Time:
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Sub-Total in

Description Fee Code Quantity Amount USD($)
Miscellaneous:
Submission- Information Disclosure Stmt 1806 1 240 240
Total in USD ($) 240
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Electronic Acknowledgement Receipt

EFS ID: 32154961
Application Number: 14764087
International Application Number:
Confirmation Number: 6247

Title of Invention:

FOCUS SCANNING APPARATUS RECORDING COLOR

First Named Inventor/Applicant Name:

Bo ESBECH

Customer Number:

21839

Filer:

Travis Dean Boone/Snjezana Gvozderac

Filer Authorized By:

Travis Dean Boone

Attorney Docket Number:

0079124-000111

Receipt Date: 26-MAR-2018
Filing Date: 28-JUL-2015
Time Stamp: 14:01:53

Application Type:

U.S. National Stage under 35 USC 371

Payment information:

Submitted with Payment yes
Payment Type CARD
Payment was successfully received in RAM $240

RAM confirmation Number

032718INTEFSW 14024200

Deposit Account

024800

Authorized User

Snjezana Gvozderac

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:

37 CFR 1.17 (Patent application and reexamination processing fees)

37 CFR 1.19 (Document supply fees)
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37 CFR 1.20 (Post Issuance fees)
37 CFR 1.21 (Miscellaneous fees and charges)

37 CFR 1.492 (National application filing, search, and examination fees)

37 CFR 1.492(a) (Basic national fee only)

File Listing:
Document .. . File Size(Bytes)/ Multi Pages
Number Document Description File Name Message Digest | Part/.zip| (ifappl.)
612294
1 Information Disclosure Statement (IDS) PTO_SPOS.pdf no 4

Form (SB08)

6e855e8025091ec349523cbdc7c88584257)
574fe

Warnings:

Information:

A U.S. Patent Number Citation or a U.S. Publication Number Citation is required in the Information Disclosure Statement {(IDS) form for
autoloading of data into USPTO systems. You may remove the form to add the required data in order to correct the Informational Message if
you are citing U.S. References. If you chose not to include U.S. References, the image of the form will be processed and be made available
within the Image File Wrapper (IFW) system. However, no data will be extracted from this form. Any additional data such as Foreign Patent
Documents or Non Patent Literature will be manually reviewed and keyed into USPTO systems.

2 Foreign Reference

F1_JP2007117152.pdf

535249

4d081eb3b6c7b3573c2a372060dac628443)

no

17

Warnings:

Information:

3 Foreign Reference

F2_JP2009109263.pdf

589294

80d26d70f86e3484ea83c75bed75b25d5 11|

no

24

Warnings:

Information:

Other Reference-Patent/App/Search
documents

JPOA_01092018.pdf

669650

df6a9851ca958641c6079105caaB7e52f49)|
6ef7

no

Warnings:

Information:

5 Fee Worksheet (SB06)

fee-info.pdf

30645

ed106f6f7€9614bd0c16985d2051fb15e67¢

no

Warnings:

Information:

Total Files Size (in bytes):l

2437132
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This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this
Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for
an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of
the application.
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Electronic Patent Application Fee Transmittal

Application Number: 14764087

Filing Date: 28-Jul-2015

Title of Invention: FOCUS SCANNING APPARATUS RECORDING COLOR
First Named Inventor/Applicant Name: Bo ESBECH

Filer: Travis Dean Boone/Denise Williams

Attorney Docket Number: 0079124-000111

Filed as Large Entity

Filing Fees for U.S. National Stage under 35 USC 371

Description Fee Code Quantity Amount Sul:j—;rg(tsa)l in

Basic Filing:
Pages:
Claims:
Miscellaneous-Filing:
Petition:
Patent-Appeals-and-Interference:
Post-Allowance-and-Post-Issuance:

UTILITY APPL ISSUE FEE 1501 1 960 960

1031




Description

Fee Code

Quantity

Amount

Sub-Total in
USD($)

Extension-of-Time:

Miscellaneous:

Total in USD ($)

260
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Electronic Acknowledgement Receipt

EFS ID: 32177608
Application Number: 14764087
International Application Number:
Confirmation Number: 6247

Title of Invention:

FOCUS SCANNING APPARATUS RECORDING COLOR

First Named Inventor/Applicant Name:

Bo ESBECH

Customer Number:

21839

Filer:

Travis Dean Boone/Denise Williams

Filer Authorized By:

Travis Dean Boone

Attorney Docket Number:

0079124-000111

Receipt Date: 28-MAR-2018
Filing Date: 28-JUL-2015
Time Stamp: 10:16:10

Application Type:

U.S. National Stage under 35 USC 371

Payment information:

Submitted with Payment yes
Payment Type CARD
Payment was successfully received in RAM $960

RAM confirmation Number

032818INTEFSW10163400

Deposit Account

024800

Authorized User

Denise Miles

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:

37 CFR 1.17 (Patent application and reexamination processing fees)

37 CFR 1.19 (Document supply fees)
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37 CFR 1.20 (Post Issuance fees)
37 CFR 1.21 (Miscellaneous fees and charges)

37 CFR 1.492 (National application filing, search, and examination fees)

37 CFR 1.492(a) (Basic national fee only)

File Listing:
s e - ile Si i P,
Document Document Description File Name File |ze(B¥tes)l Mu'“. . ages
Number Message Digest | Part/.zip| (ifappl.)
313539
1 Issue Fee Payment (PTO-85B) 18_03_28_[551,||e_deee_Transmm no 1
a p 5380c0ba2etabeac6ed83d052e75402chd
cch3l
Warnings:
Information:
30548
2 Fee Worksheet (SB06) fee-info.pdf no 2
68a29bd99cc31c54f3a90aab5aad 1d2e489)|
35a2f
Warnings:
Information:
Total Files Size (in bytes):| 344087

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this
Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the applicationas a
national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for
an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning
national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of
the application.
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.0. Box 1450

Alexandria, Virginia 22313-1450

WWW.USPLO.gOV

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. CONFIRMATION NO. |
14/764,087 07/28/2015 Bo ESBECH 0079124-000111 6247
21839 7590 04/09/2018 | EXAMINER |

BUCHANAN, INGERSOLL & ROONEY PC
POST OFFICE BOX 1404
ALEXANDRIA, VA 22313-1404

PYO, KEVIN K

| ART UNIT | PAPER NUMBER I
2878
| NOTIFICATION DATE | DELIVERY MODE |
04/09/2018 ELECTRONIC

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.

Notice of the Office communication was sent electronically on above-indicated "Notification Date" to the

following e-mail address(es):
ADIPDOC1@BIPC.com

PTOL-90A (Rev. 04/07)
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UNITED STATES DEPARTMENT OF COMMERCE

U.S. Patent and Trademark Office
Address : COMMISSIONER FOR PATENTS
P.O.Box 1450
Alexandria, Virginia 22313-1450

APPLICATION NO./ FILING DATE FIRST NAMED INVENTOR / ATTORNEY DOCKET NO.
CONTROL NO. PATENT IN REEXAMINATION
14/764,087 28 July, 2015 ESBECH ET AL. 0079124-000111
EXAMINER
BUCHANAN, INGERSOLL & ROONEY PC
POST OFFICE BOX 1404 KEVIN PYO
ALEXANDRIA, VA 22313-1404
ART UNIT PAPER
2878 20180403
DATE MAILED:

Please find below and/or attached an Office communication concerning this application or

proceeding.

Commissioner for Patents

The IDS filed on 3/26/2018 has been considered by the examiner. The copy of PTO-1449 with the examiner's initials therein is
attached to this communication.

/KEVIN PYO/

Primary Examiner, Art Unit 2878

PTO-90C (Rev.04-03)
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Receipt date: 03/26/2018

Doc code: IDS PTO/SB/08a (01-10)
Lot . ) . Approved for use through 07/31/2012. OMB 0651-0031
Doc description: Information Disclosure Statement (IDS) Filed U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Application Number 14764087
Filing Date P015-07-28
INFORMATION DISCLOSURE First Named Inventor ‘Po ESBECH
STATEMENT BY APPLICANT At Unit |2878
( Not for submission under 37 CFR 1.99)
Examiner Name ‘ PYO, KEVIN K
Attorney Docket Number | 0079124-000111

U.S.PATENTS Remove |
. . . . Pages,Columns,Lines where
E)_(gm*lner Cite Patent Number Kind Issue Date Name of Patentee or Applicant Relevant Passages or Relevant
Initial No Code? of cited Document -
Figures Appear
1

If you wish to add additional U.S. Patent citation information please click the Add button. Add

U.S.PATENT APPLICATION PUBLICATIONS Remove |

Pages,Columns,Lines where
Relevant Passages or Relevant
Figures Appear

Examiner| Cite No Publication Kind | Publication Name of Patentee or Applicant
Initial™ Number Code’| Date of cited Document

If you wish to add additional U.S. Published Application citation information please click the Add button] Add |
FOREIGN PATENT DOCUMENTS Remove|

Name of Patentee or Pages,Columns,Lines
Examiner| Cite | Foreign Document | Country Kind | Publication Applicant of cited where Relevant Ts
Initial™ No | Numbers Code2?j Code4| Date PR Passages or Relevant
Document -
Figures Appear
1 007117152 P A 2007-05-17 Pentax CORP
2 009109263 P A 2009-05-21 | asertec CORP

If you wish to add additional Foreign Patent Document citation information please click the Add button | Add
NON-PATENT LITERATURE DOCUMENTS Remove|

ALL REFERENCES CONSIDERED EXCEPT WHERE LINED THROUGH. /KP/
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Receipt date: 03/26/2018 Application Number 14764087

Filing Date 2015-07-28
INFORMATION DISCLOSURE First Named Inventor | Bo ESBECH
STATEMENT BY APPLICANT AU
o nit | 2878
( Not for submission under 37 CFR 1.99)
Examiner Name | PYO, KEVIN K

Afttorney Docket Number | 0079124-000111

Include name of the author (in CAPITAL LETTERS), title of the article (when appropriate), title of the item
(book, magazine, journal, serial, symposium, catalog, etc), date, pages(s), volume-issue humber(s), TS
publisher, city and/or country where published.

Examiner| Cite
Initials* | No

1 Dffice Action (Notice of Reasons for Rejection) issued on January 9, 2018, by the Japanese Patent Office in Japanese 4
Patent Application No. 2015-557430, and an English Translation of the Office Action. (8 pages)

If you wish to add additional non-patent literature document citation information please click the Add button| Add

EXAMINER SIGNATURE

Examiner Signature |I /KEVIN K PYO/ I Date Considered II 04/03/2018

*EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through a
citation if not in conformance and not considered. Include copy of this form with next communication to applicant.

1 See Kind Codes of USPTO Patent Documents at www.USPTO.GOV or MPEP 901.04. 2 Enter office that issued the document, by the two-letter code (WIPO

Standard ST.3). 3 For Japanese patent documents, the indication of the year of the reign of the Emperor must precede the serial number of the patent document.
4 Kind of document by the appropriate symbols as indicated on the document under WIPO Standard ST.16 if possible. 5 Applicant is to place a check mark here iff
English language translation is attached.

ALL REFERENCES CONSIDERED EXCEPT WHERE LINED THROUGH. /KP/
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.0. Box 1450

Alexandria, Virginia 22313-1450

WWW.USpLO.gOV

| APPLICATION NO. ISSUE DATE I PATENT NO. ATTORNEY DOCKET NO. CONFIRMATION NO.
14/764,087 05/08/2018 9962244 0079124-000111 6247
21839 7590 04/18/2018

BUCHANAN, INGERSOLL & ROONEY PC
POST OFFICE BOX 1404
ALEXANDRIA, VA 22313-1404

ISSUE NOTIFICATION

The projected patent number and issue date are specified above.

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The Patent Term Adjustment is 223 day(s). Any patent to issue from the above-identified application will
include an indication of the adjustment on the front page.

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that
determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information
Retrieval (PAIR) WEB site (http://pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the
Office of Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee
payments should be directed to the Application Assistance Unit (AAU) of the Office of Data Management
(ODM) at (571)-272-4200.

APPLICANTY(s) (Please see PAIR WEB site http://pair.uspto.gov for additional applicants):

Bo ESBECH, Gentofte, DENMARK;

3SHAPE A/S, Copenhayen k, DENMARK;

Christian Romer ROSBERG, Bronshoj, DENMARK;
Mike VAN DER POEL, Rodovre, DENMARK;

Rasmus KJIAER, Kobenhavn K, DENMARK;

Michael VINTHER, Kobenhavn S, DENMARK;
Karl-Josef HOLLENBECK, Copenhagen O, DENMARK;

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location
for business investment, innovation, and commercialization of new technologies. The USA offers tremendous
resources and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation
works to encourage and facilitate business investment. To learn more about why the USA is the best country in
the world to develop technology, manufacture products, and grow your business, visit SelectUSA.gov.
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