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CHAPTER1

Introduction to Wireless Networks

 

Over the past five years, the world has becomeincreasingly mobile. Asa result, tradi-
tional ways of networking the world have proven inadequate to meet the challenges
posed by our new collective lifestyle. If users must be connected to a network by
physical cables, their movementis dramatically reduced. Wireless connectivity, how-
ever, poses no suchrestriction and allows a great deal more free movement on the
part of the network user. As a result, wireless technologies are encroaching on the
traditional realm of“fixed” or “wired” networks. This change is obvious to anybody
whodrives on a regular basis. One of the “life and death” challenges to those of us
whodrive on a regularbasis is the daily gauntletoferratically driven cars containing
mobile phoneusersin thedriver’s seat.

Weare on the cusp of an equally profound change in computer networking. Wire-
less telephony has been successful because it enables people to connect with each
otherregardless of location. New technologies targeted at computer networks prom-
ise to do the samefor Internet connectivity. The most successful wireless network-
ing technology this far has been 802.11.

WhyWireless?
To dive into a specific technology at this point is getting a bit ahead ofthestory,
though. Wireless networks share several important advantages, no matter how the
protocols are designed, or even whattypeof data they carry.”

The most obvious advantage of wireless networking is mobility. Wireless network
users can connect to existing networks and are then allowed to roam freely. A mobile
telephone user can drive miles in the course of a single conversation because the
phone connects the user throughcell towers. Initially, mobile telephony was expen-
sive. Costs restricted its use to highly mobile professionals such as sales managers
and important executive decision makers who might need to be reached at a
moment’s notice regardless of their location. Mobile telephony has proven to be a



 useful service, however, and nowit is relatively common in the United States and
extremely common among Europeans.’

Likewise, wireless data networks free software developers from the tethers of an
Ethernet cable at a desk. Developers can workin thelibrary, in a conference room,in
the parking lot, or even in the coffee house across the street. As long as the wireless
users remain within the range of the base station, they can take advantageof the net-
work. Commonly available equipment can easily cover a corporate campus; with
some work, more exotic equipment, and favorable terrain, you can extend the range
of an 802.11 network up to a few miles.

Wireless networks typically have a great deal of flexibility, which can translate into
rapid deployment. Wireless networks use a numberof basestations to connectusers
to an existing network. The infrastructure side of a wireless network, however, is
qualitatively the same whether you are connecting one user or a million users. To
offer service in a given area, you need basestations and antennas in place. Once that
infrastructure is built, however, addinga user to a wireless network is mostly a mat-
ter of authorization. With the infrastructure built, it must be configured to recognize
and offer services to the new users, but authorization does not require more infra-
structure. Adding a user to a wireless network is a matter of configuring the infra-
structure, but it does not involve running cables, punching down terminals, and
patching in a new jack.t

Flexibility is an importantattribute for service providers. One of the markets that
many 802.11 equipment vendors have been chasingis the so-called “hot spot” con-
nectivity market. Airports andtrainstationsarelikely to have itinerant business trav-
elers interested in network access during connection delays. Coffeehouses and other
public gathering spots are social venues in which networkaccess is desirable. Many
cafes already offer Internet access; offering Internet access over a wireless networkis a
natural extension of the existing Internet connectivity. While it is possible to serve a
fluid group of users with Ethernet jacks, supplying access over a wired networkis
problematic for several reasons. Running cablesis time-consuming and expensive and
may also require construction. Properly guessing the correct number of cable drops is
more an art than a science. With a wireless network, though,there is no need to suf-
fer through construction or make educated (or wild) guesses about demand. A sim-
ple wired infrastructure connects to the Internet, and then the wireless network can

* While most of my colleagues, acquaintances, andfamily in the U.S. have mobile telephones, itis still possible
to be a holdout. In Europe,it seemsasif everybody has a mobile phone—onecabdriver in FinlandI spoke
with while writing this book took great pride in the fact that his family of four hadsix mobile telephones!

t This simple example ignores the challenges of scale. Naturally, if the new users will overloadthe existing
infrastructure, the infrastructureitself will need to be beefed up. Infrastructure expansion can be expensive
and time-consuming, especially if it involves legal and regulatory approval. However, mybasic pointholds:
adding a user to a wireless network canoften be reducedtoa matter of configuration (moving or changing
bits) while addinga usertoa fixed network requires making physical connections (moving atoms), and mov-
ing bits is easier than moving atoms.
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accommodate as manyusers as needed. Although wireless LANs have somewhatlim-
ited bandwidth, the limiting factor in networking a small hotspotis likely to be the
cost of WAN bandwidth to the supporting infrastructure.

Flexibility may be particularly important in older buildings because it reduces the
need for constructions. Once a building is declared historical, remodeling can be par-
ticularly difficult. In addition to meeting owner requirements, historical preservation
agencies mustbesatisfied that new construction is not desecrating the past. Wire-
less networks can be deployed extremely rapidly in such environments because there
is only a small wired network to install.

Flexibility has also led to the developmentof grassroots community networks. With
the rapid price erosion of 802.11 equipment, bands of volunteers are setting up
shared wireless networks open to visitors. Community networks are also extending
the range of Internet access past the limitations for DSL into communities where
high-speed Internet access has been only a dream. Community networks have been
particularly successful in out-of-the way places that are too rugged for traditional
wireline approaches.

Like all networks, wireless networks transmit data over a network medium. The
medium is a form of electromagnetic radiation.” To be well-suited for use on mobile
networks, the medium must be able to cover a wide area so clients can move
throughout a coverage area. The two media that have seen the widest use in local-
area applications are infrared light and radio waves. Most portable PCs sold now
have infrared ports that can make quick connections to printers and other peripher-
als. However, infrared light has limitations; it is easily blocked by walls, partitions,
and other office construction. Radio waves can penetrate most office obstructions
and offer a wider coverage range. It is no surprise that most,if notall, 802.11 prod-
ucts on the market use the radio wave physicallayer.

Radio Spectrum:The Key Resource
Wireless devices are constrained to operate in a certain frequency band. Each band
has an associated bandwidth, which is simply the amountof frequency space in the
band. Bandwidth has acquired a connotation of being a measureof the data capacity
of a link. A great deal of mathematics, information theory, and signal processing can
be used to show that higher-bandwidthslices can be used to transmit more informa-
tion. As an example, an analog mobile telephony channel requires a 20-kHz band-
width. TV signals are vastly more complex and have a correspondingly larger
bandwidth of 6 MHz.

* Laserlight is also used by some wireless networking applications, but the extremefocus of a laser beam
makesit suited only for applications in which the endsarestationary. “Fixed wireless” applications, in which
lasers replace other access technology such as leased telephonecircuits, are a commonapplication.
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 The use of a radio spectrum is rigorously controlled by regulatory authorities
through licensing processes. In the U.S., regulation is done by the Federal Communi-
cations Commission (FCC). Many FCC rules are adopted by other countries
throughout the Americas. European allocation is performed by CEPT’s European
Radiocommunications Office (ERO). Otherallocation work is done by the Interna-
tional Telecommunications Union (ITU). To prevent overlapping uses of the radio
waves, frequencyis allocated in bands, which are simply ranges of frequenciesavail-
able to specified applications. Table 1-1 lists some common frequency bands used in
the US.

Table 1-1. Common U.S. frequency bands

Band Frequency range
UHFISM 902-928 MHz

5-Band 2-4 GHz

S-Band ISM 2.4-2.5 GHz

C-Band 4-8 GHz

C-Bandsatellite downlink 3.7-4.2 GHz

C-BandRadar(weather) 5.25-—5.925 GHz

C-Band ISM 5.725-5.875 GHz

C-Bandsatellite uplink 5.925-6.425 GHz

X-Band 8-12 GHz

X-Band Radar (police/weather) 8.5-10.55 GHz

Ku-Band 12-18 GHz

Ku-Band Radar (police) 13.4-14 GHz
15.7-17.7 GHz

The ISM bands

In Table 1-1, there are three bands labeled ISM, which is an abbreviation for indus-
trial, scientific, and medical. ISM bandsareset aside for equipmentthat, broadly
speaking,is related to industrial or scientific processes or is used by medical equip-
ment. Perhaps the most familiar ISM-band device is the microwave oven, which
operates in the 2.4-GHz ISM band because electromagnetic radiation at that fre-
quencyis particularly effective for heating water.

I pay special attention to the ISM bands becausethat’s where 802.11 devices oper-
ate. The more common 802.11b devices operate in S-band ISM. The ISM bandsare
generally license-free, provided that devices are low-power. How much sense doesit
make to require a license for microwave ovens,after all? Likewise, you don’t need a
license to set up and operate a wireless network.
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The Limits of Wireless Networking
Wireless networks do notreplacefixed networks. The main advantage of mobility is
that the network user is moving. Servers and other data center equipment must
access data, but the physical location of the serveris irrelevant. As long as the serv-
ers do not move, they may as well be connected to wires that do not move.

vorks is constrained by the available bandwidth. Informa-The speed of wireless netwtion theory can be used to deduce the upperlimit on the speed of a network. Unless
the regulatory authorities are willing to make the unlicensed spectrum bandsbigger,
there is an upperlimit on the speed ofwireless networks. Wireless-network hard-
ware tends to be slower than wired hardware. Unlike the 10-GB Ethernet standard,
wireless-network standards must carefully validate received frames to guard against
loss due to the unreliability of the wireless medium.
Using radio waves as the network mediumposes several challenges. Specifications
for wired networks are designed so that a network will work as long as it respects the
specifications. Radio waves can suffer from a numberof propagation problems that
mayinterruptthe radio link, such as multipath interference and shadows.
Security on any networkis a prime concern. On wireless networks,it is often a criti-
cal concern because the network transmissionsare available to anyone within range
of the transmitter with the appropriate antenna. On a wired network,the signals stay
in the wires and can be protected bystrong physical-access control (locks on the
doors of wiring closets, and so on). On a wireless network, sniffing is much easier
because the radio transmissions are designed to be processed by anyreceiver within
range. Furthermore, wireless networks tend to have fuzzy boundaries. A corporate
wireless network may extend outside the building. It is quite possible that a parked
car across the street couldbe receiving the signals from your network. As an experi-
ment onone of mytrips to San Francisco, I turned on mylaptopto countthe num-
ber of wireless networks near a major highway outsidethecity. I found eight without
expending any significant effort. A significantly more motivated investigator would
undoubtedly have discovered many more networks by using a much moresensitive
antenna mounted outsidethesteel shell of the car.

A Networkby Any Other Name...
Wireless networking is a hot industry segment. Several wireless technologies have
been targeted primarily for data transmission. Bluetoothis a standard used to build
small networks between peripherals: a form of “wireless wires,” if you will. Most
people in the industry are familiar with the hype surrounding Bluetooth. I haven't
met many people who have used devices based on the Bluetoothspecitication.
Third-generation (3G) mobile telephony networksare also a familiar source of hype.
They promise data rates of megabits percell, as well as the “always on” connections

 
 ANetwork by Any OtherName... | 5

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 

 
 
 
 
 
 

 
 
 
 
 
 
 

 
 

 
 
 



 that have proven to be quite valuable to DSL and cable modem customers.In spite of
the hype and press from 3G equipmentvendors, the rollout of commercial 3G ser-
vices has been continually pushed back.

In contrast to Bluetooth and 3G, equipment based on the IEEE 802.11 standard has
been an astounding success. While Bluetooth and 3G may be successful in the
future, 802.11 is a success now. Apple initiated the pricing moves that caused the
market for 802.11 equipmentto explode in 1999. Price erosion made the equipment
affordable and started the growth that continues today.

This is a book about 802.11 networks. 802.11 goes by a variety of names, depending
on whois talking aboutit. Some people call 802.11 wireless Ethernet, to emphasize
its shared lineage with the traditional wired Ethernet (802.3). More recently, the
Wireless Ethernet Compatibility Alliance (WECA)has been pushingits Wi-Fi (“wire-
less fidelity”) certification program.’ Any 802.11 vendorcan haveits products tested
for interoperability. Equipment thatpassesthe test suite can use the Wi-Fi mark. For
newer products based on the 802.11a standard, WECA will allow use of the Wi-Fi5
mark. The “5” reflects the fact that 802.11a products use a different frequency band
of around 5 GHz.

Table 1-2 is a basic comparisonof the different 802.11 standards. Products based on
802.11 wereinitially released in 1997. 802.11 included an infrared (IR) layer that was
never widely deployed, as well as two spread-spectrum radio layers: frequency hop-
ping (FH) and direct sequence (DS). (The differences between these two radio layers
is described in Chapter 10.) Initial 802.11 products were limited to 2 Mbps, whichis
quite slow by modern network standards. The IEEE 802.11 working group quickly
began working on faster radio layers and standardized both 802.11a and 802.11b in
1999. Products based on 802.11b werereleased in 1999 and can operate at speeds of
up to 11 Mbps. 802.11a uses a third radio technique called orthogonal frequency
division multiplexing (OFDM). 802.1la operates in a different frequency band
entirely and currently has regulatory approval only in the United States. As you can
see from the table, 802.11 already provides speeds faster than 1OBASE-T Ethernet
and is reasonably competitive with Fast Ethernet.

Table 1-2. Comparison of 802.11 standards

IEEE standard=Speed Frequencyband Notes

802.11 1 Mbps 2.4GHz First standard (1997). Featured both frequency-hopping and
2 Mbps direct-sequence modulation techniques.

802.11a upto54Mbps 5 GHz Second standard (1999), but products not releaseduntillate 2000.

802.11b 5.5 Mbps 2.4 GHz Third standard, but second waveof products. The most common

11 Mbps 802.11 equipmentasthis book was written.
802.119 upto54Mbps 2.4GHz Notyet standardized.

™ More details on WECAand the Wi-Ficertification can be foundat htip://www.wi-fi.org/.
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; CHAPTER 2
Overview of 802.11 Networks
 

Before studyingthe details of anything,it often helps to get a general“lay ofthe land.”
A basic introduction is often necessary when studying networking topics because the
numberof acronymscan be overwhelming. Unfortunately, 802.11 takes acronyms to
new heights, which makes the introduction that much more important. To under-stand 802.11 on anything more than a superficial basis, you must get comfortable with
some esoteric terminology anda herd of three-letter acronyms. This chapteris the glue
that binds the entire book together. Readit for a basic understanding of 802.11, the
concepts thatwill likely be important to users, and how the protocolis designed toprovide an experience as muchlike Ethernet as possible. After that, move onto thelow-level protocol details or deployment, depending on yourinterests and needs.
Part of the reason whythis introduction is important is because it introduces the

hroughout the book. With 802.11, the introduction serves another
02.11 is superficially similar to Ethernet. Understanding the

background of Ethernet helpsslightly with 802.11, but there is a host of additionalbackground needed to appreciate how 802.11 adapts traditional Ethernet technol-ogy to a wireless world. To accountfor the differences between wired networks andthe wireless media used by 802.11, a number of additional management features
were added. At the heart of 802.11 is a white lie about the meaning of media access
control (MAC). Wireless network interface cardsare assigned 48-bit MAC addresses,
and, for all practical purposes, they look like Ethernet network interface cards. Inidress pool so that 802,11fact, the MAC address assignment is done from the same accards have unique addresses even when deployed into a network with wired Ether-
net stations.

acronyms used t
important purpose. 8

To outside network devices, these MACaddresses appearto be fixed,just as in other
IEEE 802 networks; 802.11 MAC addresses go into ARP tables alongside Ethernet
addresses, use the same set of vendor prefixes, and are otherwise indistinguishable
from Ethernet addresses. The devices that comprise an 802.11 network (access
points and other 802.11 devices) know better. There are many differences betweenan 802.11 device and an Ethernet device, but the most obviousis that 802.11 devices

 



 
are mobile; they can easily move from one part of the network to another. The 802.
11 devices on your network understand this and deliver frames to the current loca-
tion of the mobilestation.

IEEE 802 Network Technology Family Tree
802.11 is a member of the IEEE 802 family, which is a series of specifications for
local area network (LAN) technologies. Figure 2-1 shows the relationship between
the various componentsof the 802 family and their place in the OSI model.
 

 

 

802 | [ “802.1 ] k . | Data link layerOverview||Management eda euregeen CU | LLC sublayerand | = - ~
| architecture 802.3 802.5 802,11pra Di —

802.3 802.5|| || MAC MAC 862.11 MAC MACsublayer
| 802.3 802.5 [ 802.11 662.11 jf 802.114 802.11b | aa
|__ Pay pay|| rasspay || ossspuy leer ss| Physical layer    

 
 

Figure 2-1. The IEEE 802 family andits relation to the OSI model

IEEE 802 specifications are focused on the two lowest layers of the OSI model
because they incorporate both physical and data link components. All 802 networks
have both a MAC and a Physical (PHY) component. The MACisa set ofrules to
determine how to access the medium and send data, but the details of transmission

and receptionare left to the PHY.

Individual specifications in the 802 series are identified by a second number. For
example, 802.3 is the specification for a Carrier Sense Multiple Access network with
Collision Detection (CSMA/CD), which is related to (and often mistakenly called)
Ethernet, and 802.5 is the Token Ring specification. Other specifications describe
other parts of the 802 protocol stack. 802.2 specifies a commonlink layer, the Logi-
cal Link Control (LLC), which can be used by any lower-layer LAN technology.
Managementfeatures for 802 networks are specified in 802.1. Among 802.1’s many
provisionsare bridging (802.1d) and virtual LANs, or VLANs (802.1q).

802.11 is just another link layer that can use the 802.2/LLC encapsulation. The base
802.11 specification includes the 802.11 MAC andtwophysical layers: a frequency-
hopping spread-spectrum (FHSS) physical layer and a direct-sequence spread-spec-
trum (DSSS) physicallayer. Later revisions to 802.11 added additional physical layers.
802.11b specifies a high-rate direct-sequence layer (HR/DSSS); products based on
802.11b hit the marketplace in 1999 and make up the bulk of the installed base. 802.
1la describes a physical layer based on orthogonal frequency division multiplexing
(OFDM); products based on 802.11a were released as this book was completed.
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To say that 802.11 is “just anotherlink layer for 802.2” is to omit the details in the
rest of this book, but 802.11 is exciting precisely because of these details. 802.11
allows for mobile network access; in accomplishingthis goal, a numberof additional
features were incorporated into the MAC.Asaresult, the 802.11 MAC may seem
baroquely complex compared to other IEEE 802 MAC specifications.
The use of radio waves as a physicallayer requires a relatively complex PHY,as well.
802.11 splits the PHY into two generic components: the Physical Layer Convergence
Procedure (PLCP), to map the MAC frames onto the medium, and a Physical
Medium Dependent (PMD)system to transmit those frames. The PLCP straddles the
boundary of the MAC and physical layers, as shown in Figure 2-2. In 802.11, the
PLCP adds a numberoffields to the frameasit is transmitted “in theair.”
 

Data link

Physical 
Figure 2-2. PHY components

All this complexity begs the question of how much you actually need to know. As
with any technology, the more you know,the better off you will be. The 802.11 pro-
tocols have many knobsanddials that you can tweak, but most 802.11 implementa-
tions hide this complexity. Many ofthe features of the standard come into their own
only whenthe network is congested, either with a lot of traffic or with a large num-
ber of wireless stations. Today’s networks tend not to push the limits in either
respect. At any rate, I can’t blame you for wanting to skip the chapters about the
protocols and jump aheadto the chapters about planning andinstalling an 802.11
network. After you’ve read this chapter, you can skip ahead to Chapters 12-17 and
return to the chapters on the protocol’s inner workings when you need (or want) to
know more.

802.11 Nomenclature and Design
802.11 networksconsist of four major physical components, which are summarized
in Figure 2-3. The componentsare:

Distribution system
When several access points are connected to form a large coverage area, they
must communicate with each other to track the movements of mobile stations.
The distribution system is the logical component of 802.11 used to forward
frames to their destination. 802.11 does not specify any particular technology for
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Figure 2-3. Components of 802.11 LANs

the distribution system. In most commercial products, the distribution system is
implemented as a combination of a bridging engine and a distribution system
medium, which is the backbone network used to relay frames between access
points; it is often called simply the backbone network. In nearly all commer-
cially successful products, Ethernetis used as the backbone network technology.

Access points
Frames on an 802.11 network must be converted to another type of frame for
delivery to the rest of the world. Devices called access points perform the wire-
less-to-wired bridging function. (Access points perform a number of other func-
tions, but bridging is by far the most important.)

Wireless medium
To move frames from station to station, the standard uses a wireless medium.
Several different physical layers are defined; the architecture allows multiple
physical layers to be developed to support the 802.11 MAC.Initially, two radio
frequency (RF) physical layers and one infrared physical layer were standard-
ized, though the RF layers have proven far more popular.

Stations

Networks are built to transfer data between stations. Stations are computing
devices with wireless networkinterfaces. Typically, stations are battery-operated
laptop or handheld computers. There is no reason whystations must be porta-
ble computing devices, though. In some environments, wireless networking is
used to avoid pulling new cable, and desktops are connected by wireless LANs.

Types of Networks
The basic building block of an 802.11 network is the basic service set (BSS), whichis
simplya groupof stations that communicate with each other. Communicationstake
place within a somewhat fuzzy area, called the basic service area, defined by the
propagation characteristics of the wireless medium.’ Whena station is in the basic

* All of the wireless media used will propagate in three dimensions. From that perspective, the service area
should perhaps becalled the service volume. However, the term area is widely used andaccepted,
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service area, it can communicate with the other members of the BSS. BSSs come in
twoflavors, both of which areillustrated in Figure 2-4.

IndependentBSS infrastructure BSS

  
 
Figure 2-4. Independent and infrastructure BSSs

Independent networksOn theleft is an independent BSS (IBSS). Stations in an IBSS communicate directlywith each other and thus must be within direct communication range. The smallestpossible 802.11 network is an IBSS with two stations. Typically, IBSSs are composedof a small numberof stations set up for a specific purpose and for a short period oftime, One commonuseis to create a short-lived network to support a single meetingin a conference room. As the meeting begins, the participants create an IBSS to sharedata. When the meeting ends, the IBSS is dissolved. Due to their short duration,small size, and focused purpose, IBSSsare sometimesreferred to as ad hoc BSSs or ad
hoc networks.

Infrastructure networksOntheright side of Figure 2-4 is an infrastructure BSS (never called an IBSS). Infra-structure networksare distinguished by the use of an access point. Access points areused for all communications in infrastructure networks, including communicationbetween mobile nodesin the same service area. If one mobile station in an infrastruc-ture BSS needs to communicate with a second mobile station, the communicationmust take two hops. First, the originating mobile station transfers the frame to theointtransfers the frame to the destination station.
access point. Second, the access pWith all communications relayed through an access point, the basic service area COr-responding to an infrastructure BSSis defined by the points in which transmissionsfrom the access point can be received. Although the multihop transmission takes

* }BS5s have founda similar use at LAN parties throughout the world.

302.11 Nomenclature and Design |
   



  
more transmission capacity than a directed frame from the senderto thereceiver, it
has two major advantages:

* An infrastructure BSS is defined by the distance from the access point. All mobile
stations are required to be within reach of the access point, but no restriction is
placed on the distance between mobile stations themselves. Allowing direct
communication between mobile stations would save transmission capacity but
at the cost of increased physical layer complexity because mobile stations would
need to maintain neighbor relationships with all other mobile stations within the
service area.

* Access points in infrastructure networksare in a position to assist with stations
attempting to save power. Access points can note whena station enters a power-
saving mode and buffer frames for it. Battery-operated stations can turn the
wireless transceiver off and power it up only to transmit and retrieve buffered
frames from the access point.

In an infrastructure network, stations must associate with an access point to obtain
networkservices. Association is the process by which mobile station joins an 802.11
network;it is logically equivalent to plugging in the network cable on an Ethernet.It
is not a symmetric process. Mobile stations alwaysinitiate the association process,
and access points may choose to grant or deny access based on the contents of an
association request. Associations are also exclusive on the part of the mobile station:
a mobile station can be associated with only oneaccess point.’ The 802.11 standard
places no limit on the number of mobile stations that an access point may serve.
Implementation considerations may, of course, limit the number of mobile stations
an access point may serve. In practice, however, the relatively low throughputof
wireless networksis far morelikely to limit the numberofstations placed on a wire-
less network.

Extended service areas

BSSs can create coverage in small offices and homes, but they cannot provide net-
work coverage to larger areas. 802.11 allows wireless networks of arbitrarily large
size to be created by linking BSSs into an extended service set (ESS). An ESSis cre-
ated by chaining BSSs together with a backbone network. 802.11 does not specify a
particular backbone technology; it requires only that the backbone provide a speci-
fied set of services. In Figure 2-5, the ESS is the union ofthe four BSSs (provided that
all the access points are configured to be part of the same ESS). In real-world deploy-
ments, the degree of overlap between the BSSs would probably be muchgreater than

“ One reviewer noted thata similarrestriction was presentin traditional Ethernet networks until the develop-
ment of VLANsandspecifically asked how long this restriction was likely to last. | am not intimately
involved with the standardization work, so I cannotspeak to theissuedirectly, I do, however, agree thatit
is an interesting question.

 

12 | Chapter 2: Overview of 802.11 Networks

 



the overlap in Figure 2-5. Int
within the extended service
through the area covered by B
r

 
offer continuous coverage

alkeal life, you would want to
area; you wouldn’t wa
SS3 when en route f

nt to require that users W
rom BSS1 to BSS2.

 
(nternet

  

 

 
Figure 2-5. Extended service setsame ESS may communicate with each other, even though theseand may even be moving between
stations may be in different basic service areasbasic service areas. For stations in an ESS to communicate with each other, the wire-less medium must act like a single layer 2 connection. Access points act as bridges, sodirect communication between stations in an ESS requires that the backbone net-work also be a layer 2 connection. Any link-layer connection will suffice. Severalaccess points in a single area may be connectedto a single hub or switch, or they can
use virtual LANs if the link-layer connection must span 4 large area.
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remains ignorantof the location of the mobile station and relies on the access points
to deliver the frame.

The Distribution System, Revisited
With an understanding of how an extendedservicesetis built, I’d like to return to
the concept of the distribution system. 802.11 describes the distribution system in
terms of the services it provides to wireless stations. While these services will be
described in more detail later in this chapter, it is worth describing their operation at
a highlevel.

The distribution system provides mobility by connecting access points. When a
frameis given to the distribution system,it is delivered to the right access point and
relayed by that access pointto the intended destination.

The distribution system is responsible for tracking where a station is physically
located and delivering frames appropriately. When a frameis sent to a mobile sta-
tion, the distribution system is charged with the task of delivering it to the access
point serving the mobile station. As an example, consider the router in Figure 2-5.
The router simply uses the MAC address of a mobile station asits destination. The
distribution system of the ESS pictured in Figure 2-5 must deliver the frame to the
right access point. Obviously, part of the delivery mechanism is the backbone Ether-
net, but the backbone network cannotbetheentire distribution system becauseit
has no way of choosing between access points. In the language of 802.11, the back-
bone Ethernetis the distribution system medium, butit is not the entire distribution
system.

To find the rest of the distribution system, we need to look to the access points
themselves. Most access points currently on the market operate as bridges. They
have at least one wireless network interface and at least one Ethernet network inter-
face. The Ethernet side can be connected to an existing network, and the wireless
side becomes an extension of that network. Relaying frames between the two net-
work media is controlled by a bridging engine.

Figure 2-6 illustrates the relationship between the access point, backbone network,
and the distribution system. The access point has two interfaces connected by a
bridging engine. Arrowsindicate the potential paths to and from the bridging engine.
Frames may besentby the bridge to the wireless network; any frames sent by the
bridge’s wireless port are transmitted to all associated stations. Each associated sta-
tion can transmit framesto the access point.Finally, the backboneporton the bridge
can interact directly with the backbone network. The distribution system in
Figure 2-6 is composedof the bridging engine plus the wired backbone network..

Every framesent by a mobile station in an infrastructure network must use the distribu-
tion system. It is easy to understand whyinteraction with hosts on the backbonenet-
work mustuse the distribution system.Afterall, they are connectedto the distribution
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Figure 2-6. Distribution system in common 802.11 access point implementations

system medium. Wireless stations in an infrastructure network depend onthedistribu-
tion system to communicate with each other because they are notdirectly connected to
each other. The only way for station A to send a frameto stationBis by relaying the
frame through the bridging engine in the access point. However, the bridge is a compo-
nentof the distribution system. While what exactly makes up the distribution system
may seem like a narrow technical concern,there are somefeatures of the 802.11 MAC
that are closely tied to its interaction with the distribution system.

Inter-access point communicationas part of the distribution system

Included with this distribution system is a method to manageassociations. A wire-
less station is associated with only one access pointat a time. If a station is associ-
ated with one access point, all the other access points in the ESS need to learn about
that station. In Figure 2-5, AP4 must know aboutall the stations associated with
AP1.If a wireless station associated with AP4 sendsa frameto a station associated

with AP1, the bridging engine inside AP4 must send the frame over the backbone
Ethernet to AP1so it can bedelivered to its ultimate destination. To fully implement
the distribution system, access points must inform other access points of associated
stations. Naturally, many access points on the market use an inter-access point proto-
col (IAPP) over the backbone medium. There is, however, no standardized method
for communicating association information to other members of an ESS. Proprietary
technology is giving way to standardization, however. One of the major projects in
the IEEE 802.11 working groupis the standardization of the IAPP.

Wireless bridgesandthe distribution system

Upto this point, I have tacitly assumed that the distribution system was an existing
fixed network. While this will often be the case, the 802.11 specification explicitly
supports using the wireless medium itself as the distribution system. The wireless
distribution system configuration is often called a “wireless bridge” configuration
because it allows network engineers to connect two LANsatthelink layer. Wireless
bridges can be used to quickly connect distinct physical locations and are well-suited
for use by access providers. Most 802.11 access points on the market now support
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the wireless bridge configuration, though it may be necessary to upgradethe firm-
ware on older units.

Network Boundaries

Becauseof the nature of the wireless medium, 802.11 networks have fuzzy bound-
aries. In fact, some degree of fuzziness is desirable. As with mobile telephone net-
works, allowingbasic service areas to overlap increases the probability of successful
transitions between basic service areas andoffers the highest level of network cover-
age. The basic service areas on the right of Figure 2-7 overlap significantly. This
means that a station moving from BSS2 to BSS4 is not likely to lose coverage; it also
means that AP3 (or, for that matter, AP4) can fail without compromising the net-
work too badly. On the other hand, if AP2 fails, the network is cut into two disjoint
parts, andstations in BSS1 lose connectivity when moving out of BSS1 and into BSS3
or BSS4.

  

 
APY AP2 AP3

BSS} BSS2 8553

BSS4 
 
Figure 2-7. Overlapping BSSs in an ESS

Different types of 802.11 networks mayalso overlap. Independent BSSs maybecre-
ated within the basic service area of an access point. Figure 2-8 illustrates spatial
overlap. An access point appears at the top of the figure; its basic service area is
shaded. Twostations are operating in infrastructure mode and communicate only
with the access point. Three stations have beenset up as an independent BSS and
communicate with each other. Although thefive stations are assignedto twodiffer-
ent BSSs, they mayshare the same wireless medium. Stations may obtain access to
the medium only by using the rules specified in the 802.11 MAC; these rules were
carefully designed to enable multiple 802.11 networks to coexist in the same spatial
area. Both BSSs must share the capacity ofa single radio channel, so there may be
adverse performanceimplications from co-located BSSs.

802.11 Network Operations
Fromthe outset, 802.11 was designed to be just anotherlink layer to higher-layer pro-
tocols. Network administrators familiar with Ethernetwill be immediately comfortable
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AP’s basic service area   
Figure 2-8. Overlapping network types
with 802.11. The shared heritage is deep enoughthat 802.11 is sometimes referred to
as “wireless Ethernet.”

The core elements presentin Ethernet are present in 802.11. Stations are identified
by 48-bit IEEE 802 MAC addresses. Conceptually, frames are delivered based on the
MAC address. Frame delivery is unreliable, though 802.11 incorporates some basic
reliability mechanisms to overcome the inherently poor qualities of the radio chan-
nels it uses.”

From a user’s perspective, 802.11 might just as well be Ethernet. Network adminis-
trators, however, need to be conversant with 802.11 at a much deeper level. Provid-
ing MAC-layer mobility while following the path blazed by previous 802 standards
requires a number of additional services and more complex framing.

Network Services
One way to define a network technology is to define the servicesit offers and allow
equipment vendors to implement those services in whatever way they see fit. 802.11
provides nine services. Only three of the services are used for moving data; the
remaining six are management operationsthat allow the network to keep track of the
mobile nodesand deliver frames accordingly.

ly not comparable* T don’t mean“poor” in an absolute sense. Butthereliability of wireless transmissionis real
to the reliability of a wired network.
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The services are described in the followinglist and summarized in Table 2-1:
Distribution

This service is used by mobile stations in an infrastructure network every time
they send data. Once a frame has been accepted by anaccess point, it uses the
distribution service to deliver the frame to its destination, Any communication
that uses an access pointtravels through the distribution service, including com-
munications between two mobile stations associated with the same access point.

 
Integration

Integration is a service provided bythe distribution system;it allows the connec-
tion of the distribution system to a non-IEEE 802.11 network. The integration
function is specific to the distribution system used and thereforeis not specified
by 802.11, except in termsoftheservices it mustoffer.

Association

Delivery of frames to mobile stations is made possible because mobile stations
register, or associate, with access points. The distribution system can then use
the registration information to determine which access point to use for any
mobile station. Unassociatedstations are not “on the network,” muchlike work-
stations with unplugged Ethernetcables. 802.11 specifies the function that must
be provided bythe distribution system using the association data, but it does not
mandateanyparticular implementation.

Reassociation

When a mobile station moves between basic service areas within a single
extendedservice area, it must evaluate signal strength and perhaps switch the
access point with whichit is associated. Reassociations are initiated by mobile
stations when signal conditions indicate that a different association would be
beneficial; they are neverinitiated by the access point. After the reassociationis
complete, the distribution system updates its location records to reflect the
reachability of the mobile station through a different access point.

Disassociation

To terminate an existing association, stations may use the disassociation service.
Whenstations invoke the disassociation service, any mobility data stored in the
distribution system is removed. Once disassociation is complete, it is as if the
station is no longer attached to the network. Disassociation is a polite task to do
during the station shutdownprocess. The MACis, however, designed to accom-
modatestationsthat leave the network withoutformally disassociating.

Authentication

Physical security is a major component of a wired LAN security solution. Net-
work attachmentpoints are limited, often to areas in offices behind perimeter
access control devices. Network equipmentcan besecuredin locked wiring clos-
ets, and data jacks in offices and cubicles can be connected to the network only
when needed. Wireless networks cannotoffer the samelevel of physical security,
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however, and therefore must depend on additional authentication routines to
ensure that users accessing the networkare authorized to do so. Authentication
is a necessary prerequisite to association because only authenticated users are
authorized to use the network. (In practice, though, manyaccess points are con-
figured for “open-system” authentication andwill authenticate anystation.)

Deauthentication

Deauthentication terminates an authenticated relationship. Because authentica-
tion is needed before network use is authorized, a side effect of deauthentication
is termination of any currentassociation.

Privacy

Strong physical controls can prevent a great numberofattacks onthe privacy of
data in a wired LAN.Attackers must obtain physical access to the network
medium before attempting to eavesdrop ontraffic. On a wired network, physi-
cal access to the network cabling is a subset of physical access to other comput-
ing resources. By design, physical access to wireless networks is a comparatively
simpler matter of using the correct antenna and modulation methods. To offer a
similar level of privacy, 802.11 provides an optionalprivacyservice called Wired
Equivalent Privacy (WEP). WEPis not ironclad security—in fact, it has been
proven recently that breaking WEPis easily within the capabilities of any laptop
(for more information, see Chapter5). Its purpose is to provide roughly equiva-
lent privacy to a wired network by encrypting frames as they travel across the
802.11 air interface. Depending on yourlevel of cynicism, you may or may not
thinkthat WEP achievesits goal; afterall, it’s not that hard to access the Ether-
net cabling in a traditional network. In any case, do not assume that WEPpro-
vides more than minimal security. It prevents other users from casually
appearing on your network, butthat’s aboutall.’ i

MSDUdelivery
Networks are not much use without the ability to get the data to the recipient.
Stations provide the MAC Service Data Unit (MSDU)delivery service, whichis
responsible for getting the data to the actual endpoint. |

Table 2-1. Network services

Service Station or distribution service?—Description

Distribution Distribution Service used in framedelivery to determine destination addressin
infrastructure networks

Integration Distribution Framedelivery to an IEEE 802 LAN outside the wireless network

* Oneof O’Reilly’s offices had a strange situation in which apparent “interlopers” appeared on the network.
They eventually discovered that their ESS overlapped a companyin a neighboringoffice building, and “for-
eign”laptops were simply associating with the access pointthat had the strongest signal. WEP solves prob-
lemslike this but will not withstand a deliberate attack on your network.
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Table 2-1. Network services (continued)

Service Station or distribution service?—Description

Association Distribution Used to establish the AP which serves as the gatewayto a particu-
lar mobile station

Reassociation Distribution Used to changethe AP which serves as the gatewaytoa particular
mobile station

Disassociation Distribution Removesthe wireless station from the network

Authentication Station Establishes identity prior to establishing association

Deauthentication Station Used to terminate authentication, and by extension, association

Privacy Station Provides protection against eavesdropping

MSDU delivery Station Delivers data to the recipient

Station services

Station services are part of every 802.11-compliant station and mustbe incorporated
by any product claiming 802.11 compliance. Station services are provided by both
mobile stations and the wireless interface on access points. Stations provide frame
delivery services to allow message delivery, and, in support of this task, they may
need to use the authentication services to establish associations. Stations may also
wish to take advantage of privacy functions to protect messages as they traverse the
vulnerable wirelesslink.

Distribution system services

Distribution system services connect access points to the distribution system. The
major role of access points is to extend the services on the wired network to the wire-
less network; this is done by providing the distribution and integration services to
the wireless side. Managing mobilestation associations is the other majorrole of the
distribution system. To maintain association data and station location information,
the distribution system provides the association, reassociation, and disassociation
services.

Mobility Support
Mobility is the major motivation for deploying an 802.11 network. Stations can
move while connected to the network and transmit frames while in motion. Mobil-

ity can cause oneofthreetypesoftransition:

No transition

Whenstations do not move outof their current access point’s service area, no
transition is necessary. This state occurs because the station is not movingorit is
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mobility between access points supplied by different vendors is not
guaranteed.

Because inter-access point communications are not standardized,

ESS transition

An ESStransition refers to the movementfrom one ESS to a seconddistinct ESS.
802.11 does not support this type of transition, except to allow the station to
associate with an access pointin the second ESSonceit leaves thefirst. Higher-
layer connectionsare almost guaranteedto be interrupted. It would befair to say
that 802.11 supports ESS transitions only to the extentthatit is relatively easy to
attempt associating with an access point in the new extended service area. Main-
taining higher-level connections requires support from the protocol suites in
question. In the case of TCP/IP, Mobile IP is required to seamlessly support an
ESStransition.

Figure 2-10 illustrates an ESStransition. Four basic service areas are organized
into two extendedservice areas. Seamless transitions from the lefthand ESS to
the righthandESSare not supported. ESS transitions are supported only because
the mobile station will quickly associate with an access point in the secondESS.
Anyactive network connections are likely to be dropped when the mobile sta-
tion leavesthe first ESS.
 

  
Seamless transition

not supported

 
 

Figure 2-10. ESS transition
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CHAPTER3

The 802.11 MAC
 

This chapter begins our exploration of the 802.11 standard in depth. Chapter 2 pro-
vided a high-level overview of the standard and discussed someofits fundamental
attributes. You are now at a fork in the book.Straight aheadlies a great deal of infor-
mation on the 802.11 specifications. It is possible, however, to build a wired net- |
work without a thorough and detailed understandingof the protocols, and the same
is true for wireless networks. However, there are a numberofsituations in which you
may needa deeper knowledge of the machinery under the hood:

* Although 802.11 has been widely andrapidly adopted, security issues have con-
tinued to grab headlines. Network managers will undoubtedly be asked to com-
ment on security issues, especially in any wireless LAN proposals. To
understand and participate in these discussions, read Chapter5. As I write this,
WEPhas been fully broken and the IEEE is forging a successor to it based on
802.1x.* Though thefinal form of the new and improved security framework has ‘|
not yet become apparent, it will almost surely be based on 802.1x, which is
described in Chapter6.

* Troubleshooting wireless networksis similar to troubleshooting wired networks
but can be much more complex. As always, a trusty packet sniffer can be an
invaluable aid. To take full advantage of a packet sniffer, though, you need to
understand whatthe packets mean to interpret your network’s behavior.

* Tuning a wireless network is tied intimately to a number of parameters in the
specification. To understand the behavior of your network and whateffect the
optimizationswill have requires a knowledge of what those parameters really do.

* Device drivers may expose low-level knobs and dials for you to play with. Most
drivers provide good defaults for all of the parameters, but somegive you free-
dom to experiment. Open source software users have the source code and are
free to experiment with any andall settings.

* And as wegoto press, 802.1x has reportedly been broken.

 



 

 

* A numberofinteresting features of the standard have not been implemented by
the current products, but they may be implementedlater. As these features are
rolled out, you may need to know what they are and how touse them.

As with many otherthingsinlife, the more you know,the better off you are. Ether-
netis usually trouble-free, but serious network administrators have long known that
when youdo runinto trouble, there is no substitute for thorough knowledge of how
the network is working. To someextent, 802.11 networks have had a “free ride” the
past few years. Because they were cool, users were forgiving when they failed; wire-
less connectivity was a privilege, not a right. And since there were relatively few net-
works andrelatively few users on those networks, the networks wererarely subjected
to severe stresses. An Ethernet that has only a half dozen nodesis notlikely to be a
source of problems; problems occur when you add a few high-capacity servers, a few
hundred users, and the associated bridges and routers to glue everything together.
There is no reason to believe that wireless will be any different. A couple of access
points serving a half dozen users will not reveal any problems. But when the user
community grows to a few dozen, and you haveseveral overlapping wireless net-
works, each with its own set of access points, you can expect to see the effects of
stress.

That is why you should read this chapter. Now onto thedetails.

The key to the 802.11 specification is the MAC.It rides on every physical layer and
controls the transmission of user data into theair. It provides the core framing opera-
tions and the interaction with a wired network backbone. Different physical layers
may providedifferent transmission speeds,all of which are supposedto interoperate.
802.11 does not depart from the previous IEEE 802 standards in any radical way.
The standard successfully adapts Ethernet-style networking to radio links. Like
Ethernet, 802.11 uses a carrier sense multiple access (CSMA) scheme to control
access to the transmission medium. However,collisions waste valuable transmission
capacity, so rather than thecollision detection (CSMA/CD) employed by Ethernet,
802.11 uses collision avoidance (CSMA/CA). Also like Ethernet, 802.11 uses a dis-
tributed access scheme with no centralized controller. Each 802.11 station uses the
same method to gain access to the medium. The major differences between 802.1]
and Ethernet stem from the differences in the underlying medium.

This chapter provides some insight into the motivations of the MAC designers by
describing somechallenges they needed to overcome and describes the rules used for
access to the medium, as well as the basic frame structure. If you simply want to
understand the basic frame sequences that you will see on an 802.11 network,skip
ahead to the end of this chapter. For further information on the MAC,consult its
formal specification in Clause 9 of the 802.11 standard; detailed MACstate dia-
gramsare in Annex C.
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Challenges for the MAC
Differences between the wireless network environment and thetraditional wired

environment create challenges for network protocol designers. This section exam-
ines a numberof the hurdles that the 802.11 designers faced.

RF Link Quality
On a wired Ethernet, it is reasonable to transmit a frame and assumethat the desti-

nation receivesit correctly. Radio links are different, especially when the frequencies
used are unlicensed ISM bands. Even narrowband transmissions are subject to noise
andinterference, but unlicensed devices must assumethatinterference will exist and

work aroundit. The designers of 802.11 considered ways to work aroundthe radia-
tion from microwave ovens and other RF sources. In addition to the noise, multi-

path fading may also lead to situations in which frames cannot be transmitted
because a node movesinto a dead spot.

Unlike many other link layer protocols, 802.11 incorporates positive acknowledg-
ments. All transmitted frames must be acknowledged, as shownin Figure 3-1. If any
part of the transfer fails, the frame is consideredlost.

Ly WY

une | Frame
ACK

Figure 3-1. Positive acknowledgmentofdata transmissions

 

 

The sequencein Figure 3-1 is an atomic operation. 802.11 allowsstations to lock out
contention during atomic operations so that atomic sequences are notinterrupted by
otherstations attempting to use the transmission medium.

The Hidden Node Problem

In Ethernet networks, stations depend on the reception of transmissions to perform
the carrier sensing functions of CSMA/CD. Wires in the physical medium contain
the signals and distribute them to network nodes. Wireless networks have fuzzier
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boundaries, sometimes to the point where each node may notbe able to communi-
cate with every other nodein the wireless network, as in Figure 3-2.
 

Area reachable Area reachable
by node 1 by node 3

¥ Y¥ x

1 2 3

 

Figure 3-2. Nodes 1 and 3 are “hidden”

In the figure, node 2 can communicate with both nodes 1 and3, but something pre-
vents nodes 1 and 3 from communicating directly. (The obstacleitself is not rele-
vant; it could be as simple as nodes 1 and 3 being as far away from 2 as possible, so
the radio waves cannot reach thefull distance from 1 to 3.) From the perspective of
node 1, node 3 is a “hidden”node.If a simple transmit-and-pray protocol wasused,
it would be easy for node 1 and node 3 to transmit simultaneously, thus rendering
node 2 unable to make sense of anything. Furthermore, nodes 1 and 3 would not
have any indication of the error becausethe collision was local to node2.
Collisions resulting from hidden nodes may be hardto detect in wireless networks
because wireless transceivers are generally half-duplex; they don’t transmit and
receive at the sametime. To preventcollisions, 802.11 allows stations to use Request
to Send (RTS) and Clear to Send (CTS)signals to clear out an area. Figure 3-3 illus-
trates the procedure.
 

Ps 1¥P.. i I
Ti)RIS

0 \ (3) Frame
(4) AN.

Ly st
—— (2). C15

e

   
Figure 3-3. RTS/CTSclearing
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In Figure 3-3, node 1 has a frameto send;it initiates the process by sending an RTS
frame. The RTS frameserves several purposes: in addition to reserving the radio link
for transmission, it silences any stations that hearit. If the target station receives an
RTS, it responds with a CTS. Like the RTS frame, the CTS framesilences stations in
the immediate vicinity. Once the RTS/CTS exchange is complete, node 1 can trans-
mit its frames without worry of interference from any hidden nodes. Hidden nodes
beyond the range of the sending station are silenced by the CTS from thereceiver.
When the RTS/CTS clearing procedure is used, any frames must be positively
acknowledged.

The multiframe RTS/CTS transmission procedure consumesa fair amountof capac-
ity, especially because of the additional latency incurred before transmission can
commence. As a result, it is used only in high-capacity environments and environ-
ments with significant contention on transmission. For lower-capacity environ-
ments, it is not necessary.

You can control the RTS/CTS procedure by setting the RTS threshold if the device
driver for your 802.11 card allows you to adjust it. The RTS/CTS exchangeis per-
formed for frames larger than the threshold. Frames shorter than the threshold are
simply sent.

MAC Access Modesand Timing
Access to the wireless medium is controlled by coordination functions, Ethernet-like
CSMA/CAaccess is provided by the distributed coordination function (DCF). If con-
tention-free service is required, it can be provided by the point coordination func-
tion (PCF), which is built on top of the DCF. Contention-free services are provided
only in infrastructure networks. The coordination functions are described in the fol-
lowinglist andillustrated in Figure 3-4:

DCF

The DCFis the basis of the standard CSMA/CA access mechanism. Like Ether-

net, it first checks to see thattheradiolink is clear before transmitting. To avoid
collisions, stations use a random backoff after each frame, with the first transmit-
ter seizing the channel. In some circumstances, the DCF may use the CTS/RTS
clearing techniqueto further reduce the possibility ofcollisions.

PCF

Point coordination provides contention-free services. Special stations called point
coordinators are used to ensure that the medium is provided without conten-
tion. Point coordinators reside in access points, so the PCFis restricted to infra-
structure networks. To gain priority over standard contention-basedservices, the
PCF allows stations to transmit frames after a shorter interval. The PCF is not

widely implemented andis described in Chapter8.
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Figure 3-4. MAC coordination functions

  

Carrier-Sensing Functions and the Network
Allocation Vector

Carrier sensing is used to determine if the medium is available. Twotypes ofcarrier-
sensing functions in 802.11 managethis process: the physical carrier-sensing and vir-
tual carrier-sensing functions. If either carrier-sensing function indicates that the
medium is busy, the MACreports this to higherlayers.

Physical carrier-sensing functions are provided by the physical layer in question and
depend on the medium and modulation used. It is difficult (or, more to the point,
expensive) to build physical carrier-sensing hardware for RF-based media, because
transceivers can transmit and receive simultaneously only if they incorporate expen-
sive electronics. Furthermore, with hidden nodes potentially lurking everywhere,
physical carrier-sensing cannotprovideall the necessary information.

Virtual carrier-sensing is provided by the Network Allocation Vector (NAV). Most
802.11 frames carry a duration field, which can be used to reserve the medium for a
fixed time period. The NAVis a timer that indicates the amountof time the medium
will be reserved. Stations set the NAV to the time for which they expect to use the
medium, including any frames necessary to complete the current operation. Other
stations count down from the NAV to 0. When the NAV is nonzero,the virtual car-

rier-sensing function indicates that the medium is busy; when the NAV reaches 0,
the virtual carrier-sensing function indicates that the mediumisidle.

By using the NAV,stations can ensure that atomic operations are notinterrupted.
For example, the RTS/CTS sequence in Figure 3-3 is atomic. Figure 3-5 shows how
the NAV protects the sequence from interruption. (This is a standard format for a
number of diagramsin this book thatillustrate the interaction of multiple stations
with the corresponding timers.) Activity on the medium bystationsis represented by
the shaded bars, and each baris labeled with the frame type. Interframe spacingis
depicted by thelack of anyactivity. Finally, the NAV timeris represented by the bars
on the NAVline at the bottom of the figure. The NAVis carried in the frame head-
ers on the RTS and CTSframes;it is depicted on its own line to show how the NAV
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relates to actual transmissions in the air. When a NAVbaris present on the NAV
line, stations should defer access to the medium becausethe virtual carrier-sensing
mechanism will indicate a busy medium.
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Figure 3-5. Using the NAVfor virtual carrier sensing

To ensure that the sequenceis not interrupted, node 1 sets the NAV in its RTS to
block access to the medium while the RTSis being transmitted.All stations that hear
the RTSdefer access to the medium until the NAVelapses.

RTSframesare not necessarily heard by every station in the network. Therefore, the
recipient of the intended transmission responds with a CTSthat includes a shorter
NAV.This NAVprevents other stations from accessing the medium until the trans-
mission completes. After the sequence completes, the medium can be used by any
station after distributed interframe space (DIFS), which is depicted by the conten-
tion window beginningat the rightside of the figure.

RTS/CTS exchanges may beuseful in crowded areas with multiple overlapping net-
works. Every station on the same physical channel receives the NAV and defers
access appropriately, even if the stations are configured to be on different networks.

Interframe Spacing
As with traditional Ethernet, the interframe spacing plays a large role in coordinat-
ing access to the transmission medium. 802.11 uses four different interframespaces.
Three are used to determine medium access; the relationship between them is shown
in Figure 3-6.

We'vealready seen thatas partofthe collision avoidance built into the 802.11 MAC,
Stations delay transmission until the medium becomesidle. Varying interframe spac-
ings create different priority levels for different types of traffic. The logic behind this
is simple: high-priority traffic doesn’t have to wait as long after the medium has
becomeidle. Therefore, if there is any high-priority traffic waiting, it grabs the net-
work before low-priority frames have a chanceto try. To assist with interoperability
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Figure 3-6. Interframe spacing relationships

between different data rates, the interframespaceis a fixed amount of time, indepen-
dent of the transmission speed. (This is only one of the many problems caused by
having different physical layers use the same radio resources, which are different
modulation techniques.) Different physical layers, however, can specify different
interframe space times.

Short interframe space (SIFS)
The SIESis used for the highest-priority transmissions, such as RTS/CTSframes
and positive acknowledgments. High-priority transmissions can begin once the
SIFS has elapsed. Once these high-priority transmissions begin, the medium
becomes busy, so frames transmitted after the SIFS has elapsed have priority
over framesthat can be transmitted only after longerintervals.

PCFinterframe space (PIFS)
The PIFS, sometimes erroneously called the priority interframe space,is used by
the PCF during contention-free operation. Stations with data to transmit in the
contention-free period can transmit after the PIFS has elapsed and preempt any
contention-basedtraffic.

DCFinterframe space (DIFS)
The DIES is the minimum medium idle time for contention-basedservices. Sta-
tions may have immediate access to the mediumif it has been free for a period
longer than the DIFS.

Extended interframe space (EIFS)
The EIFSis notillustrated in Figure 3-6 because it is not a fixed interval. It is
used only whenthereis an error in frame transmission.

Interframe spacing andpriority

Atomic operations start like regular transmissions: they must wait for the DIFS
before they can begin. However, the second and any subsequent steps in an atomic
operation take place using the SIFS, rather than during the DIFS. This meansthat the
second (and subsequent) parts of an atomic operation will grab the medium before
another type of frame can be transmitted. By using the SIPS and the NAV,stations
can seize the medium for as long as necessary.
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In Figure 3-5, for example, the short interframe space 1s used between the different
units of the atomic exchange. After the sender gains access to the medium,the receiver
replies with a CTSafter the SIFS. Anystationsthat might attemptto access the medium
at the conclusion of the RTS would wait for one DIFS interval. Partway through the
DIFSinterval, though, the SIFS interval elapses, and the CTSis transmitted.

Contention-Based Access Using the DCF
Mosttraffic uses the DCF, which provides a standard Ethernet-like contention-based
service. The DCF allows multiple independentstations to interact without central
control, and thus maybeusedin either IBSS networksorin infrastructure networks.

Before attempting to transmit, each station checks whether the medium is idle. If the
medium is notidle, stations defer to each other and employ an orderly exponential
backoff algorithm to avoid collisions.

In distilling the 802.11 MACrules,thereis a basic set of rules that are always used,
and additional rules may be applied depending on the circumstances. Two basic
rules apply to all transmissions using the DCF:

1. If the medium has been idle for longer than the DIFS, transmission can begin
immediately. Carrier sensing is performed using both a physical medium-depen-
dent method andthe virtual (NAV) method.

a. If the previous frame wasreceived withouterrors, the medium must be free
for at least the DIFS.

b, If the previous transmission contained errors, the medium mustbefree for
the amountof the EIFS.

2. If the medium is busy, the station must wait for the channel to becomeidle.
802.11 refers to the wait as access deferral. If access is deferred, the station waits
for the medium to becomeidle for the DIFS and prepares for the exponential
backoff procedure.

Additionalrules may apply in certain situations. Manyofthese rules depend on the par-
ticular situation “on the wire” and are specific to the results of previous transmissions.

1. Error recovery is the responsibility of the station sending a frame. Senders expect
acknowledgmentsfor each transmitted frame and are responsiblefor retrying the
transmission untilit is successful.

a. Positive acknowledgments are the only indication of success. Atomic
exchanges must complete in their entirety to be successful. If an acknowl-
edgmentis expected and doesnotarrive, the sender considers the transmis-
sion lost and mustretry.

b. All unicast data must be acknowledged.
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c, Any failure increments a retry counter, and the transmission is retried. A
failure can be dueto a failure to gain access to the medium oralack of an
acknowledgment. However, there is a longer congestion window when
transmissionsare retried (see next section).

2. Multiframe sequences may update the NAV with eachstep in the transmission
procedure. Whena station receives a medium reservation thatis longer than the
current NAV,it updates the NAV.Setting the NAVis doneon a frame-by-frame
basis and is discussed in much moredetail in the next chapter.

3. The following types of frames can be transmitted after the SIFS and thusreceive
maximum priority: acknowledgments, the CTS in an RTS/CTS exchange
sequence, and fragments in fragment sequences.

a. Once a station has transmitted thefirst frame in a sequence, it has gained
control of the channel. Any additional frames and their acknowledgments can
be sent using the short interframe space, which locks out anyotherstations.

b. Additional frames in the sequence update the NAV for the expected addi-
tional time the medium will be used.

4. Extended frame sequences are required for higher-level packets that are larger
than configured thresholds.

a. Packets larger than the RTS threshold must have RTS/CTS exchange.
b. Packets larger than the fragmentation threshold mustbe fragmented.

Error Recovery with the DCF
Error detection and correction is up to the station that begins an atomic frame
exchange. Whenan erroris detected, the station with data must resend the frame.
Errors must be detected by the sendingstation. In some cases, the sender can infer
frame loss by the lack of a positive acknowledgment from the receiver. Retry
counters are incremented whenframesare retransmitted.

Each frame or fragment has a single retry counter associated with it. Stations have
two retry counters: the short retry count and the long retry count. Frames that are
shorter than the RTS threshold are considered to be short; frames longer than the
threshold are long.Dependingon the length of the frame,it is associated with either
a short or long retry counter. Frame retry counts begin at 0 and are incremented
when a frame transmissionfails.

The short retry countis reset to 0 when:

¢ ACTSframeis received in responseto a transmitted RTS

* A MAC-layer acknowledgmentis received after a nonfragmented transmission
* A broadcast or multicast frame is received
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Thelongretry countis reset to 0 when:

* A MAC-layer acknowledgmentis received for a frame longer than the RTS
threshold

* A broadcast or multicast frame is received

In addition to the associated retry count, fragmentsare given a maximum “lifetime”
by the MAC. Whenthefirst fragment is transmitted, the lifetime counteris started.
Whenthelifetime limit is reached, the frameis discarded and no attempt 1s made to
transmit any remaining fragments.

Using the retry counters

Like most other network protocols, 802.11 providesreliability through retransmis-
sion, Data transmission happens within the confines of an atomic sequence, andthe
entire sequence must complete for a transmission to be successful. When a station
transmits a frame, it must receive an acknowledgmentfromthe receiver or it will
consider the transmission to have failed. Failed transmissions increment the retry
counter associated with the frame (or fragment). If the retry limit is reached, the
frameis discarded,andits loss is reported to higher-layer protocols.
Oneofthe reasons for having short frames and long frames is to allow network
administrators to customize the robustness of the network for different frame
lengths. Large frames require more buffer space, so one potential application of hav-
ing two separateretry limits is to decrease the longretry limit to decrease the amount
of buffer space required.

Backoff with the DCF

After frame transmission has completed and the DIFS has elapsed, stations may
attempt to transmit congestion-based data. A period called the contention windowor
backoff window follows the DIFS. This window is divided into slots. Slot length is
medium-dependent; higher-speed physicallayers use shorter slot times. Stations pick
a random slot and wait for that slot before attempting to access the medium;all slots
are equally likely selections. When several stations are attempting to transmit, the
station that picksthefirst slot (the station with the lowest random number) wins.
As in Ethernet, the backoff timeis selected fromalarger range each time a transmis-
sion fails. Figure 3-7illustrates the growth of the contention window as the number
of transmissions increases, using the numbers from the direct-sequence spread-spec-
trum (DSSS) physical layer. Other physicallayers use different sizes, but the principle
is identical. Contention windowsizes are always1 less than a powerof 2 (e.g., 31, 63,
127, 255). Each time the retry counterincreases, the contention window moves to
the next greatest power of two. Thesize of the contention windowislimited by the
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physical layer. For example, the DS physical layer limits the contention window to
1023 transmissionslots.
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Figure 3-7. DSSS contention windowsize

Whenthe contention windowreaches its maximum size, it remainsthere until it can
be reset. Allowing long contention windows when several competing stations are
attempting to gain access to the medium keeps the MAC algorithms stable even
under maximum load. The contention window is reset to its minimum size when
frames are transmitted successfully, or the associated retry counter is reached, and
the frame is discarded.

Fragmentation and Reassembly
Higher-level packets and some large management frames may need to be broken into
smaller pieces to fit through the wireless channel. Fragmentation may also help
improvereliability in the presence of interference. The primary sources of interfer-
ence with 802.11 LANs are microwave ovens, with which they share the 2.4-GHz
ISM band. Electromagnetic radiation is generated by the magnetron tube duringits
ramp-up and ramp-down,so microwaves emitinterference half the time.”

* In the US, appliances are powered by 60-Hz alternating current, so microwaves interfere for about 8 milli-
seconds (ms) out of every 16-ms cycle. Muchof the rest of the world uses 50-Hz current, and interference
takes place for 10 msoutof the 20-mscycle. :
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Wireless LAN stations may attempt to fragment transmissions so that interference
affects only small fragments, not large frames. By immediately reducing the amount
of data that can be corrupted by interference, fragmentation mayresult in a higher
effective throughput.

Fragmentation takes place when a higher-level packet’s length exceeds the fragmen-
tation threshold configured by the network administrator. Fragmentsall have the
same frame sequence numberbut have ascending fragment numbersto aid in reas-
sembly. Frame control information also indicates whether more fragments are com-
ing. All of the fragments that comprise a frame are normally sent in a fragmentation
burst, which is shown in Figure 3-8. This figure also incorporates an RTS/CTS
exchange, becauseit is commonfor the fragmentation and RTS/CTSthresholds to
be set to the samevalue. Thefigure also shows how the NAV andSIFSare used in
combination to control access to the medium.
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Figure 3-8. Fragmentation burst

Fragments and their acknowledgmentsare separated by the SIFS,so a station retains
control of the channel during a fragmentation burst. The NAVis also used to ensure
that other stations don’t use the channel during the fragmentation burst. As with any
RTS/CTS exchange, the RTS and CTSboth set the NAV from the expected timeto
the end of the first fragments in the air. Subsequent fragments then form a chain.
Each fragment sets the NAV to hold the medium until the end of the acknowledg-
mentfor the next frame. Fragment0 sets the NAV to hold the medium until ACK 1,
fragment 1 sets the NAV to hold the medium until ACK 2, and so on. After the last
fragment and its acknowledgment have been sent, the NAVis set to 0, indicating
that the medium will be released after the fragmentation burst completes.

Frame Format

To meetthe challenges posed by a wireless data link, the MAC was forced to adopt
several unique features, not the least of which wasthe use of four addressfields. Not
all frames useall the addressfields, and the values assigned to the addressfields may
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change depending on the type of MAC frame being transmitted. Details on the use of
addressfields in different frame types are presented in Chapter4.

Figure 3-9 shows the generic 802.11 MAC frame. All diagramsin this section follow
the IEEE conventions in 802.11. Fields are transmitted from left to right, and the
mostsignificant bits appearlast.
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Figure 3-9. Generic 802.11 MAC frame

802.11 MACframes do notinclude someof the classic Ethernet frame features, most
notably the type/length field and the preamble. The preamble is part of the physical
layer, and encapsulation details such as type and length are present in the header on
the data carried in the 802.11 frame.

Frame Control

Each framestarts with a two-byte Frame Control subfield, shown in Figure 3-10. The
componentsof the Frame Control subfieldare:

Protocol version

Twobits indicate which version of the 802.11 MACis contained in the rest of

the frame. At present, only one version of the 802.11 MAC has been developed;
it is assigned the protocol number 0. Other values will appear when the IEEE
standardizes changes to the MAC that render it incompatible with the initial
specification.

Type and subtype fields
Type and subtypefields identify the type of frame used. To cope with noise and
unreliability, a number of managementfunctions are incorporatedinto the 802.
11 MAC. Some, such as the RTS/CTS operations and the acknowledgments,
have already been discussed. Table 3-1 shows how thetype and subtype identifi-
ers are used to create the different classes of frames.

In Table 3-1, bit strings are written most-significantbit first, which is the reverse
of the order used in Figure 3-10. Therefore, the frametypeis the third bit in the
frame controlfield followed by the second bit (b3 b2), and the subtypeis the
seventh bit, followed by the sixth,fifth, and fourth bits (b7 b6 b5 b4).

  

36 | Chapter3: The 802.11 MAC

 

 



 
 

  0-2,312 

 
 1111! 1TT =

Epes, “ype cub(pe ToS ie More|Retry|Pwr|More|WEP|Order
a “oot Data13|14:4 15  
 

Figure 3-10. Framecontrolfield

Table 3-1. Type and subtype identifiers

Subtypevalue

Managementframes(type=00)4
0000

0001

0010

0011

0100

0101

1000

1001

1010

1011

1100

Control frames (type=01)>
1010

1011

1100

1101

1110

1111

Data frames (type=10)«
0000

0001

0010

0011

0100

Subtype name

Association request

Association response

Reassociation request

Reassociation response

Probe request

Probe response

Beacon

Announcementtraffic indication message (ATIM)

Disassociation

Authentication

Deauthentication

PowerSave(PS)-Poll

RTS

CTS

Acknowledgment(ACK)

Contention-Free (CF}-End

CF-End+CF-Ack

Data

Data+CF-Ack

Data+CF-Poll

Data-+CF-Ack+CF-Poll

Null data (no data transmitted)
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Table 3-1. Type and subtypeidentifiers (continued)

Subtype value Subtype name
0101 CF-Ack (no data transmitted)

0110 CF-Poll (no data transmitted)

0111 Data+CF-Ack4+-CF-Poll

(Frame type 11isreserved)

aManagementsubtypes 0110-0111 and 1101-1111 are reserved andnot currently used.
bControl subtypes 0000-1001are reserved andnot currently used.
Data subtypes 1000-1111 are reserved and not currently used.

ToDS and FromDSbits
These bits indicate whether a frame is destined for the distribution system. All
frames on infrastructure networks will have one ofthe distribution system’s bits
set. Table 3-2 shows how these bits are interpreted. As Chapter 4 will explain,
the interpretation of the addressfields dependsonthesetting of thesebits.

Table 3-2. Interpreting the ToDS and FromDSbits

To DS=0 To DS=1

FromDS=0 —_All managementandcontrolframes Data frames transmitted from a
Data frames within an IBSS (never infrastructure data frames) wireless station in an infrastruc-

ture network

From DS=1 Data framesreceived for a wireless station in an infrastructure Data frameson a “wireless
network bridge”

More fragments bit
This bit functions muchlike the “more fragments”bit in IP. When a higher-level
packet has been fragmented by the MAC, theinitial fragment and anyfollowing
nonfinal fragments set this bit to 1. Some management frames may belarge
enoughto require fragmentation;all other framessetthis bit to 0.

Retry bit
From time to time, frames may be retransmitted. Any retransmitted frames set
this bit to 1 to aid the receiving station in eliminating duplicate frames.

Power managementbit

38

Network adapters built on 802.11 are often built to the PC Card form factor and
used in battery-powered laptop or handheld computers. To conservebattery life,
many small devices have the ability to power downparts of the network inter-
face. This bit indicates whether the senderwill be in a power-saving modeafter
the completion of the current atomic frame exchange. Oneindicates that the sta-
tion will be in power-save mode, and 0 indicates that the station will be active.
Access points perform a number of important managementfunctions and are
not allowed to save power, so this bit is always 0 in frames transmitted by an
access point.
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 Moredata bitTo accommodate stations in a power-saving mode, access points may buffer
frames received from the distribution system. An access point sets this bit to
indicate that at least one frameis available andis addressedto a dozingstation.

WEPbit
Wireless transmissions are inherently easier to intercept than transmissions on a
fixed network, 802.11 defines a set of encryption routines called Wired Equiva-
lent Privacy (WEP) to protect and authenticate data. When a frame has been
processed by WEP,this bit is set to 1, and the frame changes slightly. WEP is
described in more detail in Chapter5.

Order bitFrames and fragments can be transmitted in order at the cost of additional pro-
cessing by both the sending and receiving MACs. When the“strict ordering”
delivery is employed,this bit is set to 1.

Duration/ID Field
The Duration/ID field follows the frame control field. This field has several uses and
takes one of the three forms shownin Figure 3-11.
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Figure 3-11. Duration/ID field

Duration: setting the NAV
Whenbit 15 is 0, the duration/ID field is used to set the NAV. The value represents
the number of microseconds that the medium is expected to remain busy for the
transmission currently in progress. All stations must monitor the headers of all
frames they receive and update the NAV accordingly. Any value that extends the
amount of time the medium is busy updates the NAV and blocks access to the
medium for additional time.
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Frames transmitted during contention-free periods

During the contention-free periods,bit 14 is 0 and bit 15 is 1. All other bits are 0, so
the duration/ID field takes a value of 32,768. This valueis interpreted as a NAV. It
allows any stations that did not receive the Beacon’ announcing the contention-free
period to update the NAV with a suitably large value to avoid interfering with con-
tention-free transmissions.

PS-Poll frames

Bits 14 and 15 are both set to 0 in PS-Poll frames. Mobile stations mayelect to save
battery power by turning off antennas. Dozing stations must wake up periodically. To
ensure that no framesarelost, stations awaking from their slumber transmit a PS-Poll
frame to retrieve any buffered frames from the access point. Along with this request,
waking stations incorporate the association ID (AID) that indicates which BSS they
belong to. The AIDis included in the PS-Poll frame and may range from 1—2,007.
Values from 2,008-16,383 are reserved and notused.

AddressFields

An 802.11 frame may contain upto four address fields. The address fields are num-
bered because differentfields are used for different purposes depending on the frame
type (details are found in Chapter 4). The general rule of thumbis that Address 1 is
used for the receiver, Address 2 for the transmitter, with the Address 3 field used for
filtering by the receiver.

Addressing in 802.11 follows the conventionsused for the other IEEE 802 networks,
including Ethernet. Addresses are 48 bits long. If the first bit sent to the physical
medium is a 0, the address represents a single station (unicast). When the first bit is a
1, the address represents a group of physical stations and is called a multicast
address.If all bits are 1s, then the frame is a broadcast and is deliveredto all stations
connected to the wireless medium.

48-bit addresses are usedfor a variety of purposes:

Destination address

As in Ethernet, the destination address is the 48-bit IEEE MAC identifier that
correspondsto thefinal recipient: the station that will hand the frame to higher
protocollayers for processing.

Source address

This is the 48-bit IEEE MACidentifier that identifies the source of the transmis-

sion. Only onestation can be the source of a frame, so the Individual/Group bit
is always 0 to indicate an individualstation.

= Beacon framesare a subtype of management frames, which is why “Beacon”is capitalized.
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Receiver address

This is a 48-bit IEEE MAC identifier that indicates which wireless station should
process the frame.If it is a wireless station, the receiver address is the destina-
tion address. For frames destined to a node on an Ethernet connected to an
access point, the receiver is the wireless interface in the access point, and the
destination address maybea router attached to the Ethernet.

Transmitter address
This is a 48-bit IEEE MAC addressto identify the wireless interface that trans-
mitted the frame onto the wireless medium. Thetransmitter address is used only
in wireless bridging.

Basic Service Set ID (BSSID)
To identify different wireless LANs in the same area, stations may be assigned to
a BSS. In infrastructure networks, the BSSID is the MAC address used by the
wireless interface in the access point. Ad hoc networks generate a random BSSID
with the Universal/Localbit set to 1 to prevent conflicts with officially assigned
MACaddresses.

The numberof address fields used depends on the type of frame. Most data frames
use threefields for source, destination, and BSSID. The numberand arrangement of
address fields in a data frame depends on how the frame is traveling relative to the
distribution system. Most transmissions use three addresses, which is why only three
of the four addresses are contiguousin the frame format.

Sequence Control Field
This 16-bitfield is used for both defragmentation and discarding duplicate frames. It
is composedof a 4-bit fragment numberfield and a 12-bit sequence numberfield, as
shownin Figure 3-12.
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Figure 3-12. Sequence Controlfield

Higher-level frames are each given a sequence numberas they are passed to the MAC
for transmission. The sequence numbersubfield operates as a modulo-4096 counter
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of the frames transmitted. It begins at 0 and increments by 1 for each higher-level
packet handled by the MAC.If higher-level packets are fragmented,all fragments
will have the same sequence number. Whenframes are retransmitted, the sequence
numberis not changed.

Whatdiffers between fragmentsis the fragment number. Thefirst fragment is given
a fragment numberof 0. Each successive fragmentincrements the fragment number
by one. Retransmitted fragments keep their original sequence numbers to assist in
reassembly.

Frame Body
The frame body,also called the Data field, moves the higher-layer payload from sta-
tion to station. 802.11 can transmit frames with a maximum payload of 2,304 bytes
of higher-level data. (Implementations must support frame bodies of 2,312 bytes to
accommodate WEP overhead.) 802.2 LLC headers use 8 bytes for a maximum net-
work protocol payload of 2,296 bytes. Preventing fragmentation must be doneatthe
protocollayer. On IP networks, Path MTU Discovery (RFC 1191) will prevent the
transmission of frames with Datafields larger than 1,500 bytes.

Frame Check Sequence
As with Ethernet, the 802.11 frame closes with a frame check sequence (FCS). The
FCSis often referred to as the cyclic redundancy check (CRC) because of the under-
lying mathematical operations. The FCS allows stations to check the integrity of
received frames. All fields in the MAC header and the bodyof the frame are included
in the FCS. Although 802.3 and 802.11 use the same method to calculate the FCS,
the MAC header used in 802.11 is different from the header used in 802.3, so the

FCS must berecalculated by access points.

When frames are sent to the wireless interface, the FCS is calculated before those
frames are sent out over the RF or IR link. Receivers can then calculate the FCS from

the received frame and compareit to the received FCS. If the two match,there is a
high probability that the frame was not damagedin transit.

On Ethernets, frames with a bad FCSare simply discarded, and frames with a good
FCSare passed up the protocol stack. On 802.11 networks, frames that pass the integ-
rity check may also require the receiver to send an acknowledgment. For example,
data frames that are received correctly must be positively acknowledged, or they are
retransmitted. 802.11 does not have a negative acknowledgmentfor frames thatfail
the FCS; stations must wait for the acknowledgmenttimeoutbefore retransmitting.
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Encapsulation of Higher-Layer
Protocols Within 802.11

  
Like all other 802 link layers, 802.11 cam transport any network-layer protocol.
Unlike Ethernet, 802.11 relies on 802.2 logical-link control (LLC) encapsulation to
carry higher-level protocols. Figu
to carry an IP packet. In the figure, the
might be the

re 3-13 shows how 802.2 LLC encapsulationis used
“MAC headers” for 802.1h and RFC 1042

12 bytes of source and destination MAC address information on Ether-
net or the long 802.11 MAC headerfrom the previoussection.
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Figure 3-13. IP encapsulation in 802.11

Twodifferent methods can be used to encapsulate LLCdata for transmission. Oneis
described in RFC 1042, and the other in 802.1h. As you can see in Figure 3-13,
though, the two methods are quite similar. An Ethernet frame is shownin the top
line of Figure 3-13. It has a MACheader composed ofsource and destination MAC
addresses, a type code, the embedded packet, and a frame check field. In the IP
world, the Type codeis either 0x0800 (2048 decimal) for IPitself, or 0x0806 (2054
decimal) for the Address Resolution Protocol (ARP).
Both REC 1042 and 802.1h are derivatives of 802.2’s sub-network access protocol
(SNAP). The MAC addresses are copied into the beginning of the encapsulation
frame, and then a SNAP headeris inserted. SNAP headers begin with a destination
service access point (DSAP) and a source service access point (SSAP). After the
addresses, SNAPincludes a Control header. Like high-level data link control (HDLC)
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andits progeny, the Controlfield is set to 0x03 to denote unnumbered information
(UI), a category that maps well to the best-effort delivery of IP datagrams. Thelast
field inserted by SNAP is an organizationally unique identifier (OUI). Initially, the
IEEE hoped that the 1-byte service access points would be adequate to handle the
numberof network protocols, but this proved to be an overly optimistic assessment
of the state of the world. As a result, SNAP copies the type code from the original
Ethernetframe.

as

* Products usually have a software option to toggle between the two
as encapsulation types. Of course, products on the same network must

“ $13) use the sametypeof encapsulation.

Contention-Based Data Service
The additional features incorporated into 802.11 to addreliability lead to a confus-
ing tangle of rules about whichtypes of frames are permitted at any point. They also
make it more difficult for network administrators to know which frame exchanges
they can expect to see on networks. This section clarifies the atomic exchanges that
move data on an 802.11 LAN. (Most management frames are announcements to
interested parties in the area and transferinformationin only onedirection.)
The exchangespresentedin this section are atomic, which meansthat they should be
viewed as a single unit. As an example, unicast data is always acknowledged to
ensure delivery. Although the exchange spans twoframes, the exchangeitself is a sin-
gle operation. If any part ofit fails, the parties to the exchange retry the operation.
Two distinct sets of atomic exchanges are defined by 802.11. One is used by the
DCF for contention-basedservice; those exchangesare described in this chapter. A
second set of exchanges is specified for use with the PCF for contention-free ser-
vices. Frame exchanges used with contention-free services are intricate and harder to
understand.Since very few (if any) commercial products implement contention-free
service, these exchanges are notdescribed.

Frame exchanges under the DCF dominate the 802.11 MAC. Accordingto therules
of the DCF,all products are required to provide best-effort delivery. To implement
the contention-based MAC,stations process MAC headers for every frame while
they are active. Exchanges begin with a station seizing an idle medium after the
DIFS.

Broadcast and Multicast Data or Management Frames
Broadcast and multicast frames have the simplest frame exchanges because there is
no acknowledgment. Framing and addressing are somewhat more complex in 802.
11, so the types of frames that matchthisrule are the following:
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* Broadcast data frames with a broadcast addressin the Address] field
© Multicast data frames with a multicast address in the Address! field
* Broadcast management frames with a broadcast address in the Address! field

(Beacon, Probe Request, and IBSS ATIM frames)
Frames destined for group addresses cannot be fragmented and are not acknowl-
edged. The entire atomic sequence is a single frame, sent according to the rules of the
contention-based access control. After the previous transmission concludes,all sta-
tions wait for the DIFS and begin counting down the random delay intervals in the
contention window.

Because the frame exchangeis a single-frame sequence, the NAVis set to 0. With no
further frames to follow, there is no need to use the virtual carrier-sense mechanism
to lock other stations out of using the medium. After the frameis transmitted,all sta-
tions wait through the DIFS and begin counting downthrough the contention win-
dow for any deferred frames. See Figure 3-14.

Data (bc/me)

i Management (bd)
NAV notset

<-— DIFS —*| contention windowfor
next exchange

<+— DIFS —>

    
 

Contention window 
 
 

Data frame exchange

© Time

 NAV Prior exchange

 ) —

Figure 3-14. Broadcast/multicast data and broadcast managementatomic frame exchange
Depending on the environment, frames sent to group addresses may have lowerser-e

\ vice quality because the frames are not acknowledged. Somestations may therefore
- miss broadcast or multicast traffic, but there is no facility built into the MAC for

Oo retransmitting broadcast or multicast frames.
e

Unicast Frames

“s Frames that are destined for a single station are called directed data by the 802.11 ;
i standard. This book uses the more common term unicast. Unicast frames must bec acknowledgedto ensurereliability, which meansthata variety of mechanismscan be
we used to improve efficiency. All the sequences in this section apply to any unicast

frame and thus can apply to managementframes and data frames. In practice, these :
operations are usually observed only with data frames.

is Basic positive acknowledgment (final fragment)
2. Reliable transmission between twostations is based on simple positive acknowledg-ments. Unicast data frames must be acknowledged, or the frameis assumed to be

lost. The most basic case is a single frame andits accompanying acknowledgment, as
shownin Figure 3-15.
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Figure 3-15. Basic positive acknowledgment of data

The frame uses the NAV to reserve the medium for the frame, its acknowledgment,
and the intervening SIFS. Bysetting a long NAV,the sender locks the virtual carrier
for the entire sequence, guaranteeing that the recipient of the frame can send the
acknowledgment. Because the sequence concludes with the ACK,no further virtual
carrier locking is necessary, and the NAVin the ACKis setto 0.

Fragmentation

Many higher-layer network protocols, including IP, incorporate fragmentation. The
disadvantage of network-layer fragmentation is that reassembly is performed by the
final destination; if any of the fragments are lost, the entire packet must be retrans-
mitted. Link layers may incorporate fragmentation to boost speed over a single hop
with a small MTU.’ 802.11 can also use fragmentation to help avoid interference.
Radio interference is often in the form of short, high-energy bursts andis frequently
synchronized with the AC powerline. Breaking a large frame into small frames
allows a larger percentage of the framesto arrive undamaged. The basic fragmenta-
tion schemeis shownin Figure 3-16.

The last two frames exchanged are the sameas in the previous sequence, and the
NAVis set identically. However, all previous frames use the NAV to lock the
medium for the next frame. Thefirst data frame sets the NAV for a long enough
period to accommodate its ACK, the next fragment, and the acknowledgment fol-
lowing the next fragment. Toindicate thatit is a fragment, the MACsets the More
Fragmentsbit in the frame controlfield to 1. All nonfinal ACKs continue to extend
the lock for the next data fragment and its ACK. Subsequent data frames then con-
tinue to lengthen the NAV to include successive acknowledgments until the final
data frame, which sets the More Fragments bit to 0, and the final ACK, whichsets
the NAV to 0. Nolimit is placed on the numberoffragments, butthe total frame
length mustbe shorter than any constraint placed on the exchange by the PHY.
Fragmentation is controlled by the fragmentation threshold parameter in the MAC.
Most network card drivers allow you to configure this parameter. Any frameslarger

* This is the approach used by Multi-link PPP (RFC 1990).
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Figure 3-16. Fragmentation
than the fragmentation threshold are fragmented in an implementation-dependent
way. Network administrators can change the fragmentation threshold to tune net-work behavior. Higher fragmentation thresholds meanthat frames are delivered with

lost or damaged frame is much higher because more
less overhead, but the cost to adata mustbe discarded andretransmitted. Low fragmentation thresholds have much
higher overhead, but they offer increased robustnessin the face of hostile conditions.
RTS/CTS

To guarantee reservation of the medium and uninterrupt
tion can use the RTS/CTS exchange. Figure 3-17 shows t
exchange acts exactly like the initial exchange in the fragmentationthe RTS frame does not carry data. The NAV in the RTS allows the CTS to com-
plete, and the CTSis used to reserve access for the data frame.

ed data transmission, a sta-
his process. The RTS/CTS

case, exceptthat

 

     
 

 

Data

RIS = 3xSIFS + CTS + Data + ACK

NAV ;ReeELE CTime

Figure 3-17. RTS/CTSlockout

Contention-Based Data Service | 47 

 



 

+

 
RTS/CTS can be used for all frame exchanges, none of them, or something in
between. Like fragmentation, RTS/CTS behavior is controlled by a threshold set in
the driver software. Frames larger than the threshold are preceded by an RTS/CTS
exchangeto clear the medium,while smaller frames are simply transmitted.

RTS/CTS with fragmentation

In practice, the RTS/CTS exchange is often combined with fragmentation
(Figure 3-18). Fragmented frames are usually quite long and thus benefit from the
use of the RTS/CTS procedure to ensure exclusive access to the medium,free from
contention from hidden nodes. Some vendors set the default fragmentation thresh-
old to beidentical to the default RTS/CTSthreshold.
 

SIFS SIFS

  
  Data fragment 1 
 

 
 

Data fragment 2 Station 1
Station 2
 

Station 1
Station 2

 
Figure 3-18. RTS/CTS with fragmentation

 

Power-Saving Sequences
The most power-hungry components in RF systems are the amplifiers used to boost
a signal immediately prior to transmission and to boost the received signal to an
intelligible level immediately after its reception. 802.11 stations can maximize bat-
tery life by shutting down the radio transceiver and sleeping periodically. During
sleeping periods, access points buffer any unicast framesfor sleeping stations. These
frames are announced by subsequent Beacon frames. To retrieve buffered frames,
newly awakenedstations use PS-Poll frames.

Immediate response

Access points can respond immediately to the PS-Poll. After a short interframe space,
an access point may transmit the frame. Figure 3-19 shows an implied NAV as a
result of the PS-Poll frame. The PS-Poll frame contains an Association ID in the Dura-

tion/ID field so that the access point can determine which frames were buffered for
the mobile station. However, the MACspecification requires all stations receiving a
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PS-Poll to update the NAV with an implied value equal to a short interframe space
and one ACK. Although the NAVis too short for the data frame, the access point
acquires that the medium andall stations defer access for the entire data frame. At
the conclusion of the data frame, the NAV is updated to reflect the value in the
headerof the data frame.
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Figure 3-19. Immediate PS-Poll response

If the buffered frameis large, it may require fragmentation. Figure 3-20illustrates an
immediate PS-Poll response requiring fragmentation. Like all other stations, access
points typically have a configurable fragmentation threshold.
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Figure 3-20. Immediate PS-Poll response with fragmentation

Deferred response

Instead of an immediate response, access points can also respond with a simple
acknowledgment. This is called a deferred response because the access point
acknowledges the request for the buffered frame but doesnotact onit immediately.
A station requesting a frame with a PS-Poll must stay awake until it is delivered.
Under contention-based service, however, the access point can deliver a frame at any
point. A station cannotreturn to a low-power mode until it receives a Beacon frame
in whichits bit in the traffic indication map (TIM)is clear.
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Figure 3-21 illustrates this process. In this figure, the station has recently changed
from a low-power modeto an active mode, and it notes that the access point has
buffered frames for it. It transmits a PS-Poll to the access pointto retrieve the buff-
ered frames. However, the access point may chooseto defer its response by transmit-
ting only an ACK.Atthis point, the access point has acknowledged thestation’s
request for buffered frames and promisedto deliver them at somepointin the future.
The station must wait in active mode, perhaps through several atomic frame
exchanges, before the access point delivers the data. A buffered frame may be sub-
ject to fragmentation, although Figure 3-21 doesnotillustrate this case.
 

  ¢_ Ne of more atomic
frame exchanges
 
 
 

 

ta Station hh
Access point|data|

SIFS i

Station ry iNAV —-—- ,

Access point O Time 

Figure 3-21. Deferred PS-Poll response example

After receiving a data frame, the station must remain awake until the next Beaconis
transmitted. Beacon frames only note whether frames are buffered for a station and
have no wayof indicating the numberof frames. Once the station receives a Beacon
frame indicating that no moretraffic is buffered, it can conclude that it has received
the last buffered frame and return to a low-power mode.
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CHAPTER 4

802.11 Framingin Detail

Chapter 3 presented the basic frame structure andthe fields that comprise it, but it
did not go into detail about the different frame types. Ethernet framingis a simple
matter: add a preamble, some addressing information, and tack on a frame check at
the end. 802.11 framing is much more involved because the wireless medium
requires several management features and corresponding frame types not found in
wired networks.

Three major frame types exist. Data frames are the pack horses of 802.11, hauling
data from station to station. Several different data frame flavors can occur, depend-
ing on the network. Control frames are used in conjunction with data frames to per-
form area clearing operations, channel acquisition and carrier-sensing maintenance
functions, and positive acknowledgmentof received data. Control and data frames
work in conjunction to deliver data reliably from station to station. Management
frames perform supervisory functions; they are used to join and leave wireless net-
works and move associations from access pointto access point.

This chapteris intendedto be a reference. Thereis only so muchlife any author can
breathe into framing details, no matter how much effort is expended to make the
details interesting. Please feel free to skip this chapter in its entirety andflip back
when you need in-depth information about frame structure. With rare exception,
detailed framing relationships generally do not fall into the category of “something a
network administrator needs to know.” This chapter tends to be a bit acronym-
heavy as well, so refer to the glossary at the back of the bookif you do not recognize
an acronym.

Data Frames

Data frames carry higher-level protocol data in the frame body. Figure 4-1 shows a
generic data frame. Depending on the particular type of data frame, some of the
fields in the figure may not be used.
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Figure 4-1. Generic data frame

 

 

The different data frame types can be categorized according to function. One such
distinction is between data frames used for contention-basedservice and those used
for contention-free service. Any framesthat appearonly in the contention-free period
can never be used in an IBSS. Anotherpossible division is between frames that carry
data and frames that perform management functions. Table 4-1 shows how frames
may be divided along these lines. Frames used in contention-free service are dis-
cussed in detail in Chapter8.

Table 4-1. Categorization of data frame types

Contention-based Contention-free

Frametype service service Carries data Does not carry data
Data v v
Data+CF-Ack Jv v
Data+CF-Poll APonly v
Data+CF-Ack+CF-Poll AP only v
Null ¥ J J
CF-Ack v v
CF-Poll AP only v
CF-Ack+CF-Poll AP only v

Frame Control

All the bits in the Frame Controlfield are used according to the rules described in
Chapter 3. Frame Control bits may affect the interpretation of other fields in the
MAC header, though. Most notable are the address fields, which depend on the
value of the ToDS and FromDSbits.

Duration

The Duration field carries the value of the Network Allocation Vector (NAV).
Access to the medium is restricted for the time specified by the NAV. Four rules
specify the setting for the Durationfield in data frames:

1. Any frames transmitted during the contention-free period set the Duration field
to 32,768. Naturally, this applies to any data frames transmitted during this
period.
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2. Frames transmitted to a broadcast or multicast destination (Address 1 has the
) have a duration of 0. Such frames are not part of an atomic

exchange and are not acknowledged byreceivers, so contention-based access to
the medium can begin after the conclusion of a broadcast or multicast data
frame. The NAV is used to protect access to the transmission mediumfor a
frame exchange sequence. With no link-layer acknowledgment following the
transmission of a broadcast or multicast frame, there is no need to lock access to

| the medium for subsequentframes.3. If the More Fragmentsbit in the Frame Control field is 0, no more fragments .
| remain in the frame. Thefinal fragment need only reserve the medium for itsown ACK,at which point contention-based access resumes. The Duration field

is set to the amountoftime required for one short interframe space and thefrag-
ment acknowledgment. Figure 4-2 illustrates this process. The penultimate frag-
ment’s Durationfield locks access to the medium forthe transmission of thelast

group bit set

fragment.

: DIFS
 
 

 
 

Contention window

Station 1 Last fragment

Station 2

SIFS
 

 NAV Second to last fragment

  
 

Figure 4-2. Duration setting on final fragment

4. If the More Fragmentsbit in the Frame Controlfield is set to 1, more fragments
remain. The Duration field is set to the amountof time required for transmis- 1
sion of two acknowledgments,plus three short interframe spaces, plus the time i
required for the next fragment. In essence, nonfinal fragments set the NAV just
like an RTS would (Figure 4-3); for this reason, they are referred to as a virtual |
RTS.

Addressing andDSBits
The number andfunction of the address fields depends on which of the distribution
system bits are set, so the use of the addressfields indirectly depends on the type of
network deployed. Table 4-2 summarizes the use of the addressfields in data frames.
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Figure 4-3. Duration settings on nonfinal fragment

Table 4-2. Use of the addressfields in data frames

Address 1 Address 2

Function ToDS FromDS —_—_{receiver) (transmitter) Address 3 Address 4
IBSS 0 0 DA SA BSSID not used
To AP(infra.) 1 0 BSSID SA DA not used
From AP (infra.) 0 1 DA BSSID SA not used
WDS(bridge) 1 1 RA ‘TA DA SA

Address 1 indicates the receiver of the frame. In many cases, the receiver is the desti-
nation, but not always. If Address 1 is set to a broadcast or multicast address, the
BSSID is also checked. Stations respond only to broadcasts and multicasts originat-
ing in the same basic service set (BSS); they ignore broadcasts and multicasts from
different BSSs. Address 2 is the transmitter address andis used to send acknowledg-
ments. The Address3 field is used for filtering by access points and the distribution
system,but the use ofthefield depends on the particular type of network used.
In the case of an IBSS, no access points are used, and no distribution system is
present. The transmitteris the source, and thereceiveris the destination. All frames
carry the BSSID so that stations may check broadcasts and multicasts; only stations
that belong to the same BSS will process broadcasts and multicasts. In an IBSS, the
BSSID is created by a random-numbergenerator.

802.11 draws a distinction between the source andtransmitter andaparallel distinc-
tion between the destination and the receiver. The transmitter sends a frame on to
the wireless medium butdoes not necessarily create the frame. A similar distinction
holds for destination addresses andreceiver addresses. A receiver may be an interme-
diate destination, but frames are processed by higher protocollevels only when they
reach the destination.

To expand onthese distinctions, consider the use of the address fields in infrastruc-
ture networks. Figure 4-4 shows a simple network in whicha wireless client 1s con-
nected to a server through an 802.11 network. Framessent by the client to the server
use the addressfields as specified in the secondline of Table 4-2.
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The BSSID

Each BSSis assigneda BSSID,a 48-bit binary identifierthat distinguishesit fromother
BSSs throughout the network. The major advantage of the BSSID is filtering. Several
distinct 802.11 networks may overlap physically, and there is no reason for one net-
workto receive link-layer broadcasts from a physically overlapping network.

he BSSID is the MAC address of the wireless interface in the
access point creating the BSS. IBSSs must create BSSIDs for networks brought into
existence. To maximize the probability of creating a unique address, 46 randombits
are generated for the BSSID. The Universal/Localbit for the new BSSIDis set to 1, indi-dividual/Groupbit is set to 0. For two distinct IBSSs

dentical random 46bits.

In an infrastructure BSS, t

cating a local address, and the In
ro create the same BSSID, they would need to generate an i
One BSSID is reserved. Theall-1s BSSID is the broadcast BSSID. Frames that use the
broadcast BSSID pass through any BSSID filtering in the MAC. BSSID broadcasts are
used only when mobile stationstry to locate a network by sending probe requests. In
orderfor probe frames todetect the existence of a network, they must not befiltered
by the BSSID filter. Probe frames are the only frames allowed to use the broadcast
BSSID.

 
DS

SA/TA RA (BSSID)

Pore
Client A f a

  
Figure 4-4. Address field usage in frames to the distribution system

nation on the distribution system, the clientisIn the case of frames boundfor a desti £ the wireless frame is the access point,both source and transmitter. The receiver ©
but the access pointis only an «ntermediate destination, When the frame reaches the
access point, it is relayed to the distribution system to reach the server. Thus, the
access pointis the receiver, and the (ultimate) destination is the server. In infrastruc-
ture networks, access points create associated BSSs with the address of their wireless
interfaces, which is why the receiver address (Address 1) is set to the BSSID.
Whentheserverreplies to the client, frames are transmitted to theclient through the
access point, as in Figure 4-5. This scenario corresponds to the third line in
Table 4-2.
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Figure 4-5. Addressfield usage in frames from thedistribution system

Frames are created by the server, so the server’s MAC addressis the source address
for frames. When frames are relayed through the access point, the access point uses
its wireless interface as the transmitter address. As in the previous case, the access
point’s interface addressis also the BSSID. Framesare ultimately sentto theclient,
whichis both the destination and receiver.

The fourth line in Table 4-2 showsthe useof the addressfields in a wireless distribu-

tion system (WDS), which is sometimes called a wireless bridge. In Figure 4-6, two
wired networks are joined by access points acting as wireless bridges. Frames bound
from the client to the server traverse the 802.11 WDS.The source and destination
addresses of the wireless frames remain the client and server addresses. These
frames, however, also identify the transmitter and receiver of the frame on the wire-
less medium. For frames bound from theclient to the server, the transmitter is the

client-side access point, and the receiver is the server-side access point. Separating
the source from the transmitter allows the server-side access point to send required
802.11 acknowledgmentsto its peer access point without interfering with the wired
link layer.
 

| [isa TA 802.11~—RA

LY yy» Ym :
Client AP

i
4
Server

DA   
Figure 4-6. Wireless distribution system

Variations on the Data Frame Theme

802.11 usesseveral different data frame types. Variations depend on whetherthe ser-
vice is contention-based or contention-free. Contention-free frames can incorporate
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several functions for the sake of efficiency. Data may be transmitted, but by chang-
ing the frame subtype, data frames in the contention-free period may be used to
acknowledge other frames, saving the overhead of interframe spaces and separate
acknowledgments. Here are the different data frame typesthatare commonly used:
Data

Frames of the Data s

access periods. They
frame body from onestation to another.

NullNull frames* are a bit of an oddity. They consist of a MAC headerfollowed by
the FCStrailer. In a traditional Ethernet, empty frames would be extraneous
overhead; in 802.11 networks, they are used by mobile stations to inform the
access point of changesin power-saving status. Whenstations sleep, the access
point must begin buffering frames for the sleeping station. If the mobile stationhas no data to send through the distribution system, it can use a Null frame with
the Power Managementbit in the Frame Control field set. Access points never
enter power-saving mode and do not transmit Null frames. Usage of Null frames
is shown in Figure 4-7.

ubtype are transmitted only during the contention-based
are simple frames with the sole purpose of moving the

eo
Ly he

Mobile station Access point

=~

 
~~ Null frame; PM=1  

 
Mobile station is resting,

Frame control begin buffering frames
f ACK

Power

management =1

 
Figure 4-7. Data frame of subtype Null

Several other frame types exist for use within the
contention-free service is not widely implemented,s
free frames (DatatCF-Ack, Datat+CF-Poll, Data+CF-Ack+CF-Poll,
and CF-Ack+CF-Poll) can be found in Chapter 8.

* To indicate that Null is used as the fr
italized. This convention will be followed throughoutthe chapter.

 
contention-free period. However,
o the discussion of the contention-

CF-Ack, CF-Poll,

ame type from thespecification rather than the English word,it is cap-
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Applied Data Framing
The form of a data frame can depend onthe type of network. The actual subtype of
the frameis determined solely by the subtypefield, not by the presence or absence of
otherfields in the frame.

IBSS frames

In an IBSS, three address fields are used, as shown in Figure 4-8. The first address
identifies the receiver, which is also the destination address in an IBSS. The second

addressis the source address. After the source and destination addresses, data frames
in an IBSS are labeled with the BSSID. When the wireless MAC receives a frame, it
checks the BSSID and passes only frames in the station’s current BSSID to higher
protocollayers.
 

bytes=2 2 6 6 6 2 0-2,312 4rT

sub ype nm ee More|Retry|Pwr|More|WEP|Order
|

0000, Data
0070, Null

Receiver address/
Destination address

IBSS data frames have the subtype data or Null; the latter is used only to communi-
cate power managementstate.
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Figure 4-8. IBSS data frame

Framesfrom the AP

Figure 4-9 showsthe formatof a frame sent from an access point to a mobile station.
As in all data frames, the first address field indicates the receiver of the frame on the
wireless network, which is the frame’s destination. The second address holds the
transmitter address. On infrastructure networks, the transmitter address is the

address of the station in the access point, whichis also the BSSID. Finally, the frame
indicates the source MAC address of the frame. The split between source and trans-
mitter is necessary because the 802.11 MAC sends acknowledgmentsto the frame’s
transmitter (the access point), but higherlayers sendreplies to the frame’s source.

Nothing in the 802.11 specification forbids an access point from transmitting Null
frames, but there is no reason to transmit them. Access points are forbidden from
using the power-saving routines, and they can acknowledge Null frames from sta-
tions without using Null frames in response. In practice, access points send Data
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Figure 4-9. Data frames from the AP

frames during the contention-based access period, and they send frames incorporat-
ing the CF-Poll feature during the contention-free period.

Frames to the AP

Figure 4-10 shows the format of a frame sent from a mobile station in an infrastruc-
ture network to the access point currently serving it. The receiver address is the
BSSID. In infrastructure networks, the BSSID is taken from the MAC address of the
network station in the access point. Frames destined for an access point take their
source/transmitter address from the network interface in the wireless station. Access
points do not perform filtering, but instead use the third address to forward data to
the appropriate location in the distribution system.
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Protacol Type=data Sub type ToDS |FtomOS| More|Retry|Pwr|More|WEP Order

0 0 0 1 1 0 Frag Mgmt|Data
0000: Data
1000: Data + CF- ACK
0010: Null
1010; CF- ACK (no data)

 
 
Figure 4-10. Data frames to the AP

have the ToDSbit set, but the FromDS bit is 0.Frames from thedistribution system
become the point coordinator,Mobile stations in an infrastructure network cannot
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and thus never send frames that incorporate the contention-free polling (CF-Poll)
functions.

Frames in a WDS

Whenaccess points are deployed in a wireless bridge, or WDS, topology, all four
address fields are used, as shown in Figure 4-11. Like all other data frames, WDS
frames use the first address for the receiver of the frame and the second address for
the transmitter. The MAC uses these two addresses for acknowledgments and con-
trol traffic, such as RTS, CTS, and ACK frames. Two more addressfields are neces-
sary to indicate the source and destination of the frame and distinguish them from
the addresses used onthe wirelesslink.
  

bytes=2 2 6 6 6 2 6 0-2,312 4T r T T
  

 1 1 1 1—— 1-1 1—__/
— T TT =.

| Protocol Type = data Sub type JoDS |From DS} More|Retry|Pwr|More|WEP|Order0 0 1 0 1 1 Frag Mgmt|Data

Figure 4-11. WDSframes

Ona wireless bridging link, there are usually no mobile stations, and the contention-
free period is not used. Access points are forbidden to enter power-saving modes, so
the power managementbit is alwayssetto 0.

Frames using WEP

Frames protected by WEP are not new frame types. When a frame is handled by
WEP, the WEPbit in the Frame Controlfield is set to 1, and the Frame Bodyfield
begins with the WEP header described in Chapter5.

Control Frames

Control framesassist in the delivery of data frames. They administer access to the wire-
less medium (but not the mediumitself) and provide MAC-layerreliability functions.

CommonFrameControl Field

All control frames use the same Frame Control field, which is shown in Figure 4-12.

Protocol version

The protocol version is shown as 0 in Figure 4-12 because that is currently the
only version. Otherversions mayexist in the future.
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4 1 1 1 1 1 1 1 1
5°67 8 9 10 "1 R B 14 15
Sub type ToOS |FromDS| More|Retry|Pwr More|WEP|Order

Frag Mgmt|data
0 0 0 0 0 0 0 0

Figure 4-12. Frame Controlfield in control frames

TypeControl frames are assigned the Type identifier 01. By definition, all control
framesuse this identifier.

Subtype
This field indicates

ToDS and FromDsSbits
Control frames arbitrate access to t
nate from wireless stations. The d
control frames, so thesebits are always 0.

the subtype of the control framethatis being transmitted.

he wireless medium and thus can only origi-
istribution system does not send or receive

More Fragmentsbit
Control framesare not fragmented, so this bit is always 0.

Retry bit
Control frames are not queue
frames, so this bit is always0.

d for retransmission like management or data

Power ManagementbitThis bit is set to indicate the power management state of the senderafter conclu-
sion of the current frame exchange.

More Data bit
The More Databit is used only in management and data frames, so
to 0 in control frames.

WEPbit
Control frames may not be encrypted
frames and association requests. Thus,

Order bit
Control frames are used as components ©
and thus cannot be transmitted out of order. T

this bit is set

by WEP, which may be used only for data
for controlframes, the WEPbitis always 0.

f atomic frame exchange operations
herefore, this bit is set to 0.

Request to Send (RTS)
RTS frames are used to gain contro
frames, in which “large” is defined b
Access to the medium can bereserve
cast frames are simply transmitted. The format

1 of the medium for the transmission of “large”
y the RTS threshold in the network card driver.
d only for unicast frames, broadcast and multi-

of the RTS frame is shown in
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Figure 4-13. Like all control frames, the RTS frameis all header. No data is transmit-
ted in the body, and the FCS immediately follows the header. 

MAC header

bytes 2 6 6 42—th Tsntstea eleeeee

Receiver Address Transmitter Address  
 

Protocol|Type = control Sub type = RTS

eo pn! -. he A dina o. ua
  
 

Figure 4-13. RTS frame

Fourfields make up the MACheaderof an RTS:

Frame Control

There is nothing special about the Frame Control field. The frame subtypeis set
to 1011 to indicate an RTS frame, but otherwise, it has all the samefields as
other control frames. (The mostsignificantbits in the 802.11 specification come
at the endoffields, so bit 7 is the mostsignificant bit in the subtypefield.)

Duration

An RTS frame attempts to reserve the medium for an entire frame exchange, so
the sender of an RTS framecalculates the time needed for the frame exchange
sequence after the RTS frame ends. The entire exchange, which is depicted in
Figure 4-14, requires three SIFS periods, the duration of one CTS, the final ACK,
plus the time needed to transmit the frame orfirst fragment. (Fragmentation
bursts use subsequent fragments to update the Duration field.) The numberof
microseconds required for the transmission is calculated and placed in the Dura-
tion field. If the result is fractional, it is rounded up to the next microsecond.
 

SIFS

 

  Station 1 Expected frame transmission

 Station 2

NAV  
 

Figure 4-14. Duration field in RTS frame
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Address 1: Receiver Address
The addressof thestation thatis the intendedrecipientofthelarge frame.

Address 2: Transmitter Address
The address of the sender of the RTS frame.

Clear to Send (CTS)
The CTS frame answers the RTS frame.Its formatis shownin Figure 4-15. 7
 

bytes
MACheader=| 2 2 6 4T T Tae eee

Frame|Duration Receiver Address  
 

bits 2 2 4 i aT i ——T T Tt

Ge recontrol] Subtype=Ts—| 1005o, ofr ,o}o,oi, i 0
Figure 4-15. CTS frame

1——1——1__1__1

0

1 1

S| More|Retry|Pwr|More|WEP|Order
Frag Mgmt|Data

0 0 0 0   
From D

0

Three fields make up the MAC headerof a CTS frame:

Frame Control

Theframe subtypeis set to 1100 to indicate a CTS frame.

a
: DurationThe sender of a CTS frameuses the duration from the RTS frameas the basis for

sts duration calculation. RTS frames reserve the medium for the entire RTS-CTS-
f frame-ACK exchange. By the time the CTS frameis transmitted, though, onlythe pending frame or fragmentandits acknowledgment remain. Thesender of a

CTS frame subtracts the time required for the CTS frame and the short inter-
frame space that preceded the CTS from the duration in the RTS frame, and
places the result of that calculationin the Duration field. Figure 4-16 illustrates

oe
the relationship between the CTS duration and the RTS duration.

Address 1: Receiver Address
Thereceiver of a CTS frameis the transmitter of the previous RTS frame, so the
MACcopies the transmitter address of the RTS frame into the receiver address
of the CTS frame.

Acknowledgment(ACK)
ACKframes are used to send the positive acknowledgments required by the MAC and j
are used with any data transmission, including plain transmissions; frames preceded
by an RTS/CTShandshake; and fragmented frames(see Figure 4-17).
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SIFS
  

Expected frame transmission  Station 1 RTS

 Station 2

SIFS i SIFS

NAV : Sareatear Durationin ATS:3xSIFS + ACK + frametime 

Figure 4-16. CTS duration

MAC header

bytes 2 2 6 4=F ese hoe T T

Frame|Duration Receiver Address

 

 

  
 
 
 

  
 

  

 
bits 2 2 4 1 of111—1__1__]— = —

Protocol|Type = control Sub type = ACK ToDS |Fromos! More Retry|Pwe|More|WEP|Order
Frag Mgmt|Data

| 0 0 | 9 0 0 0
    

  
  

Figure 4-17. ACK frame

Three fields make up the MAC headerof an ACK frame:

Frame Control

The frame subtypeis set to 1101 to indicate an ACK frame.
Duration

The duration may be set in one of two ways, depending onthe position of the
ACKwithin the frame exchange. ACKs for complete data frames andfinal frag-
ments in a fragment burst set the duration to 0. The data senderindicates the
end of a data transmission by setting the More Fragmentsbit in the Frame Con-
trol header to 0. If the More Fragmentsbit is 0, the transmission is complete,
and there is no need to extend control over the radio channel for additional
transmissions. Thus, the duration is set to 0.

If the More Fragments bit is 1, a fragment burst is in progress. The Duration
field is usedlike the Durationfield in the CTS frame. The time required to trans-
mit the ACKandits short interframe space is subtracted from the duration in the
most recent fragment (Figure 4-18). The duration calculation in nonfinal ACK
framesis similar to the CTS duration calculation. In fact, the 802.11 specifica-
tion refers to the duration setting in the ACK framesas a virtual CTS.

Address 1: Receiver Address

The receiver address is copied from the transmitter of the frame being acknowl-
edged. Technically, it is copied from the Address 2 field of the frame being
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 Station 1's previous duration
NAV 

Station 2's previous duration 
 

Duration in Fragment X = coverage to end of ACK X+1

Duration in ACK X = FragmentX duration - ACK - 1xSIFS

iCoa

 
 

 

  

 

Figure 4-18. Duration in non-final ACK frames 
acknowledged. Acknowledgments are transmitted in response to directed data
frames, managementframes, and PS-Poll frames.

Power-SavePoll (PS-Poll)

When a mobile station wakes from a power-saving mode, it transmits a PS-Poll
frame to the access pointto retrieve any frames buffered while it was in power-sav-
ing mode. The formatof the PS-Poll frame is shownin Figure 4-19.
  

_headerbytes [2  
Transeittet Address

~~  
 

Figure 4-19. PS-Poll frame

Fourfields make up the MAC headerofa PS-Poll frame:

Frame Control

The frame subtypeis set to 1010to indicate a PS-Poll frame.

Association ID (AID)
Instead of a Duration field, the PS-Poll frame uses the third and fourth bytes in
the MAC headerforthe association ID. This is a numeric value assigned by the
access pointto identify the association. Including this ID in the frameallows the
access pointto find any frames buffered for the now-awakened mobile station.
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Address 1: BSSID

This field contains the BSSID of the BSS created by the access point that the
senderis currently associated with.

Address 2: Transmitter Address

This is the address of the sender of the PS-Poll frame.

The PS-Poll frame does not include duration information to update the NAV. How-
ever, all stations receiving a PS-Poll frame update the NAV by the short interframe
space plus the amountof time required to transmit an ACK. The automatic NAV
update allows the access point to transmit an ACK with a small probability ofcolli-
sion with a mobile station.

 

Association ID (AID)

In the PS-Poll frame, the Duration/IDfieldis an association ID rather than a value used
by thevirtual carrier-sensing function. When mobilestations associate with an access
point, the access pointassignsa value called the Association ID (AID) fromthe range
1-2,007. The AIDis usedfor a variety of purposes that appear throughoutthis book.
 

ManagementFrames

Management is a large componentof the 802.11 specification. Several different types
of management framesare used to provide services that are simple on a wired net-
work. Establishing the identity of a network station is easy on a wired network
because network connections require dragging wires from a central location to the
new workstation. In manycases, patch panels in the wiring closet are used to speed
up installation, but the essential point remains: new network connections can be
authenticated by a personalvisit when the new connectionis broughtup.
Wireless networks must create management features to provide similar functional-
ity. 802.11 breaks the procedure up into three components. Mobile stationsin search
of connectivity mustfirst locate a compatible wireless network to use for access.
With wired networks, this step is typically finding the appropriate data jack on the
wall. Next, the network must authenticate mobile stations to establish that the
authenticated identity is allowed to connect to the network. The wired-network
equivalentis provided by the networkitself. If signals cannotleave the wire, obtain-
ing physical accessis at least something of an authentication process. Finally, mobile
stations must associate with an access pointto gain access to the wired backbone, a
step equivalent to pluggingthe cable into a wired network.
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The Structure of ManagementFrames
802.11 managementframes share the structure shown in Figure 4-20.

Information
elements and

MACheader fixed fields
2 2 6 6 6 2 I, 0-2312 4

Frame|Duration BSS ID Seq-|Frame 9 FCS
Contral ctl Body §

Figure 4-20. Generic managementframe

  
   

The MACheaderis the same in all managementframes;it does not depend onthe
frame subtype. Some managementframes use the frame body to transmit informa-
tion specific to the managementframe subtype.

Addressfields

As with all other frames, the first address field is used for the frame’s destination

address. Some management frames are used to maintain properties within a single
BSS. To limit the effect of broadcast and multicast management frames, stations
inspect the BSSID after receiving a mangement frame. Only broadcast and multicast
frames from the BSSID thata station is currently associated with are passed to MAC
managementlayers. The one exceptionto this rule is Beacon frames, which are used
to announcethe existence of an 802.11 network.

BSSIDsare assigned in the familiar manner. Access points use the MAC address of
the wireless network interface as the BSSID. Mobile stations adopt the BSSID of the
access point theyare currently associated with. Stations in an IBSS use the randomly
generated BSSID from the BSS creation. One exceptionto the rule: frames sent by the
mobile station seeking a specific network may use the BSSID of the network they are
seeking, or they may use the broadcast BSSID tofind all networksin thevicinity.

Duration calculations

Managementframes use the Duration field in the same mannerthat otherframesdo:

1. Any frames transmitted in the contention-free period set the duration to 32,768.

2. Frames transmitted during the contention-based access periods using only the
DCFuse the Duration field to block access to the medium to allow any atomic
frame exchanges to complete.

a. If the frame is a broadcast or multicast (the destination address is a group
address), the duration is 0. Broadcast and multicast frames are not acknowl-
edged, so the NAVis not needed to block access to the medium.
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b. If a nonfinal fragmentis part of a multiframe exchange, the durationis set to
the number of microseconds taken up by three SIFS intervals plus the next
fragment andits acknowledgment.

c. Final fragments use a duration thatis the time required for one acknowledg-
mentplus one SIFS.

Frame body

Managementframesare quite flexible. Most of the data contained in the frame body
uses fixed-length fields called fixed fields and variable-length fields called informa-
tion elements. Information elements are blobs of data of varying size. Each data blob
is tagged with a type number anda size, andit is understood that an informationele-
mentofa certain type hasits data field interpreted in a certain way. New informa-
tion elements can be defined by newer revisions to the 802.11 specification;
implementations that predate the revisions can ignore newer elements. Old imple-
mentations depend on backward-compatible hardware and frequently can’t join net-
works based on the newerstandards. Fortunately, new options usually can beeasily
turned off for compatibility.

This section presents the fixed fields and information elements as building blocks
and shows how the building blocks are assembled into managementframes. 802.11
mandates the order in which information elements appear, but notall elements are
mandatory. This book showsall the frame building blocks in the specified order, and
the discussion of each subtype notes which elements are rare and which are mutu-
ally exclusive.

Fixed-Length Management Frame Components
Ten fixed-length fields may appear in management frames. Fixed-length fields are
often referred to simply as fields to distinguish them from the variable-length infor-
mation elements.

Authentication Algorithm Number

Two bytes are used for the Authentication Algorithm Number field, shown in
Figure 4-21. This field identifies the type of authentication used in the authentication
process. (The authentication processis discussed more thoroughly in Chapter 7.) The
values permitted for this field are shown in Table 4-3. Only two values are currently
defined. Other values are reserved for future standardization work.
 

bitsetenhhe or T
0 1 2 3 4 5 6 7 8 9 W VR

Authentication algorithm number

 

leastsignificant  
 

Figure 4-21, Authentication Algorithm Numberfield
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Table 4-3. Values of the Authentication Algorithm Numberfield

Value Meaning
0 Open System authentication
1 Shared Key authentication
2-65,535 Reserved

Authentication Transaction Sequence Number
Authentication is a multistep process that consists of a challenge from the access
point and a response from the mobile station attempting to associate. The Authenti-
cation Transaction Sequence Number, shown in Figure 4-22, is a two-bytefield used
to track progress through the authentication exchange. It takes values from 1 to
65,535; it is never set to 0. Use ofthis field is discussed in Chapter7.
 

 bits .- T =TT Ty i 7. a —T ——T —=l “TT T T T T™ tT0 1 2 3 4 5 6 7 8 9 10 1 12 3 14 15
Authentication transaction sequence number

Least significant Mostsignificant Ee 

 

Figure 4-22. Authentication Transaction Sequence Numberfield

Beaconinterval

Beacon transmissions announcethe existence of an 802.11 network at regular inter-
vals. Beacon framescarry information about the BSS parameters and the frames buff-
ered by access points, so mobile stations must listen to Beacons. The Beacon
Interval, shown in Figure 4-23, is a 16-bit field set to the numberof time units
between Beacon transmissions. One time unit, which is often abbreviated TU, is
1,024 microseconds (1s), which is about 1 millisecond. Time units may also be
called kilo-microseconds in various documentation (Kuts or kps). It is commonfor
the Beacon interval to be set to 100 time units, which corresponds to an interval
between Beacon transmissionsof approximately 100 milliseconds or0.1 seconds.
 

 

Beacon interval

Least significant<———OOMostsignifica

bits 1 7 ———S$ or TC oT) Tt r 7 :0 1 2 3 4 5 6 7 8 9 10 n 12 13 14 15
at

 
Se

Figure 4-23. Beacon Interval field

Capability Information
The 16-bit Capability Information field, shownin Figure 4-24, is used in Beacon
transmissions to advertise the network's capabilities. Capability Informationis also
used in Probe Request and Probe Response frames. In this field, each bit is used as a
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flag to advertise a particular function of the network. Stations use the capability
advertisementto determine whether they can supportall the features in the BSS. Sta-
tions that do not implementall the features in the capability advertisement are not
allowedto join.
 

 bits 0 4 Z1 2 3 5 6

- Short Channel r ' ’ 7 " 7CF|CE-Poll a PBEC ’ESS IBSS Pollable 2| elt 021i)|a Reserved |
. haemo - rn grepneeeaap

Figure 4-24. Capability Information field

    
 

ESS/IBSS

These two bits are mutually exclusive. Access points set the ESS field to 1 and
the IBSS field to 0 to indicate that the access point is part of an infrastructure
network,Stations in an IBSS set the ESS field to 0 and the IBSSfield to 1.

Privacy

Setting the Privacy bit to 1 requires the use of WEP for confidentiality. In infra-
structure networks, the transmitter is an access point. In IBSSs, Beacon transmis-
sion must be handled bya station in the IBSS.

Short Preamble

This field was added to 802.11b to support the high-rate DSSS PHY.Setting it to
1 indicates that the network is using the short preamble as described in
Chapter 10. Zero meansthe optionis not in use andis forbidden in the BSS.

PBCC

This field was added to 802.11b to support the high-rate DSSS PHY. Whenit is
set to 1, it indicates that the network is using the packet binary convolution cod-
ing modulation schemedescribed in Chapter 10. Zero means that the option is
not in use andis forbiddenin the BSS.

ChannelAgility
This field was added to 802.11b to support the high rate DSSS PHY. Whenit is
set to one, it indicates that the network is using the Channel Agility option
described in Chapter 10. Zero meansthe optionis not in use andis forbidden in
the BSS. ‘

Contention-free polling bits
Stations and access points use these two bits as a label. The meanings of the
labels are shown in Table 4-4.

Table 4-4. Interpretation ofpolling bits in Capability Information

CF-Pallable CF-Poll Request—_Interpretation
Station usage

0 0 Station does not support polling

0 ] Station supports polling but does not request to be put on the polling list
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Table 4-4. Interpretation of polling bits in Capability Information (continued)

CF-Pollable CF-Poll Request Interpretation
1 0 Station supportspolling and requests a position on the polling list
1 1 Station supports polling and requests that it never bepolled (results in

station treated asif it does not support contention-free operation)

Access point usage 7 a a - 7
0 0 Access point does not implement the point coordination function
0 1 Access point uses PCF for delivery but does not support polling
1 0 Access point uses PCF fordelivery and polling
1 1 Reserved; unused _

Current AP Address

Mobile stations use the Current AP Addressfield, shown in Figure 4-25, to indicate
the MAC address of the access point with which they are associated. This field is
used to ease associations and reassociations. Stations transmit the address of the
access point that handled the last association with the network. When an associa-
tion is established with a different access point, this field can be used to transfer the
association andretrieve any buffered frames.

bytes 0 1 2 3 4 5 

 

T ———— | tT T TS

Current AP (MAC) address

bit bit 47
 

Figure 4-25. Current AP Address field

Listen interval

To save battery power, stations may shut off the antenna units in 802.11 network
interfaces. While stations are sleeping, access points must buffer frames for them.
Dozing stations periodically wake up to listen to traffic announcements to determine
whether the access point has any buffered frames. Whenstations associate with an
access point, part of the saved datais the Listen Interval, which is the numberof Bea-
con intervals that stations wait between listening for Beacon frames. The Listen
Interval, shown in Figure 4-26, allows mobile stations to indicate how long the
access point mustretain buffered frames. Higherlisten intervals require more access
point memory for frame buffering. Access points may use this feature to estimate the
resources that will be required and may refuse resource-intensive associations. The
Listen Interval is described in Chapter7.

Association ID

The Association ID, shown in Figure 4-27, is a 16-bitfield. Whenstations associate
with an access point, they are assigned an Association ID to assist with control and
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Listen interval

Least significant<A$@ii_—@i@—@@—dreMostsignificant  
 

Figure 4-26. Listen Intervalfield

management functions. Even though 14 bits are available for use in creating Associa-
tion IDs, they range only from 1-2,007. To maintain compatibility with the Dura-
tion/ID field in the MAC header, the two most significantbits are set to 1.
 

 bits -aams Fae T ee T T TT “i TT7
0 1 2 3 4 5 6'7 gg pw Hn’ py’ a

Association ID

Least significant$AMostsignificant

Figure 4-27. Association ID field

 
 

Timestamp

The Timestampfield, shownin Figure 4-28,allows synchronization betweenthe sta-
tions in a BSS. The master timekeeper for a BSS periodically transmits the numberof
microseconds it has been active. When the counter reaches its maximum value, it
wraps around. (Counter wrapsare unlikely given the length oftimeit takes to wrap a
64-bit counter. At over 580,000 years, I would bet on a required patch or two before
the counter wrap.)
 

bytes 0 1 2 3 4 5 6 7 

 

7 T T T T Ta2

Timestam
Least significant P Most significant

bit 0 bit 63
 

Figure 4-28. Timestampfield

Reason Code

Stations may send Disassociation or Deauthentication frames in responseto traffic
when the sender has not properly joined the network. Part of the frame is a 16-bit
Reason Codefield, shownin Figure 4-29, to indicate what the sender has doneincor-
rectly. Table 4-5 shows whycertain reason codesare generated. Fully understanding
the use of reason codes requires an understandingofthe different classes of frames
and states of the 802.11 station, whichis discussedin the section “Frame Transmis-
sion and Association and Authentication States.”
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Least significant —————__—_—r Most significant  

Figure 4-29. Reason Codefield |
Table 4-5. Reason codes

Code Explanation

Reserved; unused

Unspecified
Prior authenticationis not valid

Station has left the basic service area or extendedservice area andis deauthenticated

Inactivity timer expired andstation wasdisassociated

Disassociated due toinsufficient resourcesat the access point H

0

1

2

3

4

5

6 Incorrect frametype or subtype received from unauthenticatedstation

7 Incorrect frametypeor subtype received from unassociated station

8 Station hasleft the basic service area or extendedservice area and is disassociated

9 Association or reassociation requested before authenticationis completem |65,535 Reserved; unused

Status Code |

Status codes indicate the success or failure of an operation. The Status Codefield,shown in Figure 4-30, is 0 when an operation succeeds and nonzero on failure. |
Table 4-6 showsthe status codes that have been standardized.
 

bits _.eR TT T —-
4 5 6 7 $8 9 10 11 12 13 14 «15

Status code

=a .
Leastsignificant$$$AMost significant i
 
  

Figure 4-30. Status Codefield

Table 4-6. Status codes

Code Explanation it
0 Operation completed successfully

] Unspecified failure

2-9 Reserved; unused

10 Requested capability set is too broad and cannotbe supported

nN Reassociation denied;prior association cannot be identified and transferred

 

“Management Frames | 73



 

Table 4-6. Status codes (continued)

Code

12

13

14

15

16

7

18

19 (802.11b)

20 (802.11b)

21 (802.11b)

22--65,535

Explanation

Association deniedfor a reason notspecified in the 802.11 standard

Requested authentication algorithm not supported

Unexpected authentication sequence number

Authentication rejected; the response to the challenge failed

Authentication rejected; the next framein the sequence did notarrive in the expected window
Association denied; the access pointis resource-constrained

Association denied: the mobile station does not support all of the data rates required bythe BSS

Association denied; the mobile station does not support the Short Preambleoption

Association denied;the mobile station does not support the PBCC modulation option

Association denied; the mobile station does not support the ChannelAgility option

Reservedforfuture standardization work

ManagementFrameInformation Elements
Information elements are variable-length components of management frames. A
generic information element has an ID number,a length, and a variable-length com-
ponent, as shownin Figure 4-31. Standardized values for the element ID numberare
shown in Table 4-7.

|
 

bytes 1oo_Length(in bytes) ———————_] 

 

Table 4-7. Information elements

 

Element ID Name

0 Service Set Identity (SSID)

1 Supported Rates

2 FH ParameterSet

3 DS Parameter Set

4 CF Parameter Set

5 Traffic Indication Map (TIM)

6 IBSS Parameter Set

7-15 Reserved; unused

16 Challenge text

17-31 Reservedfor challengetext extension

32-255 Reserved; unused
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Figure 4-31. Generic managementframe information element



 

 
Service Set Identity (SSID)

Network managers are only human, and they usually prefer to work with letters,
numbers, and namesrather than 48-bit identifiers. 802.11 networks, in the broadest
sense, are either extended service sets or independent BSSs. The SSID, shown in
Figure 4-32, allows network managers to assign an identifier to the service set. Sta-
tions attempting to join a network may scan an areafor available networks andjoin
the network with a specified SSID. TheSSID is the sameforall the basic service areas
composing an extended service area.

bytes 1 0-321 a ——————t ae ee

| E 0 io | Length SSID i |
Figure 4-32. Service Set Identity information element

 

Some documentation refers to the SSID as the network name because network
administrators frequently assign a characterstring to it. Most products require that
the string be a gardenvariety, null-terminated ASCII string.In all cases, the length of
the SSID ranges between 0 and 32 bytes. The zero-byte case is a special case called
the broadcast SSID; it is used only in Probe Request frames when a station attempts
to discoverall the 802.11 networksinits area.

Supported Rates

Several data rates have been standardized for wireless LANs. The Supported Rates
information element allows an 802.11 network to specify the data rates it supports.
When mobile stations attempt to join the network,they check the data rates used in
the network. Some rates are mandatory and must be supported by the mobile sta-
tion, while others are optional.

The Supported Rates information element is shown in Figure 4-33. It consists of a
string of bytes. Each byte uses the seven low-orderbits for the data rate; the mostsig-
nificant bit indicates whether the data rate is mandatory. Mandatory rates are
encoded with the mostsignificantbit set to 1 and optionalrates have a 0. Upto eight
rates may be encodedin the information element.

In theinitial revision of the 802.11 specification, the seven bits encoded thedata rate as
a multiple of 500 kbps. New technology, especially ETSI’s HIPERLANefforts, required
a change to the interpretation. When seven bits are used to have a multiple of 500
kbps, the maximum datarate that can be encoded is 63.5 Mbps. Research and devel-
opment on wireless LAN technology has madethis rate achievable in the near future.
As a result, the IEEE changedtheinterpretation from a multiple of 500 kbpsto a sim-
ple label in 802.11b. Previously standardized rates were given labels corresponding to
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Figure 4-33. Supported Rates information element

the multiple of 500 kbps, but future standards may use any value. Currently standard-
ized values are shown in Table 4-8.

Table 4-8. Supported Rate labels

Binary value Corresponding rate

2 1 Mbps

4 2 Mbps

1 5.5 Mbps

22 11 Mbps

As an example, Figure 4-33 shows the encoding of two data rates. Two-Mbpsser-
vice is mandatory, and 11-Mbps service is supported. This is encoded as a manda-
tory 2-Mbpsrate and an optional 11-Mbpsrate.

FH ParameterSet

The FH Parameter Set information element, shown in Figure 4-34, contains all
parameters necessary to join a frequency-hopping 802.11 network.
 

 bytes 1 I 2 1 1 1as as ft at

Element ID Length : Hop Hep Hop2 5 | ba | set | atte|inde  
 

Figure 4-34. FH ParameterSet information element

The FH Parameter Set has fourfields that uniquely specify an 802.11 network based
on frequency hopping. Chapter 10 describes these identifiers in depth.
Dwell Time

802.11 FH networks hop from channel to channel. The amountoftime spent on
each channel in the hopping sequenceis called the dwell time.It is expressed in
time units (TUs).
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Hop Set
Several hopping patterns are defined by the 802.11 frequency-hopping PHY.
This field, a single byte, identifies the set of hop patternsin use.

Hop Pattern
Stations select one of the hopping patterns from theset. This field, also a single
byte, identifies the hopping patternin use.

Hop Index
Each pattern consists of a long sequence of channel hops. This field, a single
byte, identifies the current point in the hop sequence.

DS ParameterSet

Direct-sequence 802.11 networks have only one parameter: the channel number
used by the network, High-rate, distribution ststem networks use the same channels
and thus can use the same parameter set. The channel numberis encodedasa single
byte, as shownin Figure 4-35.

 
bytes 1 1 1os

Element ID Length Current
3 1 channel

Figure 4-35. DS Parameter Set information element

Traffic Indication Map (TIM)

Access points buffer frames for mobile stations sleeping in low-power mode.Periodi-
cally, the access point attempts to deliver buffered frames to sleeping stations. A
practical reason for this arrangement is that much more poweris required to power
up a transmitter than to simply turn onareceiver. The designers of 802.11 envi-
sioned battery-powered mobile stations; the decision to have buffered frames deliv-
ered to stations periodically was a way to extendbattery life for low-power devices.

Part of this operation is to send the Traffic Indication Map (TIM) information ele-
ment (Figure 4-36) to the network to indicate which stations have buffered traffic
waiting to be picked up.
  

bytes  
 

1

DTIM
count

Figure 4-36. Traffic Indication Map information element
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The meatof the traffic indication map is the virtual bitmap, a logical structure com-
posed of 2,008 bits. Each bit is tied to the Association ID, When traffic is buffered
for that Association ID, thebitis 1. If no traffic is buffered, the bit tied to the Associ-
ation ID is 0.

Fourfields make up the body of the TIM information element:
DTIM Count

This one-bytefield is the number of Beaconsthat will be transmitted before the
next DTIM frame. DTIM frames indicate that buffered broadcast and multicast
frameswill be delivered shortly. Not all Beacon frames are DTIM frames.

DTIM Period

This one-byte field indicates the number of Beacon intervals between DTIM
frames. Zero is reserved and is not used. The DTIM countcycles through from
the period downto 0.

Bitmap Control and Partial Virtual Bitmap
The Bitmap Controlfield is divided into two subfields. Bit 0 is used for the traf-
fic indication status of Association ID 0, which is reserved for multicasttraffic.
The remaining seven bits of the Bitmap Control field are used for the Bitmap
Offsetfield.

To save transmission capacity, the Bitmap Offset field can be used to transmit a
portion ofthe virtual bitmap. The Bitmap Offsetis related to the start of the vir-
tual bitmap. By using the Bitmap Offset and the Length, 802.11 stations can
infer which part of the virtual bitmap is included.

CF ParameterSet

The CF Parameter Set information element is transmitted in Beacons by access
points that support contention-free operation. Contention-freeserviceis discussed in
Chapter8 becauseofits optional nature.

IBSS Parameter Set

IBSSs currently have only one parameter, the announcementtraffic indication map
(ATIM) window, shown in Figure 4-37. This field is used only in IBSS Beacon
frames. It indicates the number of time units (TUs) between ATIM frames in an
IBSS.
 

bytes 1 1 2

atk ip — AIM window

Figure 4-37. IBSS ParameterSet information element
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Challenge Text

The shared-key authentication system defined by 802.11 requires that the mobile sta-
tion successfully decrypt an encrypted challenge. The challenge is sent using the
Challenge Text information element, whichis shownin Figure 4-38.
 

bytes 1 1 1-253 3 1]

aa 1D|Length Challenge text

Figure 4-38. Challenge Text information element

Types of ManagementFrames
The fixed fields and information elements are used in the body of management
frames to convey information. Several types of managementframes exist and are
usedfor various link-layer maintenance functions.

Beacon

Beacon frames announcethe existence of a network and are an important part of
many network maintenance tasks. They are transmitted at regular intervals to allow
mobile stations to find and identify a network, as well as match parameters forjoin-
ing the network. In an infrastructure network, the access pointis responsible for
transmitting Beacon frames. The area in which Beacon frames appear defines the
basic service area. All communicationin an infrastructure network is done through an
access point, so stations on the network mustbe close enoughto hear the Beacons.
Figure 4-39 showsall the fields that can be used in a Beacon frame in the order in
which they appear. Notall of the elements are present in all Beacons. Optionalfields
are present only whenthereis a reason for them to be used. The FH and DS Parame-
ter Sets are used only whenthe underlying physicallayeris based on frequency hop-
ping or direct-sequence techniques. Only one physical layer can be in use at any
point, so the FH and DS Parameter Sets are mutually exclusive.
The CF ParameterSet is used only in frames generated by access points that support
the PCF, which is optional. The TIM elementis used only in Beacons generated by
access points, because only access points perform frame buffering.

Probe Request
Mobile stations use Probe Request frames to scan an area for existing 802.11 net-
works. The format of the Probe Requestframeis shownin Figure 4-40. All fields are
mandatory.
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Figure 4-39. Beacon frame
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Figure 4-40. Probe Requestframe

A Probe Request frame contains twofields: the SSID and the rates supported by the
mobile station. Stations that receive Probe Requests use the information to deter-
mine whether the mobile station can join the network. To make a happy union, the
mobile station must support all the data rates required by the network and must
wantto join the networkidentified by the SSID. This maybesetto the SSID ofa spe-
cific network orset to join any compatible network. Drivers that allow cards to join
any network use the broadcast SSID in Probe Requests.

  

 

 
 

 
 

Probe Response

If a Probe Request encounters a network with compatible parameters, the network
sends a Probe Response frame. The station that sent the last Beaconis responsible
for responding to incoming probes. In infrastructure networks, this station is the
access point. In an IBSS, responsibility for Beacon transmissionis distributed. After a
Station transmits a Beacon, it assumes responsibility for sending Probe Response
frames for the next Beacon interval. The format of the Probe Response frameis
shownin Figure 4-41. Some ofthe fields in the frame are mutually exclusive; the
samerules apply to Probe Response frames as to Beacon frames.

The Probe Response frame carries all the parameters in a Beacon frame, which
enables mobile stations to match parameters and join the network. Probe Response
frames can safely leave out the TIM element because stations sending probesare not
yet associated and thus would not need to know which associations have buffered
frames waiting at the access point.
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Figure 4-41. Probe Response frame

 

IBSS announcementtraffic indication map (ATIM)

IBSSs have noaccess points and therefore cannotrely on access points for buffering.
Whena station in an IBSS has buffered frames for a receiver in low-power mode,it
sends an ATIM frame during the delivery periodto notify the recipient it has buff-
ered data. See Figure 4-42.   

[22MAC header———7bytes 4

[prciessetannbecseascantaoc
Higa 4-42. ATIM frame

 

  

Disassociation and Deauthentication

Disassociation framesare used to end an association relationship, and Deauthentica-
tion frames are used to end an authentication relationship. Both frames includea sin-
gle fixed field, the Reason Code, as shown in Figure 4-43. Of course, the Frame
Controlfields differ because the subtype distinguishes betweenthedifferent types of
management frames.
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Figure 4-43. Disassociation and Deauthentication frames
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Association Request

Once mobile stations identify a compatible network and authenticate to it, they may
attempt to join the network by sending an Association Request frame. The formatof
the Association Request frame is shown in Figure 4-44.All fields are mandatory, and
they must appear in the order shown.
  

MACheader Frame body
bytes | 2 2 6 6 all 2 Variable Variable 4

Frame| uration - Capability) Listen|$510 Supported } FS
Control Info|Interval Rates 4

Figure 4-44. Association Request frame

 
  

The Capability Information field is used to indicate the type of network the mobile
station wants to join. Before an access point accepts an association request, it veri-
fies that the Capability Information, SSID, and Supported Ratesall match the param-
eters of the network. Access points also note the Listen Interval, which describes
how often a mobilestation listens to Beacon frames to monitor the TIM.

Reassociation Request

Mobile stations moving between basic service areas within the same extendedser-
vice area need to reassociate with the network before using the distribution system
again. Stations may also need to reassociate if they leave the coverage area of an
access point temporarily andrejoinit later. See Figure 4-45.
 

[>»«6 headeresal [22sFrame bodywesl226Variable Variable 4TTT * TT = 7frame Doation SID sa cane)isListen Supported FCSControl Info
Current AP

Rates

aire 4-45. Reassociation Requestframe

 

 
 

 

 

Association and Reassociation Requests differ only in that a Reassociation Request
includes the address of the mobile station’s current access point. Including this infor-
mation allows the new access point to contact the old access point and transfer the
association data. The transfer may include frames that were buffered at the old
access point.

Association Response and Reassociation Response

When mobile stations attempt to associate with an access point, the access point
replies with an Association Response or Reassociation Response frame, shown in
Figure 4-46. The two differ only in the subtypefield in the Frame Controlfield. All
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fields are mandatory. Aspartof the response, the access point assigns an Association
ID. How anaccess point assigns the association ID is implementation-dependent.  

i>2a MAC——.otoFrame body

bytes Variable : 4ae Duration Seq-|Capability|Status here Supported 2 ranicll Info|Code Rates

Figure 4-46. (Re)Association Response frame

   
  

Authentication

To authenticate to the access point, mobile stations exchange Authentication frames,
which are shownin Figure 4-47.
 

>>MAC heal,$= name bodbytes ; 2 Variable 4
aeation Taeee ere"|

Different authentication algorithms may co-exist. The Authentication Algorithm
Numberfield is used for algorithm selection. The authentication process may involve
a numberof steps (depending onthe algorithm), so there is a sequence number for
each frame in the authentication exchange. The Status Code and Challenge Text are
used in different ways by different algorithms; details are discussed in Chapter7.

   
Figure 4-47. AuthenticationFes

Frame Transmission andAssociation

and Authentication States

Allowed frame types vary with the association and authenticationstates. Stations are
either authenticated or unauthenticated and can beassociated or unassociated. These

two variables can be combined into three allowedstates, resulting in the 802.11 Hier-
archy of Network Development:

1. Initial state; not authenticated and not associated

2. Authenticated but notyet associated
3. Authenticated and associated

Each state is a successively higher point in the development of an 802.11 connec-
tion. All mobile stations start in State 1, and data can be transmitted througha distri-
bution system only in State 3. (IBSSs do not have access points or associations and
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thus only reach Stage 2.) Figure 4-48 is the overall state diagram for frame transmis-
sion in 802.11.
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Figure 4-48. Overall 802.11 state diagram

Frame Classes

Frames are also divided into different classes. Class 1 frames can be transmitted in
State 1; Class 1 and 2 framesin State 2; and Class1, 2, and 3 framesin State 3.

Class 1 frames

Class 1 frames may be transmitted in any state and are used to provide the basic
operations used by 802.11stations. Control frames are received and processed to
provide basic respect for the CSMA/CA “rules of the road” and to transmit framesin
an IBSS. Class 1 frames also allowstations to find an infrastructure network and
authenticate to it. Table 4-9 showsa list of the frames that belong to the Class 1
group.

Table 4-9. Class 1 frames

Control Management Data

Request to Send (RTS) Probe Request Any frame with ToDS and FromDSfalse (0)
Clear to Send (CTS) Probe Response

Acknowledgment(ACK) Beacon

CF-End Authentication

CF-End-+CF-Ack Deauthentication

AnnouncementTraffic Indication Message
(ATIM)
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Class 2 frames

Class 2 frames can betransmitted only after a station has successfully authenticated
to the network, and they can be used only in States 2 and 3. Class 2 frames manage
associations. Successful association or reassociation requests movea station to State
3; unsuccessful association attempts cause thestation to stay in State 2. Whenasta-
tion receives a Class 2 frame from a nonauthenticatedpeer, it responds with a Deau-
thentication frame, droppingthe peer back to State 1." Table 4-10 shows the Class 2
frames.

Table 4-10. Class 2 frames

Control Management Data

None Association Request/Response None

Reassociation Request/Response
Disassociation

Class 3 frames

Class 3 frames are used whena station has been successfully authenticated and asso-
ciated with an access point. Once a station has reachedState 3, it is allowed to use
distribution system services and reach destinations beyondits access point. Stations
may also use the power-saving services provided by access points in State 3 by using
the PS-Poll frame. Table 4-11 lists the different types of Class 3 frames.

Table 4-11. Class 3 frames

Control Management Data

PS-Poll Deauthentication Anyframes,including those with either the
ToDS or FromDsbits set

If an access point receives frames from a mobile station that is authenticated but not
associated, the access point responds with a Disassociation frame to bump the
mobile station back to State 2. If the mobile station is not even authenticated, the
access point responds with a Deauthentication frameto force the mobile station back
into State 1.

~ This rejection action takes place only for framesthatare notfiltered. Filtering prevents frames from a differ-
ent BSSfrom triggering a rejection.
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CHAPTER 5
 

Wired Equivalent Privacy (WEP)

Anyone whois not shocked by quantum
theory has not understoodit.
—Niels Bohr

In wireless networks, the word “broadcast” takes on an entirely new meaning. Secu-
rity concerns have haunted 802.11 deployments since the standardization effort
began. IEEE’s attempt to address snooping concerns culminated in the optional
Wired Equivalent Privacy (WEP) standard, which is found in clause 8.2 of 802.11.
WEPcan be used bystations to protectdataasit traverses the wireless medium, but
it provides no protection past the access point.

Many of the headlines about 802.11 over the past year were due to WEP. As net-
works become important to doing business, security has become an increasingly
prominent worry. WEP wasinitially marketed as the security solution for wireless
LANs, thoughits design was so flawed as to make that impossible.
WEPis so flawed that it is not worth using in many cases. Someof the flaws are
severe design flaws, and the complete break of WEP in late 2001 was caused by a
latent problem with the cryptographic cipher used by WEP. To understand WEP and
its implications for the security of your network, this chapter presents some back-
ground on WEP’s cryptographic heritage, lists the design flaws, and discusses the
final straw. It closes with recommendations on the use of WEP. To makea long
chapter much shorter, the basic recommendation is to think very, very carefully
before relying on WEPbecauseit has been soundly defeated.

Cryptographic Background to WEP
Before discussing the design of WEP, it’s necessary to cover some basic crypto-
graphic concepts. | am not a cryptographer, and a detailed discussion of the cryptog-
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raphy involved would not be appropriate in this book, so this chapteris necessarily
brief.”

To protect data, WEP requires the use of the RC4 cipher, which is a symmetric
(secret-key) stream cipher. RC4 shares a number of properties with all stream
ciphers. Generally speaking, a stream cipher uses a stream of bits, called the key-
stream. The keystream is then combined with the message to produce the ciphertext.
To recover the original message, the receiver processes the ciphertext with an identi-
cal keystream. RC4 uses the exclusive OR (XOR) operation to combine the key-stream and the ciphertext. Figure 5-1 illustrates the process. ¥
  

Source Destination

Data Keystream Cipher stream Keystream Received data

  =OOCe==2© 
 

Figure 5-1. Generic stream cipher operation

Most stream ciphers operate by takingarelatively short secret key and expandingit
into a pseudorandom keystream the same length as the message. This process is
illustrated in Figure 5-2. The pseudorandom number generator (PRNG)is a set of
rules used to expand the key into a keystream. To recover the data, both sides must
share the samesecret key and use the samealgorithm to expandthe key into a pseu-
dorandom sequence.

Because the security of a stream cipherrests entirely on the randomnessof the key-
stream, the design of the key-to-keystream expansion is of the utmost importance.
When RC4 wasselected by the 802.11 working group,it appeared to be quite secure.
But once RC4 wasselected as the ciphering engine of WEP, it spurred research that
ultimately found an exploitable flaw in the RC4cipher that will be discussedlater.

“ Readers interested in more detailed explanationsof the cryptographic algorithms involved should consult
Applied Cryptography by Bruce Schneier (Wiley, 1996).
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Figure 5-2. Keyed stream cipher operation

Stream Cipher Security
A totally random keystream is called a one-time pad and is the only known encryp-
tion scheme that is mathematically proven to protect against certain types of attacks.
One-time pads are not commonly used because the keystream mustbe perfectly ran-
dom and the same length as the data that will be protected, and it can never be
reused.

Attackers are not limited to attacking the underlying cipher. They can choose to
exploit any weak point in a cryptographic system. One famous Western intelligence
effort, code-named VENONA,broke Soviet messages encrypted with one-time pads
that were reused. The National Security Agency has made some information on the
project public at http://www.nsa.gov/docs/venona. Itis easy to understand the tempta-
tion to reuse the one-time pads. Huge volumes of keying material are necessary to
protect even a small amountof data, and those keying pads mustbe securely distrib-
uted, whichin practice proves to be a majorchallenge.

Stream ciphers are a compromise betweensecurity andpracticality. The perfect ran-
domness(and perfect security) of a one-timepadis attractive, but the practical diffi-
culties and cost incurred in generating and distributing the keying material is
worthwhile only for short messages that require the utmost security. Stream ciphers
use a less random keystream but one that is random enoughfor most applications.

Cryptographic Politics
Three major nontechnical concerns may impactthe use of WEP:

1. RC4is the intellectual property of RSA Security, Inc., and mustbe licensed. RSA
would almostcertainly file suit against any unlicensed RC4 implementation. For
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most end users, this is a minor point because wireless LAN equipmentvendors
would need to license RC4. In the past, this has been a problem for Linux users
because someearly wireless cards didn’t include WEP onthecard, and patents
prevented open source developers from implementingit in the device driver. The
latest generation of wireless cards solves this problem by implementing WEP on
the carditself; all the device driver has to do is load the card with the keys.

2. Products must be exportable from U.S. locations to compete across the world.
The 802.11 project committee specifically designed WEP to meet with approval
from the U.S. export regulations at the time; as a consequence, WEP implemen-
tations were restricted to a maximum key length of 40 bits. Rules have been
relaxed since then, and longer keys are allowed. Unfortunately, longer key
lengths were never formally specified and may not be interoperable between
products from different vendors.

3. Some governments impose restrictions on the importation of cryptographic
hardware and software, which may prevent the use of encryption to protect the
wireless LAN link. Without even the minimalprotection provided by WEP,it
may not be worth therisk to use wireless LAN technologyin such locations.

WEP Cryptographic Operations
Communications security has three major objectives. Any protocol that attempts to
secure data as it travels across a network must help network managers to achieve
these goals. Confidentiality is the term used to describe data thatis protected against
interception by unauthorized parties. Integrity means that the data has not been
modified. Authentication underpins any security strategy because partof the reliabil-
ity of data is based onits origin. Users must ensure that data comes from the source
it purports to come from. Systems must use authentication to protect data appropri-
ately. Authorization andaccess control are both implemented on top of authentica-
tion. Before granting access to a piece of data, systems must find out whotheuseris
(authentication) and whetherthe access operationis allowed (authorization).

WEPprovides operations that attempt to help meet these objectives. Frame body
encryption supports confidentiality. An integrity check sequence protects data in tran-
sit and allowsreceivers to validate that the received data was notaltered in transit.
WEPalso enables stronger shared-key authenticationof stations for access points, a
feature discussed in Chapter7. In practice, WEPfalls short inall of these areas. Con-
fidentiality is compromisedbyflaws in the RC4 cipher; the integrity check was poorly
designed; and authenticationis of users’? MAC addresses, not users themselves.

WEPalso suffers from the approachit takes. It encrypts frames as they traverse the
wireless medium. Nothing is done to protect frames on a wired backbone, where
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 they are subject to any attack. Furthermore, WEP is designed to secure the network
from external intruders. Once an intruder discovers the WEP key, though, the wire-
less medium becomesthe equivalentof a big shared wired network.

WEPData Processing

Confidentiality and integrity are handled simultaneously,asillustrated in Figure 5-3,
Betore encryption, the frameis run through an integrity check algorithm, generating
a hash called an integrity check value (ICV). The ICVprotects the contents against
tampering by ensuring that the frame has not changed in transit. The frame and the
ICV are both encrypted, so the ICVis notavailable to casual attackers.
 

  
 

 

  

 

  
40-bit WEP key

64-bit RCA _ -
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d-bit IV _—Ciphered frame + ICV
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Figure 5-3. WEP operations

WEPspecifies the use of a 40-bit secret key. The secret WEP key is combined with a
24-bit initialization vector (IV) to create a 64-bit RC4 key; the first 24 bits of the RC4
key are the IV, followed by the 40-bit WEP key. RC4 takes the 64 inputbits and gen-
erates a keystream equal to the length of the frame body plus the ICV. The key-
stream is then XORed with the frame body and the ICV to cipherit. To enable the
receiver to decrypt the frame, the IV is placed in the header ofthe frame.

WEPkeying

To protecttraffic from brute-force decryption attacks, WEP uses a set of up to four
default keys, and it may also employ pairwise keys, called mapped keys, when
allowed. Default keys are shared amongall stations in a service set. Once a station
has obtained the default keys forits service set, it may communicate using WEP.
Key reuse is often a weakness of cryptographic protocols. For this reason, WEP has a
secondclass of keys used for pairwise communications. These keys are shared only
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WEPKey Lengths
Standardized WEPimplementations use 64-bit shared RC4 keys. Of the 64 bits, 40 are
4 shared secret. Vendorsuse a variety of namesfor the standard WEP mode: “standard
WEP,” “802.11-compliant WEP,” “40-bit WEP,” “404+24-bit WEP,” or even “64-bit
WEP.”I personally feel that the last term is a stretch, based on hoodwinking the con-
sumerwiththe length ofthe shared key and notthesize of the shared secret, but it has
become somewhat standard throughoutthe industry.
Concerns aboutthe key length used in WEP have doggedit since its inception. Prod-
ucts that use 40-bit secret keys have always been exportable from the United States,
which has served to cast doubt onthe security provided by such a key. In a well-
designedcryptographic system, additional security can be obtainedbyusing a longer
key, Each additional bit doubles the number of potential keys and, in theory, doubles
the amount of time required for a successful attack.
To buy timefor the standardizationof a better solution than WEP, most of the industry
moved to a 128-bit shared RC4 key. After subtracting 104 bits for the shared secret
componentof the RC4 key, only 104 bits are secret. Even though only 104 bits are
secret, vendorsrefer to this as “128-bit WEP.” Longer key-length implementations are
not guaranteedto be compatible because no standard for them exists. At least one ven-
doruses 128 secret bits, plus the 24 in the initialization vector, for a total of 152 bits.
WEP, however,is not a well-designed cryptographic system, andthe extrabits in the
key buyyouverylittle. The best publicly disclosed attack against WEP canrecover the
key in seconds,no matter whatits lengthis. This book explores the use of the AirSnort
tool to recover WEP keys in Chapter16.

  
between the two stations communicating. The twostations sharing a key have a key
mapping relationship; the key mapping relationship is part of the 802.11 MIB, which
is presented in detail in Appendix A.

WEPframing

When WEPis in use, the frame body expandsbyeight bytes. Four bytes are used for
a frame body IV header, and fourare used for the ICVtrailer. See Figure 5-4.
 

[— Wheader ——__}lou Co TTT T Tie

Frame Initialization Pad Key| Frame Intearity check FCSheader vector ID|body | value |
Figure 5-4. WEP frame extensions
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The IV headeruses 3 bytes for the 24-bit IV, with the fourth byte used for padding
and key identification. When a default key is used, the Key ID subfield identifies the
default key that was used to encrypt the frame. If a key mappingrelationshipis used,
the Key ID subfield is 0. The 6 padding bits of the last byte must be 0. Theintegrity
check is a 32-bit CRC of the data frame; it is appended to the frame body and pro-
tected by RC4.

Cryptographic Properties
Reuse of the keystream is the major weakness in any stream cipher—based cryptosys-
tem. When frames are encrypted with the same RC4 keystream, the XORof the two
encrypted packets is equivalent to the XORof the twoplaintext packets. By analyz-
ing differences between the two streams in conjunction with the structure of the
frame body, attackers can learn about the contents of the plaintext frames them-
selves. To help preventthe reuse of the keystream, WEP usesthe IV to encrypt differ-
ent packets with different RC4 keys. However, the IV is part of the packet header
and is not encrypted, so eavesdroppersare tipped off to packets that are encrypted
with the same RC4 key.

Implementation problemscan contribute to the lack of security. 802.11 admits that
using the same IV for a large numberof frames is insecure and should be avoided.
The standard allowsfor using a different IV for each frame, but it is not required.

WEPincorporates an integrity check, but the algorithm used is a cyclic redundancy
check (CRC). CRCs can catch single-bit alterations with high probability, but they
are not cryptographically secure. Cryptographically secure integrity checks are based
on hash functions, which are unpredictable. With unpredictable functions, if the
attacker changes even onebit of the frame, the integrity check will change in unpre-
dictable ways. The oddsof an attacker finding an altered frame with the same integ-
rity check are so slim that it cannot be done in real time. CRCs are not
cryptographically secure. CRC calculations are straightforward mathematics, and it
is easy to predict how changinga single bit will affect the result of the CRC calcula-
tion. (This property is often used by compressed datafiles for repair! If just a few bits
are bad, they can sometimesbeidentified and corrected based on a CRC value.)

Key Distribution
Like so many other cryptographic protocols based on symmetric keys, WEP suffers
from the Achilles heel of key distribution. The secret bits of the WEP key must bedis-
tributed to all stations participating in an 802.11 service set secured by WEP. The
802.11 standard, however,fails to specify the key distribution mechanism. The result
is that vendors haven’t done anything; you typically type keys into your device drivers
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or access points by hand. Unfortunately, manual configuration by the system admin-
istrator is the most nonscalable “protocol”in use.

Setting aside the system management headaches for a minute, consider the difficul-
ties inherentin a cryptographic system requiring manualkey distribution:

¢ Keys cannot be considered secret: all keys must bestatically entered into either
the driver software or the firmware on the wireless card. Either way, the key can-
notbe protected fromalocal user who wantsto discoverit.

° If keys are accessible to users, then all keys must be changed wheneverstaff
members leave the organization. Knowledge of WEP keys allows a user to set up
an 802.11 station and passively monitor and decrypttraffic using the secret key
for the network. WEP cannotprotect against authorized insiders who also have
the key.

* Organizations with large numbers of authorized users must publish the key to
the user population, which effectively prevents it from being a secret. In the
course of doing research for this book, I found network documentation at one
major research university that described how to use the campus wireless net-
work, including the WEPkey.

Problems with WEP

Cryptographers have identified many flaws in WEP. Thedesigners specified the use
of RC4, which is widely accepted as a strong cryptographic cipher. Attackers, how-
ever, are not limited to a full-frontal assault on the cryptographic algorithms—they
can attack any weak point in the cryptographic system. Methods of defeating WEP
have come from every angle. One vendor shipped access points that exposed the
secret WEPkeys through SNMP,allowing anattackerto ask forjust the key. Mostof
the press, though, has been devoted to flaws beyond implementation errors, which
are muchharderto correct.

Design Flaws
WEP’sdesign flawsinitially gained prominence when the Internet Security, Applica-
tions, Authentication and Cryptography (ISAAC) groupat the University of Califor-
nia, Berkeley, published preliminary results based on their analysis of the WEP
standard.t Noneof the problemsidentified by researchers depend on breaking RC4.

* Anecdotal evidence suggests that this may be commonplace. Power users who prefer to use Linux or
FreeBSD mayattempt to recover the key simply to allow access to the network from an otherwise unsup-
Ported operating system.

t The reportis available on the Web at hitp://www.isaac.cs.berkeley.edu/isaac/wep-faq.html. Items 3-6 on the
followinglist are summarized from that report.
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Here’s a summary of the problems they found; I’ve already touched on someof

them: |
1. Manual key managementis a minefield of problems. Setting aside the opera-

tional issues with distributing identical shared secrets to the user population, the |
security concerns are nightmarish. New keying material must be distributed on a
“flag day” to all systems simultaneously, and prudentsecurity practices would
lean strongly toward rekeying whenever anybody using WEP leaves the com-
pany (the administrative burden may, however, preclude doing this). Widely dis-
tributed secrets tend to becomepublic over time. Passive sniffing attacks require
obtaining only the WEP keys, whichare likely to be changed infrequently. Once
a user has obtained the WEPkeys,sniffing attacks are easy. Market-leading sniff-
ers are now starting to incorporate this capability for system administrators, I
claiming that after entering the network’s WEPkeys,all the traffic is readable!

2. In spite of vendor claims to the contrary, standardized WEP offers a shared
secret of only 40bits. Security experts have long questioned the adequacy of 40-
bit private keys, and many recommendthatsensitive data be protected by at
least 128-bit keys.” Unfortunately, no standard has been developed for longer
keys, so interoperability on multivendor networks with long WEP keys is not
guaranteed without future work by the IEEE.

=—AeSeom
3. Stream ciphers are vulnerable to analysis when the keystream is reused. WEP’s

use of the IV tips off an attacker to the reuse of a keystream. Two frames that
share the same IV almostcertainly use the same secret key and keystream. This
problem is made worse by poor implementations, which may not pick random
IVs. The Berkeley team identified one implementation that started with an IV of
0 when the card wasinserted and simply incrementedthe IV for each frame. Fur-
thermore, the IV space is quite small (less than 17 million), so repetitions are
guaranteed on busy networks. i

aeeed
4, Infrequent rekeying allows attackers to assemble what the Berkeley team calls

decryption dictionaries—large collections of frames encrypted with the same key-
streams. As more frames with the sameIV pile up, more information is available
about the unencrypted frames even if the secret key is not recovered. Given how
overworked the typical system and network administration staff is, infrequent
rekeyingis the rule.

5. WEP uses a CRC for the integrity check. Although the value of the integrity
check is encrypted by the RC4 keystream, CRCs are not cryptographically

* To befair, WEP wasoriginally developed with the goal of being exportable underthe then current U.S. reg- :
ulations for export of cryptographic systems. A longer key could not have been used without jeopardizing
the commercial viability of U.S.-built 802.11 products.
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secure. Use of a weak integrity check does not prevent determined attackers
from transparently modifying frames.”

6. The accesspointis in a privileged position to decrypt frames. Conceptually, this
feature can be attacked bytricking the access point into retransmitting frames
that were encrypted by WEP. Frames received by the access point would be
decrypted and then retransmitted to the attacker’s station. If the attacker is using
WEP, the access point would helpfully encrypt the frame using the attacker’s
key.

The Complete Break
In August 2001, Scott Fluhrer, Itsik Mantin, and Adi Shamir published a papertitled
“Weaknessesin the Key Scheduling Algorithm of RC4.” At the end of the paper,the
authors describe a theoretical attack on WEP. Atthe heart of the attack is a weak-

ness in the way that RC4 generates the keystream.All that is assumedis theability to
recover the first byte of the encrypted payload. Unfortunately, 802.11 uses LLC
encapsulation, and thecleartext value ofthe first byte is known to be OxAA (the first
byte of the SNAP header). Because thefirst cleartext byteis known,thefirst byte of
the keystream can be easily deduced from a trivial XOR operation with thefirst
encryptedbyte.

The paper’s attacks are focused ona class of weak keys written in the form (B+3):ff:
N. Each weakIVis used to attack a particular byte of the secret portion of the RC4
key. Key bytes are numbered from zero. Therefore, the weak IV corresponding to
byte zero of the secret key has the form 3:FF:N. The second byte must be OxFF;
knowledge of the third byte in the key is required, but it need not be any specific
value.

A standard WEPkeyis 40 secretbits, or 5 bytes numbered consecutively from 0 to 4.
Weak IVs on a network protected by standard WEP must have a first byte that
ranges from 3 (B=0) to 7 (B=4) and a second byte of 255. The third byte must be
noted but is not constrained to any specific value. There are 5 x 1 x 256=1,280
weak IVs in a standard WEP network.

It is interesting to note that the number of weak keys dependspartly on the length of
the RC4 key used. If the WEP key size is increased for added protection, the weak
key net pulls in more data for use in the attack. Most commercial products use a
128-bit shared RC4 key, so there are more than twice as many weak IVs. Table 5-1
shows the numberof weak IVsas a function of the secret key length.

* . + . . , . . .

802.11 requires frame retransmissionsin the caseof loss, so it may be possible for an attacker to retransmit
a frame and cause a replacementinjected frame to be acceptedaslegitimate.
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Table 5-1. Number of weak IVsas a function of key length de

Secret keylength Values of B+3 in weak IV (B+3:FF:N) Number of weak Is Fraction of IV space ch
40 bits 3 <=B+3 <8 1,280 0.008%

(0<=B<5)

104bits 3 <=B+3< 16 3,328 0.020%

(0<=B< 13)

128 bits 3 <=B+3 < 19 4,096 0.024%

(0<=B< 16) '

Applying probability theory, Fluhrer, Mantin, and Shamir predict that about 60
resolved cases are needed to determine a key byte. Furthermore, and perhaps worst
ofall, the attack gains speed as more key bytes are determined; overall, it works in
linear time. Doubling the key length only doubles thetimefor the attack to succeed.

With suchatantalizing result, it was only a matter of time before it was used to
attack a real system. In early August 2001, Adam Stubblefield, John Ioannidis, and
Avi Rubin applied the Fluhrer/Mantin/Shamir attack to an experimental, butreal,
network with devastating effect.’ In their testing, 60 resolved cases usually deter-
mined a key byte, and 256 resolved cases alwaysyieldeda full key. It took less than a
week to implementthe attack, from the ordering of the wireless card to the recovery
of the first full key. Coding the attack took only a few hours. Key recovery was
accomplished betweenfive and six million packets, which is a small number for even
a moderately busy network.

Reporting on a successful attack, however, is nothing compared to having a public
code baseavailable to use at will. The hard part of the Fluhrer/Mantin/Shamirattack
wasfinding the RC4 weakness. Implementing their recommendationsis nottoo diffi-
cult. In late August 2001, Jeremy Bruestle and Blake Hegerle released AirSnort, an
open source WEPkey recovery program. Use of AirSnortis discussed in Chapter 16.

Conclusions and Recommendations

WEPwasdesigned to providerelatively minimal protection to frames in the air.It
was not designed for environments demandingahigh level of security and therefore
offers a comparatively smaller level of protection. The IEEE 802.11 working group
has devotedan entire task group to security. The task group is actively working on a
revised security standard. In the meantime, some vendors are offering proprietary
approachesthatallow stronger public-key authentication and random session keys,
but these approaches are a single-vendorsolution and only a stopgap. Better solu-
tions can be built from off-the-shelf standardized components. Specific topology

* This work is described more fully in AT&T Labs Technical Report TD-4ZCPZZ.
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deployments are discussed in Chapter 15. To close, I offer the following list of con-
clusions and recommendations.

1. WEPis not useful for anything other than protecting against casualtraffic cap-
ture attacks. With the total break in August 2001 and the subsequentrelease of
public implementation code, security administrators should assume that WEP
on its own offers no confidentiality. Furthermore, 802.11 networks announce
themselves to the world. Ona recent trip through San Francisco,| configured a
laptop to scan for area networks and found half a dozen. I was not makinga seri- 1
ous effort to do this, either. My laptop was placed onthe front passengerseat of
my car, and I was using a PC Card 802.11 interface, which does not have partic-
ularly high gain. Had I been serious, I would have used a high-gain antenna to
pick up fainter Beacon frames, and I would have mountedthe antenna higher up
sothe radio signals were not blocked by the steel body ofthecar. Obscurity plus
WEP may meet somedefinition of “wired equivalent” because frames on wired
networks may be delivered to a numberof users other than the intendedrecipi-
ent. However, defining “wired equivalent” is a semantic argument that is not
worth getting bogged downin.

2. Manual key managementis a serious problem. Peer-to-peer networking systems
all have problemsin the area of management scalability, and WEPis nodiffer-
ent. Deploying pairwise keys is a huge burden on system administrators and i
does not add much,if any, security.

3. When a secret is widely shared, it quickly ceases to becomea secret. WEP
depends on widely sharing a secret key. Users may come and go, and WEP keys
must be changed with every departure to ensure the protection provided by
WEP.

4, Data that must be kept confidential should use strong cryptographic systems
designed from the ground up with security in mind. The obvious choices are |
IPSec or SSH. The choice can be based ontechnical evaluation, product avail-
ability, user expertise, and nontechnical factors (institutional acceptance, pric-
ing andlicensing, andso on).

5. Varying levels of concern are appropriate for different locations. When using
802.11 for LAN extension,greater threatsarelikely to be foundinlarge offices.

a. Remote teleworkers should be protected by strong VPN systems such as
IPSec. Using 802.11 in remote locations may increase the risk of intercep-
tion, but any transmissions from a client to a central site should already be
protected using a strong VPN system. Attackers may be able to capture
packets traveling over a wireless network more easily, but IPSec was
designed to operate in an environmentwhere attackers had large amounts of
encryptedtraffic to analyze.

  

Conclusions and Recommendations | 97



 

b, Large offices pose a much greater concern. VPNsto branch offices are typi-
cally site-to-site, protecting only from the edge of the branch office to the
access link at the headquartersoffices. Anything inside the remote office is
not protected by IPSec andis vulnerable to sniffing if other measures are not
taken.

6. Stopping anything morecasual than packet sniffing requires client software that
implements strong cryptographic protection. However,it requires extra system
integration work and testing.

a. A higher-security, point-to-point tunneling technology may beall that is
required for your organization. Unix systems can run PPP over SSH tunnels,
and some IPSec solutions can be used to create point-to-point tunnels across
the access point.

b. IPSec also protects across the LAN, which may be important.It is possible
that a determined attacker can obtain access to the wired backbone LAN
wheretraffic is no longer protected by WEP.

7. WEP doesnotprotect users from each other. Whenall users have the WEPkey,
any traffic can be decrypted easily. Wireless networks that must protect users
from each other should use VPN solutions or applications with strong built-in
security.

It is dangerous to assumethatprotocols such as IPSec and SSH are magic bullets that
can solve your security problems. But the bottomline for wireless networksis that
you can’t count on WEPto provide even minimal security, and using IPSec or SSH to
encrypt yourtraffic goes a long way to improve the situation.
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CHAPTER 6

Security, Take 2: 802.1x
 

If at first you don’t succeed,try again.
—Anonymous

(from the motivational poster
in breakrooms everywhere)

Security is a commonthreadlinking many of the wireless LAN stories in the news
throughout the past year, andseveral polls have shown that network managers con-
sider security to be a significant obstacle to wider deployment of wireless LANs.
Manyofthe security problemsthat have prevented stronger acceptanceof 802.11 are
caused by flawsin the design of WEP. WEP attemptsto serve as both an authentica-
tion mechanism and a privacy mechanism. I hope Chapter 5 showed that it effec-
tively serves as neither.
To address the shortcomings of WEP for authentication, the industry is working
towards solutions based on the 802.1x specification, which is itself based on the
IETF’s Extensible Authentication Protocol (EAP). EAP was designed withflexibility
in mind, and it has been usedas the basis for a numberof network authentication
extensions. (Cisco’s lightweight EAP, LEAP, also is based on EAP.)
802.1x is not without its problems, however. A recent research reportidentified sev-
eral problemswith the specification.’ Thefirst major problemis that 802.11 does not
provide a wayto guarantee the authenticity and integrity of any frames on the wire-
less network. Frames on wireless networks can easily be tampered with or forged
outright, and the protocol does not provide a way to easily stop or even detect such
attacks. The second major problem is that 802.1x was designed to allow the net-
work to authenticate the user. Implicit in the protocol design is the assumption that
users will connectto only the “right” network. On wireline networks, connecting to
the right network can be as simple as following the wires. Access to the wiring helps

* “An Initial Analysis of the 802.1x Standard”by Arunesh Mishra and Bill Arbaugh;available at http-/Avww.
cs.umd.edu/~waa/1x.pdf.

 



  
the users identify the "right" network. On a wireless network, clear physical connec-
tions do notexist, so other mechanims must be designed for networks to provetheir
identity (or, more precisely, the identity of their owners) to users. 802.1x was
designedto collect authentication information from users and grantor deny access
based on that information. It was not designed to help networks provide credentials
to users, so that function is not addressed by the 802.1x. The specter for rogue access
points will not be put to rest by 802.1x.

How 802.1x will be applied to wireless networks is a matter for task group I (TGi) of
the 802.11 working group. With no standard available, I have elected to describe how
802.1x works on LANsto provide a basic understanding of how the future 802.111
specification is likely to work. Some modifications will undoubtedly be made to
adapt 802.1x to the wireless world, but the fundamentalideas will remain the same.
Before talking about 802.1x, though,it is best to gain a solid understanding of the
protocolthatstarted it all: EAP.

The Extensible Authentication Protocol

802.1x is based on EAP. EAPis formally specified in RFC 2284 and was initially
developed for use with PPP. When PPP wasfirst introduced, there were two proto-
cols available to authenticate users, each of which required the use of a PPP protocol
number. Authentication is not a “onesize fits all” problem, and it was an active area
of research at the time. Rather than burn up PPP protocol numbers for authentica-
tion protocols that might become obsolete, the IETF standardized EAP. EAP used a
single PPP protocol number while supporting a widevariety of authentication mech-
anisms. EAP is a simple encapsulation that can run over anylink layer, but it has
been most widely deployed on PPPlinks. Figure 6-1 shows the basic EAP architec-
ture, which is designed to run overanylink layer and use any numberof authentica-
tion methods.
 

Methods ails7“| Ea Ell
pt

 

 tf f 4
Link layers 802.3[eo|

Figure 6-1. EAP architecture
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EAP Packet Format

Figure 6-2 showsthe format of an EAP packet. Whenused onPPP links, EAPis car-
ried in PPP frames with a protocol number of 0xC227. There is no strict require-
ment that EAP run on PPP; the packet showninFigure 6-2 can be carried in any type
of frame. Thefields in an EAP packetare:

Code
The Codefield, the first field in the packet, is one byte long and identifies the
type of EAP packet.It is used to interpret the Datafield of the packet.

Identifier
The Identifier field is one byte long. It contains an unsigned integer used to
match requests with responses to them. Retransmissions reuse the same identi-
fier numbers, but new transmissions use new identifier numbers.

Length
The Length field is two bytes long.It is the numberof bytes in the entire packet,
whichincludes the Code, Identifier, Length, and Datafields. On some link layer
protocols, padding may be required. EAP assumesthat any data in excess of the
Length field is link-layer padding and canbeignored.

Data

Thelast field is the variable-length Data field. Depending on the type of packet,
the Datafield maybezero bytes long. Interpretation of the Data field is based on
the value of the Codefield.

 

bytes 1 1 2 Variable

Code|identifier Length Data $

 

Figure 6-2. EAP packet format

EAP Requests and Responses
EAP exchanges are composed of requests and responses. The authenticator sends
requests to the system seeking access, and based on the responses, access may be
granted or denied. The format of request and response packets is shown in
Figure 6-3.
 

Variable2 1T

Length ‘4 Type Type-Data 
 

Figure 6-3. EAP Request and EAP Response packets
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The Codefield is set to 1 for requests and 2 for responses. TheIdentifier and Length
fields are used as described in the previous section on the generic format. The Data
field carries the data used in requests and responses. Each Datafield carries one type
of data, broken downintoa type identifier code and theassociated data:

Type

The Typefield is a one-byte field that indicates the type of request or response.
Only one typeis used in each packet. With one exception, the Type field of the
response matches the corresponding request. That exception is that when a
requestis unacceptable, the peer may send a NAKto suggestan alternative type.
Types greater than or equalto 4 indicate authentication methods.

Type-Data

The Type-Datafield is a variable field that must be interpreted accordingto the
rules for each type.

Type code1: Identity

The authenticator generally uses the Identity type as the initial request. After all,
identifying the user is the first step in authentication. Naturally, most implementa-
tions of EAP prompttheuser for input to determine theuseridentity. The Type-Data
field may contain text used to prompttheuser; the length ofthe string is computed
from the Length field in the EAP packetitself.

Some EAP implementations may attempt to look up the user identity in a Response
even before issuing the authentication challenge. If the user does not exist, the
authentication can fail without further processing. Most implementations automati-
cally reissue the identity request to correct typos.

Type Code 2: Notification

The authenticator can use the Notification type to send a message to the user. The
user’s system can then display the message for the user’s benefit. Notification mes-
sages are used to provide messagesto the user from the authentication system, such
as a password about to expire. Responses must be sent in reply to Notification
requests. However, they serve as simple acknowledgments, and the Type-Data field
has a zero length.

Type code 3: NAK

NAKsare used to suggest a new authentication method. The authenticator issues a
challenge, encoded by a type code. Authentication types are numbered 4 and above.
If the end user system does not support the authentication type of the challenge,it
can issue a NAK. The Type-Data field of a NAK message includesa single byte corre-
spondingto the suggested authentication type.
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Type code 4: MD-5 Challenge

The MD-5 Challenge is used to implement the EAP analog of the CHAP protocol,
specified in RFC 1994. Requests contain a challenge to the end user. For successful
authentication, CHAP requires that the challenge be successfully encoded with a
shared secret. All EAP implementations must support the MD-5 Challenge, but they
are free to NAKit in favorof another authentication method.

Type code 5: One-time password (OTP)

The one-time password system used by EAP is defined in RFC 1938. The Request
issued to the user contains the OTP challenge string. In an OTP (type 5) response,
the Type-Datafield contains the words from the OTPdictionary in RFC 1938. Like
all authentication types, responses may be NAKs(type3).

Type code 6: Generic Token Card

Token cards such as RSA’s SecurID and Secure Computing’s Safeword are popular
with manyinstitutions because they offer the security of “random” one-time pass-
words without the hassle of an OTP rollout. The Request contains the Generic
Token Card information necessary for authentication. The Type-Data field of the
request must be greater than zero bytes in length. In the Response, the Type-Data
field is used to carry the information copied from the token card by theuser. In both
Request and Response packets, the Length field of the EAP packet is used to com-
pute the length of the Type-Data request.

Type code 13: TLS

In its initial form, EAP does not protect transmissions from eavesdropping. In a way,
this is an understandable posture, given the origins of the protocol. When EAPis
used over dial-up or dedicated links, there is a small chance of interception, but
many administrators feel comfortable that the link is reasonably protected against
eavesdropping.

For somelinks, however, assuming the existence of security may not be appropriate.
RFC 2716 describes the use of Transport Layer Security (TLS) for authentication.
TLSis the standardized successor to the widely deployed Secure Socket Layer (SSL),
and TLS authentication inherits a number of useful characteristics from SSL. Most

notably, mutual authentication is possible with TLS. Rather than issuing a one-sided
challengeto theclient (“Who are you?”), EAP-TLS can ensurethatthe client is com-
municating with a legitimate authenticator. In addition to mutual authentication,
TLS provides a methodto protect the authentication between the client and authen-
ticator. It also provides a method to exchangeasession key securely between the cli-
ent and authenticator.
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EAP-TLSis likely to become popular on wireless networks. In the current 802.11
authentication regime, access points are implicitly trusted by the clients. EAP-TLS
could ensure clients that they are sendingsensitive authentication datato legitimate
access points instead of “rogue” access points set up by attackers seeking to collect
data for a later attack on the network. EAP-TLSalso enables the exchange of session

keys, which limits the impact of a compromised WEPkey.

Additional type codesin draft format

Several additional authentication types are currently in Internet-Draft form and may
be standardizedafter this book is printed. Two of the most notable concepts are Ker-
beros authentication and cell-phone authentication (SIM cards on second-genera-
tion networks and AKA onthird-generation networks).

EAP Success andFailure

At the conclusion of an EAP exchange, the user haseither authenticated successfully
or has failed to authenticate (Figure 6-4). Once the authenticator determines that the
exchange is complete,it can issue a Success (code 3) or Failure (code 4) frame to end
the EAP exchange. Implementationsare allowed to send multiple requests before
failing the authenticationto allow a userto get the correct authentication data.
 

bytes 7 1 2

  3; Success
4: Failure
  

Figure 6-4. EAP Success andFailure frames

A Sample EAP Exchange
A sample EAP exchangeis shown in Figure 6-5. It is unnecessarily complex toillus-
trate several features of the protocol. The EAP exchangeis a series of steps begin-
ning with a request for identity and ending with a successorfailure message:

1. The authenticator issues a Request/Identity packet to identify the user.

2. The enduser system promptsfor input, collects the user identifier, and sends the
user identifier in a Response/Identity message.

3. With the user identified, the authenticator can issue authentication challenges.
In step 3 in the figure, the authenticator issues an MD-5 Challenge to the user
with a Request/MD-5 Challenge packet.

4. The user system is configured to use a token card for authentication,soit replies
with a Response/NAK,suggesting the use of Generic Token Card authentication.
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Figure 6-5. Sample EAP exchange

5. The authenticator issues a Request/Generic Token Card challenge, prompting
for the numerical sequenceon the card.

6. The user types a response, whichis passed along in a Response/Generic Token
Card.

7. The user response wasnotcorrect, so authentication is not possible. However,
the authenticator EAP implementation allows for multiple authentication
Requests, so a second Request/Generic Token Cardis issued.

8. Once again, the user types a response, which is passed along in a Response/
Generic Token Card.

9. Onthe secondtry, the responseis correct, so the authenticator issues a Success
message.

802.1x: Network Port Authentication

As LAN acceptance mushroomed in the 1990s, LAN ports popped up everywhere.
Sometypes of organizations, such as universities, were further hampered by a need
for openness. Network resources must be made available to a user community, but
that community is fluid. Students are notlike many network users, They frequently
move from computer to computer and do not have a fixed network address; they
may also graduate, transfer, enroll, leave campus, work on staff, or undergo any
numberof changes that may require changes in access privileges. Although network
access must be extended to this fluid community, academic budgets are frequently
tight, so it is importantto prevent unauthorized use by outsiders.
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In short, a generic network sign-on was required. Academic environments would not
be the sole beneficiaries, however. Authentication to access network resources is

common among Internet service providers, and corporations found the idea attrac-
tive becauseof the increasingflexibility of staffing plans.

Authentication to network devices at the link layer is not new. Network port authen-
tication has been required by dial-up access servers for years. Most institutions
already have a wide range of deployed infrastructure to support user authentication,
such as RADIUS servers and LDAP directories. PPP over Ethernet (PPPoE) could
conceivably be used to require user authentication to access an Ethernet, but it
would add an unacceptable level of encapsulation overhead and complexity.Instead,
the IEEE took the PPP authentication protocols and developed LAN-based versions.
The resulting standard was 802.1x, “Port-Based Network Access Control.”

802.1x Architecture and Nomenclature

802.1x defines three components to the authentication conversation, which areall
shownin Figure 6-6. The supplicant is the end user machinethat seeks access to net-
work resources. Network access is controlled by the authenticator; it serves the same
role as the access server in a traditional dial-up network. Both the supplicant and the
authenticator are referred to as Port Authentication Entities (PAEs) in the specifica-
tion. The authenticator terminates only the link-layer authentication exchange.It
does not maintain any user information. Any incoming requests are passed to an
authentication server, such as a RADIUSserver, for actual processing.
 

 

FAPOL : RADIUS

| 7 +
th i

(PAE) (PAE) |_| S|
Supplicant Authenticator Authentication

: server
Enterprise edge/ : Enterprise core/

ISP access : ISP backbone
 

Figure 6-6. 802.1x architecture

 

Ports on an 802.1x-capable device are in an authorized state, in which the portis
enabled, or an unauthorized state, in whichit is disabled. Even while in the unautho-

rized state, however, the specification allows DHCP andotherinitializationtraffic if
permitted by a network manager.

The authentication exchangeis logically carried out between the supplicant and the
authentication server, with the authenticator acting only as a bridge. A derivation of
EAPis used by the authenticator to pass challenges and responses back and forth.
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From the supplicant to the authenticator (the “front end”), the protocol is EAP over
LANs (EAPOL) or EAP over wireless (EAPOW),. On the “back end,” the protocol
used is RADIUS. Some documentation may refer to it as “EAP over RADIUS.”
Figure 6-6 can be read as two different scenarios. In the enterprise scenario, the sup-
plicant is a corporate host on the edge of the enterprise network, and the RADIUS
serveris located in the enterprise core. The figure also depicts an ISP using 802.1x to
authenticate users, in which case the lefthandside of the figure is an ISP accessarea,
and the righthandsideis the ISP backbone.

802.1x is a framework, not a complete specification in and ofitself. The actual
authentication mechanism is implemented by the authentication server. 802.1x sup-
plies a mechanism for issuing challenges and confirming or denying access, but it
does not pass judgment on the offered credentials. Changes to the authentication
methoddo not require complex changesto the enduser devices or the network infra-
structure, The authentication server can be reconfigured to “plug in” a new authenti-
cation service without changesto the end user driver software or switch firmware.

EAPOLEncapsulation
The basic format of an EAPOLframeis shown in Figure 6-7. EAPOL encapsulation
is now analyzed by many popular networkanalyzers, including Ethereal. The frame’s
componentsare:

MACheader

Figure 6-7 shows the encapsulation on a wired Ethernet, so the MAC header
consists of the destination MAC address and the source MAC address. On a
wireless network, the MAC header would be the 24- to 30-byte header described
in Chapter3.

Ethernet Type
As with any other Ethernet frame, the Ethernet Type field contains the two-byte
type code assigned to EAPOL:88-8e.

Version

Atthis point, only Version 1 is standardized.
Packet Type

EAPOLis an extension of EAP.In addition to the EAP messages described in the
previous section, EAPOL adds some messages to adapt EAP to the port-based
LAN environment. Table 6-1 lists the packet types and their descriptions.

Table 6-1. EAPOL message types

Packet type Name Description
0000 0000 EAP-Packet Contains an encapsulated EAP frame. Mostframes are EAP-Packet frames.

0000 0001 EAPOL-Start Instead of waiting for a challengefrom the authenticator, the supplicantcan
issue an EAPOL-Start frame.In response, the authenticator sends an EAP-
Request/Identity frame.
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Table 6-1. EAPOL message types (continued)

Packet type Name Description
0000 0010 EAPOL-Logoff Whena system is done using the network,it can issue an EAPOL-Logoff

frameto return the port to an unauthorizedstate.

0000 0011 EAPOL-Key EAPOLcan be used to exchange cryptographickeyinginformation.
0000 0100 EAPOL-Encapsulated- The Alerting Standards Forum (ASF) has defined a wayofallowingalerts,

ASF-Alert such as SNMPtraps, to be sent to an unauthorizedport usingthis frametype.

Packet Body Length
This two-byte field is the length of the Packet Body field in bytes. It is set to 0
whenno packet bodyis present.

Packet Body
This variable-length field is presentin all EAPOL frames except the EAPOL-Start
and EAPOL-Logoff messages. It encapsulates one EAP packet in EAP-Packet
frames, one key descriptor in EAPOL-Key frames, and one alert in EAPOL-
Encapsulated-ASF-Alert frames.
 

MAC header
2 Variable| 6 1._ 6, oe 1 7 4

Destination Source Ethernet Type|Version|Packet|Packet Body|Packet Body FCS,
address address 88-8F 1 Type Length ;

Figure 6-7. EAPOLframe format

bytes

 

Addressing

In shared-media LANs such as Ethernet, supplicants send EAPOL messages to the
group address of 01:80:C2:00:00:03. On 802.11 networks, ports do not exist as
such, and EAPOLcan proceedonly after the association process has allowed both
the supplicant (mobile wireless station) and the authenticator (access point) to
exchange MAC addresses. In environments such as 802.11, EAPOLrequests use sta-
tion addresses.

Sample 802.1x Exchange
EAPOL exchanges look almost exactly like EAP exchanges. The main difference is
that supplicants can issue EAPOL-Startframesto trigger the EAP exchange, and they
can use EAPOL-Logoff messages to deauthorize the port whenthe station is done
using the network. The examples in this section assume that a RADIUSserveris used
as the back-end authenticationserver, and therefore they show the authenticatorper-
forming translation from EAP onthefront end to RADIUS on the back end. EAP
authentication in RADIUSpacketsis specified in RFC 2869.
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The most common case, successful authentication, is shown in Figure 6-8. In the
beginning, the port is unauthorized, so access to the networkis blocked. Thesteps in
this typical EAPOL exchangeare:

1,

2.

The supplicantstarts the 802.1x exchange with an EAPOL-Start message.
The “normal” EAP exchange begins. The authenticator (network switch) issues
an EAP-Request/Identity frame.

. The supplicantreplies with an EAP-Response/Identity frame, which is passed on
to the RADIUSserveras a Radius-Access-Request packet.

_The RADIUSserver replies with a Radius-Access-Challenge packet, which is
passed on to the supplicant as an EAP-Request of the appropriate authentica-
tion type containing anyrelevant challenge information.

. The supplicant gathers the reply from the user and sends an EAP-Response in
return. The response is translated by the authenticator into a Radius-Access-
Request with the response to the challenge as a data field.

_ The RADIUSserver grants access with a Radius-Access-Accept packet, so the
authenticator issues an EAP-Success frame. Theportis authorized, and the user
can begin accessing the network. DHCP configuration may take place at this
point.

_ Whenthe supplicant is done accessing the network,it sends an EAPOL-Logoff
message to put the port back into an authorized station.
 

 
rl Thea

Supplicant Authenticator Radius
EAPOL? RADIUS

1; FAPOL-Start 3

2: Request/Identity

 

 

 

3 Response/identily — 3: Radius-Access-Request

4: EAP-Request 4; Radius-Access-Challenge

5: EAP-Response - 5: Radius-Access-Request

6: EAP-Success by 6: Radius-Access-Accept

(Access allowed)
7: EAP-Logolf i

(Access blocked)

 
 

Figure 6-8. Typical EAPOL exchange
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 Exchanges similar to Figure 6-8 may be usedat any point.It is not necessary for the
user to begin an EAPOL exchange with the EAPOL-Start message. At any point, the
authenticator can begin an EAPOL exchange by issuing an EAP-Request/Identity
frameto refresh the authentication data.

802.1x Implementation and the User Experience
802.1x is naturally implemented in the device driver. No change to the hardware
itself is necessary. Microsoft has implemented 802.1x as an operating system feature
in Windows XP. With no additional software required, XP is likely to be a widely
deployed 802.1x client. Cisco has made 802.1x clients available for Windows 9x,
NT, 2000, MacOS,and Linux.

EAP is a generic authentication framework, so it does not require any particular
authentication method. Thefirst task is to decide on the type of authentication for
wireless users. EAP-TLSis attractive because it enables mutual authentication and
protects against rogue access points, but it requires that the RADIUS server support
EAP-TLS. Use of EAP-TLSalso requires that a certificate authority be deployed to
managecertificates for wireless network users.
Ontheclientside, authentication is configured in the driver. On XP, 802.1x authen-
tication is configured along with other interface properties. Other implementations
allow configuration in the driver. Certificate authentication may take place without
any user interaction or may require the user to input a passphrase to unlock the cer-
tificate. EAP messages can result in pop ups to the user. Notification messages from
the authenticator are immediately displayed, and the identity request allowsfor a
display prompt.If the user is challenged to enter credentials, a pop upis displayed to
enter the credentials that will be passed to the authenticationserver.

802.1x on Wireless LANs

802.1x provides a framework for user authentication over wireless LANs. The only
minor changeis to define how a “network port” exists within 802.11. The IEEE
decided that an association between a station and an access point would be consid-
ered a “logical port” for the purpose of interpreting 802.1x. The successful exchange
of Association Request and Association Response framesis reported to the 802.1x
state engine as the link layer becoming active. 802.11 association must complete
before the 802.1x negotiation begins because the 802.1x state machine requires an
active link. Prior to a successful 802.1x authentication, the access point dropsall
non-802.1x traffic. Once the authentication succeeds, the access point removes the
filter and allowstraffic to flow normally.

The second change made possible by 802.1x is that the EAPOL-Key frame can be used
to distribute keying information dynamically for WEP. Figure 6-9 shows a sample
EAPOLexchange on an 802.11 network. The only differences from the previous figure
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are the requirements of the 802.11 Association Request and Responsebefore begin-
ning the EAPOL exchange and the EAPOL-Key frame that follows the EAP-Success
frame. Thefigure also omits the closing EAPOL-Logoff message.
 

i

Supplicant Authenticator Radius
802.113 RADIUS

1: Association request i

2; Association response

3: FAPOL-Start

4: Request/ldentity

 

 

 

5; FAP-Response/Identity : 5: Radius-Access-Request
6: EAP-Request : 6: Rodius-Access-Challengea i<—

7: EAP-Response 2 i 7: Radius-Access-Challenge
8: EAP-Success i bs 8: Radius-Access-Accept 

 
9: EAPOL-Key(WEP)

 
 

Figure 6-9. EAPOL exchange on an 802.11 network

Association Transfer

802.1x was designedfor stations that attach to a port, useit, and thenfinish. 802.11
poses additional complexities for 802.1x because the association can move from
access point to access point. Nothing in 802.1x describes how to move an authenti-
cation relationship from one port to another, because 802.1x was designed for a
wired world. Transfer of the association and authentication information is an active
area of standards development,andit should be addressedin the final 802.11i speci-
fication. Several proposals for a “fast handoff” between access points have been sub-
mitted, but their development and standardization will require cooperating with the
task group developing the Inter-Access Point Protocol.

Keying
The EAPOL-Keyframe allows keys to be sent from the access point to the client and
vice versa. One commercial implementation uses two WEP keys for each associated
station. One key encrypts downstream traffic to the client, and the other encrypts traf-
fic fromtheclient to the access point. Key exchange framesare sent only if the authen-

this prevents the compromise of key information. EAPOL-Keytication succeeds;
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frames can be used periodically to update keys dynamically as well. Several of the
weaknesses in WEP stem fromthe longlifetime of the keys. Whenit is difficult to
rekey every station on the network,keys tend to be usedforlong periods of time. Sev-
eral experts have recommendedchanging WEPkeys on a regular basis, but no practi-
cal mechanismto doso hasexisted until now, with the development of 802.1x.

Enhancements to 802.11 Made Possible by 802.1x
802.1x brings a number of enhancementsto 802.11 networks. Instead of deploying
of Mobile IP, it might be possible for user-specific VLANsto be dynamically assigned
using the RADIUS tunnelattributes specified in RFC 2868. Dynamic VLANsare
clearly not an Internet-scale solution, but they may bea feasible enterprise solution.
Public Ethernet ports are much moreattractive in an 802.1x world because they can
tie in to a centralized billing infrastructure using RADIUS accounting, defined in
RFCs 2866 and 2867 (Figure 6-10). When a user attempts to use a public Ethernet
port, he can be authenticated by a corporate RADIUSserver, and the company can
be billed based on accounting information generated by the service provider’s
RADIUSserver. “Routing” of RADIUS requests to the correct home server can be
doneif the useridentifiers are formatted according to RFC 2486.
 

wv/ 4

 
 
 

 
“~~ 1Y 1: Authenticate (a4 6: Billing; | ; | : Corporate

4: Allow \ ~ finance 

u D = 2: AuthenticateClient 2) \SP RADIUS5; Accounting
J4

wp Internet    
Corporate

RADIUS

 
 

Figure 6-10. 802.11x supporting public Ethernet ports

One further advantage that 802.1x could bring to the build-out of 802.11 networksis
a multiprovider access point. Theideais simple. Wireless networksare difficult and
costly to build because of the extensive survey work required to avoid sources of
interference.If the infrastructure couldbe built once and shared by a numberofser-
vice providers, the overall network costs would be much lower.
As an example, airports are a popular wireless LAN “hot spot.” Several service pro-
viders have attempted to build nationwide networks to allow roaming, andthe air-
lines themselves may want to access an airport-wide wireless LAN. Multiprovider
access points could be shared between several users, such as a few different wireless
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CHAPTER 7

ManagementOperations
 

While being untethered from a wired network can be an advantage, it can lead to
problems: the medium is unreliable, unauthorized users can take advantage of the
lack of physical boundaries, and power consumptionis critical when devices are run-
ning on batteries. The managementfeatures of the 802.11 protocol were designed to
reduce theeffect of these problems.

Some device drivers allow you to customize the managementfeatures discussed in
this chapter. Keep in mind, though, that the capabilities of the device driver vary
from one product to another, and thestate of wireless networking is such that some
vendors are trying to produce the mostfeature-rich products possible, while others
are aiming at the home market and trying to produce the simplest products. The
only way to know what’s possible is to understand the capabilities that have been
built into the protocol. Then you’ll be in a good position to work with whatever
hardware dropsin yourlap.

ManagementArchitecture
Conceptually, the 802.11 management architecture is composed of three compo-
nents: the MAC layer management entity (MLME), a physical-layer management
entity (PLME), and a system management entity (SME). Therelation between the
different managemententities and the related parts of 802.11 is shownin Figure 7-1.
 

  
  

Figure 7-1. Relationship between management entities and components of the 802.11 specification
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802.11 does not formally specify the SME. It is the method by which users and
device drivers interact with the 802.11 network interface and gather information
about its status. Both the MAC and PHYlayers have access to a managementinfor-
mation base (MIB). The MIB has objects that can be queried to gain status informa-
tion, as well as objects that can causecertain actions to take place. A full description
of the 802.11 MIBis found in Appendix A.

There are three defined interfaces between the management components. Thesta-
tion managemententity may alter both the MAC and PHY MIBs through the MLME
and PLMEservice interfaces. Additionally, changes to the MAC mayrequire corre-
sponding changes in the PHY, so an additional interface between the MLME and
PLMEallows the MACto makechanges to the PHY.

Scanning
Before using any network, you mustfirst find it. With wired networks, finding the
network is easy: look for the cable or a jack on the wall. In the wireless world, sta-
tions must identify a compatible network before joining it. The process of identify-
ing existing networksin theareais called scanning.
Several parameters are used in the scanning procedure. These parameters may be
specified by the user; many implementations have default values for these parame-
ters in the driver.

BSSType (independent, infrastructure, or both)
Scanning can specify whether to seek out independent ad hoc networks, infra-
structure networks,or all networks.

BSSID (individualor broadcast)
The device can scan for a specific network to join (individual) or for any net-
work that is willing to allow it to join (broadcast). When 802.11 devices are
moving, setting the BSSID to broadcast is a good idea because the scan results
will include all BSSsin the area.

SSID (“network name”)
The SSID assignsa string of bits to an extended service set. Most products refer
to the SSID as the network namebecausethestring of bits is commonly set to a
human-readable string. Clients wishing to find any network should set this to
the broadcast SSID.

ScanType (active or passive)
Active scanning uses the transmission of Probe Request frames to identify net-
works in the area. Passive scanning saves battery powerbylistening for Beacon
frames.

ChannelList

Scans musteither transmit a Probe Requestorlisten on a channelfor the exist-
ence of a network, 802.11 allowsstations to specify a list of channels to try.
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Products allow configuration of the channellist in different ways. What exactly
constitutes a channel depends on the physical layer in use. With direct-sequence
products, it is a list of channels. With frequency-hopping products,it is a hop
pattern.

ProbeDelay
This is the delay, in microseconds, before the procedure to probe a channelin
active scanning begins. This delay ensures that an empty orlightly loaded chan-
nel does not completely block the scan.

MinChannelTime and MaxChannelTime

These values, specified in time units (TUs), specify the minimum and maximum
amountof time that the scan works with any particular channel.

Passive Scanning
Passive scanning saves battery powerbecause it does not require transmitting. In pas-
sive scanning, a station moves to each channel on the channellist and waits for Bea-
con frames. Any Beaconsreceived are buffered to extract information about the BSS
that sent them.

In the passive scanning procedure, the station sweeps from channel to channel and
records information from any Beaconsit receives. Beacons are designed to allow a
station to find out everything it needs to match parameters with the basicserviceset
(BSS) and begin communications. In Figure 7-2, the mobile station uses a passive
scan to find BSSsin its area; it hears Beacon frames from thefirst three access points.
If it does not hear Beacons from the fourth access point, it reports that only three
BSSs were found.
 

 

Beacon

ay Ycccy
; 1C

Client c (C+
Found BSSs: crC haeBSS 1,AP 1 '
BSS 2,AP2 ai
BSS 3, AP 3 L_ pps

YJ)»
apa
 

Figure 7-2. Passive scanning

Active Scanning
In active scanning, a station takes a more assertive role. On each channel, Probe
Request frames are used to solicit responses from a network with a given name.
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Rather thanlistening for that network to announce itself, an active scan attempts to
find the network. Stations using active scanning employ the following procedure for
each channelin the channellist:

1. Moveto the channel and wait for either an indication of an incoming frame or
for the ProbeDelay timer to expire. If an incoming frameis detected, the channel
is in use and can be probed. The timer prevents an empty channel from block-
ing the entire procedure, the station won’t wait indefinitely for incoming frames.

2. Gain access to the medium using the basic DCF access procedure and send a
Probe Requestframe.

3. Wait for the minimum channel time, MinChannelTime,to elapse.
a. If the medium wasneverbusy,there is no network. Moveto the next channel.
b. If the medium was busy during the MinChannelTimeinterval, wait until the

maximum time, MaxChannelTime,and process any Probe Responseframes.
Probe Response frames are generated by networks when they hear a Probe Request
that is searching for the extended service set to which the network belongs. At a
party, you might lookfor a friend by wandering around the dance floor shouting out
his or her name.(It’s notpolite, but if you really want to find yourfriend, you may
not have muchchoice.) If your friend hears you, he or she will respond—others will
(you hope) ignore you. Probe Request frames function similarly, but they can also
use a broadcast SSID, which triggers a Probe Response from all 802.11 networks in
the area. (It’s like shouting “Fire!” at the party—that’s sure to result in a response
from everybody!)
Onestation in each BSSis responsible for responding to Probe Requests. Thestation
that transmitted the last Beacon frameis also responsible for transmitting any neces-
sary Probe Response frames. In infrastructure networks, the access points transmit
Beaconsand thusare also responsible for responding to itinerant stations searching
the area with Probe Requests. IBSSs may pass around the responsibility of sending
Beacon frames, so the station that transmits Probe Response frames may vary. Probe
Responses are unicast management frames and are therefore subject to the positive
acknowledgmentrequirementof the MAC.
It is common for multiple Probe Responses to be transmitted as a result of a single
Probe Request. The purpose of the scanning procedureis to find every basic service
area that the scanning station can join, so a broadcast Probe Request results in a
response from every access point within range. Any overlapping independent BSSs
may also respond.

Figure 7-3 shows the relationship between the transmission of Probe frames and the
varioustimingintervals that can be configured as part of a scan.
In Figure 7-3a, a mobile station transmits a probe request to which twoaccess points
respond. The activity on the mediumis shownin Figure 7-3b. The scanning station
transmits the Probe Request after gaining access to the medium. Both access points
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Figure 7-3. Active scanning procedure and medium access

respond with a Probe Responsethatreports their network’s parameters. Note that the
second Probe Response is subject to the rules of the distributed coordination func-
tion and must wait for the congestion window to elapse before transmitting. Thefirst
response is transmitted before the minimum response timeelapses, so the station
waits until the maximum response time has elapsed before collating the results. In
areas with a large number of networks, it may be necessary to adjust the maximum
channeltimeso the responses from all the access points in the area can be processed.

Scan Report

A scan report is generated at the conclusion of a scan. Thereportlists all the BSSs
that the scan discovered and their parameters. The complete parameterlist enables
the scanningstation to join any of the networks thatit discovered. In addition to the
BSSID, SSID, and BSSType,the parametersalso include:”

Beaconinterval (integer)
Each BSS can transmit Beacon framesat its own specific interval, measured in
TUs.

DTIM period (integer)
DTIM framesare used as part of the power-saving mechanism.

* The items actually exposedby anyparticular software vary.
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Timing parameters

Twofields assist in sync
The Timestamp field indicates the valu
station; the otherfield is an offset to ena
tion to join a particular BSS.

PHYparameters, CF parameters, and IBSS parametersThese three facets of the network have their own parametersets, each of which
was discussed in detail in Chapter4. Channel information is included in the
physical-layer parameters.

BSSBasicRateSet
The basic rate set is the list of data rates that must be supported by anystation
wishing to join the network. Stations must be able to receive data atall the rates
listed in the set. The basic rate set is composed of the mandatory rates in the
Supported Rates information element of management frames, as presented in
Chapter 4.

hronizing the station’s timer to the timer used by a BSS.
e of the timerreceived by the scanning

ble a station to match timing informa-

Joining
After compiling the scan results, a station canelect to join one of the BSSs. Joiningis
a precursorto association; it is analogous to aiming a weapon.It does not enable net-
work access. Before this can happen, both authentication and association are
required.

Choosing which BSS to join is an implementation-specific decision and may even
involve user intervention. BSSs that are part of the same ESS areallowed to make the
decision in any way they choose; common criteria used in the decision are power level
andsignal strength. Observers cannot tell whena station hasjoined a network because
the joining process is internal to a node;it involves matching local parameters to the
parameters required by the selected BSS. One of the most importanttasks is to syn-
chronize timing information between the mobile station andtherest of the network, a
process discussed in much more detail in the section “Timer Synchronization.”
The station must also match the PHY parameters, which guarantees that any trans-
missions with the BSS are on the right channel. (Timer synchronization also guaran-
tees that frequency-hopping stations hop at the correct time, too.) Using the BSSID
ensures that transmissions are directed to the correctset of stations and ignored by
stations in another BSS.” Capability information is also taken from the scan result,
which matches the use of WEP and anyhigh-rate capabilities. Stations must also
adopt the Beacon interval and DTIMperiod ofthe BSS, though these parameters are
not as importantas the othersfor enabling communication.

thefiltering rules for received frames. Malicious attackers
ly choose to disobey these rules and capture frames.* Technically, this is true only for stations obeying

intent on compromising network security can easi
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Authentication

On a wired network, authentication is implicitly provided by physical access; if
youre close enough to the network to plug in a cable, you must have gotten by the
receptionist at the front door. While this is a weak definition of authentication, and
one thatis clearly inappropriate for high-security environments, it works reasonably
well as long as the physical access control procedures are strong. Wireless networks
are attractive in large part because physical access is not required to use network
resources. Therefore, a major componentof maintaining network security is ensur-
ing that stations attempting to associate with the networkare allowed to do so. Two
major approaches are specified by 802.11: open-system authentication and shared-
key authentication. Shared-key authentication is based on WEP and requires that
both stations implement WEP.

802.11 does notrestrict authentication to any particular scenario. Any station can
authenticate with any other station. In practice, authentication is most useful in
infrastructure networks. The usefulness of authentication for infrastructure net-

worksis due in part to the design of the authentication methods, which donotreally
result in mutual authentication. As a matter of design, the authentication process
really only proves the identity of one station. 802.11 implicitly assumes that access
points are in a privileged position by virtue of the fact that they are typically under
control of network administrators. Network administrators may wish to authenti-
cate mobile stations to ensure that only authorized users access the 802.11 network,
but mobile stations can’t authenticate the access point. For this reason, the exam-
ples in this section assume that a mobile station such as an 802.11-equipped PC is
attempting to authenticate to an access point. The standard, however, does not
restrict authentication to infrastructure networks.

802.11 authentication is currently a one-waystreet. Stations wishing to join a net-
work must authenticate to it, but networks are under no obligation to authenticate
themselves to a station. The designers of 802.11 probably felt that access points were
part of the network infrastructure and thus in a more privileged position, but this
curious omission makes a man-in-the-middle attack possible. A rogue access point
could certainly send Beacon frames for a networkit is not a part of and attempt to
steal authentication credentials.

Open-System Authentication
Open-system authentication is the only method required by 802.11. Calling it
authentication is stretching the meaning of the term a great deal. In open-system
authentication, the access point accepts the mobilestation at face value without veri-
fying its identity. (Imagine a world where similar authentication applied to bank
withdrawals!) An open-system authentication exchange consists of two frames,
shownin Figure 7-4.
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Figure 7-4. Open-system authentication exchange

The first frame from the mobile station is a management frame of subtype authenti-
cation. 802.11 does not formally refer to this frame as an authentication request, but
that is its practical purpose. In 802.11, the identity of anystationis its MAC address.
Like Ethernet networks, MAC addresses must be unique throughout the network
and can readily double as station identifiers. Access points use the source address of
frames as the identity of the sender; no fields within the frame are used to further
identify the sender.

There are two information elements in the body of the authentication request. First,
the Authentication Algorithm Identification is set to 0 to indicate that the open-system
methodis in use. Second, the Authentication Transaction Sequence numberis set to 1
to indicate that the first frame is in fact the first frame in the sequence.

The access point then processes the authentication request and returns its response.
Like thefirst frame, the response frame is a managementframe of subtype authenti-
cation. Three information elements are present: the Authentication Algorithm Identi-
fication field is set to 0 to indicate open-system authentication, the Sequence
Numberis 2, and a Status Code indicates the outcomeof the authentication request.
Valuesfor the Status Code are shownin Table 4-6.

Shared-Key Authentication
Shared-key authentication makes use of WEP and therefore can be used only on
products that implement WEP. Furthermore, 802.11 requires that any stations
implementing WEP also implementshared-key authentication. Shared-key authenti-
cation, as its name implies, requires that a shared key be distributed to stations
before attempting authentication. A shared-key authentication exchange consists of
four managementframesof subtype authentication, shownin Figure 7-5.

Thefirst frame is nearly identical to the first frame in the open-system authentica-
tion exchange. Like the open-system frame, it has information elements to identify
the authentication algorithm and the sequence number; the Authentication Algo-
rithm Identification is set to 1 to indicate shared-key authentication.

Instead ofblindly allowing admission to the network, the second frame in a shared-
key exchangeserves as a challenge. Up to four information elements maybepresent
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AddressFiltering

WEPis not required by 802.11, and a numberofearlier products implement only
open-system authentication. To provide more security than straight open-system
authentication allows, many products offer an “authorized MACaddresslist.” Net-
work administrators can entera list of authorized client addresses, andonlyclients
with those addresses are allowed to connect.

While addressfilteringis better than nothing,it leaves a great deal to be desired. MAC
addresses are generally software- or firmware-programmable andcaneasily be overrid-
den by an attacker wishing to gain network access. Furthermore, distributinglists of
allowed addresses to multiple access points is a painful process. Someaccess points
implementtrivial file transfer protocol (TFTP) servers that allow administrators to
push out the addresslists, but TFTPis fraught with its own security perils.
Authorized addressfiltering may bepartofa security solution, butit should not be the
linchpin. Shared-key authentication is currently the strongest standardized solution
available. Once network administrators have made theeffort to distribute the WEP
keys, authenticationwill be as secure as standardsprovide for, and addressfiltering
will only add complexity withoutsignificant additional security benefits.
 

 

1: From - source (identity)
Authentication algorithm- 1 (shared key)
Sequence number - 7 =

2: Authentication algorithm - 1 (shared key)

 Sequence number - 2 WVStatus code-0 (successful) a
Challengetext (clear) — AP

3: Authenticationalgorithm - 1 (shared key)
Client Sequence number - 3

Challenge text >a >  a+

4: Authentication algorithm - 1 (shared key)
Sequence number - 4
Status code

  
 

Figure 7-5. Shared-key authentication exchange

in the second frame. Naturally, the Authentication Algorithm Identification,
Sequence Number, and Status Code are present. The access point may deny an
authentication request in the second frame, ending the transaction. To proceed,
however, the Status Code should beset to 0 (success), as shown in Figure 7-5. When
the Status Code is successful, the framealso includes a fourth information element,
the Challenge Text. The Challenge Text is composed of 128 bytes generated using
the WEP keystream generator with a random key and initialization vector.
Thethird frame is the mobile station’s response to the challenge. To prove thatit is
allowed on the network, the mobile station constructs a management frame with
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three information elements: the Authntication Algorithm Identifier, a Sequence
Numberof 3, and the Challenge Text. Before transmitting the frame, the mobile sta-
tion processes the frame with WEP. The header identifying the frame as an authenti-
cation frameis preserved, butthe information elements are hidden by WEP.

After receiving the third frame, the access point attempts to decryptit and verify the
WEPintegrity check. If the frame decrypts to the Challenge Text, and theintegrity
checkis verified, the access point will respond with a status code of successful. Suc-
cessful decryption of the challenge text proves that the mobile station has been con-
figured with the WEP key for the network and should be granted access. If any
problemsoccur, the access point returns an unsuccessful status code.

Preauthentication

Stations must authenticate with an access point before associating with it, but noth-
ing in 802.11 requires that authentication take place immediately before association.
Stations can authenticate with several access points during the scanning process so
that when association is required,the station is already authenticated. This is called
preauthentication. As a result of preauthentication, stations can reassociate with
access points immediately upon movinginto their coverage area, rather than having
to wait for the authentication exchange.

In both parts of Figure 7-6, there is an extended service set composed of two access
points. Only one mobile station is shownfor simplicity. Assume the mobile station
starts off associated with AP1at the left side of the diagram because it was powered
on in AP1’s coverage area. As the mobile station moves towards the right, it must
eventually associate with AP2 asit leaves AP1’s coverage area.
  

a: No preauthorization b: With preauthorization

| b : bAPI ty AP2 ie API yy AP2 py‘
VW ‘ 2

BSS1 8SS2 aii . BSS7 15 BSS2
vy ] , 71 1 < -

Lasansssasve > | yf }-> mf ceeceetenaes pe 5 2» yl

  

Figure 7-6. Time savings ofpreauthentication

Preauthentication is not used in the mostliteral interpretation of 802.11, shown in
Figure 7-6a. As the mobile station movesto theright, the signal from AP1 weakens. The
station continues monitoring Beacon frames correspondingto its ESS, and will eventu-
ally note the existence of AP2. At some point, the station may chooseto disassociate

 

Authentication | 123



 

from AP1, and then authenticate and reassociate with AP2. These steps are identified in
the figure, in which the numbersare the time values from Table 7-1.

Table 7-1. Chronology for Figure 7-6

Step Action without preauthentication (Figure 7-6a) Action with preauthentication (Figure 7-6b)
0 Station is associated with AP1 Station is associated with AP1

1 Station moves right into theoverlap between BSS1 Station movesright into the overlap between BSS1 and BSS2
and BSS2 and detects the presence of AP2

15 Station preauthenticates to AP2

2 AP2's signal is stronger, so station decides to move—AP2's signalis stronger, so station decides to move associa-
association to AP2 tion to AP2

3 Station authenticates to AP2 Station begins using the network

4 Station reassociates with AP2

5 Station begins using the network

Figure 7-6b shows what happens whenthe station is capable of preauthentication.
With this minor software modification, the station can authenticate to AP2 as soon
as it is detected. As the station is leaving AP1’s coveragearea,it is authenticated with
both AP1 and AP2. The time savings become apparent whenthestation leaves the
coverage area of API: it can immediately reassociate with AP2 becauseitis already
authenticated. Preauthentication makes roaming a smoother operation because
authentication can take place before it is needed to support an association. All the
steps in Figure 7-6b are identified by time values from Table 7-1.Proprietary Authen-
tication Approaches

The shared-key authentication method hasits drawbacks.It is stronger than open-
system authentication with address filtering, but it inherits all of WEP’s security
weaknesses. In response, some vendors have developed proprietary public-key
authentication algorithms, many of which are based on 802.1x. Someof these pro-
prietary approaches mayserveas the basis for future standards work.

Association

Once authentication has completed, stations can associate with an access point (or
reassociate with a new access point) to gain full access to the network. Association is
a recordkeeping procedure thatallows the distribution system to track the location
of each mobilestation, so frames destined for the mobile station can be forwarded to
the correct access point. After association completes, an access point mustregister
the mobile station on the network so frames for the mobile station are delivered to
the access point. One methodofregistering is to send a gratuitous ARP so thesta-
tion’s MACaddressis associated with the switch port connected to the access point.
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Association is restricted to infrastructure networks and is logically equivalent to

 
plugging into a wired network. Once the procedure is complete, a wireless station
can use the distribution system to reach out to the world, and the world can respond
through thedistribution system. 802.11 explicitly forbids associating with more than
one access point.

Association Procedure

The basic association procedure is shownin Figure 7-7.
 

1: Association request >
@

i 2: Association response ¥
| “Here isyour assodation ID." ap

3: Traffic =p
1OOO

 

 

Client

 

Figure 7-7. Association procedure

Like authentication, associationis initiated by the mobile station. No sequence num-
bers are needed because the association processis a three-step exchange. The two
frames are management framesubtypesdefined by the specification. As unicast man-
agementframes, both stepsin the association procedure are composedof an associa-
tion frame and the required link-layer acknowledgment:

1. Once a mobile station has authenticated to an access point,it can issue an Asso-
ciation Request frame. Stations that have not yet authenticated receive a Deau-
thentication frame from the access pointin response.

2. The access point then processesthe association request. 802.11 does notspecify
how to determine whetheran association should be granted;it is specific to the
access point implementation. One common consideration is the amount of
space required for frame buffering. Rough estimates are possible based on the
Listen Interval in the Association Request frame.

a. When the association request is granted, the access point responds with a
status code of 0 (successful) and the Association ID (AID). The AID is a
numerical identifier used to logically identify the mobile station to which
buffered frames need to be delivered. More detail on the process can be
found in the “Power Conservation”section of this chapter.

b. Unsuccessful association requests include only a status code, and the proce-
dure ends.

3. The access point begins processing frames for the mobile station. In all com-
monly used products, the distribution system medium is Ethernet. When an
access point receives a frame destined for an associated mobile station, that
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frame can be bridged from the Ethernetto the wireless medium or buffered if the
mobile station is in a power-saving state. In shared Ethernets, the frame will be
sentto all the access points and will be bridged by the correct one. In switched
Ethernets, the station’s MAC address will be associated with a particular switch
port. That switch portis, of course, connectedto the access point currently pro-
viding service for thestation.

Reassociation Procedure

Reassociation is the process of moving an association from an old access point to a
new one. Overtheair, it is almost the same as an association; on the backbone net-
work, however, access points may interact with each other to move frames. When a
station moves from the coverage area of one access pointto another,it uses the reas-
sociation process to inform the 802.11 network of its new location. The procedure is
shownin Figure 7-8.
 

Ce

 

3: JAPP 4IAPP

1: Reassociationrequest aesend any Whycertainly...
“My old AP was...” bu: ‘ered frames> for...

;Y* 2: Reassociation response ¥“lamyour new AP andhere isyour new association ID.” New AP
; 5: (Optional)

Client “Here are some frames
buffered from your old AP”

 

   
 

Figure 7-8. Reassociation procedure

The mobile station begins the procedure associated with an access point. The sta-
tion monitors the quality of the signal it receives from that access point, as well as
the signal quality from other access points in the same ESS. Whenthe mobilestation
detects that another access point wouldbeabetter choice, it initiates the reassocia-
tion procedure. The factors used to make that decision are product-dependent.
Received signal strength can be used on a frame-by-frame basis, and the constant
Beacon transmissions provide a good baseline for signal strength from an access
point. Before thefirst step, the mobile station must authenticate to the new access
pointif it has not donesoalready.

Figure 7-8 depicts the following steps:
1. The mobile station issues a Reassociation Requestto the new access point. Reas-

sociation Requests have contentsimilar to Association Requests. Theonly differ-
enceis that Reassociation Request frames contain a field with the address of the
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old access point. The new access point must communicate with the old access
point to determinethat a previous association did exist. The content ofthe inter-
access point messages is proprietary, though the 802.11 working groupis in the
process of standardizing the inter-access point protocol. If the new access point
cannotverify that the old access point authenticated the station, the new access
point respondswith a Deauthentication frame and endsthe procedure.

2. The access point processes the Reassociation Request. Processing Reassociation
Requests is similar to processing Association Requests; the same factors may be
used in deciding whetherto allow the reassociation:

a. If the Reassociation Requestis granted, the access point responds with a Sta-
tus Codeof0 (successful) and the AID.

b. Unsuccessful Reassociation Requests include just a Status Code, and the
procedure ends.

3. The new access point contacts the old access point to finish the reassociation
procedure. This communicationis part of the IAPP.

4. Theold access point sends any buffered frames for the mobile station to the new
access point. 802.11 doesnot specify the communication between access points;
filling in this omission is one of the major standardization efforts in the 802.11
working group.At the conclusion of the buffered frametransfer:

a. Any frames buffered at the old access point are transferred to the new access
| pointso they can be delivered to the mobilestation.
| b. The old access point terminates its association with the mobile station.

Mobile stations are allowed to associate with only one access point at any
given time.

5, The new access point begins processing frames for the mobile station. Whenit
receives a frame destined for the mobile station, that frame is bridged from the
Ethernetto the wireless medium orbuffered for a mobile station in a power-saving
mode.

Reassociation is also used to rejoin a networkif the station leaves the coverage area
andreturnslater to the same access point. Figure 7-9 illustrates this scenario.
 

BSS

,. Pe eee se
LY j ¥ «2: Reassociation exchange Yii iF + AP
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Figure 7-9. Reassociation with the sameaccess point

 
Association | 127



Power Conservation

The major advantage of wireless networksis that network access does not require
nodes to be in any particular location. To take full advantage of mobility, nothing
can constrain the location of a node, including the availability of electrical power.
Mobility therefore implies that most mobile devices can run on batteries. But battery
poweris a scarce resource; batteries can run only so long before they need to be
recharged. Requiring mobile users to return frequently to commercial power is
inconvenient, to say the least. Many wireless applications require long battery life
withoutsacrificing network connectivity.

As with any other network interface, powering downthe transceiver can lead to great
powersavings in wireless networks. When the transceiveris off, it is said to be sleep-
ing, dozing, or in power-saving mode (PS). When thetransceiveris on,it is said to be
awake, active, or simply on. Powerconservation in 802.11 is achieved by minimizing
the time spentin the latter stage and maximizing the time in the former. However,
802.11 accomplishesthis without sacrificing connectivity.

Power Managementin Infrastructure Networks
Power management can achievethe greatest savings in infrastructure networks. All
traffic for mobile stations must go through access points, so they are an ideal loca-
tion to buffer traffic. There is no need to work onadistributed buffer system that
must be implemented on every station; the bulk of the work is left to the access
point. By definition, access points are aware ofthe location of mobilestations, and a
mobile station can communicate its power managementstate to its access point. Fur-
thermore, access points must remain active atall times; it is assumed that they have
access to continuous power. Combining these two facts allows access points to play
a key role in power managementoninfrastructure networks.

Access points have two power management-related tasks. First, because an access
point knows the power managementstate of every station that has associated withit,
it can determine whether a frame should be delivered to the wireless network
because the station is active or buffered becausethestation is asleep. But buffering
frames alone does not enable mobile stations to pick up the data waiting for them.
An access point’s secondtask is to announceperiodically whichstations have frames
waiting for them. The periodic announcementof buffer status also helps to contrib-
ute to the power savings in infrastructure networks. Powering upareceiver to listen
to the buffer status requires far less power than periodically transmitting polling
frames. Stations only need to power up the transmitter to transmit polling frames
after being informed that there is a reason to expend the energy.

Power managementis designed around the needs of the battery-powered mobile sta-
tions. Mobile stations can sleep for extendedperiodsto avoid using the wireless net-
work interface. Part of the association requestis the Listen Interval parameter, which
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is the numberof Beaconperiods for which the mobile station may chooseto sleep.
Longerlisten intervals require more buffer space on the access point; therefore, the
Listen Interval is one of the key parameters used in estimating the resources required
to support an association. TheListen Interval is a contract with the access point. In
agreeing to buffer any frames while the mobile station is sleeping, the access point
agrees to waitfor at least thelisten interval before discarding frames.If a mobile sta-
tion fails to check for waiting framesafter eachlisten interval, they may be discarded
withoutnotification.

Unicast frame buffering and delivery using the Traffic Indication Map (TIM)
When frames are buffered, the destination node’s AID provides the logical link
between the frame and its destination. Each AID is logically connected to frames
buffered for the mobile station thatis assigned that AID. Multicast and broadcast
frames are buffered andlinked to an AID ofzero, Delivery of buffered multicast and
broadcastframesis treated in the nextsection.

Buffering is only half the battle. If stations never pick up their buffered frames, sav-
ing the framesis a rather pointless exercise. To inform stations that frames are buff-
ered, access points periodically assemble a traffic indication map (TIM) andtransmit
it in Beacon frames. The TIM is a virtual bitmap composed of 2,008bits; offsets are
used so thatthe access point needs to transmit only a small portion of the virtual bit-
map. This conserves network capacity when only a few stations have buffered data.
Eachbit in the TIM correspondsto a particular AID: setting the bit indicates that the
access point has buffered unicast frames for the station with the AID corresponding
to the bit position.

Mobile stations must wake up andenter the active modetolisten for Beacon frames to
receive the TIM. By examining the TIM,a station can determineif the access point has
buffered traffic on its behalf. To retrieve buffered frames, mobile stations use PS-Poll
Control frames. When multiple stations have buffered frames,all stations with buff-
ered data mustuse the random backoff algorithm before transmitting the PS-Poll.
Each PS-Poll frameis used to retrieve one buffered frame. That frame must be posi-
tively acknowledgedbeforeit is removed from the buffer. Positive acknowledgment
is required to keep a second, retried PS-Poll from acting as an implicit acknowledg-
ment. Figure 7-10 illustrates the process.

If multiple frames are buffered for a mobile station, then the More Databit in the
Frame Control field is set to 1. Mobile stations can then issue additional PS-Poll
requests to the access point until the More Data bitis set to 0, though no time con-
straintis imposed bythe standard.

After transmitting the PS-Poll, a mobile station must remain awake until either the
polling transaction has concludedor the bit corresponding to its AID is no longerset
in the TIM. Thereasonforthefirst case is obvious: the mobile station has successfully
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Frame1, more data

Frame1, more data

Frame 2
  

Figure 7-10. PS-Poll frame retrieval

polled the access point; part of that transaction wasa notification that the mobile sta-
tion will be returning to a sleeping mode. The second case allows the mobile station to
return to a powerconservation mode if the access point discards the buffered frame.
Onceall the traffic buffered for a station is delivered or discarded, the station can
resumesleeping.

The buffering and delivery process is illustrated in Figure 7-11, which shows the
medium as it appears to an access point and two associated power-saving stations.
The hash marks on the timeline represent the beacon interval. Every beaconinterval,
the access point transmits a Beacon frame with a TIM informationelement.(This fig-
ure is somewhat simplified. A special kind of TIM is used to deliver multicasttraffic;
it will be described in the next section.) Station 1 has alisten interval of 2, so it must
wake up to receive every other TIM, while station 2 has a listen interval of 3, so it
wakes up to process every third TIM. Thelines above the station baselines indicate
the ramp-up processof the receiver to listen for the TIM.
At the first beacon interval, there are frames buffered for station 1. No frames are
buffered forstation 2, though, so it can immediately return to sleep. At the second
beaconinterval, the TIM indicates that there are buffered framesforstations 1 and 2,
though only station 1 woke up to listen to the TIM. Station 1 issues a PS-Poll and
receives the frame in response. At the conclusion of the exchange, station | returns
to sleep. Both stations are asleep during the third beacon. At the fourth beacon, both
wake upto listen to the TIM, which indicates that there are frames buffered for both.
Both station 1 and station 2 prepare to transmit PS-Poll frames after the expiration of
a contention window countdownas described in Chapter 3. Station 1 wins because
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    Figure 7-11. Buffered frame retrieval process

its random delay was shorter. Station 1 issues a PS-Poll and receives its buffered
frame in response. During the transmission,station 2 defers. If, at the end of that
frame transmission, a third station, which is not illustrated, seizes the medium for
transmission, station 2 must continue to stay awake until the next TIM.If the access
point has run out of buffer space and has discarded the buffered frame for station 2,
the TIM atthe fifth beaconindicates that no frames are buffered, and station 2 can
finally return to a low-power mode.
Stations may switch from a powerconservation modeto active modeat any time.It
is common for laptop computers to operate with full powerto all peripherals when
connected to AC powerand conserve poweronly whenusing the battery. If a mobile
station switches to the active mode fromasleeping mode, frames can be transmitted
without waiting for a PS-Poll. PS-Poll framesindicate that a power-saving mobile sta-
tion has temporarily switched to an active mode and is ready to receive a buffered
frame. By definition, active stations have transceivers operating continuously. After a
switch to active mode, the access point can assumethatthe receiveris operational,
even withoutreceiving explicit notification to thateffect.

Access points mustretain frames long enough for mobile stations to pick them up,
but buffer memory is a finite resource. 802.11 mandates that access points use an
aging function to determine when buffered frames are old enoughto be discarded.
The standard leaves a great deal to the discretion ofthe developer becauseit speci-
fies only one constraint. Mobile stations depend onaccess points to buffer traffic for
at least the listen interval specified with the association, and the standard forbids the
aging function from discarding frames before the listen interval has elapsed. Beyond
that, however, there is a great deal of latitude for vendors to develop different buffer
managementroutines.
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Delivering multicast and broadcast frames: the Delivery TIM (DTIM)

Frames with a group address cannot be delivered using a polling algorithm because
they are, by definition, addressed to a group. Therefore, 802.11 incorporates a mech-
anism for buffering and delivering broadcast and multicast frames. Buffering is iden-
tical to the unicast case, except that frames are buffered whenever any station
associated with the access pointis sleeping. Buffered broadcast and multicast frames
are saved using AID 0. Access points indicate whether any broadcast or multicast
frames are buffered by setting the first bit in the TIM to 0; this bit corresponds to
AID 0.

Each BSS has a parametercalled the DTIM Period. TIMsare transmitted with every
Beacon. At a fixed number of Beacon intervals, a special type of TIM, a Delivery
Traffic Indication Map (DTIM), is sent. The TIM elementin Beacon frames contains
a counter that counts down to the next DTIM;this counteris zero in a DTIM frame.
Buffered broadcast and multicasttraffic is transmitted after a DTIM Beacon. Mullti-

ple buffered frames are transmitted in sequence; the More Data bit in the Frame
Control field indicates that more frames must be transmitted. Normal channel acqui-
sition rules apply to the transmission of buffered frames. The access point may
choose to defer the processing of incoming PS-Poll frames until the frames in the
broadcast and multicast transmission buffers have been transmitted.

Figure 7-12 shows an access point and oneassociated station. The DTIM interval of
the access pointis set to 3, so every third TIM is a DTIM.Station 1 is operating in a
sleep modewitha listen interval of 3. It will wake up on every third beaconto receive
buffered broadcast and multicast frames. After a DTIM frame is transmitted, the

buffered broadcast and multicast frames are transmitted, followed by any PS-Poll
exchanges with associated stations. At the second beacon interval, only broadcast
and multicast frames are present in the buffer, and they are transmitted to the BSS.
Atthefifth beacon interval, a frame has also been buffered for station 1. It can moni-

tor the map in the DTIM andsenda PS-Pollafter the transmission of buffered broad-
cast and multicast frames has concluded.

|< Beacon interval +|«—_—_____—_ DTIM interval ————+!
TIM DTIM TIM TIM DTIM TIM

Station 1
 

Figure 7-12. Multicast and broadcast buffer transmission after DTIMs
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To receive broadcast and multicast frames, a mobile station must be awake for
DTIMtransmissions. Nothingin thespecification, however, keeps power-saving sta-
tions in infrastructure networks from waking up to listen to DTIM frames. Some

products that implement power-saving modes will attemptto align their awakenings
with DTIM transmissions.If the system administrator determines thatbattery life is
more importantthan receiving broadcast and multicast frames,a station can be con-
figured to sleep for its listen period without regard to DTIM transmissions. Some
documentation mayrefer to this as extremely low power, ultra power-saving mode,
deep sleep, or something similar.

Several products allow configuration of the DTIM interval. Lengthening the DTIM
interval allows mobile stations to sleep for longer periods and maximizes battery life
at the expense oftimely delivery. Shorter DTIM intervals emphasize quick delivery at
the expense of more frequent power-up and power-downcycles. You can use a
longer DTIM whenbattery life is at a premium and delivery of broadcast and multi-
cast frames is not important. Whether this is appropriate depends on the applica-
tions you are using and howtheyreact to long link-layer delays.

IBSS Power Management
Power managementin an IBSSis notas efficient as power managementin an infra-
structure network. In an IBSS, far more of the burden is placed on the sender to
ensure that the receiveris active. Receivers must also be more available and cannot

sleep for the same lengths oftimeasin infrastructure networks.

As in infrastructure networks, power managementin independent networksis based
on traffic indication messages. Independent networks must use a distributed system
because there is no logical central coordinator. Stations in an independent network
use announcementtraffic indication messages (ATIMs), which are sometimescalled ad
hoctraffic indication messages, to preemptotherstations from sleeping.All stations in
an IBSSlisten for ATIM frames during specified periods after Beacon transmissions.

If a station has buffered data for anotherstation, it can send an ATIM frameasnoti-
fication. In effect, the ATIM frame is a message to keep the transceiver on because
there is pending data. Stations that do not receive ATIM framesare free to conserve
power. In Figure 7-13a, station A has buffered a framefor station C, so it sends a
unicast ATIM frameto station C during the ATIM transmission window, which has
the effect of notifying station C thatit should not enter power-saving mode. Station
B, however, is free to power downits wireless interface. Figure 7-13b shows a multi-
cast ATIM framein use. This frame can be used tonotify an entire group ofstations
to avoid entering low-power modes.

A time windowcalled the ATIM window follows the Beacon transmission. This win-

dow is the period during which nodes must remain active. No stations are permitted
to power down their wireless interfaces during the ATIM window.It starts at the
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Figure 7-13. ATIM usage

 

time when the beaconis expected and ends after a period specified when the IBSS is
created. If the beaconis delayed due toatraffic overrun, the usable portion of the
ATIM window shrinks by the same amount.

The ATIM windowis the only IBSS-specific parameter required to create an IBSS.
Setting it to 0 avoids using any power management.Figure 7-14 illustrates the ATIM
window andits relation to the beacon interval. In the figure, the fourth beaconis
delayed due to a busy medium. The ATIM window remainsconstant,starting at the
target beaconinterval and extending the length of the ATIM window. Of course, the
usable period of the ATIM window shrinks by the length of the delay in beacon
transmission.
 

Target beacon times
Beaconinterval 

 
   

  <¢—___—_> |ATIM ATIM
window window window window

QO Time

Figure 7-14. ATIM window

To monitor the entire ATIM window,stations must wake up before the target bea-
con transmission. Foursituationsare possible: the station has transmitted an ATIM,
received an ATIM, neither transmitted nor received, or both transmitted and
received. Stations that transmit ATIM frames must notsleep. Transmitting an ATIM
indicates an intent to transmit buffered traffic and thus an intent to stay active. Sta-
tions to which ATIM frames are addressed mustalso avoid sleeping so they can
receive any frames transmitted by the ATIM’s sender.If a station both transmits and
receives ATIM frames,it stays up. A station is permitted to sleep only if it neither
transmits nor receives an ATIM. Whena station stays up due to ATIM traffic, it
remains active until the conclusion of the next ATIM window, as shown in
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Figure 7-15. In the figure, the station goes active for the first ATIM window.If it
does not send or receive any ATIM frames,it sleeps at the end of the ATIM window.
If it sends or receives an ATIM frame, as in the second ATIM window,thestation
stays active until the conclusion of the third ATIM window.
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Figure 7-15. ATIM effects on power-saving modes
 

Only certain control and managementframes can be transmitted during the ATIM
window: Beacons, RTS, CTS, ACK, and, of course, ATIM frames. Transmission
takes place according to the rules of the DCF. ATIM frames may be transmitted only
during the ATIM window becausestations may be sleeping outside the ATIM win-
dow. Sending an ATIM frameis useless if other stations in the IBSS are sleeping. In
the same vein, acknowledgments are required for unicast ATIM frames because that
is the only guarantee that the ATIM wasreceived and that the frame destination will
be active for the remainder of the beacon interval. Acknowledgments are not
required for multicast ATIM frames because multicast frames cannot be efficiently
acknowledged by a large group ofstations. If all potential recipients of an ATIM
frame were required to acknowledge it, the mass of acknowledgmentscould poten-
tially interrupt network service.

Buffered broadcast and multicast frames are transmitted after the conclusion of the
ATIM window, subject to DCF constraints. Following the transmission of broadcast
and multicast frames, a station may attempt to transmit unicast frames that were
announced with an ATIM andfor which an acknowledgmentwasreceived. Follow-
ing all transmissions announced with an ATIM,stations may transmit unbuffered
frames to otherstations that are knowntobeactive. Stationsare active if they have
transmitted the Beacon, an ATIM,or are not capable of sleeping. If contention is
severe enoughto prevent a station from sending the buffered frame it announced
with an ATIM,the station must reannounce the transmission with an ATIM at the
start of the next ATIM window.

Figure 7-16 illustrates several of these rules. In the first beaconinterval, the first sta-
tion transmits a multicast ATIM tostations 2,3, and 4. Multicast ATIM frames need
not be acknowledged, but the transmission of the ATIM meansthatall stations must
temain active for the duration ofthefirst beacon window toreceive multicast frames
from station 1. When the ATIM window ends,station 1 can transmit its multicast
frame to the other three stations. After doingso, station 4 can take advantageof the
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remaining time before the beacon to transmit a frameto station 1. It was notcleared
with an ATIM,but it is knownto be active.
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Figure 7-16. Effect ofATIM on power-saving modesin an IBSS network

In the second beacon interval, stations 2 and 3 have both buffered a frame for sta-
tion 4, so each transmits an ATIM.Station 4 acknowledges both. At the conclusion
of the ATIM window,station 1 has neither transmitted nor received an ATIM and
can enter a low-power state until the next beacon interval. However, station 2’s
frameis extremely long androbsstation 3 of the opportunity to transmitits frame.
Station 3 still has a buffered frame for station 4 when the third beacon interval

opens.It therefore retransmits its ATIM frameto station 4, which is acknowledged.
Station 2 is not involved in any ATIM exchanges and can enter a low-powerstate
when the ATIM window ends. At that time, no broadcast or multicast frames have
been buffered, and the ATIM-cleared frame from station 3 to station 4 can be trans-
mitted. After the frame from 3 to 4 is transmitted, station 4 can again take advantage
of the remaining time before the beacon frameto transmit a frame ofits own to sta-
tion 3, which is knownto be active because of the ATIM exchange.

Stations are responsible for maintaining sufficient memory to buffer frames, but the
buffer size must be tradedoff against the use of that memory for other purposes. The
standard allows a station in an independent network to discard frames that have
been buffered for an “excessive” amount of time, but the algorithm used to make
that determination is beyond the scope of the standard. The only requirementplaced
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on any buffer management function is that it retain frames for at least one beacon
period.

Timer Synchronization
Like other wireless network technologies, 802.11 depends a great deal on thedistri-
bution of timing informationto all the nodes.It is especially importantin frequency-
hopping networks becauseall stations on the network must change frequency chan-
nels in a coordinated pattern. Timing informationis also used by the mediumreser-
vation mechanisms.

In addition to local station timing, each station in a basic service area maintains a
copy of the timing synchronization function (TSF), which is a local timer synchro-
nized with the TSF of every otherstation in the basic service area. The TSFis based
on a 1-MHzclock and “ticks” in microseconds. Beacon frames are used to periodi-
cally announcethevalue of the TSF to otherstations in the network. The “now”ina
timestamp is whenthefirst bit of the timestamp hits the PHY for transmission.

Infrastructure Timing Synchronization
The ease of power managementin an infrastructure network is based on the use of
access points as central coordinators for data distribution and power management
functions. Timing in infrastructure networks is quite similar. Access points are
responsible for maintaining the TSF time, and any stations associated with an access
point mustsimply accept the access point’s TSFasvalid.

Whenaccess points prepare to transmit a Beacon frame, the access point timeris
copied into the Beacon’s timestampfield. Stations associated with an access point
accept the timing value in any received Beacons, but they may add a smalloffset to
the received timing value to accountfor local processing by the antenna and trans-
ceiver. Associated stations maintain local TSF timers so they can miss a Beacon
frame andstill remain roughly synchronized with the global TSF. The wireless
medium is expected to be noisy, and Beacon frames are unacknowledged. Therefore,
missing a Beacon here andthere is to be expected, and the local TSF timer mitigates
against the occasionalloss of Beacon frames.

To assist active scanning stations in matching parameters with the BSS, timing val-
ues are also distributed in Probe Response frames. Whena stationfinds a network by
scanning,it saves the timestamp from the Beacon or Probe Response and the value of
the local timer whenit was received. To matchthelocal timer to the network timer, a
station then takes the timestampin the received network advertisement and adds the
numberof microsecondssince it was received. Figure 7-17 illustrates this process.
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Figure 7-17. Matching the local timer to a network timer

IBSS Timing Synchronization
IBSSs lack a central coordination point, so the Beacon processis distributed. TSF
maintenanceis a subset of the Beacon generation process. Timeis divided into seg-
ments equivalentto the interbeacon timing period. Beacon frames are supposed to be
transmitted exactly as the beacon interval ends, at the so-called target Beacon trans-
mission time (TBTT). Independent networks take the TBTT as a guideline.

All stations in the IBSS prepare to transmit a Beacon frameat the target time. As it
approaches, all othertraffic is suspended. Timers for the transmission of frames
other than Beacon frames or ATIM frames are stopped and held to clear the medium
for the important managementtraffic. All stations in the IBSS generate a backoff
timer for Beacon transmission; the backoff timer is a random delay between 0 and
twice the minimum contention window for the medium. After the target beacon
interval, all stations begin to count the Beacon backoff timer downto 0. If a Beacon
is received before the station’s transmission time, the pending Beacon transmissionis
canceled.

In Figure 7-18, each station selects a random delay; station 2 has randomly gener-
ated the shortest delay. When station 2’s timer expires, it transmits a Beacon, which
is received by stations 1 and 3. Both stations 1 and 3 cancel their Beacon transmis-
sions as a result. Because timer synchronization ensures thatall stations have syn-
chronized timers, multiple Beacon frames do not pose a problem. Receivers simply
process multiple Beacon frames and perform multiple updates to the TSF timer.

Beacon generation interacts closely with power management. Beacon frames must be
generated during the active period around each Beaconinterval so thatall stations
are available to process the Beacon. Furthermore, the Beacon senderis not allowed
to enter a low-powerstate until the end of the next active period. Thelatter rule
ensures that at least one station is awake and can respond to probes from new sta-
tions scanning to discover networks.

Rules for adopting the received timestamp are more complex in an independentnet-
work. No centralized timer exists, so the goal of the standard is to synchronizeall
timers to the timer of the fastest-running clock in the BSS. When a Beacon is
received, the timestamp is adjusted for processing delays and compared tothe local
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Figure 7-18. Distributed Beacon generation
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CHAPTER 8 .

Contention-Free Service with the PCF
 

To support applications that require near real-time service, the 802.11 standard
includes a second coordination function to provide a different way of accessing the
wireless medium. The point coordination function (PCF) allows an 802.11 network
to provide an enforced “fair” access to the medium. In some ways, access to the
medium under the PCF resembles token-based medium access control schemes, with

the access point holding the token. This chapter describes medium access under the
PCE,detailed frame diagramsfor the PCF frames, and how power managementoper-
ations interact with the PCF.

The PCF has not been widely implemented. This chapter is included for two rea-
sons. Readers interested in the standard itself may also be interested in how the PCF
works.It is also possible that products based on the PCF may someday hit the mar-
ket, in which case, network engineers will need to understand the PCF so they can
implementit. But most readers can skip this chaptersafely.

Contention-Free Access Using the PCF
If contention-free delivery is required, the PCF may be used. The PCFis an optional
part of the 802.11 specification; products are not required to implementit. How-
ever, the IEEE designed the PCF so stations that implement only the distributed
coordination function (DCF)will interoperate with pointcoordinators.

Contention-free service is not provided full-time. Periods of contention-free service
arbitrated by the point coordinator alternate with the standard DCF-basedservice.
Therelative size of the contention-free period can be configured. 802.11 describes
the contention-free periods as providing “near isochronous” services because the
contention-free periods will not always start at the expected time, as described in the
section “Contention-Free Period Duration.”

Contention-free service uses a centralized access control method. Access to the

mediumis restricted by the point coordinator, a specialized function implemented in
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access points. Associated stations can transmit data only whentheyare allowed to
do so by the point coordinator. In some ways, contention-free access under the PCF
resembles token-based networking protocols, with the point coordinator’s polling
taking the place of a token. Fundamentalsof the 802.11 model remainin place, how-
ever. Although access is under the control of a centralentity, all transmissions must
be acknowledged.

PCF Operation
Figure 8-1 shows a transfer using the PCF. When the PCF is used, time on the
medium is divided into the contention-free period (CFP) andthe contentionperiod.
Access to the medium in the formercase is controlled by the PCF, while access to the
medium in thelatter case is controlled by the DCF andtherules from Chapter 7. The
contention period must be long enough for the transfer of at least one maximum-size
frame and its associated acknowledgment. Alternating periods of contention-free ser-
vice and contention-based service repeat at regular intervals, which are called the
contention-free repetition interval.
-  
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Figure 8-1. Using the PCF

Reserving the medium during the contention-free period
At the beginning of the contention-free period, the access point transmits a Beacon
frame. One componentof the beacon announcementis the maximum duration of
the contention-free period, CFPMaxDuration. All stations receiving the Beacon set
the NAV to the maximum duration to lock out DCF-based access to the wireless
medium.

As an additional safeguard to prevent interference, all contention-free transmissions
are separated only by the short interframe space and the PCF interframe space. Both
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are shorter than the DCF interframe space, so no DCF-basedstations can gain access
to the medium using the DCF.

The pollinglist

After the access point has gained control of the wireless medium,it polls any associ-
ated stations on a polling list for data transmissions. During the contention-free
period,stations may transmit only if the access point solicits the transmission with a
polling frame. Contention-free polling frames are often abbreviated CF-Poll. Each
CE-Pollis a license to transmit one frame. Multiple frames can be transmitted only if
the access point sends multiple poll requests.

Thepollinglist is the list of privileged stations solicited for frames during the conten-
tion-free period. Stations get on the polling list when theyassociate with the access
point. The Association Request includes a field that indicates whetherthe stationis
capable of respondingtopolls during the contention-free period.

Transmissions from the Access Point

Generally, all transmissions during the contention-free period are separated by only
the short interframe space. To ensure that the point coordinatorretains control of
the medium, it may send to the nextstation on its polling list if no responseis
received after an elapsed PCF interframe space. (Suchasituation is illustrated in
Figure 8-1.) The access point polled the secondstation onits list but received no
response. After waiting one PCF interframe space, the access point moves to the
third station on thelist. By using the PCF interframespace, the access point ensures
thatit retains access to the medium.

The access point may use several different types of frames during the contention-free
period. Duringthis period, the point coordinatorhas four major tasks. In addition to
the “normal” tasks of sending buffered frames and acknowledging frames fromthe
stations, the point coordinator can poll stations on the polling list to enable themto
send frames; it may also need to transmit managementframes.
Time in the contention-free period is precious, so acknowledgments, polling, and
data transfer may be combined to improveefficiency. When any subsetof these func-
tions are combinedinto a single frame, the result is a bit strange. A single frame
could, for example, acknowledge the receipt of the previous frame, poll a different
station for buffered data, and sendits own datato the station on the pollinglist.

Several different frame types can be usedin the contention free period:
Data

The standard vanilla Data frame is used whenthe accesspointis sending a frame
to a station and doesnotneed to acknowledge a previous transmission. The stan-
dard Data frame does notpoll the recipient and thus doesnotallow the recipient
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to transmit any data in return. The Data-Only frame used in the contention-free
period is identical to the Data frame used in contention-basedperiods.

CF-Ack

This frame is used by stations to acknowledge the receipt of a frame when no
data needs to be transmitted. Contention-free acknowledgmentsare longer than
the standard control frame acknowledgment, so this frame may not be used in
actual implementations.

CF-Poll

CF-Poll frames are sent by the access point to a mobile station to give the mobile
station the right to transmit a single buffered frame. It is used when the access
point does not have any data for the mobile station. When a frame for the
mobilestation is available, the access point uses the Data+CF-Poll frametype.

Datat+CF-Ack

This frame combines data transmission with an acknowledgment. Data is
directed to the frame recipient; the acknowledgmentis for the previous frame
transmitted and usually is notfor therecipientof the data.

Data+CF-Poll

This frame is used by access points to transmit data to a mobile station and
request one pending frame from the mobile station. The Data+CF-Poll can only
be sent bythe access point during the contention-free period.

CF-ACK+CF-Poll

This frame acknowledges the last frame from one of the access point’s clients
and requests a buffered frame from the next station on the pollinglist. It is
directed to the next station on the polling list, though the acknowledgment may
be intended for any mobile station associated with the access point.

Data+CF-ACK+CF-Poll

This frame brings together the data transmission, polling feature, and acknowl-
edgmentinto one frame for maximumefficiency.

CF-End

This frame ends the contention-free period and returns control of the medium to
the contention-based mechanismsof the DCF.

CF-End+CF-Ack

This is the same as the CF-End frame but also acknowledges the previously
transmitted Data frame.

Any Management
Norestriction is placed by the standard on which management frames can be
transmitted during the contention-free period. If the rules applying to a particu-
lar frametypeallow its transmission, the access point may transmitit.
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Contention-Free Period Duration

The minimum length of the contention period is the time required to transmit and
acknowledge one maximum-size frame. It is possible for contention-based service to
overrun the end of the contention period, however. When contention-based service
runs past the expected beginning of the contention-free period, the contention-free
period is foreshortened,as in Figure 8-2.
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Figure 8-2. Data+CF-Ack and Data+CF-Poll usage

Whenthe contention-free period is foreshortened, the existing frame exchange is
allowed to complete before the beacon announcingthestart of contention-free oper-
ation is transmitted, The contention-free period is shortened by the amountof the
delay. Contention-free service ends no later than the maximum duration from the
expected beginning point, which is referred-to as the Target Beacon Transmission
Time (TBTT).

The point coordinator may also terminate the contention-free period prior to its
maximum duration by transmitting a CF-End frame. It can base this decision on the
size of the polling list, the traffic load, or any other factor that the access point con-
siders important.

Detailed PCF Framing
Several frame types are used exclusively within the contention-free period. They
combine, in various states, data transmission, acknowledgment, and polling. This
section describes when various frames are used and howthe different functionsinter-

act during frame exchanges.

Data+CF-Ack

The Datat+CF-Ack frame combines twodifferent functions for transmissioneffi-

ciency. Data is transmitted in the frame payload, and the frame implicitly
acknowledges the receipt of data received one shortinterframe space previously.
Generally, the data and the acknowledgmentare intended for two separatesta-
tions. In Figure 8-3, the contention-free acknowledgment is coupled with the
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data for transmission to the access pointin the previous frame, but the data may
be intended for any station on the 802.11 network.
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Figure 8-3. Data+CF-Ackusage

This frameis used only in infrastructure networks becauseit is transmitted dur-
ing the contention-free period. It may be transmitted by either the access point
or a mobile station. During the contention-free period, however, the access point
is responsible forpolling, andit is unlikely that it would transmit this frame sub-
type becauseit does not includea poll. i

Data+CF-Poll
The Data+CE-Poll frameis used by access points in infrastructure networks dur-
ing the contention-free period. Whenthe access point does not need to acknowl-
edge any outstanding frames, it sends a Data+CF-Poll to transmit data to the
recipient and allows the recipient to send one buffered frame in response. The
data in the frame body must be intended for the recipient of the poll; the two
operations cannot be “split” across two different receivers. In Figure 8-3, the
access point uses a Datat+CF-Pollframeto send one frame to the mobile station
and to solicit the response.

. Datat+CF-Ack+CF-Poll ;

. The DatatCF-Ack+CF-Poll frameis used by access points in infrastructure net-
| works during the contention-free period. When the access point has data to

transmit, must acknowledge a frame, and needsto poll a station on the polling
list, all the functions can be combined into one frame. Figure 8-4 illustrates the

: usage of Data+CF-Ack+CF-Poll. As with Datat+CF-Ack, the components of the
Data+CF-Ack+CE-Poll frame are generally intended for different stations. The
data transmission and polling must be intended for the samestation, but the
acknowledgmentis for the previous transmission.
The figure begins with mobile station 1 (MS1) transmitting a Datat+CF-Ackframe.
The Data mustgo to the access point, but the CF-Ackis used to acknowledge the
previous Data frame transmitted by the access point. (That frame is not shown in
the figure.) Moving downthepolling list, the access point then polls mobile sta-
tion 2 (MS2). However, the access point must acknowledge the data from MS1,
which it does by transmitting a frame with a CF-Ack component. When the
access pointalso hasdata to transmit,all three features can be combined into one
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Figure 8-4, Usage of Datat+CF-Ack+CF-Poll

omnibus frame. The Data and CF-Poll components are intendedfor the recipient
of the frame, but the CF-Ackis intended for the transmitter of the previous frame.
MS1 mustlisten to the access point frames to note the acknowledgment.

CF-Ack (no data)

When only an acknowledgment is required, a header-only frame with just the
CF-Ack function can be transmitted. In Figure 8-4, if MS2 had nodata to trans-
mit, it would have responded with a CF-Ack frame.

CF-Poll (no data)

CF-Poll can also be transmitted by itself. Naturally, only access points perform
this function, so the CF-Poll frameis transmitted only by access pointsin infra-
structure networks during the contention-free period,
“Naked” CF-Polls are transmitted when the access point has no buffered data for
the recipient and does not need to acknowledgethe receipt of previous frames.
One commonsituation in which no acknowledgmentis necessary is when the
access point transmits a CF-Poll and the polled station has no data and does not
respond.If the access point has no datafor the next station on the polling list, it
transmits a CF-Poll, as in Figure 8-5.
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Figure 8-5. CF-Poll framing usage

 
 

In Figure 8-5, the access point attempts to transmit data to MS1 but does not
receive a response. After the PCFinterframe spacehaselapsed, the access point
can proceed down the polling list to MS2. No frame from MS1 needs to be
acknowledged,andif the access point has no data for MS2,it can use a CF-Poll
to allow MS2to senddata.
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CF-Ack+CF-Poll (no data)
The final subtype of Data frameis the CF-Ack+CF-Poll, which is also transmit-
ted by access points. Likeall CF-Poll frames, it is used only during the conten-
tion-free period and only by access points. It incorporates the acknowledgment
function andthepolling function into a frame with no data. Figure 8-6 illus-
trates its usage.
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Figure 8-6. CF-Ack+CF-Poll usage

 CF - ACK + CF-Poll
to MS 2   

 

The scenario is a slight variation on the previous setting. Instead of a timeout
waiting for MS1 to respond, MS1 returns a frame. Whenthe access point takes
control of the medium, it uses a CF-Ack+CF-Poll to acknowledge receipt of the
frame from MS1 and notifies MS2 thatit is allowed to send a frame.

Contention-Free End (CF-End)
Whenthe contention-free period ends, the access point transmits a CF-End frame to
release stations from the PCF access rules and begin contention-based service. The
format of the CF-End frameis shownin Figure 8-7. Four fields make up the MAC
headerof the CF-End frame:

Frame Control
The frame subtypeis set to 1110 to indicate a CF-End frame.

Duration

CF-End announcesthe end of the contention-free period and thusdoes not need
to extend the virtual carrier sense. Durationis set to 0. Stations that receive the
CF-End frame cut the virtual carrier sense short to resume contention-based
access.

Address 1: Receiver Address
CF-Endis relevant to the operation ofall mobile stations, so the receiver address
is the broadcast address.

Address 2: BSSID
CE-End is announced by the access point to all the stations associated withits
BSS, so the second address field is the BSSID. In infrastructure networks, the
BSSIDis the address of the wireless interface in the access point, so the BSSIDis
also the transmitter address.
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Figure 8-7. CF-End frame

CF-End+-CF-Ack

Whenthe contention-free period ends, the access point transmits a CF-End frameto
release stations from the PCF access rules and then begins contention-based service
using the DCF. If the access point must also acknowledge receipt of data, it may
simultaneously end the contention-free period and acknowledge the previous frame
by using the CF-End+CF-Ack frame, which combines both functions. The formatof
the CF-End+CF-Ack frame is shown in Figure 8-8. Four fields make up the MAC
header of the CF-End+CF-Ack frame:

Frame Control

The frame subtypeis set to 1111 to indicate a CF-End+CF-Ackframe.
Duration

CF-End+CEF-Ack announces the end of the contention-free period and thus does
not need to extendthevirtual carrier sense. Durationisset to 0.

Address 1: Receiver Address

CF-End+CF-Ack is relevant to the operation of all mobile stations, so the
receiver address is the broadcast address.

Address 2: BSSID

CF-End+CF-Ack is announced by the access pointto all the stations associated
with its BSS, so the second address field is the BSSID. In infrastructure net-
works, the BSSID is the address of the wireless interface in the access point, so
the BSSIDis also the transmitter address.
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Frame Duration Receiver Address
Control |0x00'- 00|OxFF - FF - FF - FF - FF - FF
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Sub type = CF - End + More|wep
CF- ACK Data  
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Figure 8-8. CF-End+CF-Ack frame
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CF Parameter Set

Access points that support contention-free operation mayinclude the CF Parameter
Set information element, which is shownin Figure 8-9. CF Parameter Set elements
are included in Beaconframes to keepall mobile stations apprised of contention-free
operations. They are also included in Probe Response frames to allow stations to
learn about contention-free options supported by a BSS.Four fields make up the CF
Parameter Set information element:

CFP CountThis field, which is one byte in length, tells how many DTIM frames will be
transmitted before the start of the next contention-free period. Zero indicates
that the currentframeis thestart of contention-free service.

CFP Period
This one-bytefield indicates the number of DTIM intervals between the start of
contention-free periods.

CFP MaxDuration
This value is the maximum duration of the contention-free period as measured
in time units (TUs). Mobile stations use this value to set the NAV to busy for the
entire contention-free period.

CFP DurRemaining
This value is the number of TUsremaining in the current contention-free period.
Mobile stations use it to update the NAV throughoutthe contention-free period.
When DCE-based contention-free service is provided,it is set to 0.

1 1 1 1 2 2T Tbytes
 
 

 
 

Element ID CFP MaxDuration CFP DurRemaining
4

Figure 8-9. CF Parameter Set information element

Power Managementandthe PCF
Power conservation during the contention-free period is similar to power conserva-
tion during the contention-basedperiod, with a few minor exceptions. The basic dis-
tinction betweenthe twois that frame delivery must obey the PCF rules, so buffered
frames can be delivered only to CF-Pollable stations. Stations that do not support
PCE operations must wait until contention-based service resumes before retrieving
buffered frames.

Stations on thepolling list are not allowedto sleep during the contention-free period.
Whenthe access point is performingits point coordination functions, it may poll any
station onthepollinglist at any time. Frames destined forstations onthe polling list
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do not need to be buffered during the contention-free period because thosestations
do notsleep.

Frame buffering is identical under contention-free and contention-basedservice. By
maintaining power-saving status for each station, the access point can buffer frames
for any station in a low-power mode. Broadcast and multicast frames are buffered
wheneveran associatedstation is in a low-power mode.

In addition to the buffer status associated with contention-free service, the access
pointalso sets bits in the TIM for any station it intends to poll. The reason forset-
ting these bits is related to how buffered framesare delivered. Like contention-based
service, DTIM framestrigger the transmission of broadcast and multicast frames. If
the total time required to transmit multicast and broadcast frames exceeds the Bea-
con interval, the access point will transmit one Beacon interval’s worth of buffered
frames and stop. Remaining frameswill, however, cause the access pointto keep the
bit corresponding to AID0set.

After transmitting the buffered broadcast and multicast frames, the access point goes
throughthe list of AIDs whose TIM bits areset in increasing order and transmits any
pending data. Transmissions are conducted according to the rules of the PCF, soit is
not necessary to include a delay before beginning transmission.Stations on the poll-
ing list are added to the TIM, sotheywill be includedin this process. Multiple buff-
ered frames can be transmitted, but this is entirely up to the access point
implementation—in contention-free service, mobile stations can transmit only when
given permission by the access point. A station is not allowed to resume sleeping
untilall frames have been delivered to it, as indicated by a 0 More Data bit. When a
station is cleared to resume sleeping, it sleeps until the next DTIM transmission.
DTIM framessignal the beginning of the contention-free period, so all stations that
implement the PCFare required to wake up for every DTIM.

If a station switches from a low-power modeto the active mode, any frames buffered
for it are transferred to the point coordination function for delivery during the con-
tention-free period. The transfer does notresult in immediate delivery, but the access
point can place the frames into a queuefor transmission as soon as the point coordi-
nation function permits.
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