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CHAPTER 15

802.11 Network Deployment

Deploying a wireless LAN is a considerable undertaking. Significant planning is
required before you can even touch the hardware. Deploying a wireless networkis not
simply a matter of identifying user locations and connecting them to the backbone.
Wireless LANs provide mobility through roaming capabilities, but this feature comes
with a price. Wireless LANs are much moresusceptible to eavesdropping and unau-
thorized access. Working to mitigate the security problems while offering high levels
of service makes large wireless LAN deployments topologically more complex, espe-
cially because solving security problems means that a great deal of integration work
maybe required to getall the different pieces of the solution workingin concert.

Wireless networks require far more deployment planning because of the nature of
the radio link. Every building has its own personality with respect to radio transmis-
sions, and unexpected interference can pop up nearly everywhere because of micro-
wave ovens, electrical conduits, or severe multipath interference. As a result, each
wireless LAN deployment is unique in many respects, and careful planning and a
meticulous site survey are required before removing any equipmentfrom the box.

Beyond considerations due to the physical environment, wireless networks often
extend an existing wired infrastructure. The wired infrastructure may be quite com-
plex to begin with, especially if it spans several buildings in a campussetting. Wire-
less networks depend on having a solid, stable, well-designed wired network in
place. If the existing network is not stable, chances are the wireless extension is
doomedtoinstability as well.

This chapter is about deployment considerations for wireless LANs, written from a
technical perspective. How do the features of wireless LANs influence network
topology? Besides the 802.11 equipment, what do you need to deploy a network?
How should the logical network be constructed for maximum mobility? What do
you need to lookfor in a site survey to make a deploymentsuccessful?
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The Topology Archetype
Figure 15-1 shows how manywireless LAN deployments evolve. This figure serves as
the road map for this chapter. The guiding principle of Figure 15-1 is that mobility
must be limited to the link layer, because network-layer mobility is not generally
available on IP networks. The other design decisions help augmentthe access con-
trol of the wireless device and lower management overhead by taking advantage of
existing services, each of which will be considered in turn.
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Figure 15-1. Standard wireless LAN deployment topology

Some deployments may look like multiple instances of Figure 15-1. The topology
shownin thefigure provides seamless mobility between the access points connected
to the access point backbone network. In very large deployments, such as a campus-
wide deploymentacross a large numberof buildings, it may be desirable to limit the
coverage areas in which seamless roaming is provided. One commonstrategy is to
provide seamless mobility within individual buildings, but not provide roaming
between buildings. Each building would have a wireless LAN that looked something
like Figure 15-1, and all the access point backbone networks would ultimately con-
nect to a campus backbone.
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Roaming and Mobility
In Figure 15-1, the network linking all the access points, whichI call the access point
backbone,is a single IP subnet. To allow users to roam between access points, the
network should be a single IP subnet, evenif it spans multiple locations, because IP
does not generally allow for network-layer mobility. To understand this design
restriction,it is importantfirst to appreciate the difference between true mobility and
mere portability.’

Portability certainly results in a net productivity gain because users can access infor-
mation resources whereverit is convenient to do so. At the core, however, portabil-
ity removes only the physical barriers to connectivity. It is easy to carry a laptop
between several locations, so people do. Butportability does not changetheritual of
connecting to networks at each new location.It isstill necessary to physically con-
nect to the network and reestablish network connections, and network connections
cannotbe used while the device is being moved.

Mobility, on the other hand,is a far more powerful concept: it removes furtherbarri-
ers, most of which are based on the logical network architecture. Network connec-
tions stay active even while the device is in motion. Thisis critical for tasks requiring
persistent, long-lived connections, which may be found in database applications.
Support personnel frequently access a tracking database that logs questions, prob-
lems, and resolutions. The same argument can be made for a number of tracking
applications in a health care setting. Accessing the database through a wireless net-
work can boost productivity becauseit allows people to add small amountsofinfor-
mation from different locations without needing to reconnect to the database each
time. Inventory applications are another example and one of the reasons whyretail
andlogistics are two of the markets that have been quicker to adopt 802.11. When
taking inventory, it makes far more sense to count boxes or products wheretheysit
and relay data over a wireless network than to record data on paper andcollate the
data at the end of the process.

Traditional wired Ethernet connections provide portability. I can take my laptop
computer anywhere on the campus at work and plugin. (If I’m willing to tolerate
slow speeds, I can even make a phone call and access my corporate network from
anywhere in the world.) Each time I access the network, though, I’m starting from
scratch, I have to reestablish connections,even if I only moved a few feet. What I’d
really like is to walk into the conference room and connectto the corporate network
without doing anything.

* The exceptionto this generalruleis, of course, a network in which Mobile IP is deployed. I am enthusiastic
about Mobile IP, especially on wireless networks, but it is far from ubiquitous as I write this book. Most net-
work engineersare, therefore, designing networks without the benefit of network-layer mobility,
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 Andtherein lies the rub. 802.11 is implemented atthe link layer and provides link-
layer mobility. IP affords the network designer no such luxury. 802.11 hosts can
move within the last network freely, but IP, as it is currently deployed, provides no
way to move across subnet boundaries. To the IP-based hosts of the outside world,
the VPN/access control boxes of Figure 15-1 are the last-hop routers. To get to an
802.11 wireless station with an IP address on the wireless network, simply go
throughthe IP router to that network. It doesn’t matter whether a wireless station is
connected to the first or third access point because it is reachable through the last-
hoprouter. Asfar as the outside world cantell, the wireless station mightas well be a
workstation connected to an Ethernet.

A second requirementfor mobility is that the IP address does not change when con-
necting to any of the access points. New IP addresses interrupt open connections.If a
wireless station connects to the first access point, it must keep the same address
whenit connectsto the third access point.

A corollary to the second requirementis thatall the wireless stations must be on the
same IP subnet. As long asa station stays on the sameIP subnet, it does not needto
reinitialize its networking stack and can keep its TCP connections open.Ifit leaves
the subnet, though,it needs to get a IP new address andreestablish any open connec-
tions. The purpose of the design in Figure 15-1 is to assign a single IP subnetto the
wireless stations and allow them to movefreely between access points. Multiple sub-
nets are not forbidden, but if you have different IP subnets, seamless mobility
between subnetsis not possible.

The “single IP subnet backbone”restriction of the design in Figure 15-1 is a reflec-
tion on the technology deployed within most organizations. Mobile IP was standard-
ized in late 1996 in RFC 2002,butit has yet to see widespread deployment. (See the
sidebar for a description of how Mobile IP allowsstations to change IP addresses
without interrupting connections.) Until Mobile IP can be deployed, network design-
ers must live within the limitations of IP and design networks based on fixed loca-
tions for IP addresses. In Figure 15-1, the backbone network maybe physically large,
butit is fundamentally constrained by the requirementthat all access points connect
directly to the backbonerouter (and each other) at the link layer.

Spanning multiple locations with an 802.11 network

Access points that cooperate in providing mobility need to be connected to each
other at layer 2. One method ofdoing this, shown in Figure 15-2a, builds the wire-
less infrastructure of Figure 15-1 in parallel to the existing wired infrastructure.
Access points are supported by a separate set of switches, cables, and uplinks in the
core network. Virtual LANs (VLANs) can be employed to cut down on the required
physical infrastructure, as in Figure 15-2b. Rather than acting as a simple layer-2
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repeater, the switch in Figure 15-2b can logically divide its ports into multiple layer-2
networks. The access points can be placed on a separate VLAN from theexisting
wired stations, and the “wireless VLAN” can be given its own IP subnet. Frames
leaving the switch for the network core are tagged with the VLAN numberto keep
them logically distinct and may be sent to different destinations based on thetag.
Multiple subnets can be run over the same uplink because the VLAN tag allows
frames to be logically separated. Incoming frames for the wired networks are tagged
with one VLAN identifier, and frames for the wireless VLAN are tagged with a differ-
ent VLANidentifier. Frames are sent only to ports on the switch thatare part of the
same VLAN,so incoming frames tagged with the wireless VLAN are delivered only
to the access points.

a: Non-VLAN deployment b: VLAN deployment
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Figure 15-2. Physical topologies for 802.11 network deployment

Even better, VLANs can easily span long distances. VLAN-aware switches can be
connected to each other, and the tagged link can be used to join multiple physical
locationsinto a single logical network. In Figure 15-3, two switches are connected by
a tagged link, and all four access points are assigned to the same VLAN. The four
access points can be put on the same IP subnet and will act as if they are connected
to a single hub. The taggedlink allows the two switches to be separated, and the dis-
tance can depend onthe technology. By using fiber-optic links, VLANs can be made
to go between buildings, so a single IP subnet can be extended across as many build-
ings as necessary.
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Figure 15-3. Using VLANsto span multiple switches

Tagged links can vary widely in cost and complexity. To connect different physical
locations in one building, you can use a regular copper Ethernet cable. To connect
two buildings together, fiber-optic cable is a must. Different buildings are usually at
different voltage levels relative to each other. Connecting two buildings with a con-
ductor such as copper would enable current to flow between (and possibly through)
the two Ethernet switches, resulting in expensive damage. Fiber-optic cable does not
conductelectricity and will not pick up electrical noise in the outdoor environment,
whichis a particular concern during electrical storms. Fiber also has the added bene-
fit of high speeds for long-distance transmissions. If several Fast Ethernet devices are
connected to a switch, the uplink will be a bottleneckif it is only a Fast Ethernet
interface. For best results on larger networks, uplinks are typically Gigabit Ethernet.
For very large organizations with very large budgets, uplinks do not need to be Ether-
net. One companyI have worked with uses a metro-area ATM cloudto connect build-
ings throughout a city at the link layer. With appropriate translations between
Ethernet and ATM, sucha service can be used as a trunk between switches. Computer
trade shows such as Comdex and Interop regularly use metro-area networks to show-
case both the metro-area services and the equipment used to access those services.

Limits on mobility

The access point backbone network must be a single IP subnet andasingle layer-2
connection throughout an area over which continuous coverage is provided. It may
span multiple locations using VLANs. Large campuses maybeforced to break up the

 
298 | Chapter 15: 802.11 Network Deployment

 

 



ical
rect

y at
‘on-

igh)
not

ent,
ne-

are

net

her-

tild-
‘een

iter

ow-

21-2

nay
the

 
access point backbone network into several smaller networks, each of which resem-
bles Figure 15-1.

802.11 allows an ESS to extend across subnet boundaries, as in Figure 15-4a. Users
can roam throughouteach “island” of connectivity, but network connections will be
interrupted when moving betweenislands. One solution is to teach users one SSID
and let them know that mobility is restricted; another alternative is to name each
SSID separately. Both solutions have advantages. In thefirst case, there is only one
SSID and nouserconfusion, but there may be complaintsif the coverage areas do not
provide mobility in the right ways. In the secondcase, mobility is always provided
within an SSID, but there are several SSIDs and more opportunity for user confusion.
 

a: Single SSID b: Multiple SSIDs
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Figure 15-4. Noncontiguous deployments

When a campusis broken into several disjointed coverage areas as in Figure 15-4, be
sure to preserve the mobility most important to the users. In mostcases, mobility
within a building will be the most important, so each building’s wireless network can
be its own IP subnet. In some environments, mobility mayberestricted to groups of
several buildings each,so theislands in Figure 15-4 may consist of multiple buildings.

Address assignment through DHCP

Multiple independent data sets that must be synchronized are an accident waiting to
happen in anyfield. With respect to wireless LANs, they presenta particular prob-
lem for DHCPservice. To makelife as easy as possible for users, it would bebestif
Stations automatically configured themselves with IP network information, DHCPis
the best way to do this. Access points frequently include DHCP servers, but it would
be folly to activate the DHCP server on every access point. Multiple independent
DHCPlease databases are the network equivalent of a tanker-truck pile-up waiting
to happen. To avoid the “multiple independent database” problem, have a single
source for IP addressing information. Furthermore, some access points may reclaim
addresses if an association lapses, regardless of whether the lease has expired. For
these reasons, I recommendusing an existing DHCPserverorinstalling a new server
specifically to support wireless clients. Depending on the importance of the wireless
infrastructure, it may be worth considering a backupserveras well.
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Mobile IP and Roaming
802.11 performsa sleight-of-hand trick with MAC addresses: stations communicate
with a MAC address as if it were fixed in place, just like any other Ethernet station.
Instead of being fixed in a set location, however, access points note when the mobile
station is nearby and relay frames from the wired networkto it over the airwaves.It
does not matter which access point the mobile station associates with because the
appropriate access point performstherelay function. The station on the wired network
can communicate with the mobile station asif it were directly attached to the wire.

Mobile IP performs a similar trick with IP addresses. The outside world uses a single
IP address that appears to remain inafixed location, called the homelocation. Rather
than being serviced by a user’s system, however, the IP address at the homelocation
(the home address) is serviced by whatis called the home agent. Like the access point,
the homeagent is responsible for keeping track of the currentlocation of the mobile
node. When the mobile nodeis “at home,” packets can simply be delivered directly to
it. If the mobile node attaches to a different network (called a foreign network orvisited
network), it registersits so-called foreign location with the homeagentso that the home
agent can redirectall traffic from the home address to the mobile node on the foreign
network.

Consider an example in which two wireless LANsare built on different IP subnets. On
its home subnet, a wireless station can send andreceivetraffic “normally,” since it is
on its home network.

When the wireless station moves from its home subnet to the second subnet,it

attachesto the network using the normal procedure.It associates with an access point
and probably requests an IP address using DHCP. Onawireless station that is unable
to use Mobile IP, connections are interrupted at this point because the IP address
changes suddenly, invalidating the state of all open TCP connections.

Wireless stations equipped with MobileIP software, however, can preserve connection
state by registering with the home agent. The homeagent can accept packets for the
mobile station, check its registration tables, and then send the packets to the mobile
station at its current location. The mobile station has, in effect, two addresses. It has
its home address, and it can continue to use this address for connections that were

established using the home address.It mayalso use the address it has been assigned on
the foreign network. No TCPstate is invalidated because the mobile station never
stoppedusing its home address.

—continued—
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Naturally, this sidebar has omitted a great dealof the detail of the protocoloperations.
Designing a protocol to allow a station to attach anywhere in the world and use an
address from its home networkis a significant engineering endeavor. Several security
problemsare evident, mostnotably the authentication of protocol operations and the
security of the redirected packets from the home network to the mobile station’s cur-
rent location. Maintaining accurate routing information, both thetraditional forward-
ing tables at Internet gateways and the Mobile IP agents, is a major challenge. And,of
course, the protocol must work with both IPv4 and IPv6. For a far moredetailed treat-
ment of Mobile IP, I highly recommend Mobile IP: Design Principles and Practices by
Charles Perkins (Prentice Hall).

  
  

Within the context of Figure 15-1, there are two places to put a DHCPserver. Oneis
on the access point backbone subnetitself. A standalone DHCP server would be
responsible for the addresses available for wireless stations on the wireless subnet.
Each subnet would require a DHCP serveras part of the rollout. Alternatively, most
devices capable of routing also include DHCPrelay. The security device shown in
Figure 15-1 includes routing capabilities, and many firewalls and VPN devices
include DHCP relay. With DHCP relay, requests from the wireless network are
bridged to the access point backbone bythe access point and then furtherrelayed by
the access controller to the main corporate DHCPserver. If your organization cen-
tralizes address assignment with DHCP, take advantage of the established,reliable
DHCPservice by using DHCPrelay. One drawback to DHCPrelay is that the relay
process requires additional time and notall clients will wait patiently, so DHCPrelay
may notbe an option.

Static addressing is acceptable, of course. The drawback to static addressing is that
more addresses are required becauseall users, active or not, are using an address. To
minimize end user configuration,it is worth considering using DHCPtoassignfixed
addresses to MAC addresses.

Asa final point, there may be an interaction between address assignment and secu-
rity. If VPN solutions are deployed, it is possible to use RFC 1918 (private) address
space for the infrastructure. DHCP servers could hand out private addresses that
enable nodes to reach the VPN servers, and the VPN servers hand out routable
addresses once VPN authentication succeeds.

@ a,
_¢, . .
eS Use a single DHCPserverper access point backbone or DHCPrelay at
as: the access point network router to assign addresses to wireless sta-

__"*4s tions. Static addressing or fixed addressing through DHCPis also 
"acceptable.
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Security
Informally, data security is defined in terms of three attributes, all of which must be
maintained to ensure security:”

Integrity
Broadly speaking, integrity is compromised when data is modified by unautho-
rized users. (“Has somebody improperly changed the data?”)

Secrecy
Of the three items, secrecy is perhaps the easiest to understand. Weall have
secrets and can easily understand the effect of a leak. (“Has the data been
improperly disclosed?”)

Availability
Data is only as good as yourability to use it. Denial-of-service attacks are the
most commonthreat to availability. (“Can I read my data when I want to?”)

Wireless LAN technology has taken a fair number of knocks forits failures in all
three areas. Most notably, though, wireless LANs have two major failings with
respect to the informal definition of security. First, secrecy is difficult on a wireless
network. Wireless networks do not have firm physical boundaries, and frames are
transmitted throughout a general area. Attackers can passively listen for frames and
analyze data. To defeat attacks against secrecy, network security engineers must
employ cryptographic protocols to ensure the confidentiality of data as it travels
across the wireless medium. WEP has beena failure in this respect, but other proto-
cols and standards may be employedinstead ofor in addition to WEP.

Second, integrity may be compromised by wireless hosts. Quick wireless LAN
deployments are often connected directly to a supposedly secure internal network,
allowing attackers to bypass the firewall. In many institutions, internal stations are
afforded higher levels of access privileges. Physical security may have made some
additional privileges rational or inevitable, but wireless stations may not necessarily
be trusted hosts run by internal users. Attacks against integrity may frequently be
defeated by strong access control.

Vendors often tout WEPasa security solution, but the proven flaws in the design of
WEPshould give even the most freewheeling security administrators cause for con-
cern. WEPis, in the words of one industry observer, “unsafe at any key length.”
Future approaches based on 802.1x and EAP may improvethe picture, but current
deployments must depend on solutions that are available now. Although products

* Mydefinitions here are not meantto be formal. In this section, I’m trying to take a fundamental approach
to security by showing how wireless LAN security fails and how someofthefailures can be solved by apply-
ing solutionsthe industry has already developed.

+t Or, in the wordsof one reviewer, “WEPis trash that just gets in the way.”
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claiming to support 802.1x are currently appearing on the market, they haveyet to
establish a track record with respectto either securi ty or interoperabilty.

Access control and authentication

Connecting to wireless networks is designed to be easy. In fact, the ease of connec-
tion is one of the major advantages to many newerwireless technologies. 802.11 net-
works announce themselves to anybody willing to listen for the Beacon frames, and
access controlis limited by the primitive tools supplied by 802.11 itself. To protect
networks againstthe threat of unauthorized access, strong access control should be
applied. A helpful rule of thumbis to treat wireless access points like open network
dropsin the building lobby. 802.11 networks can benefit from access control at two
points:

* Before associating with an access point, wireless stations mustfirst authenticate.
At present, this processis either nonexistent or based on WEP.

* After association with the access point, the wireless station is attached to the
wireless network. However,strong authentication can be applied to any wireless
stations to ensure that only authorized users are connecting to protected
resources. This form of access control is no different from the access control
widely enforcedbyfirewalls today.

Atthe present time, the initial authentication during the association processis piti-
fully weak. Current deployments must depend on two methods, one of which was
never specified by the standard but is widely used.

One approach is to allow only a specified set of wireless LAN interface MAC
addresses to connectto access points. Maintainingthelist is its own administrative
headache. Distributingthelist to access points may be even worse. In a network with
access points from multiple vendors, the script may need to massagethelist into dif-
ferentfile formats to cope with whatdifferent products require. Frequently, the list
of allowed devices must be distributed by TFTP. Even if the distribution is auto-
mated by administrative scripts, TFTP comes with its own security woes. Further-
more, like wired Ethernet cards, 802.11 cards may change the transmitter MAC
address, which totally undermines the use of the MAC address as an access control
token. Attackers equipped with packet sniffers can easily monitor successful associa-
tions to acquirea list of allowed MAC addresses.

A second approach is to allow connections from stations that possess a valid WEP
key. Stations that pass the WEP challenge are associated, andstations that fail are
not. As noted in Chapter5, this methodis not very strong because WEP is based on
RC4, andit is possible to fake a legitimate response to a WEP challenge without any
knowledge of the WEPkey. In spite ofits limitations, WEP makes a useful speed
bumpforattackers to jumpover. Useit, but be aware ofits limitations. Or disableit,
but be cognizantofthefact that associationis unrestricted.
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In some products, these methods may be combined. However, both are easily
defeated. Maintaining strong security over a wireless LAN requires solutionsoutside
the scope of 802.11, in large part to augment the relatively weak access control sup-
plied by 802.11.

Many networks deploy firewalls to protect against unauthorized access and use of
systems by outsiders. In many respects, wireless stations should be considered
untrusted until they prove otherwise, simply because of the lack of control over the
physical connection. In the network topology shown in Figure 15-1, an access con-
trol device is used to protect the internal network from wireless stations. This access
control device could be oneofseveral things: a firewall, a VPN termination device, or
a custom solutiontailored to the requirements of 802.11 networks.
Atthe time this book was written, many security-conscious organizations opted to
use existing firewalls or VPN devices or build systems to meet their own internal
requirements. Firewalls are well-knownfor providing a numberof strong authentica-
tion mechanisms, and they have a provenability to integrate with one-time pass-
word systems such as RSA’s SecurID tokens. New releases of IPSec VPN devicesalso
increasingly have this capability. Initial versions of the IPSec specification allowed
authentication only through digital certificates. Certificates work well for site-to-site
VPNs,buttheideaofrolling out a public-key infrastructure (PKI) to support remote
access was frightening for most users. As a result, several new approachesallow for
traditional (“legacy”) user authentication mechanisms by passing VPN user authenti-
cation requests to a RADIUSserver. Several mechanisms were in draft form as this
book was written: Extended Authentication (XAUTH), Hybrid Mode IKE, and
CRACK(Challenge/Responsefor Authenticated Control Keys).
Several wireless LAN vendors havealso stepped up to the plate to offer specialized
“wireless access controller” devices, which typically combine packet filtering,
authentication, authorization, and accounting services (AAA), and a DHCPserver;
many devicesalso include a DNSserver and VPN termination. AAA features are typi-
cally provided by an interface to an existing corporate infrastructure such as
RADIUS, which frequently has already been configured for remote access purposes.
Someproducts mayalso include dynamic DNSso that a domain nameis assigned to
a user, but the IP number can beassigned with DHCP.
Several vendors have access controller solutions. Cisco offers an external access con-
trol server for the Aironet productline. Lucent’s ORINOCO AS-2000 access server has
an integrated RADIUSserver. Nokia’s P020 Public Access Zone Controlleris an inte-
grated network appliance with a RADIUSclient and DHCPserver, and the compan-
ion P030 Mobility Services Manageroffers the RADIUSserver andbilling functions.

Recognize the limitations of WEP. Treat wireless stations as you would
treat untrusted external hosts. Isolate wireless LAN segments with fire-

\ walls, and use strong authentication for access control. Consider using
~ existing user databasesas partof the authentication roll-out.

s 
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Confidentiality: WEP, IPSec, or something else?

Confidentiality is the second major goal in wireless LAN deployments. Traffic is left
unprotected by default, and this is an inappropriate security posture for most organi-
zations. Users can choose amongthree options:

* Use WEP.

* Use a proven cryptographic product based on openprotocols.
* Use a proprietary protocol.

Option three locks you into a single vendor and leaves you at their mercy for
upgrades and bug fixes. Proprietary cryptographic protocols also have a poor track
record at ensuring security. In the end, the choice really comes down to whether
WEPis good enough. Giventhe insecurity of WEP, there are two questionsto ask:
“Does the data onthis network needto stay secretfor more than a week?” WEP is

not strong encryption by any stretch of the imagination, and you should assume
that a sufficiently motivated attacker could easily capturetraffic from the wire-
less network, recover the WEPkey, and decrypt any data.

“Dousers needto be protectedfrom each other?” In most WEP deployments, keys
are distributed to every authorized station. When all users have access to the
key, the data is protected from outsiders only. WEP does not protect an autho-
rized user with the key from recovering the data transmitted by another autho-
rized user. If users need to be protected from each other, which is a common
requirement in many computing environments, then additional security precau-
tions are required.

Choosing a cryptographic protocol or productis subject to a few basic groundrules,
conveniently summarized in the Cryptographic Snake Oil FAQ.* While looking for
signs of snakeoil is not sure protection,it should filter out the most egregious duds.
Cryptographyis like a fine wine—it gets better with age. If a protocol or algorithm
has withstood extensive public analysis, it is probably better than something just
invented.

There are only a few non-snakeoil solutions that are worth considering. To provide
confidentiality at the network layer, there is only one standard: IPSec. Unfortunately,
IPSec is not withoutits drawbacks.It is a complex system to understand anduse, so
you mustbe prepared for a learning curve for network administrators. The complex-
ity of IPSec contributes to a relatively high management overhead, at least at the
beginning of deployment. IPSec solutions require the installation of client software
on wireless stations to protect outboundtraffic, and desktop software managementis

* The full documenttitle is “Snake Oil Warning Signs: Encryption Software to Avoid.” Ger your very own
copy from http://www.interhack.net/people/cmcurtin/snake-oil-fag.html, among many other places. Bruce
Schneier wrote a nice summary of the Snake Oil FAQ in the February 15, 1999, Crypto-Gram newsletter,
available from hitp://www.counterpane.com/crypto-gram-9902. html
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always unpleasant at best. Perhaps the mostfrustrating attribute of IPSecis the diffi-
culty in configuring two different systems to be interoperable. Extensive testing of
IPSec interoperability can be a huge burden, one that should notbetakenlightly.

An alternative is to allow only applications with strong built-in cryptographic sys-
tems. Web-based systems can be secured with the secure socket layer (SSL). Host
logins can be secured with SSH. SSH canalso be used to secure many types of TCP-
based networktraffic, though the port-forwarding configuration may be too com-
plex for many users. Some environments may have already deployed a framework
such as Kerberos for application layer security, in which case, it can probably be
extended to wireless stations withoutgreatdifficulty.

Fa
tgs . . oe . .
“ Consider the wireless network to be transmitting data in the clear if
q:3 you are notusing strong, proven cryptographic solutions such as IPSec

‘448or SSH.

Availability through redundancy

Nothing in Figure 15-1 requires single points of failure. Clustered solutionsforall
the major components exist, so availability is not necessarily compromised by the
failure of any of the security components. Clusters are composedofseveral indepen-
dent devices that get together and sharestate information among multiple machines.
When any memberoftheclusterfails, survivors pick up the workload with nointer-
ruption. If you elect to use either firewalls or VPNs, considerusing a clustered prod-
uct. Clustering is particularly important for VPN access because you own the
infrastructure, and users are far less forgiving of internal problems than flaky Inter-
net connectivity.

One item to watch for in this area is redundancy for DHCP servers. No standard
exists for synchronizing the data held by DHCP servers. However, the Network
Working Group of the IETF is working towards a standardized DHCPfailover proto-
col, which will increase the reliability of the address allocation service.

SummaryandAnalysis of Archetypal Topology
Several points about the archetypal topology of Figure 15-1 are important and bear
repeating:

1. 802.11 provides for mobility only within an extended service set, and Inter-
Access Point Protocols (IAPPs) cooperate only when directly connected at the
link layer. Until a standard is developed, proprietary IAPPs are not guaranteed to
interoperate; you needtoselect a single access point vendorfor each area of con-
tinuous coverage. Each extendedservice set (ESS) should therefore be a single IP
subnet. It is acceptable to use VLANsandotherbridging technologies to achieve
this goal.
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. Address assignment is best done as dynamic addressing to minimize end user
configuration. Only one DHCP server should be responsible for handing out
addresses to wireless stations because it is important to prevent accidental read-
dressing. That server may be placed on the access point backbone. DHCP relay
can also be used to take advantage of DHCPserversthat are already deployed.

. Consider the use of WEP. In manycases, it is not recommended because it does
not significantly bolster security, but it may complicate roaming, andit is just
another configuration item to get wrong. Some vendors charge more for cards
that implementthe “strong” 128-bit WEP, too.

. Consider the security policy and goals for your wireless network. WEPis prob-
lematic, but it may be better than running open access points. In many environ-
ments, though, WEP should be disabled. With large numbers of users, WEP is
just another configuration item to get wrong. Deploying WEP mayalso compli-
cate roaming between access points.

. Carefully consider the limitations of WEP and deploy additional solutions to
enhance:

Authentication

WEPdoes not provide strong user authentication, so treat any wireless sta-
tions as you would untrusted external hosts. Your security policy may offer
guidance here—how do you protect against threats from existing mobile
users, such as telecommuters and road warriors? Isolate wireless LAN seg-
ments with firewalls and use strong authentication for access control. Exist-
ing user databases such as RADIUSservers can probably be used as part of
the access control deployment.

Confidentiality
If you do not wantto broadcast data to the world, use strong, proven cryp-
tographic solutions to protect data as it traverses the airwaves. IPSec is the
best standardized solution, especially since it now provides strong user
authentication with existing token-based systems.

6. To maintain availability and increase uptime, use clustered solutions whenever
possible and cost-effective.

Project Planning
Site survey workis the heart of installing a wireless LAN. To successfully run a site
survey, though, preparation is very important.

Gathering Requirements
Before “breaking cable” on a network expansion, gather end user requirements and
information to find out which expectations are important. Use the following checklist
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to flesh out the customer requirements; each pointis detailed further in a subsequent
section:

Throughput considerations
How much throughputis required? This is partly dependent on the type of
device that will be used on the wireless LAN, thoughifit is a PC-like device with
the ability to display large and complex graphics, you will want your wireless
LANto be as fast as possible. In most cases, this will lead to choosing 802.11b-
based networks to use the 11-Mbpsphysicallayer. If you like leading-edge tech-
nology, you may wantto consider 802.11a products, several of which appeared
just as this book wentto press.

Coverage area
Where should coverage be provided, and whatis the density of users in particu-
lar areas?

Mobility
How much movement between coverage is needed? Does it need to be full
mobility, with continuous connectionsas the wireless station moves around the
network? Or can the network simply enable effective portability by facilitating
automatic reconfiguration when the mobile station moves between coverage
areas?

User population
How manypeoplewill use the wireless network, and what quality of service do
they expect? As always,be sureto allow for growth!

Physical network planning
Will new network cabling be needed to supply the wireless LAN backbone, or
can you make do with existing cabling? Are an adequate number of outlets avail-
able in the correct locations? Can the access points and antennasbeinstalled in
the open or mustthey be confined to wiring closets or other hidden locations?

Logical network planning
How manyIP addresses will be set aside for wireless users? Is a large enough
address block available, or will the existing network need to be renumbered to
accommodate the wireless network? If the necessary IP address space is not
available, it may mean cutting back onthelevel of seamless mobility on the wire-
less LAN.

Application characteristics
Can address translation be used to save IP address space? Are any applications
sensitive to high or variable delays? Do any applications provide time-critical
data? If so, consider looking for products that support the point coordination
function and contention-free delivery, but be aware that many products do not
support the PCF.
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Security requirements
Wireless LANs have been subject to a numberof security concerns. The two
main goals of wireless LAN security planning are ensuring adequate access con-
trol and preserving the confidentiality of data as it traverses the wireless net-
work. Security requirements may be dictated by legal requirements or thelegal
threat of unauthorized data disclosure.

Authentication has long been a weak point of 802.11 networks. The two main
options provided by 802.11 are tofilter on the MAC addresses of wireless sta-
tions allowed to connect or use shared WEPkeysfor stronger authentication. In
practice, MAC address filtering is too cumbersome anderror-prone, so the
choices are to use WEP authentication or depend on external solutions.

Data confidentiality is provided by encryption services. One option is the WEP
standard, though higher-security sites may opt for additional VPN technology on
top of the 802.11 layer.

Site environmental considerations

A numberof factors can affect radio propagation and signal quality. Building
materials, construction, and floor planall affect how well radio waves can move
throughout the building.Interference is a fact of life, but it is more pronounced
in some buildings than in others. Temperature and humidity have minoreffects.
Early site visits can assist in anticipating several factors, and a detailed site sur-
vey can spotanyreal problemsbefore installation begins in earnest.

Purchasing wireless LAN hardware and software
At somepoint, wireless LAN hardware and software must be purchased. Many
vendors exist, and the decision can be based on a numberofcriteria. (Selecting
an access point vendor was discussed in Chapter 14.) Selecting cards may
depend on yourinstitution’s policies. Some organizations may choose to pur-
chase all cards centrally from a single vendor. Others may choose to select a
small set of officially “supported” vendors but allow users to select alternative
hardwareif they are willing to forego official support from the networkstaff. At
least one wireless network analyzer should be part of the budget. Depending on
the size of the wireless LAN and the numberof network administrators, you may
wish to budget for more than one.

Project management
As with many other projects, drawing up a schedule and budget is a necessary
component. This chapter does not provide any guidance on nontechnical fac-
tors becausethey are often organization-specific.

Network performance requirements

Depending on the applications used on the wireless network, different requirements
are imposed. Oneof the most important items, and the one thatis least under the con-
trol of the network architect, is the characteristics of the application. Most applications
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can now be run over TCP/IP, but they may require widely varying throughput, delay,
or timing characteristics. More importantly, though, is how an application reacts to
network address translation (NAT)—translating its IP addresses with intermediate
devices.

Single TCP connections, such as those used by HTTP and SSH,areeasily translated
with no side effects. Other network protocols, most notably those in the Microsoft
Networking family, embed the source IP address in the data portion of the packet
and cannotbe used in conjunction with address translation withoutgreat difficulty.”
NATalso causes problems for most videoconferencing applications. At the time this
book was written, standardized IPSec also did not work when the IPSec packet was
passed through an address translator because IPSec authenticates the source IP
address of the packet. Translating the source IP address caused the integrity check to
fail.

The remaining three factors are under direct control of the end user. A coverage area
must be defined, and a form of mobility between the coverage areasis a likely com-
panion requirement. (Mobility imposes its own requirements on the IP addressing
architecture, which was discussed previously.)

Finally, end users will have a target throughput requirement. Any throughputgoals
must be carefully considered because wireless LANs are a shared medium, but one
without an upgradepath similar to droppingin an Ethernetswitch.
Table 15-1 shows the numberofusers that can be served on 11-Mbps 802.11b net-
works, with different sustained loads per user. Wireless LAN bit rates are low, and
the extra managementfeatures limit throughput toarelatively low fraction of the
available bit rate. As you can see from the table, though, 11-Mbps networks are
likely to be practical for office environments, which are mainly email, web browsing,
and intermittentfile access. It is likely that 20-30 users per access pointis a reason-
able estimate for capacity planning.

Table 15-1. Network capacity comparedto sustained throughputper user

Effective numberofsimultaneous users on 11-Mbps networks
Connection method and speed (6 Mbps data throughput)

Cellular modem,9.6 kbps 625

Modem,50 kbps 120

Single ISDN B channel, 64 kbps 93

Dual ISDN, 128 kbps 46

100 kbps sustained LAN usage 60

150 kbps sustained LAN usage 40

* NAT devices can block logontraffic and the inter-domain controller chatter used by NT-based networks.
See articles Q172227 and Q186340 in the Microsoft Knowledge Base.
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Table 15-1. Network capacity compared to sustained throughputper user (continued)

Effective numberof simultaneous users on 11-Mbps networks
Connection method and speed (6 Mbps data throughput)

200 kbpssustained LAN usage 30

300 kbpssustained LAN usage 20

Realistic throughput expectations for 802.11b networks

In terms of throughput, the performance of 802.11 LANsis similar to shared Ether-
net. As more users are added,the available capacity per useris divided up. A practi-
cal rule of thumbis that the highest throughputthat can beattained using the DCFis
75% of the nominalbit rate. The 75% figure is a theoretical result derived from the
protocolitself; it includes overhead such as the preamble, interframe spaces, and
framing headers. However, throughputrates as low as 50% may be observed.A tar-
get of 65% of the nominalbit rate is commonly observed.

For 2-Mbpsnetworks, this translates to a top speed of 1.5 Mbps, thoughrates as low
as 1.3 Mbps are common. Applying similar percentages to 11-Mbps networksyields
a practical throughput range of 6 to 8 Mbps.

For networks under the operation of the PCF, throughputis higher becauseit uses
shorter interframe spaces and moreefficient acknowledgments. Implementation of
the PCFis not required by the standard, so implementations are quite uncommon.

Security

The security trade-offs were discussed in the previous “Security” section. In many
cases, an IPSec-based VPNis the logical choice. IPSec was designed for precisely the
environment that wireless LANstypify. Intruders can easily capture traffic and per-
form extensive offline attacks with stored data. Nowthat IPSecis evolving to sup-
port remoteclients connecting to centralsites, it can also be used to provide strong
authentication without a difficult PKI rollout. Many products now support one of
the various standards to allow an IPSec termination device to perform user authenti-
cation through RADIUS, which allows administrators to take advantageof existing
authentication databases. The new 802.1x standard incorporates RADIUS; unless
there’s a critical problem in 802.1x (as there was in WEP), future wireless security is
likely to be based on the 1x standard.

Coverage andphysical installation restrictions

Part of the end user requirementis a desired coverage area, and possibly some physi-
cal restrictions to go along with it. Physical restrictions, such as a lack of available
electrical power and network connections, can be mundane. Someinstitutions may
also require that access points and antennas are hidden; this may be to maintain the
physical security of the network infrastructure, or it may be simply to preserve the
aesthetic appealof the building.
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11a, 11b, 11g, and more?

Where do you go past 11 Mbps? That’s the question people have been asking with
increasing frequency over the past year. Right now, the leading standard forhigher

} wireless data rates is 802.11a; it provides 54 Mbpsin the 5-GHz band. 802.11a prod-
ucts are on the market now, thoughit’s really too early to say anything substantial
about them, Some vendors are announcing thattheir access points can be upgradedto
802.11a by purchasing a new card andinstalling newfirmware. Software upgrades may }
be helpful, but only if the hardware is ready for 802.11a. Some vendors have boasted
about the easy software upgrade to the 54-Mbps performance of 802.11a, but the
access point in question had onlya 10-Mbps Ethernetport. Any access points you con-
sider software upgrades for should have Fast Ethernet ports. 802.11a is somewhat
more expensive than 11b, though prices should begin to drop soon.
Because 802.11a uses the same MAClayeras 802.11b, with the OFDM PHY layerdis-
cussed in Chapter 12, I expect the installation and administration of products to be
essentially the same asit is for 802.11b products. In short, just about everything dis-
cussedin this bookstill applies. I am guessingthat the range should be similar, OFDM
looks like a superior modulation technique,but at the higher frequency, there should
be greater problems with path loss, multipath fading, reflections, etc. One estimation
wasthat the radius of 802.11a access points would be 20-25% shorter. Because the

| 5GHz bandis muchlarger than the ISM band andisn’t already occupied by microwave
ovens and other devices, there should be fewer problemswith interference.

 
Jr

Anotherstandard waiting in the wings is 802.11g. 11g is a 2.4-GHz standard,like 11b,
butit uses the OFDM modulation technique of 11a. It also operates at 54 Mbps. The

E standardisn’t finalized yet, and it’s hard to imagine products appearing before the end
: of 2002. The upgrade path from 11b to 11g mightbeeasier than that from 11b to 11a;
; because both standards use the same frequency band, you should be able to upgrade

youraccess points without worrying about changingtheir coverage. (Forbetter or worse, i
the RF characteristics of yoursite will be different at 2.4 and 5 GHz, so you mayfind you
need to move or add accesspointsifyou migrate to the higher-frequency band.) 802.11g :
also promisesto be less expensive than 11a, thoughin practice this probably meansonly

!

  
that the existence of 11g will drive down theprice of 11a products.
  

Someorganizations may want to provide coverage outdoors as well, though this is
confined to mild climates. Any equipmentplaced outdoors should be sturdy enough
to work there, which is largely a matter of waterproofing and weatherresistance.
Onesolutionis to install access points inside and run antennasto outdoorlocations,
but external antenna cables that are long enougharenot always available. Outdoor
network extensions can bedifficult because most 802.11 equipmentis not suited to |
outdoor use, and even if it was, power and Ethernet connections are not readily
available outdoors. The best approach to providing outdoor coverage is to keep the
access points inside and use external weatherproofantennasontheroof.
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The Building
It is a great help to get blueprints orfloor plans and takea tourofthe installationsite
as early as possible in the process. Based on a walk-through with thefloor plans, you
can note where coverage must be provided, nearby network and power drops, and
any relevant environmental factors. Most importantly, you can correct the blue-
prints based on any changes madeto the structuresince the blueprints were drawn.
Many minor changes will notbe reflected on the blueprints.
Different materials have different effects on the radio link. Signal power is most
affected by metal, so elevator shafts and air ducts causesignificant disruption of com-
munications. Tinted or coated windows frequently cause severe disruption of radio
signals. Some buildings may have metal-coated ceilings or significant amounts of
metal in the floor. Wood and most glass panes have only small effects, though bullet-
proof glass can be quite bad. Brick and concrete have effects somewhere between
metal and plain untreated glass. To a large extent, though, the expected dropin signal
quality due to building construction is a judgmentcall that improves with experience.
During a pre-survey walk-though,also note any potential sources ofinterference. The
2.4-GHz ISM bandis unlicensed, so many types of devices using the band can be
deployed withoutcentral coordination. Newer cordless phonesoperatein the 2.4-GHz
band, as well as Bluetooth-based devices and a number of other unlicensed radio
devices. Depending on the quality and amountof shielding, microwave ovens may
also emit enoughradiation to disrupt 802.11 communications. If you anticipatea large
amountofinterference, testing tools called spectrum analyzers can identify the amount
of radiation in the wireless LAN frequency band.If your organization does RFtesting,
it may be necessary to shield any labs wheretesting is done to avoid interference with
the wireless LAN. Asa rule of thumb,keep access points at least 25 feet away from any
strong interference sources. End user devicesalso sufferif they are located too close to
sources ofinterference, but only end user communicationsare interrupted in that case.

The Network

There are two components to network planning. Thefirst, physical planning, is
largely legwork. In addition to the building map,it helps to obtain a physical net-
work map,if one exists. It is mucheasier to install wireless LAN hardware when no
expensive and time-consuming wiring needs to be done. Knowingthe location and
contents ofall the wiring closets is an importantfirst step.

The second componentof network planning is the plan for changes to the logical
network. How will mobile stations be addressed? How will access points be recon-
nected to their firewall or router?

Network addressing

802.11 provides mobility between access points as long as both access points are part
of the same ESS. Roaming works only when mobile stations can transfer from one
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access point to another and keep the sameIP address.All access points of the same
ESS musttherefore be connected to the same IP subnet so that wireless stations can
keep addresses as they associate with different access points.
To get the IP spaceallocated, you will probably need to work with a network admin-
istrator. The administrator will want to know how many addresses you need and
why. In addition to the planned numberof wireless stations, be sure to include an
address for each access point and any servers and security devices on the wireless
subnet.

After tentatively locating access points on a blueprint or sketch of the area, work
with the physical network map to plug the access points into the nearest wiring
closet. If the access device is a switch with VLAN capability, the access point can
probably be placed on the access point backbone VLAN.Ifnot,it may be necessary
to patch the access point back to a switch capable of VLAN connections or replace
the access device with a small multi-VLAN switch.

Preliminary Plan

Based onthefloor plans, use the map to comeup with a preliminary plan. The pre-
liminary plan is based on the coverage area required and the typical coverage radius
from an access point. At this point, detailed radio channel use planning is not yet
necessary. The main useofthe preliminary plan is to come up with trial access point
locations to begin signal quality measurements as part of the detailed site survey.
Table 15-2 is based on the best-case coverage radius from a typical omnidirectional
antenna.

Table 15-2. “Rule-of-thumb”coverage radiusfordifferent types of space

Typeof space Maximum coverageradius
Closed office up to 50-60 feet

Openoffice (cubicles) up to 90 feet

Hallways and other large rooms up to 150 feet

Outdoors up to 300 feet

The Site Survey
After coming up with the preliminary plan,it is time to move on to the heart of the
deploymentroutine: the site survey. Several options exist for performinga site sur-
vey. Vendors may provide site surveys to early adopters who agree to be reference
accounts. Value-addedresellers may also havethe skills to perform detailed site sur-
veys; resellers maysell site survey consulting services orusesite surveys as a way of
coming up with a wireless LAN deployment bid. Some companies that specialize in
technical educationalso offer classes on performingsite surveys.
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Refining the preliminary design is the purpose ofthesite survey. Radio transmission
is complicated, and some things must be done by experiment.All sites will require
adjustmentsto the preliminary design as part of the site survey. In many cases, use of
site survey tools can help eliminate access points from a network design andresult in
substantial cost savings. The major goal of a site survey is to discover any unforeseen
interference and redesign the network accordingly. In most cases, interference prob-
lems can be repaired by relocating an accesspoint orusing a different antenna.

Thesite survey shouldassessthe following:

* The actual coverage of the access points and the optimum location of access
points in the final network

° Actual bit rates and error rates in different locations, especially locations with a
large numberof users

* Whether the number of access points is sufficlent—more or fewer may be
required, depending on the characteristics of the building with respect to radio
waves

* The performancecharacteristics of customer applications on the wireless LAN

Tools

Site survey work consists mostly of seemingly endless signal quality measurements.
Depending on the too} used, the signal quality measurements may be anyof the fol-
lowing:

Packet Error Rate (PER)

The fraction of frames received in error, without regard to retransmissions. A
common rule of thumbis that the PER should be less than 8% for acceptable
performance.

Received Signal Strength Indication (RSSI)
A value derived from the underlying mathematics. Higher values correspond to
stronger (and presumably better) signals.

Multipath time dispersion
Some software or instruments may be able to measure the degree to whichasig-
nal is spread out in time by path differences. Higher delay spreads make the
correlation of the widebandsignals more difficult. Devices need to accepteither
a highererror rate at high delay spreads orfall back to a more conservative cod-
ing method. Either way, throughput goes down. The higher the delay spread,
the more throughputsuffers.

Signal quality measurements can be carried out by a dedicated hardware device or a
software program running on a laptop with the card vendor’ssite survey tool. Sev-
eral wireless LAN vendors, suchasIntel, Proxim, and 3Com,bundle site survey tools
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with their access points. Handheld site survey tools designed specifically for 802.11
networksalso exist.

Patience and comfortable shoes are among the most important items to bring to a
site survey. Measuring signal quality in an area is a painstaking process, requiring
many measurements, often taken after making minor changes to the antenna or
access point configuration. You will spend a lot of time walking, so wear shoes that
you can walk all day in.

Particularly stubborn interference may require the use of a spectrum analyzer to
locate the source of interference from a non-802.11 network. Devices that can scan a

wide frequency band to locate transmissions are not cheap. Expect to pay several
thousand dollars, or you can hire a consultant. In either case, a spectrum analyzeris
the toolof last resort, necessary for only the most stubborn problems.

Antenna Types
Wireless cards all have built-in antennas, but these antennasare, at best, minimally
adequate.If you were planning to cover an office—or an even larger area, such as a
campus—you will almost certainly want to use external antennas for your access
points. When considering specialized antennas, there are only a few specifications
that you needto pay attentionto:

Antenna type
The antenna type determines its radiation pattern—is it omnidirectional, bidi-
rectional, or unidirectional? Omnidirectional antennas are good for covering
large areas; bidirectional antennas are particularly good at covering corridors;
unidirectional antennasare best at setting up point-to-point links between build-
ings, or even differentsites.

Gain

The gain of the antennais the extent to which it enhancesthe signalin its pre-
ferred direction. Antenna gain is measured in dBi, which stands fordecibelsrela-
tive to an isotropic radiator. An isotropic radiator is a theoretical beast that
radiates equally in all directions. To put some stakes in the ground: I’ve never
seen a specification for the gain of the built-in antenna on a wireless card, but I
would guess that it’s negative (ie., worse than an isotropic radiator). Simple
external antennas typically have gains of 3 to 7 dBi. Directional antennas can
have gainsas high as 24 dBi.”

Half-power beam width
This is the width of the antenna’s radiation pattern, measured in terms of the
points at which the antenna’s radiation dropsto half of its peak value. Under-
standing the half-power beam width is important to understanding your

* If you want one morestake, the radio telescope at Arecibo hasa gain in excess of 80 dBi.
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antenna’s effective coverage area. For a very high-gain antenna, the half-power
beam width may be only a couple of degrees. Once you get outside the half-
power beam width, the signal typically drops off fairly quickly, though that
depends on the antenna’s design. Don’t be fooled into thinking that the half-
power beam widthis irrelevant for an omnidirectional antenna. A typical omni-
directional (vertical) antenna is only omnidirectional in the horizontal plane. As
you go above or below the plane on which the antenna is mounted, the signal
decreases.

We've discussed antennas entirely in terms of their properties for transmitting,
largely because most people find that easier to understand. Fortunately, an antenna’s
receiving properties are identicalto its transmitting properties—an antenna enhances
a received signal to the same extent that it enhances the transmitted signal. This
result is probably what you would expect, but provingit is beyondthe scopeofthis
book,

Now,let’s talk about someof the antennatypesthatare available; Figure 15-5 shows
a numberofdifferent antennatypes:
Vertical

This is a garden variety omnidirectional antenna. Most vendorssell several dif-
ferent types of vertical antenna,differing primarily in their gain; you mightsee a
vertical antenna with a published gain as high as 10 dBi or as low as 3 dBi. How
does an omnidirectional antenna generate gain? Remember that a vertical
antenna is omnidirectional only in the horizontal plane. In three dimensions, its
radiation pattern looks something like a donut. A higher gain means that the
donutis squashed.It also means that the antennais larger and more expensive,
though no antennasfor 802.11 service are particularly large.
If you want to cover a confined outdoor area—for example,a courtyard between
several buildings of a corporate campus—notethat the half-power beam width
means that a roof-mounted vertical antenna mightbe less than ideal, particu-
larly if the buildingis tall. Vertical antennas are goodat radiating out horizon-
tally; they’re not goodat radiating down.Inasituationlike this, you would be
better off mounting the antennaoutsidea first- or second-story window.

Dipole

A dipole antenna hasa figure eight radiation pattern, which meansit’s ideal for
covering a hallway or someotherlong, thin area. Physically, it won’t look much
different from a vertical—in fact, some vertical antennas are simply vertically
mounteddipoles.

Yagi
A Yagi antennais a moderately high-gain unidirectional antenna. It looks some-
whatlike a classic TV antenna. There are a numberofparallel metal elements at
right angles to a boom. However, you are notlikely to see the elements on a Yagi
for 802.11 service; the commercially made Yagis that I have seen are all enclosed
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in a radome, whichis a plastic shell that protects the antenna from the elements
in outdoor deployments. Yagi antennas for 802.11 service have gains between 12
and 18 dBi; aiming them is notas difficult as aiming a parabolic antenna, though
it can betricky.

Parabolic

This is a very high-gain antenna. Because parabolic antennas have very high
gains (up to 24 dBi for commercially made 802.11 antennas), they also have very
narrow beam widths. You would probably use a parabolic antenna only for a
link between buildings; because of the narrow beam width, they are not very
useful for providing services to end users. Vendors publish ranges of up to 20
miles for their parabolic antennas. Presumably, both endsof the link are using a
similar antenna. Do not underestimate the difficulty of aiming a parabolic
antenna properly—one commercial product has a published beam width of only
6.5 degrees.If you decideto install a parabolic antenna, make sure that you have
it mountedfirmly. You do not want a bad storm to nudgeit a bit and take down
your connection.
Some vendors makean issue ofthe distinction between “mesh”or “grid” parab-
olas (in which the antenna’s reflector lookslike a bent barbecuegrill) and solid
parabolas. Don’t sweat it—if the antennais well-designed, the difference in per-
formance between a mesh andasolid reflector is not worth worrying about. A
mesh does have an advantage, though,in areas subject to high winds.

Parabolic and Yagi antennas are useful primarily for links between buildings. The
biggest problem is aiming them properly. If the twosites are visible to each other,
you can play some tricks with gunsights—though if you can see one site from the
other, you probably don’t need such a sophisticated antenna system. Otherwise, buy
a good compassand a topographical mapfrom the U.S. Geological Survey, and com-
pute the heading from onesite to the other. Rememberto correct for magnetic north.
If you can spend some extra money, you might be able to simplify the setup by
installing a high-gain vertical antenna at onesite; then you need to aim only one
antenna.If the signal is marginal, replace the vertical with a parabolic antenna once
you havethefirst antenna aimedcorrectly.

High-gain antennas can becomea regulatory problem,particularly in Europe (where
powerlimits are lower than in the U.S.), Lucent notesthat their high-gain parabolic
antenna cannot be used legally on channels 1, 2, 10, and 11 in the U.S., thoughit can
be used on channels 3 through 9, But that limitation probably assumes that you’re
using a Lucent wireless card, and Lucent’s transceiver produces less output power
than the Intersil chip set used by most other vendors.If you connect the Lucent para-
bolic antenna to a Nokia wireless card, you'll be be way beyond the maximum legal
effective radiated power.
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Cabling

Having put so much effort into thinking about antennas, we have to spend some
time thinking about how to connect the antennas to the access points or wireless
cards. Most vendorssell two kinds of cable: relatively inexpensive thin cable (typi-
cally 0.1 inch in diameter) and “low-loss cable” that’s substantially thicker (typically
0.4 inch) and much more expensive. The thin cable is usually available only in
lengths of a couple offeet, and that’s as it should be: it is very lossy, and more than a
few feet can easily eat up your entire signal. It’s intended for connecting a wireless
card in a laptop to a portable antenna on your desktop, and that’s all. To put num-
bers behind this: one vendor specifies a loss of 2.5 dB for a 2-meter cable. That
meansthatclose to half of yoursignal strength is disappearing in just two meters of
cable. One cable vendor,for a cable that would typically be usedin this application,
specifies a loss of 75 dB per 100 feet at 2.4 GHz. That means that yoursignal
strength will drop bya factor of 225 (roughly 33 million), clearly not something you
want to contemplate. I know of one vendorthat recommends using RG58 cable with
medium-gain antennas. RGS58 is better than thereally thin cable intended for porta-
ble use, but not much better (35 dB per 100 feet); if you use RG58 cable, keep the
cable run as short aspossible. Better yet, ditch the RG58 andsee if you can replaceit
with LMR-200 (a high-quality equivalent with half the loss).

Whatdoesthe picture look like when you’re using a real low-loss cable? Significantly
better, but maybe not as better as you wouldlike. A typical cable for this applica-
tion—usedbyatleast one 802.11 vendor—is Times Microwave LMR-400. LMR-400
is a very high-quality cable, butit still has a loss of 6.8 dB per 100 feet at 2.4 GHz.
This meansthat, in a 100-foot length of cable, over three quarters of your signalis
lost. The moralof the story is clear: keep your access points as close as possible to
your antennas. Minimize the length of the transmission line. If you want a roof-
mounted antenna, perhaps to cover a courtyard where people frequently have lunch,
don’t stick your access point in a wiring closet in the basement and runacable to the
roof. If possible, put your access point in a weatherproof enclosure on the roof. If
that’s not possible, at least put the access point in an attic or crawlspace. There is no
substitute for keeping the transmission line as short as possible. Also, keep in mind
that transmission lines have a strange ability to shrink when they are routed through
walls or conduits. I’ve never understood why, but even if you measure carefully,
you're certain to find that your cable is two feet short. Moreto the point: the straight-
line distance from your access point to the antenna may be only 20 feet, but don’t be
surprisedif it takes a 50-foot cable to make the trip. The cable will probably have to
go around corners and through conduits and all sorts of other misdirections before it
atrives at its destination.

If you decide to use an 802.11a product, which operates at 5-GHz, be awarethat
cable loss will be an even moresignificant issue. Losses increase with frequency, and
coaxial cable isn’t particularly effective at 2.4 GHz,let alone 5 GHz.
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Finally, there’s the matter of antenna connectors. All wireless vendors sell cables in
various length with the proper connectors and adapters. I strongly recommendtak-
ing the easy way out and buying cables with the connectorspreinstalled. Connector
failure is one of the most commoncausesfor outagesin radio systems, particularly if
you don’t have a lot of experience installing RF connectors.

Antennadiversity

One common method of minimizing multipath fading is to have antenna diversity.
Rather than making the antennalarger, radio systems can use multiple antennas and
choose the signal from the antenna with better reception. Using multiple antennas
does notrequire sophisticated mathematical theory orsignal-processing techniques.
Several wireless LAN vendors have built multiple antennas into wireless network
cards. Some vendors even offer the ability to connect multiple external antennasto
networkcards intendedfor access points. Antennadiversity is recommended bythe
802.11 standard, but it is not required. For environments with large amounts of
interference, antenna diversity is a worthwhile option to consider when selecting
vendors.

Bring on the heat

Amplifiers are available for increasing your transmitting power. Transmitting ampli-
fiers often incorporate preamplifiers for receiving, helping to improve your weaksig-
nal sensitivity. Is an amplifier in your future? It depends. The basic problem is that,
as you cover a larger andlargerterritory, there are more and morestations that can
potentially join your network. However, the numberof stations that can be handled
by any given access pointis fairly limited (see the followingsection). All in all, more
low-power access points provide better service than a smaller number of access
points with high-power amplifiers. There may be someapplications that are excep-
tions to the rule (community networks or ISPs in remoteareas, for example), but in
mostsituations, high power soundslike a better idea thanitreallyis.

However, if you wantto check around and see what’savailable, SSB Electronics (www.
ssbusa.com/wireless.html) and HyperLink Technologies (http://www.hyperlinktech.com/
web/amplifiers_2400.html) sell high-power amplifiers for 802.11b service. However,
remember:

* To stay within the legal powerlimit, both for absolute power and ERP.

* That 802.11 is an unlicensed service. If you interfere with anotherservice, it’s
your problem, by definition. And if a licensed service interferes with you, it’s
your problem, by definition. Interference is more likely to be a problem if your
network covers a large service area andif you are using high power.

* To use equipment that is approved for 802.11 service. Other amplifiers are avail-
able that cover the frequency range, but using them isillegal.
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violation of the regulations, they won’t be amused, particularly if
you're in excess of the powerlimit or using unapproved equipment.

The FCC does enforce their rules, and their fines are large. If you're in

et

A word about range

It’s tempting to think that you can put up a high-gain antenna and a power amplifier
and cover a hugeterritory, thus economizing on access points and serving a large
number of users at once. This isn’t a particularly good idea. Thelarger the area you
cover, the more users are in that area—users your access points must setve. Twenty
to 30 users for each wireless card in your access points looks like a good upper
bound. A single access point covering a large territory may look like a good idea, and
it may even work well while the numberof users remains small. But if your network
is successful, the numberof users will grow quickly, and you'll soon exceed your
access point’s capacity.

Conducting the Site Survey
you must duplicate the actualinstallation as muchWhenworking onthesite survey,)

as possible. Obstacles between wireless LAN users and access points decrease radio
strength, so make aneffort to replicate exactly the installation during the site survey.
If access points need to be installed in wiring closets, make sure the dooris closed
while testing so the survey accounts for the blocking effect of the door on radio
waves. Antennas should be installedforthe test exactly as they would be installed on
a completed network. If office dwellers are part of the user base, make sure that ade-
quate coverageis obtained inoffices when the dooris closed. Even more important,
close any metal blinds, because metal is the most effective radioscreen.
Signal measurements shouldbe identical to the expected use of the networkusers,
with one exception. Mostsite survey tools attempt to determine the signal quality at
a single spatial point throughout a sequence of several points in time, and thusitis
important to keep the laptop in one location as the measurementis carried out. Tak-
ing large numbers of measurements is important because users will move with
untethered laptops, and also because the multipath fading effects may lead to pro-
nouncedsignal quality differences even between nearby locations.
Haveseveral copies of the map to marksignal quality measurementsatdifferent ten-
tative access point locations, and note how the antenna must be installed at the loca-
tion. If multiple antennas were used, note the type and location of each antenna.

Direct-Sequence ChannelLayout
Most locations are deploying 802.11 products based on direct-sequence technology
because the high—data rate products are based on direct-sequence techniques. Direct
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sequence underlies both the 2-Mbps DS PHY and the 11-Mbps HR/DSSS PHY.Both
standards use identical channels and powertransmission requirements.

Direct-sequence products transmit power across a 25-MHz band. Anyaccess points
must be separated by five channels to prevent inter-access point interference. Select-
ing frequencies for wireless LAN operation is based partly on the radio spectrum
allocation where the wireless LANis installed. See Table 15-3.

Table 15-3. Radio channel usage in different regulatory domains

Channel number Channelfrequency (GHz) US/Canada® ETSIb France
2412 Jv

2.417

2.422

2.427

2.432

2.437

2.442

2.447

2.452

10¢ 2457

11 2.462

12 2.467

13 2472 v v

4802.11 allows different rules regarding the useofradio spectrumin the U.S. and Canada,but the U.S. Federal Communications Commis-
sion and Industry Canada have adoptedidentical rules.
bNotall of Europe has adopted the recommendationsof the European Telecommunications Standards Institute (ETSI). Spain, which does
not appearin thetable, allows the use of only channels 10 and 11.
‘Channel 10 is allowed byall regulatory authorities and is the default channel for most access points when they areinitially powered on.
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Access points can have overlapping coverage areas with full throughput, provided
the radio channels differ by at least five. Only wireless LANsin the U.S., Canada,
and Europe that have adopted the ETSI recommendations can operate access points
with overlapping coverage areasatfull throughput.

After locating the access points, make sure that any access points with overlapping
coverage are separated byatleast five channels. The cellular-telephone industry uses
the “hex pattern” shownin Figure 15-6 to cover large areas.

Part of the site survey is to establish the boundaries of access point coverage to pre-
vent more than three access points from mutually overlapping, unless certain areas
use multiple channels in a single area for greater throughput.
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Figure 15-6. Frequency planning

Limitations of direct-sequence channellayout

One of the problems with 802.11 direct-sequence networks and 802.11b Direct-
sequence networks is that there are only three nonoverlapping channels. Four chan-
nels are required for nonoverlapping coverage in two dimensions, and more channels
are required for three dimensions. When laying out frequency channels in three dimen-
sions, always keep in mind thatradio signals may penetrate the floorand ceiling.

Application Performance Characterization
As partof the site survey, take some time to work with the “power users” to ensure
that the application performance is adequate. Mostapplications use web frontends
and arerelatively tolerant with respect to long delays or coverage dropouts because
web browsers retry connections. Terminal emulation and otherstate-oriented client/
server applications maybeless tolerant of poor coverage. Part of the engineering in
installing a wireless LANisto tailor the areas of overlapping coverage to offer denser
coverage whenthe applicationsareless tolerant of momentary drops.

The End of the Site Survey: The Report
After the completion of the site survey, the technical details must be provided to
installers to complete the network build-out. Consultants may use the site survey in
different ways. Some consultants chargeforthe site survey and allow the customer or
a third party to finish the installation. Value-added resellers may take the same
approachorusethesite survey to put togetheraninstallation bid for the customer.
Depending on the customer’s requirements, some or all of the following details may
be includedin a site survey report:

1. Asummary of the requirements from the initial preliminary work.
2. Estimated coverage areas based on thesite survey measurements. This may be

divided into areas with good coverage, marginal coverage, and weak coverage.It
may also site potential trouble spots if the signal strength measurements allow
forit.
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3. A description of the locationsof all access points, along with their configura-
tion. Some elements of this configuration are the following:

a. The access point name

b. Its operating channel

c. Approximate coverage area

d. IP configuration

e. Antenna type and configuration (including direction for directional antennas)
f. Any other vendor-specific information

. If the customer supplied detailed floor plans or physical network maps, those
maps can be returned with detailed access point placement information. Esti-
mated coverage areas can be noted on the map andserve asthe basis for fre-
quency reuse planning. Any antenna requirements (external antennas, antenna
types, and adjustments to default transmission power) for achieving the noted
coverage area should be recorded as well.

. Many customers appreciate an estimate of the work necessary toinstall drivers
onto any affected laptops. The scope of this item dependsa great deal on the
sophistication of the managementtools used by the customer. For many,it will
be sufficient merely to include a copy of the driver installation instructions as an
appendix to the report. Someclients may require low-level details on the driver
installation so that the driver installation can be completely automated down to
any necessary registry changes on Windowssystems.

Installation and the Final Rollout

After the site survey is finished, there should be enough information available to
install a wireless LAN. Actual cabling and physical installation may be contracted
out or performedbyinternalstaff.

Recordkeeping
Careful documentation is an importantpart of any network build-out, butit is espe-
cially important for wireless LANs because the network mediumisinvisible. Finding
network componentsis not always a simple matter of cable tracing! To document a
wireless LAN, keep the following list in a safe place with the rest of the network
maps:

¢ The site survey report.

* The annotated building blueprints with access point locations, names, and their
associated coverageareas.If possible, the blueprints should also indicate areas of
marginalor no coverage.
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* A separate list of information about the access points in tabular form, which

includes the location, name, channel, IP network information, and any other
administrative information.

On the NamingofAccess Points
Manyinstitutions have naming policies that may dictate DNS names for wireless
LAN access points. Device names should be as descriptive as possible, within rea-
son. Companies that provide network service to other users, such as a “hot spot”
provider, may wish to keep information aboutthe detailed location of access points
secret from users to keep the physical location of access points secret. Figure 15-7
illustrates a DNS naming convention in whichthe secrecy of access pointlocationsis
not a particular concern, so each name includes the geographic site location, the
building name and floor, and the access point numberandlocation on thatfloor.It
also includes the wireless LAN name (SSID).
 

site networkname
(SSID)

More general wlan wlan- losgatos - luminiferous- bldg] -“flrap
ZUI\™N

(site) losgatos
Z1I\™

(name) luminiferous

ZUIW™
bldg?

ZI\N
fln

ZOUI\N
More specific ap]

  
Figure 15-7. Wireless LAN naming convention for access points

All names are prefixed with wlan- to indicate clearly that they are associated with an
802.11 network. The nextlevel of hierarchy is the geographic location of the wireless
network; it can often be derived from existing site codes in large companies. Each site
may compose a campus and haveseveral buildings, but a single extended service area
may offer coverage throughoutthe entire site at anything up through even midsized
installations. The next level of hierarchy is the building identifier, which is often clear
from existing conventions. Within a building, the floor number and the location of an
access point within the floor can be usedto furtheridentify an access point. Figure 15-8
shows how the DNS namecan be structured for an access point on the luminiferous
network on the second floor of building one at a site in Los Gatos, California (wlan-
losgatos-luminiferous-bldg1-flr2-ap1). In very large buildings, the access point number
might even be replaced by a description ofthe location of the access point on thefloor,
such as -ap-nw-4 for the fourth access point in the northwest corner.
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site network name
(SSID)

More general wian wlan- losgatos- luminiferous -|P addressjAe|

| WK/ VSee
Z1I\™N

(name) luminiferous

: ) 4
Morespecific 192-168-200-37 

i Figure 15-8. Convention for naming wireless LAN stations

To make troubleshootingeasier, follow a convention for the naming of wireless LAN
stations. A station on the same network as the access point described previously
might be wlan-losgatos-luminiferous-192-168-200-37, in which thelast set of num-
bersis the IP address.

Security
After installation is complete, you should execute a secondtest solely for security.
Configuring access points can be time-consuming, detail-oriented work, and it is
possible to forget to set a software option here and there. Check the following items
to be sure your networkis as secure as possible:

¢ If desired, WEP is enabled onall access points to prevent unauthorized associa-
tion with the network.

* Lists of MAC addresses allowed to associate with the network have been distrib-

uted to each access point.

e Any access controllers in place are properly configured to block initial connec-
tions, and they can reach authentication servers to allow useraccess.

e Any VPN software is properly configured to accept connections from associated
stations.

* Access points enforce restrictions on stations allowed to connect for manage-
ment, and passwordsareset.

Some vendorsare advertising products that support 802.1x security, particularly in
high-end access points. 802.1x requires that you set up a RADIUSauthentication
server, but the additional security is well worth the effort. On the other hand, 1x
productsare only just appearing as this book goes to press. Because 802.1x is a stan-
dard, products shouldinteroperate, in theory—but we don’t yet know whetherthey
interoperate in practice. If you’re not comfortable buying all your equipment from
one vendor, you may wantto stay away from 802.1x for a while. It’s hard to make
predictions that mean anything, but here’s a guess: given the amountofattention
that security has received lately, 1 expect that the 802.1x situation will be stabilized
by the middle of 2002.
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Several vendors have proprietary security solutions to replace or supplement WEP—
some appearto be preliminary versions of 802.1x. I do not recommendlocking your-
self into a proprietary solution when a standardsolutionis available, or nearly available.
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CHAPTER 16

802.11 Network Analysis
 

In the 1990s, computer professionals joined doctors as People With Answers. Just as
doctors are asked medical questions by complete strangers, computer professionals
are asked a bewildering variety of technical questions by complete strangers. When
these strangers learn that I work with networks, I am often asked, “Why does the
Internet break so often?” The more I contemplate the question, the more I believe
that the question should be, “Why doesn’t the Internet break more often?”

While I could never hope to answereither question in a single chapter of a book,it is
obvious that network problemsare a fact oflife. Networks break, and wireless net-
works are no exception. Wireless LANs can improve productivity, but they also carry
a larger risk of complete outage, and the limited bandwidthis almost sure to be over-
loaded. After building a wireless LAN, network engineers must be ready to investi-
gate any problemsthat mayarise.

As in many other network types, the trusty network analyzer is a key componentin
the engineer’s toolbox. Network analyzers already exist for the wired backboneside
of the wireless network and can be used productively in many troubleshooting sce-
narios. Wireless network troubleshooting depends on having a network analyzer for
exactly the same reason. Sometimes, you just need to have a way of seeing what is on
the airwaves. This chapter is devotedto tools that allow network engineers to do just
that. Several commercial analyzers are available, and there are free tools that run on
Linux. Before diving into the tools, though, it may help to consider why wireless net-
work analyzers are a practical requirement for the network administrator.

WhyUse a Network Analyzer?
In spite of the shared heritage, 802.11 is not Ethernet. It has a numberof additional
protocol features, each of which can cause problems. Fixing problems on 802.11 net-
works sometimes requires that a network administrator get down to the low-level

 



  
protocol details and see what is happening over the airwaves. Network analyzers
have long been viewed as a useful componentof the network administrator's toolkit
on wired networks for their ability to report on the low-level details. Analyzers on
wireless networks will be just as useful, and possibly even more important. More
things can go wrong on an 802.11 network, so a good analyzer is a vital tool for
quickly focusing troubleshooting on thelikely culprit.
Avoiding problems beginsat the planning stages. Some analyzers can report detailed
statistics on RF signal strength, which can help place access points. Analyzers can
help network administrators avoid creating dead zones by ensuring that there is
enough overlap at the edges of BSSs to allow for timely transitions. As wireless net-
works grow in popularity, they may need to support more users. To avoid perfor-
mance problems, administrators may consider shrinking the size of access point
coverage areas to get more aggregate throughput in a given area. In the process of
shrinking the coverage areas, network administrators may go through large parts of
the deploymentplanall over again and depend once again on their analyzer.
With the limited bit rates of wireless networks, performanceis likely to be a prob-
lem sooner orlater. Performance problems can be caused by cramming too many
users into too few accesspoints, or they can be related to problems happeningatthe
radio layer. The designers of 802.11 were awareof the problemsthat could be caused
by the radio transmission medium. Frame transmissions succeed reliably. Most
implementations will also retransmit frames with simpler (and slower) encoding
methods and fragmentframes in the presence ofpersistent interference.

Interference is a major problem for 802.11 network performance. In addition to the
direct effect of trashing transmitted frames that then require retransmission,interfer-
ence has two indirect effects. Poor transmission quality may cause a station to step
down to a lowerbit rate in search of more reliable radio link quality. Even if slower
transmissions usually succeed, some measure of throughputis lost at the lowerbit
rates. 802.11 stations may also attemptto fragment pending frames to work around
interference, which reduces the percentage of transmissions thatcarry enduser data.
802.11 headers are quite large comparedto other LAN protocols, and fragmentation
increases the amountof headerinformation transmitted for a fixed amountofdata.

On many networks, however, only a few applications are used. Do performance
complaints indicate a general network problem,or a problem with a specific applica-
tion? Network analyzers can help you find the cause of the problem by examining
the distribution of packet sizes. More small packets may indicate excessive use of
fragmentation in the face of interference. Someanalyzers can also report on the dis-
tribution of frames’ transmission rates on a wireless network. 802.11b networksare
capable of transmitting at 11 Mbps, but frames may be transmitted at slowerrates(5S.
5 Mbps, 2 Mbps, or even 1 Mbps)if interference is a problem. Stations capable of
high-rate operation but nonetheless transmit at lower rates may be subject to a large
amountofinterference.
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To solve interference problems, you can attemptto reorient the access pointorits
antenna, or place a new access pointin a zone with poor coverage. Rather than wait-
ing for users to report on their experience with the changes in place, you can use an
analyzer to get a quick idea of whether the changes will help alleviate the problem.
Some analyzers can provide extensive reports on the RF signal quality of received
frames, which can help you place hardware better the first time around. Avoiding
repeated experimentation directly with end users makes you look better and makes
users happier. Shortening troubleshooting cycles has always been a strength of net-
work analyzers.

Analyzers also help network administrators check on the operation of unique fea-
tures of the 802.11 MAC. While it is possible to capture traffic once it has been
bridged on to a wireless backbone network and analyze it there, the problem could
always be on the wireless link. Are frames being acknowledged?If they are not, there
will be retransmissions. Are the direct-sequence bits set correctly? If they are not,
then addressfields will be misinterpreted. If a malformed packetis seen on the wired
side of an access point, it could be mangled at several points. A wireless analyzer can
look at frames as they travel through theair to help you pin downthe source of the
mangled packet. Malformed frames may be transmitted by the client or mangled by
the access point, andit is helpful to pin down the problem before requesting assis-
tance from the vendor.

Security is a major concern for wireless networks, and wireless analyzers can be used
to monitor wireless networks for security problems. They can look at the MAC
addresses ofall stations to look for unknownaddresses, though this may or may not
be all that useful in practice. It is probably impossible to know all the MAC
addresses used on your network, though it might be possible to spot cards from
manufacturers of hardware that is not part of a standard build.It may be moreeffec-
tive to look for failed attempts to authenticate to your access points.

Someinstallations will rely on WEPforsecurity, either totally or in part. Some com-
mercial analyzers offer the ability to decrypt frames processed by WEP, provided
they are given the shared WEP key. 802.11 frames have enough information to
enable a sniffer in possession of the key to do real-time decryption. This ability
allows network administrators to peer into frames protected by WEP to perform
higher-level protocol analysis and to check that WEP processing is not mangling
frames. Real-time decryption is a byproductof the poor design of WEP. Once WEP
is replaced by a real security system,real-time decryption may become much more
complicated.

802.11 Network Analyzers
802.11 network analyzers are now quite commonand should be a part of any wireless
LAN administrator’s toolbox. Most 802.11 network analyzers are software packages
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that use an 802.11 network card. No special hardware is required because commod-
ity 802.11 network cards supplyall the RF hardware needed to grab packets. The only
catch is that each software package usually only workswith a limited numberofcards
on the market.

Commercial Network Analyzers
With the stunning growth of wireless networks, commercial software vendors rushed
to introduce wireless versions of successful wired network analyzers. The two main
commercial wireless network analyzers are Sniffer Wireless from Network Associ-
ates (http://www.sniffer.com) and AiroPeek from WildPackets (http://www.
wildpackets.com). Sniffer Wireless requires the use of wireless LAN cards from either
Cisco or Symbol. AiroPeek supports a much broaderrange, including cards made by
3Com,Cisco, Nortel, Intel, Symbol, and Lucent.

Like their wired relatives, the commercial wireless LAN analyzers have a host offea-
tures. In addition to decoding captured frames, they can filter the captured frames
based on anything in the 802.11 header, reportstatistical data on the packetsize and
speed distributions, monitor the real-time network utilization, and quickly scanall
the available channels to detect all networks in the area. If given the key, both can
decrypt frames protected by WEP.

A network analyzer should be part of the deployment budget for any wireless net-
work. The choiceto buyor build is up to you, though I anticipate that mostinstitu-
tions will rely primarily on commercial products and leave development and bug
fixes to the network analyzer vendors, especially because commercial analyzers can
be purchased,installed, and made useful much morequickly.

Ethereal

Ethereal is the standard open source network analyzer. Like the proprietary analyz-
ers, it supports a longlist of protocols and can capturelive data from a variety of net-
work interfaces. Unlike the proprietary analyzers, Ethereal comes complete with a
slogan (“Sniffing the glue that holds the Internet together”).
Ethereal runs on most Unix platforms as well as Windows. Source codeis freely
available for both, but modifications are easier to make on Unix becauseofthe avail-
ability of free compilers for the Unix programming environment. Like many open
source projects, Ethereal is distributed under the terms of the GNU Public License.
Protocol decodes are included for many common networkingprotocols. For the pur-
pose of this section, the important protocols are IEEE 802.11 and LLC, both of
which are used on every 802.11 frame. Of course, the TCP/IP suite is included as
well.
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For 802.11 network analysis with Ethereal, Linux is the platform of choice. The
linux-wlan-ng driver can be modified to feed raw 802.11 packets to Ethereal, and
Ethereal can be modified to decode them in real time. For data capture on Linux,
only Intersil-based cards are supported. Of course, Intersil cards can be used to mon-
itor any 802.11 network,including those that use otherchipsets.

Compilation and Installation

Binary packagesare available from the main project website at http://www.ethereal.
com. Becauseof the required modifications to the code, a binary packageis not suffi-
clent.

Prerequisites

Before compiling Ethereal, both libpcap and the GTK+ library must be installed.
libpcap is the packet capture library from tcpdump, and the GTK+ library is the
GIMPtool kit. For 802.11 network analysis, libpcap must be modified, so it needs to
be built from source. GTK+ is used unmodified, however, and can typically be
installed from a package that came with your Linux distribution. GTK+ source is
available from hitp://www.gtk.org/ and is built with the standard /configure, make,
and makeinstall sequence familiar to most open source softwareusers.If you opt to
go the packageroute,it is necessary to install both the libraries themselves and the —
develversionsto install the required headerfiles.

Several utility programs must be installed on the system for Ethereal to build prop-
erly. Ethereal depends on GNU make, which is the default make program on Linux
systems. Perlis used to assemble the manpages. The modified libpcap that grabs raw
802.1] frames needs to build a parser, which requires the flex lexical scanner and
either yacc or bison. Users intending to do NetWare Core Protocol (NCP) analysis
must have Pythoninstalled.*

Ethereal depends on one kernel function. Becauseit interfaces directly with the ker-
nel to grab packets, it requires that the kernel be built with Packet Socket support
(CONFIG_PACKET).

Compiling the modified libpcap

The next step is the installation of the slightly modified libpcap library. libpcapis
available from http:/;www.tcpdump.org. Tim Newsham’s monitoring patch is
intended to be applied against 0.6.2, the latest version as of the writing of this book,
Atslightly over 200 lines, the patchis fairly lightweight. Its main purposeis to add
another type of packet capture to the libpcap library for 802.11-specific captures.
Essentially, it adds the functionality of prismdumpto libpcap, which makes it much

* Network administrators who deal with NCPalso have my sympathy.
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easier to write programs that manipulate raw 802.11 frames. The patchalso defines a
data structure that holds miscellaneous data of interest to network analyzers, such as
the received signal strength and information on the signal-to-noiseratio.

First, fetch the wireless LAN monitoring patches from http://www.lava.net/
~newsham/wlan/. Get the wlan-mods.igz package, which includes the patch for
libpcap, the patch for Ethereal, and a new system header file to describe the PRISM
capture type:

$ patch -p1 < ../wlan-mods/libpcap.patch
patching file Makefile.in
patching file gencode.c
patching file pcap-linux.c
patching file pcap-prism.c
patching file pcap-prism.h

The newly modified libpcap depends on the 802.11h file included in the wlan-mods
package. 802.11h includes definitions for the raw PRISM monitoring. Copyit to the
main system include file location (probably /usr/include). After applying the patch,
building libpcap follows the usualroutine of configuration, building, and installing:

$ ./configure
creating cache ./config.cache
checking host system type... 1686-pc-linux-gnu

(many lines of configuration output omitted)

updating cache ./config.cache
creating ./config.status
creating Makefile
creating config.h
$ make

gcc -02 -I. -DHAVE_CONFIG_H -c ./pcap-linux.c

(many lines of compilation output omitted)

ar rc libpcap.a pcap-linux.o pcap.o inet.o gencode.o optimize.o nametoaddr.o
etherent.o savefile.o bpf_filter.o bpf_image.o bpf_dump.o pcap-prism.o scanner.o
grammar.o version.o
ranlib libpcap.a

Finally, run make install to put libpcap in its place. With the installation complete,
you can proceed to link the modified libpcap with Ethereal, which gives Ethereal the
ability to work with 802.11 frames.

Building Etherealitself

You can build Ethereal after installing the modified libpcap and the associated header
file. Grab the source code for Ethereal from http://www.ethereal.com and uncom-
press it into a working directory:

$ tar -xzvf ../ethereal-0.8.17-a. tar.gz
ethereal-0.8.17/
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ethereal-0.8.17/Makefile.in

is ethereal-0.8.17/debian/
ethereal-0.8.17/debian/README .debian

t/ (many other filenames omitted)
x Next, apply Tim’s monitoring patch, which is written against Ethereal Version 0.8.
m1 17. The patch does not apply cleanly against later versions, though with some effort

it could undoubtedly be madeto do so.

$ patch -pi < ../wlan-mods/ethereal.patch
patching file Makefile.am
patching file capture.c
patching file packet-ieee80211.c¢
patching file packet-prism.c
patching file packet-prism.h
patching file wiretap/libpcap.c
patching file wiretap/wtap.h

You’re now ready to begin building the source code. Ethereal ships with an autocon-
figuration script that you run from therootdirectory of the source tree. The autocon-
figuration script performsaseries of tests to assist in the compilation process. On
one of my systems, the configure script had trouble finding the GLIBlibrary, so I had
to pointit at the correct location. On Mandrake 7.2, GLIBis installed in /usr/lib. The
GTKprefix is used to find the gtk-config script. I specified /usr because /bin will be
appended to the specified path. As a result of my configuration, the Ethereal configu-
ration script looked in /usr/bin for gtk-config and foundit:

$ ./configure --with-gtk-prefix=/usx/lib --with-gtk-exec-prefix=/usr
creating cache ./config.cache
checking for a BSD compatible install... /usr/bin/install -c
checking whether build environment is sane... yes

(many other test results omitted)

creating ./contig.status
creating Makefile
creating config.h

The Ethereal package has been configured with the following options.
i Build ethereal : yes

: Build tethereal : yes
E Build editcap : yes

Build randpkt : no
Build dftest : no

Install setuid : no

r Use pcap library : yes
Use zlib library : yes

Use IPv6 name resolution : no

Use SNMP library : no

Note the summary atthe end of the configuration script. WhenI failed to identify the
location of the GLIBlibrary, Ethereal wasperfectly happy to configure for terminal-only
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analysis. Check the summary to be sure you are building the features you want. After
configuration, run make, which builds:

Ethereal

The X-based graphical analyzer describedin therest of this section.
tethereal

A terminal-based analyzer that uses the same core packet-analysis code.
editcap

A program that manipulates capturefiles and can translate between several com-
mon capture formats. By default, it uses thefile formatused by libpcap, though it
also supports snoop, Sniffer traces, NetXray, and Microsoft Network Monitor
captures. For a completelist of the supportedfile types, see the manual page for
editcap.

Finally, install the executables using makeinstall, which puts the executable in the
location specified by the Makefile. If no install directory is explicitly specified in the
configuration step, Ethereal is installed in the /usr/local hierarchy, with executables
in /usr/local/bin and man pages in /usr/local/man.

 

Ethereal on Windows

Binary packages are more important in the Windows world because of the lack of a
high-quality, free-development environment. ThoughEthereal does not provide the
samelevel of 802.11 support under Windows, it canstill be a valuable program to
have, especially in a dayjob that requires use of Windowssystems. Binary versions of
Ethereal for Windowsare available from http:/Avww.ethereal.com. They require the
WinPcaplibrary to provide the libpcap-type support on Windows. WinPcap can be
downloaded from http://netgroup-serv.polito.it/winpcap/. WinPcap is supported only
on 32-bit Windowssystems (95, 98, ME, NT, and 2000) andis licensed under a BSD-
style license. Interestingly enough, WinPcap was supported in part by Microsoft
Research.

  
 

Running Ethereal

To start Ethereal, run it from the commandline. Any user may start Ethereal, but
rootprivileges are required to capture packets. Other users mayload Ethereal to ana-
lyze capturefiles and perform analysis, though.

{gast@bloodhound ethereal-0.8.17]$ ethereal &

Starting Ethereal pops up the main window, which is shown in Figure 16-1. The
main window has three panes. Thetop pane,called the packetlist pane, gives a high-
level view of each packet.It displays each packet’s capture time, source and destina-
tion address, the protocol, and a basic decode of the packet. The Protocolfield is
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filled in with the final decode, or dissector, used to analyze the frame. On 802.11 net-
works, the final decode may be IEEE 802.11 for management frames,or it may goall
the wayto the final TCP protocolfor analysis, as in the case of an 802.11 frame hold-
ing an LLC-encapsulated IP packet with a TCP segment carrying HTTP.
   

raw-heacons-web-transaction - Ethereal

| File Edit Capture Display Tools
.| TI Ss th to IntNo|| ime ource = [Destina jon Protocol | nto |

221 15,550972 003E0203:04:1871C (RA IEEE 802,11 Acknowledgement
222 15,554959 192,168,200,223 wou, oreilly.com TCP 4085 > www [ACK] Seq=1110340 Ack=3996879772 liin=
223 15,595186 00200;F0364306355 (RA IEEE 802,11 Acknowledgement
224 15,558801 192.166,200,223 uww,oreilly.com HTTP GET /style/style2.css HTTP/1,0
225 15,558819 002003F0264105355 (RA IEEE 802,11 Acknowledgement
226 15,599081 ww.oreilly,com 192,168 ,200,223 HTTP Continuation
227 15,599141 003E0;03:0d219s40 (RA IEEE 802,11 Acknowledgement
229 415,603996 192,168,200,223 wuul.oreilly.com TCP 1084 > uww [ACK] Seq=1110434 Ack=4292831742 Wine
230 15604227 00200F0264706:55 (RA IEEE 802,11 Acknowledgement
231 15,617692 www.oreilly,com 192,168 ,200,223 HTTP Continuation
232 15,617725 003E0:0320421931C (RA IEEE 802,11 Acknowledgement
233 15,634049 www.oreilly,cam 192.168.200.223 HTTP Continuation
234 15634114 IEEE 802,11 Acknowledgenent

EACLE i] ol oe Lea j nA ae Mas
236 15,634905 IEEE 902,11 Acknowledgement.
237 15,640678 192.168.200.223 wuw,oreilly.com TeP 1084 > www [ACK] Seq=1110434 Ack=4292834502 Win=
938 15 Rann NANANSEN RANKS (RA TFFF AN? 14 Arknan) adaemant i

f

  

    
Frame 235 (226 on wire, 226 captured)
Prism Monitoring Header
IEEE 802,11 Header
Logical-Link Control

© Internet Protocol
Version: 4
Header length: 20 bytes
Differentiated Services Field: 0x00 (DSCP 0x00: Default: ECN; 0x00)
Total Length: 40
Identification: 0x6140
Flags: 0x04
Fragment offset; 6
Time to liver 50
Protocol: TCP (0x06)
Header checksum: Oxfa24 (correct)
Source; wuw,oreilly,com (209,204,146, 22)
Destination: 192.168.200.223 (192.168.200.223)

Transmission Control Protecel, Src Port: www (80), Dst Port: 1085 (1095), Seq: 3996879772. Ack; 1110619

 
J  
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Figure 16-1. Main Ethereal window

The middle pane,called the tree view pane, is a detailed view of the packet selected
in the packetlist. All the major headers in a packet are shown and can be expanded
for more detail. All packets have the basic “Frame” tree, which contains details on
arrival time and capture length. On 802.11 networks,all frames have the Prism Mon-
itoring header, which contains radio-link data. Data packets on 802.11 networksalso
have a Logical Link Control (LLC) header. From there, the LLC may contain ARP
packets, IP packets, TCP segments, and so on. Ethereal includes dissectorsforall the
commonly used protocols, so 802.11 framesare fully decoded mostofthe time. The
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bottom paneis called the data view pane. It showsthe raw binary data in the selected
packet. It also highlights the field selected in the tree view pane.

At the bottom of the Ethereal window is a bar with four important elements. The
leftmost button,Filter:, is used to createfilters that reduce the captured packetlist to
the packets of interest. The text box just to the right allows you to enterfilters with-
out going through the construction process. Ethereal maintainsafilter history list
that enables easy switching betweenfilters. At the right is a text field that displays
several kinds of information, depending on what Ethereal is doing. It may indicate
that Ethereal is currently capturing data, display the nameofthe capturefile loaded,
or display the field name currently highlighted in the tree view.

Capturing data

Capturing data is straightforward. Go to the Capture menu and chooseStart. The
Capture Preferences window, shownin Figure 16-2, opens. Thefirst thing to do is
select the interface you want to monitor. Interface selection has one small wrinkle.
Naturally, Ethereal can use any interface it detects, even wlanO0. However,all Ether-
net drivers in the Linux kernel present Ethernet frames. If you choose wlan0, you
miss out on all 802.11 control and managementframes, and the Data frameslose the
802.11 headers by the time they get to Ethereal’s capture engine. The reason for
applying the patch to Ethereal during compilation is that it creates a pseudo-inter-
face, prism, whichallows Ethereal to read data directly from the hardware. That way,
Ethereal uses the same capture code that prismdump does and can display all the
802.11 traffic in the air. prism does not appear as an interface in the drop-down box,
butit can be typed into thefield directly, as in Figure 16-2.

 
lf Ethereal:Capture Preferences

Interface; ence]s«idCA
Count [0 (infinite) A
Filter: | [SSS

j fie[[
Capture length [65535 4

 
} pr Capture packets In promiscuous mode|

_j UpdateIIst of packets In real time

| _j Automatic scrolling In jive capture
f Enable name resolution

| OK I sae |
  

 

 
  
Figure 16-2. Selecting the prism pseudo-interface
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Ethereal accepts the -i command-line option to specify an interface. If you plan to do
all of your analysis on oneinterface, you can define a shell mapping of ethereal to
ethereal -i prism.

Capture Length is what tcpdumpcalls the snaplength. It is the amountof data from
each packet that will be captured. tcpdumpuses a short snap length andsaves only IP
and TCP headers. By default, Ethereal grabs the entire packet, whichfacilitates much
more detailed offline analysis.

| typically turn on “Updatelist of packets in real time” and “Automatic scrolling in
live capture”. If the former is left unselected, the trace appears only whenthe cap-
ture stops. If the latter is left unselected, the trace does notscroll to the bottom.
Speed is important toreal-time analysis. Disabling name resolution eliminates over-
head for every packet captured and may allowastation to avoid missing frames in
the air.

Saving datato a file
To save data for offline analysis, use the File > Save As option from the menu bar.
Selectingit displays the dialog box shownin Figure 16-3.
 4 

 “x PeesPiecesLCLLEM

Create Dir Delete File|Rename Fife |
shome/gastan/ethereal-0.8.17 1 |

Directorles
; J

 

  

  
  
  
  

 
  
 

  
 
 

602.11.h
/ AUTHORS

debian/ COPYING
doc ChangeLog
epané INSTALL
giké INSTALL.configure
image’ Makefile
packaging/ Makefile.amMakefile.in

£|ndorafila nmare f

_j Save only packets currenlly being displayed

_j Save only marked packets

File type: llppcap (tcpdump, Ethereal, etc.) zal |
Sélection: Mome/gasVwian/ethereal-0.6.17 

OK | Cancel

  
 

Figure 16-3. Save As dialog box
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Choosingafilenameis straightforward. The real power of Ethereal is that extrane-
ous packets can beeliminated by using the two checkboxes below the file chooser.
“Save only packets currently being displayed” saves only the packets that madeit
through the display filter, greatly reducing the amountof data in the capture file.
“Save only marked packets” saves only packets that you have selected. If neither
option is checked, Ethereal saves the entire trace. Saving an entire trace may be nec-
essary at times, butit’s worth avoiding; an entire trace could includeall the packets
that have crossed your network over an extendedperiod. Using a displayfilter and
saving only the displayed packets makes the trace far more manageable.
Thefile type selection allowsthefile to be saved to a libpcap file format. To imply
that there is only onelibpcap file format would be wrong, though. Four choices are
available, including onethatallows you to read capturefiles collected from tcpdump
on Nokia’s IPSO-based network appliances.

Data Reduction

Raw captures can be quite large, and extraneous packets can makefinding wheat
amongthe chaff a challenge. Oneofthe keys to successful use of a network analyzer
is to winnow thetorrent of packets downto the few packets at the heart of the mat-
ter. Ethereal provides three ways to reduce the amountof data captured to a manage-
able amount: capturefilters, displayfilters, and marking packets.

Capturefilters

Capturefilters are the mostefficient way to cut down on the amount of data pro-
cessed by Ethereal because they are pushed downinto the packet sniffing interface. If
the packet capture interface discards the packet, that packet does not make it to
Etherealfor further processing.

Ethereal uses libpcap, so the capture filter language is exactly the same as the lan-
guage used by tcpdump. A numberofprimitives are available, which can be grouped
into arbitrarily long expressions. These primitives allow filtering on Ethernet and IP
addresses, TCP and UDPports, and IP or Ethernet protocol numbers. Many can be
applied to source or destination numbers.

All in all, though, capturefilters are less powerful than displayfilters for a simple rea-
son: capturefilters must operate in real time(i.e., as the packets are arriving over the
network interface). A good approachtofiltering is to use the capturefilters to make a
rough cut, then fine-tune theselection usingthe displayfilters.

Displayfilters

Displayfilters can be used on anyfield that Etherealidentifies, which makes them far
more powerful than capture filters. Display filters inherit the knowledge ofall the
dissectors compiled into Ethereal, so it is possible to filter on any ofthe fields in any
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of the protocols that Etherealis programmedto recognize. Wireless LAN administra-
tors canfilter frames based on anything in the 802.11 or LLC headers. Examples spe-
cific to 802.11 are presentedlater in this chapter.

Marking packets

You can mark any packet by pressing Ctrl-M. Marking is essentially a manualfilter.
Marked packets are highlighted in the packet view pane. The only reason to mark a
packet is to perform a manual reduction of a trace to a few interesting packets. When
eliminating large amountsofdata, automatedfilters are faster.

Analysis Tools
Several additional tools are available for Ethereal users. Packets can be colorized
according to protocol. This chapter does not take advantage of the feature because
the traces presented in the case study sections are short, and colorization doesn’t
help much.

Ethereal can reconstruct a TCP stream. For example, a reconstructed HTTP transac-
tion would likely show several objects being fetched from a web page, as well as the
HTMLtext usedto create the page.

Summary statistics are available for each capture loaded into Ethereal as well.
Administrators can view the details of the capture file, which includes information
such as the length of time the capture covers and the amount of traffic on the net-
work. It is also possible to see how much data falls into each level of the protocol
hierarchy.

Using Ethereal for 802.11 Analysis
Several Ethereal features are handy when applied to 802.11 networks. This section
lists several tips and tricks for using Ethereal on wireless networks, in no particular
order.

Displayfilters

Ethereal allowsfiltering on all fields in the 802.11 header. Frame fields are struc-
tured hierarchically. All 802.11 fields begin with wlan. Two subcategories hold infor-
mation on the Frame Controlfield (wlan.fc) and the WEP Information (wlan.wep)
field. Figure 16-4 shows the variable names for 802.11 header components; in the
figure, each field is labeled with a data type. Boolean fields are labeled with a B,
MAC. addresses with MA,and unsignedintegers with U plus the number ofbits.
Table 16-1 shows the same information, omitting the Ethereal display fields that are
unlikely to be usefulforfiltering.
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Figure 16-4. Header componentvariables

Table 16-1. Etherealfields for 802.11 header components
802.11 headerfield Etherealfield
Headerfields

Duration wian.duration
Association ID wlan.aid
Transmitter address wlan.ta
Source address wlan.sa

: Receiver address Wlan.ra
Destination address wlan.da
BSSID wlan.bssid
Fragment number wian.frag
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Table 16-1. Etherealfields for 802.11 header components (continued)

802.11 headerfield Etherealfield

Sequence number wian.seq
Framecontrol subfields

Version wlan. fc.version

Frametype wlan.fc.type

Framesubtype wlan. fc. subtype

ToDSflag wlan.fc.tods

FromDSflag wlan.fc.fromds

Fragmentflag wlan.fc.frag

Retry flag wlan. fcretry

Power managementflag wlan.fcpwrmgt

MoreDataflag wlan.fc.moredata

WEPflag wlan.fc.wep

Orderflag wlan.fcorder

WEPfields —_

Initialization vector wian.wep.iv

Key identifier wlan. wep.key

Fields can be combined using operators. Ethereal supports a standard set of compari-
son operators: == for equality, != for inequality, > for greater than,>= for greater than
or equalto, < for less than, and <= for less than or equal to. An example of a display
filter would be wlan.fc.type==1 to match Control frames.

Logical operators and and or are supported; as in many programminglanguages,the
exclamation pointis used for logical negation. Booleanfields can be tested for exist-
ence, so Control frames with WEP enabled would be matchedbythedisplayfilter
wlan.fc.type==1 and wlan.fc.wep.

Figure 16-5 shows a complete 802.11 header in the tree view. Selecting the 802.11
header in the tree view highlights the bits that comprise the 802.11 header in the
ASCII view at the bottom. Expanding the 802.11 header tree decodes all the fields in
the 802.11 header.

Compared to Control and Data frames, 802.11 Managementframes have a greatdeal
of structure. Ethereal decodes Management frames into two parts. Fixed Parameters
in the tree view pane correspondto the fixed fields of 802.11 management frames.
Tagged Parameters are the variable fields and are decoded in the tree view pane.
Table 16-2 shows thefixed fields that can be searched on in Ethereal, as well as the

capability flags.
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, Figure 16-5, An 802.11 headerin tree view

a Table 16-2. Fixed Management frame components

| 802.11 managementfield Ethereal field
i Fixed fields

) Authentication Algorithm Number wlan_mgt.fixed.auth.alg
r Authentication Transaction Sequence Number wian_mogt.fixed.auth_seq

BeaconInterval wian_mgt.fixed. beacon
Current AP address wlan_mgt.fixed.current_ap
Listen Interval wlan_mgt.fixed.listen_ival

! AssociationID wlan_magt.fixed.aid
! Timestamp wlan_mgt.fixed timestamp
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Table 16-2. Fixed Managementframe components (continued)

802.11 managementfield Etherealfield
Reason Code wlan_mot.fixed.reason_code

Status Code wlan_mot.fixed.status_code

Capabilityinfo

ESS flag (is the BSS part of an ESS?) wian_mgt.fixed.capabilties.ess
IBSSflag (is the BSS independent?) wlan_mogt.fixed.capabilities.ibss
Contention-free stationpolling bit wlan_magt.fixed.capabilities,cfpoll.sta
Contention-free AP pollingbit wlan_magt.fixed.capabilities. cfpoll.ap
Privacy flag (is WEP implemented?) wlan_mgt.fixed.capabilities.privacy
Preamble (is 802.11b short preamble implemented?) wlan_mgt.fixed.capabilities.preamble
PBCC {is 802.11b PBCC coding implemented?) wlan_mogt.fixed.capabilities.pbec
Channel Agility (is 802.11b ChannelAgility implemented?) wlan_mogt.fixed.capabilties.agility

In the tree view pane,the fixed and variable fields show up in different trees. Vari-
able information elements are decoded underthe tagged tree item according to their
type. Figure 16-6 shows the decoding of the information elements in a Beacon frame.
The access point generating the Beaconsis indeed an access pointfor the Hack Me
network on direct-sequence channel 11. It supports both the older 1-Mbps and 2-
Mbpsencodingsin addition to the faster 802.11b encoding schemes.
At the end of the Beaconis a variable field with a reserved tag numberthat the wire-
less card’s vendor uses to hold the access point’s name, and possibly the access
point’s load factor. The ASCII dump displays the word Outsideclearly, whichis, in
fact, the nameof this access point.

Excluding Beacon frames

Beacon framescanget in the way when working with a raw 802.11 trace. The sheer
numberof frames obscures patterns in the data. Therefore, it’s commonto exclude
those frames from display. Frame type information is carried in the Frame Control
Geld of the 802.11 header. Beacon framesare identified by a Type code of 0 for Man-
agement frames, with a subtype of 8 for Beacon. Thefilter matching the Type codeis
wlan.fc.type==0, and the filter matching the Subtype code is wlan.fc.subtype==8.
Therefore, to discard frames that match both these conditions, one possiblefilteris
!(wlan.fc.type==0 and wlan. fc.subtype==8).

PRISM monitoring header

The modifications to libpcap add a PRISM pseudo-header to any captured frames.
Someofthe information in this header correspondsto the information that would be
kept in the PLCP header. Figure 16-7 showsthe pseudo-header ona frame.
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Figure 16-6. Beacon frame decode

Fourfields of note are reported by the PRISM capture:

MAC Time

A timestamp added by the MAC counterto eachreceived frame.

Signal
Indicates the signal strength ofthe received packet.

Noise

Quantifies background noise during the packet time. Calculating the signal-to-
noise ratio is straightforward from these twofields.

Rate |

Encoded according to the MAC framing conventions described in Chapter 4. In
Figure 16-7, the networkis operating at 2 Mbpsbecausetheratefield is 0x04.
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Figure 16-7. PRISM monitoring header

Understandingthe LLC header

To multiplex higher-level protocol data over the wireless link, 802.11 uses the LLC
SNAPencapsulation. (SNAP encapsulation was described at the end of Chapter 3.)
802.11 does not include a protocolfield, so receivers cannot discriminate between
different types of network protocols. To allow multiple protocols, an 8-byte SNAP
header is added. The SNAP headeris decoded in Ethereal’s tree view, as shown in
Figure 16-8.

Highlighting the LLC headerin the tree view shows the corresponding 8-byte header
in the packet dump. Theeight bytes in the SNAP header are clearly visible in the data
view pane.Fivefields make up the header:
Thedestination service access point (DSAP)

This is always set to OxAA for SNAP encapsulation.
The source service access point (SSAP)

This is always set to OxAA for SNAP encapsulation.
Control

This is derived from HDLC.Likeall data transfer using HDLC,it labels the data
following the LLC header as unnumbered information. Unnumbered informa-
tion indicates the use of a connectionless data transport and that the data need
not be sequenced or acknowledged.

 
Ethereal | 347

 
 
 
 

 

 



  Qsaniple.wall-transaction ~ Ethereal
Elle Edit Captura Display Tools

Destination [Promoo[nS—*&|SpeareraritatheClitipaeeree TnL “aeuaSSSSSS

 

eRteeel PARESeSre le Fi :
2 0.000228 00200:F0264306355 (RA IEEE 302, 11 Acknowledgement.3 0.00744? 003E0303304:18710 FF3FF3FFeFFsFFSFF IEEE 802,11 Data
4 0.008682 003E020370424871C 002003F0364306255 IEEE 902,11 Data
5 8.497528 00300:FO:64106755 003£030320431821C IEEE 802,11 Data

Al TTUaavay,Statusxl,Leng
Sant? 0x9 (DID OxG0dd, Status 0x0, Length 0x4)
Noises 0x0 (DID 0x?044, Status 0x0, Length 0x4)
Rate: Ox4 (DID Ox8044, Status 0x0, Length 0x4)
IsTXz 0x0 (DID 0x9044, Status 0x0, Length 0x4)
Frame Length: 0x40 (DID 0xa044, Status 0x0, Length 0x4)

TEEE 802.11 Header

DSAP; SNAP (Oxaa}
IG Bit; Individual
SSAP; SNAP (Oxaa}
CR Bits Command

Control field: U, func = UI (0x03)
000, 00,. = Unnumbered Information
eoes oelt = Unnumbered frame

Organization Code: Encapsulated Ethernet (0x000000}
Typer ARP (0x0806)

Address Resolution Protocol (request)

mad FF FP FP PP PP OFF 2c 200 TEIDMCC Ca
(oe eA dF of 00 Oo Of Oo Oo ef aR PRO FF FP FE FE

{| /} Reset FoaeareLink ©Controt (ie)  
 
  

Figure 16-8. LLC SNAP header

An organizationally unique identifier (OUD)
This is used to determine how to interpret the following bytes. IP is encapsu-
lated in LLC using the standard in RFC 1042, which specifies the use of the OUI
0x00-00-00. (Some vendors may use an assigned OUIfor proprietary communi-
cations.)

Protocol Type
This is copied from the corresponding Ethernet frame. The Type field matches
the Ethernet type codes. On IP networks, it will be either 0x0800 for IP or
0x0806 for ARP.

LLC encapsulation is required by the 802.11 specification because it saves the 802.11
frame from having to carry protocol information directly.

802.11 Network Analysis Examples
To illustrate how a network analyzer can aid network engineers in looking at wire-
less LANtraffic, this section presents three detailed examples network analyzers to
answer questions about a wireless LAN. The examples are contrived, but nonethe-
less show the types of operations that are common with network analyzers. The
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examples are describedspecifically for Ethereal but can be carried out with anyof the
commercial alternatives described earlier.

Case Study 1: Access Point Name and Workload Information
As an example of how to use Ethereal, consider the typical driver display on Win-
dows. Usually, there is a function within the driver that allows a card to display the
name of an access point supplied by the same vendor. As an example, consider the
transmission of access point name and workload information by the Nokia AQ32.
The trace in Figure 16-9 was taken in the vicinity of a Nokia A032 with nostations
associated with it. Naturally, there are many Beacon frames announcing the A032’s
existence.
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Figure 16-9. Trace of idle 802.11 network
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Atthis point, it is best to get rid of the Beacon frames becausethey are getting in the
way of what we actually want to see. The easiest way to dothis is to use the filter
expression that excludes Beacon frames: ! (wlan. fc.type== and wlan. fc.
subtype==8). After adding thefilter, a few stray Data frames areleft; Figure 16-10
shows the remaining Data framesin couplets approximately every three seconds.
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Figure 16-10. Theleftover. Data frames

Withafilter active, the 802.11 Data frames are fully decoded, and the Protocolfield
is given the value of the protocoldissector for the highest possible layer. In this case,
the Protocolfield in Etherealis set to LLC because the data is contained as raw data
within an LLC header.After selecting one of the Data frames for further analysis, the
tree view displays Figure 16-11.

The data is encapsulated in a raw LLC frame using the Unnumbered Information
header. The OUIusedis assigned to Nokia Wireless Business Communications, the
wireless LAN product unit of Nokia. (Thelisting of assigned OUIs can be found at
http://standards.ieee.org/regauth/oui/oui.txt.) In the LLC data, the nameof the access
point, Outside, is plainly clear.

Theother Data frame, shownin Figure 16-12, also encapsulates a blob of data. I can
only assume that this Data frame encapsulates workload information, though the
data doesn’t make obvious which protocolis in use.

Case Study2: Joining a Network
Joining a network is a more complicated affair than many people ever need to think
about. Stations wishing to access network services mustlocate a desirable network,
prove their identity, and connectto the networkto start using its services. On a wired
network, the joining process seems simple because the location and identification
steps are performed by the network administrators. The network has been built out
to networkjacks throughoutthe building, so locating a network consists of looking
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Figure 16-11. One of the random 802.11 Data frames and its LLC data

around for a jack. Proving identity is based on physical access control and personal
interaction. Connecting to the network consists of plugging in the cable. Joining an
802.11 network consists of the samesteps, but the elimination of the cable means the
steps take a different form. To find the network, you mustactively scan for other sta-
tions to link up with. Authentication cannot be based on physical access control but
on cryptographic authentication. Finally, the connection to the network is not based
on establishing a physical connection but on the logical connection of an associa-
tion. The second case study examinesthetrace of a station joining a networkafterfil-
tering out extraneousframesto presenta clear picture of the exchange.

Scanning

Scanning maybe active or passive. Passive scansare carried out bylistening to Bea-
con framesin the area and are not be displayed on a network analyzer because the
analyzer cannottell whether a given Beacon was heard by a wireless station. Active
scans rely on Probe Request and Probe Response frames, which are recorded by an
analyzer.
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Figure 16-12. The second random 802.11 Data frame and its LLC data

Figure 16-13 shows a Probe Request frame sentby a station seeking accessto a net-
work. Probe Request frames carry only two variable information elements in the
frame body: the desired SSID and the supported data rates. Probe Requests are
broadcast in two senses. First, they are sentto the all-1s destination address ff: ff:
£6:£6:44:4, However, the framefiltering rules in 802.11 would prevent such a
frame from being passed to higherprotocollayers if the BSSID did not match. There-
fore, the frameis also a broadcastin the sense thatit is sent to BSSID ff: ff: ff: FF:
4:4. Ethereal has also decoded the information elements to determine that the
SSID parameterwasset to Luminiferous Ether. Probe Requests frequently use a zero-
length SSID to indicate that they are willing to join anyavailable network, and any
receiving networkis responsible for sending a Probe Response. However, this Probe
Request is sent specifically to one network. Finally, the Probe Request indicates that
the station supports 1-Mbps, 2-Mbps, 5.5-Mbps, and 11-Mbpsoperation, whichis
whatis expected from an 802.11b card.

In responseto the probe request, access points in the SSID namedLuminiferous Ether
should respond with a Probe Response. Indeed, that is the next framein the trace.
Figure 16-14 showsthe expanded view of the Probe Response framein Ethereal’s tree
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Figure 16-13. Probe Requestframe

view pane. Probe Response frames contain three fixed fields. Timestamps are
included so that the probing station can synchronize its timer to the access point
timer. The Beacon interval is included because it is a basic unit of time for many

power-saving operations.It is expressed in timeunits, thoughlater versions of Ethe-
real convert it to seconds. Thethird fixed field is capability information. The access
point transmitting the frame does not implement WEPandis not an 802.11b access
point, so mostof the Capability field flags are set to 0. The CFP capabilities are set to
0 becausethis access point,like all access points I am aware of, does not implement

the variable-length fields
describe the network. Parameters are the same as in the Probe Request frame, with
contention-free service. After the fixed-length fields,

the addition of the DS ParameterSetto identify the current operating channel.

Probe Responses are unicast frames and must be acknowledgedby the receiver. Fol-
lowing the Probe Response, the receiver sends an acknowledgmentto the access
point. No source address is listed because the only address included in an 802.11
acknowledgmentframeis the receiver address.
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1 0.000000 00360303704:1824¢  

  

 
 

   

 
  
 
 
 
 
 

 
2 0,011811 00320303304 sdazFb PPLE SPR SEE EEEF TEEE 902,11 Probe Request.
Et)estee Ly H LOU SAU eeke) (She atcom eee
4 0.014079 007e0203:04:18:16 (RA IEEE 802,11 Acknowledgement
5 19,667468 00:60703:0dsdazfS 00320303304218s4¢ IEEE 902,11 Authentication
§ 19.667704 003e0203204:darfS (RA IEEE 802,11 Acknowledgement
7 19,671698 001e0303204718710 00320303304 ¢dasf IEEE 802,11 Authentication
8 19,671938 003e030320d31831c (RA IEEE 902,11 Acknowledgement
9 19,672758 00220:03:04 sdasf5 00320703 5043183 1c IEEE 802,11 Association Request

10 19,.672994 O0se0303:04:dazFS (RA IEEE 892,11 Acknowledgement
14 19,678760 00;e0303304718s31c¢ 00360703304 3dasf5 IEEE 802,11 Association Response
12 19,878998 O0se0203204:18¢10 (RA IEEE 802,11 Acknowledgement

 
 
 
 

 
 
 

 

 
 
 
 
 

 
 

 

Sequence number: 2958
EI IEEE 602,11 wireless LAN management frame

1] Fixed parameters (12 bytes)
Timestamp; 0x000000913A794F5C

 ties: Transmitter is an AP
0, = IBSS status: Transmitter belongs to a BSS
 

+440 ssee = Privacy? AP/STA cannot support WEP
O, .4.. = Short Preamble: Short preamble not allowed

vee = PBCC: PBCC modulation not allowed
O,se sees = Channel Agility: Channel agility not in use
CFP participation capabilities: Mo point coordinator at AP (0x0000)

Ei Tagged parameters (27 bytes)
Tag Numbers 0 (SSID parameter set)
Tag length: 19
Tag interpretation: Luminiferous Ether
Tag Number: 1 (Supported Rates)
Tag length; 2
Tag interpretation: Supported rates; 1.0(B} 2.0(B} [Nbit/sec]
Tag Numbert 3 (DS Parameter set)
Tag length: 1
Tag interpretation: Current Channel: 1

  

 
 

  
 
 

 
 

Figure 16-14. Expanded view of Probe Response frame

Authentication

After finding a network, the next step is to authenticate to it. The network in this
example is using simple open-system authentication. This greatly simplifies inter-
preting the trace because open-system authentication requires exchanging only two
authentication frames.

First, the station requests authentication with thefirst frame in the authentication
sequence, shown in Figure 16-15. Authentication requests occur only after the sta-
tion has matched parameters with the network; note that the BSSID now matches
the source on the Beaconframes. Thefirst frame specifies authentication algorithm 0
for open system. (Ethereal decodes thefield improperly; when highlighted,the data
pane clearly shows that the algorithm numberis set to 0.) Finally, the status code
indicates success becauseit is too early in the sequencetofail. Thereis a big time gap
between the fourth and fifth frames in the sequence because the driver on theclient
station was configured to promptthe user to determine which ESS shouldbejoined.

Authentication requests are unicast Managementframes and must be acknowledged
under the rules of the DCF. The access point sends an acknowledgment immediately
after receiving the first Authentication frame. The access point may then choose to
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Destination | Protocol   

 
    

 
 

   

1 0,090000 00380303:0431821¢ FPLPP SER LPR PE SPE IEEE 802,11 Beacon frame
2 0.011811 00te0203204tdasf5 FRSER SEP SFE SFP SFE IEEE 802,41 Probe Request
3 0,013807 003e0303704;1871c 00160203204 ¢daifS IEEE 602,11 Probe Response
4 0.014079 00300203:04:18:1¢ (RA IEEE 902.41 Acknowledgement
B19 667465 Obse0s 03 04sdisks DRcerirebeep te Sseee Oe Tatebe
6 19.667704 002e0203:04sdasF5 (RA IEEE 802,41 Acknowledgement
7 19, 671698 007e0303:04:1831c¢ 003002033 04sdarf5S IEEE 802,11 Authentication
8 19,671938 0036030370431821e (RA IEEE 802,11 Acknowledgement
9 19,672758 00re0703304sdazf5 003e0:03204 118r1c IEEE 902,11 Association Request

10 19,672984 003e0203:043datf5 (RA IEEE 802.11 Acknowledgement
141 19,679760 003e0703704;1834c 00260203204 dasF5S IEEE 802,11 Association Response
12 19,678998 003e0303304;1B:1c (RA IEEE 802.41 Acknowledgement
 

El Frame Control: 0x0080
Versiont 0
Type: Management. Frame (0)
Subtype: 11

EI Flags: 0x0
DS status? Not leaving DS or network is operating in AD-HOC mode (To DS: 0 From DS: 0) (0x00)
seer 0044 = Fragments: No fragments
aeee O44. = Retryt Frame is not being retransmitted
oo00 seee = PUR MGTs STA will stay up
«+0. sacs = More Datas No data buffered
Dae soos = WEP flagt WEP is disabled
Ores sone = Order flag: Not strictly ordered

Duration: 258
Destination address 003e0203204118s10 (002e020320471831¢)
Source address: OO0te0;03:0dsdazF5 (007e0203:04tdasF5)
BSS Idt O0se0303204s18s4c (0022e020330421B21¢)
Fragment number; 0
Sequence number: 77

EV IEEE 802,41 wireless LAN management frame
El Fixed paraneters (6 bytes)

  
  

Figure 16-15. First authentication frame

allow or deny the request. Open systems are supposed to accept any authentication
request, as this one does (Figure 16-16). The second frame concludes the open-sys-
tem authentication exchange, and, as expected,the result is successful. Once again,
the sequence numberis highlighted in the data view pane. Like the previous Manage-
ment frame, the second Authentication frame is a unicast management frame and
must be acknowledged.

Association

After authentication is complete, the station is free to attempt association with the
access point. Figure 16-17 shows the frame expandedin the tree view. Most of the
parameters in the association request are familiar by this point. Capability informa-
tion is present, along with the SSID and supportedrates of the station.

Association Request frames must be acknowledged. Following the 802.11 acknowl-
edgment, the access point decides whetherto allow the association. The main rea-
son for rejecting an association is that a busy access point may not havesufficient
resources to support an additional node. In this case, the association was successful.
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EI IEEE 902,41 wireless LAN management frame 

 

  
 

Destination

0.000000 00%e0303704310s1c FRSER SPP SPP SER SFP IEEE 902,11 Beacon frame
0,011811 007e0203104:darf5 FPSPPSPR SPP S ERS PP TEEE 902,11 Probe Request.
0,013807 00:60303304:1831¢ OOre0203 1043 dazfs IEEE 902.11 Probe Response
0,014079 00700203204:19s1ce (RA IEEE 902,11 Acknowledgement
19,667468 002e0203:0dsdasF5 002e0303204 21831 IEEE 802,11 Authentication
19.667704 OOse0103t04sdar fo (RA TEEE 902.11 Acknowledgement
Pereeases CPLeeeed TEEE= 802,11) futhenitication

 
 

   

 
 

   
 

   
 

a
2
3
4
5
6
ts  

 8 19,671938 O0re0103304218s1c (RA IEEE 802.11 Acknowledgensnt
9 19,672756 00:20:03204sdarf5 00320103104318s1¢0 TEEE 902,11 Association Request

10 19,672984 OOre0203:0dtdasfS (RA IEEE 902.11 Acknowledgement  
 11 19,678760 002e0203704:18216 00720203 :0dedas FS IEEE 802,11 Association Response

19,678998 O02e0303304218sic (RA IEEE 802,11 Acknowledgement  

 
  

 

 
 
 

 
 
 
 
 
 
 

  
 
  
 

Lerman
El Frame Contralt 0x00B0

Version: 0
Type? Management frame (0)
Subtype? 11

El Flags: 0x0
DS status: Not leaving DS or network is operating in AD-HOC mode (To DS: O From DS: 0) (0x00)
sees 20a, = Fragments: No Fragments

Retryt Frame is not being retransmitted
PUR MGT: STA will stay up
Hore Datat No data buffered

Ose sees=WEP Flag: WEP is disabled
O,.5 sees=Order flags Not strictly ordered

Durations 10853
Destination address: 00te0203:0dsdasfS (002e0203204;da3F5)
Source address 00+e0:03:04218t1c (007e0203:04:1821¢)
BSS Id: O07e040320ds18s1c (00ze020310421021c)
Fragment number; 0
Sequence number: 3174

 
   

sone Dean
1400 sees
10, sees

El Fixed parameters (6 bytes)
fluthentication Algoritha: Shared key (1)
(sree crs) erie!Lie
Status code: Successful (0x0000}
 

  

 
 

Figure 16-16. Second authentication frame

As part of the response, which is shown decodedin Figure 16-18, the access point
assigns an Association ID.

Case Study 3: A Simple Web Transaction
Now we'll look at a higher-level operation: a trace of a machine browsing the Web.If
you ask most network engineers how a connection to a web server works, the reply
would go somethinglike this:

1. Before it can make an HTTP request, a host must locate the HTTP server by
making a DNS request. Because the DNSserver is probably not attached to the
same IP subnet as the host, the host issues an ARP request to find its default
gateway...

 

2. Once it receivesthe-ARP reply, the host sends a DNS query to resolve the name
of the web server (www.oreilly.com). It receives a reply with the IP addressof the
web server (209.204.146.22).

3. The client opens a standard TCP connection to port 80 on the web server and
sends an HTTPrequest for the specified page.
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Destination  

 

   

 

 

4 0,000000 002e0303204s18%4c FP SPP SEE PPT PPS EE IEEE 902,11 Beacon frame
2 0.011811 00re0203:204:da: fb FESPR IPE SER SER FF IEEE 802,41 Probe Request
3 0,013807 002e0303204218310 0030203 :0dt daz f5 IEEE 602,11 Probe Response
4 0.014079 O02e0203204¢18s4c (RA IEEE 802,11 Acknowledgement
5 19,667469 O0te0203304sdas FS 003603032044183 1c IEEE 902,14 Authentication
6 19.667704 OdedtO3104sdarfd (RA IEEE 802,41 Acknowledgement
7 19,671698 00se070370431821c 003e03034042daz FS TEEE 802,11 Authentication
8 ‘OOse0s Acknouledgenent.
   10 19,672984 00720203204:darfo (RA IEEE 802,11 fic not

41 19,678760 00720:03730471821¢ 001e03032043darF IEEE 902,11 Association Response
12 19,678998 OGre0103304218s40 (RA IEEE 802,11 Acknowledgement
 

Destination addresst 003e030330431831¢ (0010203304218340)
Source address? O0se0:0320dsdasf'S (002e0203:04zdazf5)
BSS Id: O0te0203;04248s410 (00;e0:0330d218s10)
Fragment number; 0
Sequence number: 78

© TEEE 802.11 wireless LAN management frame
El Fixed parameters (4 bytes)

ElCapability Information: Oxd00L
. seat = ESS capabilities: Transmitter is an AP

Fee.0, = TESS gtatust Transmitter belongs to 4 BSS
0 .,.. = Privecus AP/STA cannot suppart WEP

= Short Presnble: Short preamble not allowed
= PROC: PRCC modulation not allowed

O.ee sees = Channel Agility: Channel agility not in use
CFP participation capabilities No point coordinator at AP (0x0000)Listen Interval? 0x000a

El Tagged paraneaters (24 bytes)
Tag Number: 0 (SSID parameter set)
Tag length: 18
Tag interpretation: Luminiferous Ether
Tag Number: 1 (Supported Rates)
Tag length: 2
Tag interpretation: Supported rates: 1,0€B) 2,0(B) [Mbit/sec]
ooo =

 
     
 

Figure 16-17. Association request

On an 802.11 network, this simple, well-understood process requires 24 frames.
Figure 16-19 shows these frames in the packet summary pane. A display filter has
beenapplied to remove SSH traffic that was in the airat the same time, as well as the
vendor-specific access point name advertisements using the raw LLCencapsulation.
References to frame numbers throughoutthis section use the frame numbers from
Figure 16-19.

The ARP request

Thefirst step in the process is an ARP request to get the MAC address of the default
router, 192.168.200.1. ARP requests are normally broadcast to the local network,
On a wireless network, though, different procedures apply. Tostart with, the ARP
request takes more than one frame on the wireless network. Thefirst frame, shown
in Figure 16-20, kicks off the exchange. The 802.11 header has several expected
fields. The frame is a Data frame because it is carrying a higher-layer packet. It is
boundforthe distribution system in the AP, so the ToDSbit is set, and the FromDS
bitis clear. Like all ARP requests, it is sent to the broadcast address. However, the
BSSID keeps the broadcast from being replicated to wireless stations attached to
other BSSsin the area.
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[No..[Time—_|Destination Ti] Protocol1 0,000000 003e0103204 418716 FRPP SPR SPR PE SFE IEEE 802,11

 
 

    

 
 

Beacon Frame

 
 

 
 
 

  

 
 
    

 
 
 

 

2 9.011811 00:20203:04 gas f5 FPIFP LEE PRS PP SEF IEEE 602,11 Probe Request
3 0,013807 003e0103704218s1c 00320303 :04:darfo IEEE 802,11 Probe Response
4 0.014079 003e0:03:04d:18:4c (RA IEEE 802,11 Acknowledgement
5 19,667468 00320203 :0dtdazF5 0032030310471821¢ IEEE 802,11 Authentication
6 19,667704 O0se0203:04edazF5 (RA IEEE 902,11 Acknowledgement
7 19,671698 00320203;0ds1831c 00t60205204tdazF5 IEEE 902,11 Authentication
8 19,671938 O0re070320431824c (RA TEEE 802,11 Acknowledgement.
9 19,672756 00re0:0330dsdarf5 00¢e0103104718714c IEEE 802,11 Association Request

10 19.Sra OOre0: 032 Odrdatf5 (RA TEEE 802.11 Acknowledgement 3 {Asta=ee E d
00;20083 O4318t4c (RA IEEE 802,11 Acknowledgement.  
 

   EI Flags: 0x0
DS status: Not leaving DS or network is operating in AD-HOC mode (To DS¢ 6 From DS: 0) (0x00)
eae 004s = Fragments: No Fragments

Retry: Frame is not being retransmitted
PUR MGT: STA will stay up

2+0. so4.=More Datat No data buffered
+Oae sere=MEP Flags WEP is disabled
O... eee. = Order Flag: Not strictly ordered

Duration; 10853
Destination address: 002e0203:04tdagf5 (00te0203204:dazf5)
Source address; 003e030330d316z1c (O00se0303104:19s1c)
BSS Ids OOred:0320d718s1c0 (002601032042 1834c)
Fragment number; 9
Sequence number: 3173

El IEEE 602,11 wireless LAN management frame
El Fixed parameters (6 bytes}

Capability Information: 0x0001
Status coda: Successful (0x0000)
(retesrtittc til fips

© Tagged parameters (4 bytes)
Tag Number: 1 (Supported Rates)
Tag length: 2
Tag interpretation: Supported rates: 1,0(B) 2.0(B) [Nbit/sec]

 

  sree Over

  040 seen

  
  
  
  
  
  
  

  
  
  
   
  
  
  
 

 
 
 

 

 

, 0.000208 255 (RA) IEEE 802,11 SCOT SaeeTE Se - |ho has 192,168,201? Tell 192,168,200,223 |
192,168,200.1 is at 00:00:c0zaf:87te70,007147 00:00; f0364;06:55 rrfFrererLFFE ff ARP0,00BBE2 00;00:c0saF $87 267 00200; F0:64306:55 ARP

8.497528 192.166.200.223 207 ,155,183,72 DNS Standard query A www.oreilly,com
8, 497757 007002F0264:06:55 (RA) IEEE 802.11 Acknowledgement

HT 9,276258 207,155,183, 72 192, 168,200,223 INS Standard query response A 209,204,146,22
9278403 003€0:03304;1831ce (RA) IEEE 602.11 Acknowledgement.

 
3.287065 192,168,200,223 uy, oreilly.com TCP
9,287292
9,315902 waw,oreilly,com
9316129
9.318618 192.168.200.223
9,318850
3,321321 192,168,200,223
9,321338
9,359316 www .oreilly,com
9.359542
9, 397572 wuu,oreilly,com
9,397634
9.416089 wy .oreilly.com
3.416106

23 9,420023 192,168,200,223
24 9,420249

00;003F0364;06:55 (RA) IEEE 802,11
192,168 200,223 TCP
00:2020320421821c (RA) IEEE 902.11
uww,oreilly,com TcP
00300:f0364;06:55 (RA} IEEE 802,14
www,oreilly.com HTTP
003002 0:64206355 (RA) IEEE 902,11
192,168,200 ,223 TcP
00:e020320431821c¢ (RA) IEEE 802.11
192,168,200,223 HTTP
00re020320421821c (RA) IEEE 902,11
192.168 200,223 HTTP
003e0;03204:1821¢ (RA) IEEE 902,11
uuu,oreilly,com TCP
00300:70764:06255 (RA) IEEE 902,11

1084 > wow [SYN] Seq=1110170 Ack=0 Win=8192 Len=0
Acknowledgement
wuy > 1084 (SYN, ACK] Seq=4292623461 Ack=1110171 Win=31740 Len=0
Acknow] edgement
1084 > wwu [ACK] Seq=1110171 Ack=4292823462 tin=8280 Len=0
Acknow] edgement
GET ¢ HTTP/1.0
Acknowledgement
uw > 1084 [ACK] Seq=4292823462 Ack=1110434 Win=31740 Len=0
Acknowledgement.
HTTP/4,1 200 OK
Acknowledgement.Continuation
Acknowledgement
1084 > wow [ACK] Seq=i110434 Ack=4292826222 Win=8280 Len=0
Acknowledgement

  
 

Figure 16-19. Full website trace

Although the frame is destined for a broadcast address, the wireless LAN station has |
no way of sending a broadcast directly onto the wired network. The access point
converts the frame into a broadcast on the wired network. Like any packet on the
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a2 0.000228
3 0,007447 00300: F0364:05¢55 ARP bho has 192,168,200.1? Tell 192,168.200,223
4 0.008682 00:00:c0saf 38? se7 ARP 192,16B,200,4 is at 00:00:cOtaF:97:e7
i 

Fl Prism Monitoring Header
GI IEEE 602,11

Type/Subtype: Data (32)Frame Control: 0x0108
Version? 0
Typet Data Frame (2)
Subtypet 0

El Flagst 0x1
DS statust Frame is entering DS (To DS; 1 From DS: 0) (0x01)

1 .0., = Fragments: No fragments
as = Retryt Frame is not being retransmittedPUR MGT: STA will stay up

Hore Data; No data buffered
WEP Flags WEP is disabled
Order flag: Not strictly ordered

 Ores aes
Durations 513
BSS Id: 00320103204:18340 (00120203:04;18s1c)
Source address: 00:00:f0:64:06:55 (00200:F0;64106;55)
Destination address: fPsffsfrsfesersfe (PRIPPSFRLFRS PFS FF)
Fragment number; 12
Sequence number; 3586

 Logical-Link Contro)PESe tsmanarond Mktee,
Hardware typet Ethernet (0x0001)
Protocol typet IP (0x0B00)
Hardware size; 6
Protocol sizet 4
Opcade: request (0x0001)Sender harduare address: 00:00;f0:64:06:59
Sender protoco) address; 192,168,200,223
Target hardware address: 00100;00;00;00;00

! Target protocol address: 192,168,200,1

Figure 16-20. Initial ARP request

 

   
  

  
wired network, the access point checks to see whether the broadcast mustberelayed
to the wireless network. Frame 3 is the ARP requestafter it is processed by the access
point. Note that the FromDSbit is set to indicate that the frame originated on the
distribution system.In this case, the frame originated on the wired network(the dis-
tribution system medium).

The ARPreply

Once the frame reaches the wired network,the default router can reply. The ARP
reply of Frame 4 is shown in Figure 16-21. The Reply frame originates from the
wired network, so the FromDSbit is set. The frame retains its source address from
the wired network.

The DNS request

The DNS request of Frame 5 is shown in Figure 16-22.It is sent using the same
BSSID used throughout this example, with a source address of the wireless LANsta-
tion and a destination of the default router. The frame originates on the wireless net-
work and must be bridged to the wired side, so the ToDSbitis set. Ethereal’s tree
view shows summary decodeson the source and destination IP addresses and UDP
ports. Finally, the DNS decodeis called, which shows the request for the address of
www.oreilly.com.
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 1 0,000000 Obr00: 70264206259
2 0,000228
3 0.007147

ARP Who has 192,168.200.17 Tell 192,169,200,223
55 (RA IEEE 802,11 Acknowledgement.

ARP Uho has 192,168,200,   

 
 
 
  
 
  
 
  

 
 
  
  
 
 
 
 
 
 

 
   
 

   

Hifrane 4 (226 on wire, 226 captured)
Prism Honitoring Header ‘, EVIEEE 602,11 rType/Subtype: Data (32)El Frame Controls 0x0208

Versiont 0
Type: Data Frame (2)
Subtype: 0

Flags; 0x2
DS status: Frame is exiting DS (To DS: 0 From DS: 4) (x02)
ene 0. te: No fragnents-ang js rat balng retransmitted 
 

 
 

= WEP Flag: KEP is disabled
= Order Flag? Not strictly ordered

uration: 25898

it Bentination address; 00:00:f0+64:06;55 (00:00:f0:64308:55), BSS Td: Ofteds03;04:18sic (00320203%04218:1c)
Source address: 00:00:00zaF:87te7 (00200zc0:af 387%e7)Fragment number; &
Sequence numbers 3083

Logical-Link Control
ElAddress Resolution Protocol (reply)

Hardware typet Ethernet. (0x000L)
, Protocol type: IP (0x0800)Harduare size? 6

Protocol size: 4
Opcade: reply (0x0002)
Sender hardware address; 00:00¢c0z af 187 3e7
Sender protocol address: 192,168,200,
Target harduare addresst 00200:f0364:06:55

  
 

 
 

Figure 16-21. ARP reply

Frame 6 is an 802.11 acknowledgmentof the DNS request. It is a Control frame of
type Acknowledgment. Acknowledgmentframes are extraordinarily simple, contain-
ing only theaddressof the sender of the previousframe.It is shown in Figure 16-23.

| The DNSreply
i The DNS system queried in the previous step responds with Frame 7, which is
A shown in Figure 16-24. The frame comes from the distribution system, so theFromDSbitis set. The source MAC address of the frame is the default router andis

transmitted using the BSSID of the network. Like all unicast Data frames, the DNS
reply must be acknowledged by the 802.11 MAC layer. Frame 8 is the required
acknowledgment.

The TCP three-way handshake
The TCP three-way handshake is shown in the packet view pane in Figure 16-25.
Note that each TCP segmentinvolved is embedded in a unicast 802.11 data and
must be acknowledged, so the exchange requiressix frames.
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No] Time Source

EVIEEE 802,11

Version; 0

Subtype: 0
EFlags: Oxt

sees Dee
seen Qeee
000 seas
+006 see
+0,
Qeae sees

 

 MetTt al aie
6 8,497757 002003 f0384;06:55 (RA IEEE 802,11 Acknowledgement
7 9,278258 207,155,183,72 192,168,200,223 DNS Standard query response A 209,204,146,22
8 9,278403 001e0203:04318¢10 (RA IEEE 802,11 Acknowledgement i

Type/Subtype: Data (32)
E) Frame Control: 0x0108

Type: Data frame (2)

DS status? Frame is entering DS (To DS: 1 From DS: 0) (0x01)

  
 

Destination Protocol Info  

 

 

  
  
  
  
  
  
  

  
  
  
 

= Fragments: No Fragments
= Retry: Frame is not being retransmitted
= PUR HGTs STA will stay up
= More Data; No data buffered
= WEP Flag: WEP is disabled
= Order flag; Not strictly ordered 

is

he

is

NS

ed

id

 

  
  
  
  
  
  
  
  
    
    
  
    
  

 
 
 
 
  
  
 
  
 
 

 
 
 

 

 

Durations 513
BSS Idz 00400203:04218:4c (003e0103204:1824c)
Source address: 00:00:f0364:06:55 (00:00: f0264306;55)
Testination address: 00300scOtaF:87te7 (00;00:cOs af:87t67)
Fragment number: 13
Sequence number; 1282

Logical-Link Control]
Internet Protocol, Src Addr; 192,168,200,223 (192.168,200,223). Dst Addr: 207,155,183, 72 (207,155,183, 72)

Bi User Datagram Protocol, Src Port: 1083 (1083), Dst Port; domain (53)
El Domain Name System (query)

Transaction 1D: 0x000a
Flags: 0x0100 (Standard query)
Questions: 1
Answer RRs? 0
Authority RRs3 0
Additional RRs: 0

El Queries
 wwu.oreilly,com: type A, class inet

   
 

Figure 16-22. DNS request 
  

 Toa Tee - ns 3

| No.| Time [Source [Dasination| Protocol—|inte —s ahs |5 9.497528 192,168,200,223 207..155,193.72 INS Standard query A uww, oreilly.com

 
7 9,278258 207,195,183, 72 192,168, 200,223 INS Standard query response A 209,204,146,22
6 9.278403 002e0303:04:18s1¢ (RA JEEE 802,411 Acknowledgement

Frame 6 (158 on wire, 158 captured)
Prism Monitoring Header
EV IEEE 802.11

Type/Subtype: Acknowledgement. (29)E} Frame Control: 0x00D4
Version: 0
Typet Control Frame (1)
Subtype: 13

BFlagsz 0x0
DS status: Not leaving DS or network is operating in AD-HOC mode (To DS; 0 From DS: 0) (0x00)
sees Oe = Fragments; No Fragments
soee Gene = Retryt Frame is not being retransmitted
soaO seve=PUR NGT: STA will stay up
200eee = More Data; No data buffered
19, sese = WEP flag? WEP is disabled
Ores sees=Order Flagt Not strictly ordered

uration: 54944
Receiver address? 00300:F0;64:06355 (00:00: F0:64:06255)

 
 

Figure 16-23. ACK of DNS request
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Destination
   Ro] Time [source

 
5 8.497528 192,168,200,223 207 155,183.72 INS Standard query A wwu,oreilly.com
6 8.497757 00200: OG:

ae abr4ui é
6 9.276403 004203033

Type/Subtype: Data (32)
Frame Control: 0x0208

Version: 0
Typet Data Frame (2)
Subtypes 0

EB Flags: 0x2
DS status: Frame is exiting DS (To DS: 0 From DS: 1) (0x02)
eves 00,. = Fragments: No Fragments
asse O.e, = Retryt Frame is not being retransmitted
eee sees = PUR MGT STA will stay up
+10. vee = More Datas No data buFfered
20.. eee = WEP Flag: WEP is disabled
Ov: eres = Order Flag: Nat strictly ordered

Durations 25898
Destination address? 00300:F0:64206;55 (00:00:f0284:06:55)
BSS Ids O0ze0203+04s182tc (001602032042198;1¢)
Source address: 00:00:cOsaf 87167 (00z00:c03aF38727)
Fragment numbers 13
Sequence numbers 267

1) Logical-Link Control
Internet Protocol, Sre Addr; 207,155,103,72 (207,155,183.72). Ist Addr; 192,168.200,223 (192,168,200,223)

El User Datagram Protocol, Src Port: domain (53), Dst Port: 1083 (1093)
El Domain Name System (response)

Transaction IDs 0x000a
Flags: 0x6180 (Standard query response, No error)
Questions; 4
Answer RRst 1
Authority RRs: 3
Additional RRs? 3

2) Queries
© wuu.creilly.com: type A, class inet
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10 9.287292 00200: Fi Acknowledgement.
41 9,315902 www,oreilly.com 192,168, 200.223 TCP www > 1084 [SYN, ACK] Seq=4292623461 Ack=1110171 Win=31740 Len=0

 
  
  
  

412 9,3416129 00260303204:18:1c (RA) IEEE 802,11 Acknowledgement
13 9,318618 192,168,206,223 uuy oreilly.com TCP 1064 > www [ACK] Seq=1110171 Ack=4292823462 Win=B280 Len=0
14 9,318850 00300:f0364:06:55 (RA) TEEE 802,11 Acknowledgement
15 9.320321 197,168. 200,223 wv oret lly, com HTTP GET / MTIP/L.O 

Figure 16-25. TCP three-way handshake

 

The TCP data transfer

The HTTPconnection itself lasts much longer than everything we’ve seenso far, but
everything past the three-way TCP handshakeis boring. Figure 16-26illustrates the
exchange, which consistsofa series of packets in the following pattern:

1. An 802.11 Data frame containing a maximum-sized TCP segment from the web
server, carrying data from TCP port 80 on the server to the random high-num-
bered port chosen bytheclient. The frame’s source addressis the default router,
butits transmitter addressis the access point.

2. An 802.11 acknowledgmentfrom theclient to the access point to acknowledge
receipt of the framein step 1.
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3, An 802.11 Data frame carrying a TCP acknowledgmentfrom theclient to the

server acknowledges the receipt of the data in the frame in step 1. However, the
acknowledgmentin this step is a TCP segment, which is higher-layer data to the
MAClayer. The source MAC addressof this frameis the client, and the destina-
tion MAC addressis the default router. However, the default router is on a wired

Ethernet, and an access point is required for bridging, so the receiver addressis
the MACaddressof the wireless interface in the access point.

4, The access point sends an 802.11 acknowledgmentfor the framein step 3 to the
client.
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Figure 16-26. Frames corresponding to the bulk transfer of an HTTP connection

AirSnort

Technically, AirSnort is not a network analysis tool. It is a tool that every wireless
network administrator should be familiar with, though, because it allows a mali-
cious attacker to retrieve the WEP keys from an active network simply by collecting
enoughtraffic. AirSnort was released with some fanfare in August 2001 asthefirst
public implementation of the Fluhrer/Mantin/Shamir attack against WEP.

Prerequisites
Before attempting to configure AirSnort, you needto have a configured kernel source
tree, a configured PCMCIAsourcetree, and a compiled linux-wlan-ng driver capable
of raw packet captures. If you have already built Ethereal for use with a PRISM-2
card,all the prerequisites should be met. Download and unpackthe code from http://
airsnort.sourceforge.net; the current version as this chapter was written was 0.0.9.
Unlike Adam Stubblefield’s attack, the code for AirSnort is publicly available under
the GPL.
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AirSnort can be used to recover either standard 40-bit keys or whatit refers to as
128-bit keys. However, as noted in Chapter5, the label of 128-bit WEPis a slight
misnomerbecauseit refers to the size of the RC4 key. After subtracting the 24-bit ini-
tialization vector, only 104bits are secret. To be accurate, then, AirSnort can be used
to recover 40-bit secret keys and 104-bit secret keys, which correspond to the two
most common WEP implementations currently on the market. Some vendors have
WEPimplementations that use longer keys; for example, Nokia uses 128secret bits
in addition to the 24-bit IV, and this vendor’s long key-length WEP cannot currently
be attacked with AirSnort. However, the longer key length doesn’t provide any real
protection against this attack.If the history of open source developmentis a guide,
future versions of AirSnortwill be able to attack longer keys.

Compiling
AirSnort is written in C++. Some Linux distributions do notinstall a C++ compiler
by default, so you mayneedto fetch the C++ compiler package before proceeding.
Simply run makein the top-level directory to build the package:

$ make
make -C src

make[1]: Entering directory ~ shome/gast/wlan/airsnort-0.0.9/src'
git -g -c -o capture.o capture.cc
gt+ -g -c -o PacketSource.o PacketSource.cc
g++ -o capture capture.o PacketSource.o -Incurses
grt -g -c -o crack.o crack.cc
g++ -g -c -o RC4.0 RC4.cc
ptt -g -C -O Crc-32.0 CYc-32.CC
g++ -o crack crack.o RC4.0 crc-32.0
git -g -C -O gencases.o gencases.cc
gt+ -o gencases gencases.o RC4.0 crc-32.0
gt+ -g -c -o decrypt.o decrypt.cc
gt+ -g -c -o utils.o utils.cc
g++ -o decrypt decrypt.o RC4.0 crc-32.0 utils.o
make[1]: Leaving directory * /nome/gast/wlan/airsnort-0.0.9/src'

Thefinal productof the compilation is two executablefiles:

capture
A program thatinterfaces with low-level device drivers to capture raw packets as
they comein. Thesole argument to captureis the filename used to store “inter-
esting” packets for later processing.

crack

A program that takes the interesting packets saved by capture and runs them
through the cryptographicattack.
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Running AirSnort
AirSnort depends on promiscuous capture, so start by using wlanctl-ng to enable
promiscuous modecapture on the channel you want to monitor:

# wlanctl-ng wlano Inxreq_wlansniff channel=5 enable=true
message=Inxreq_wlansniff

enable=true
channel=5
resultcode=success

Next, fire up AirSnort’s capture program. capture grabs all the incoming frames and
looks for frames with a weak initialization vector. Those framesare saved for further
analysis. capture takes one argument: the name of thefile for saving captured frames.
capture always appends datato the savedfile, so a file can collect the traces from sev-
eral sniffing sessions before attempting analysis. The —c option displays statistics on
the numberof packets captured, the number of encrypted packets analyzed, and the
number of weak IVs saved.It also displays the last IV received, which allows you to
check for vulnerability to the “IV increments from zero” design flaw identified by the
Berkeley team. capture won’t runif the driveris notin sniffing mode.

$ ./capture -c 40bits.1

AirSnort Capture v0.0.9
Copyright 2001, Jeremy Bruestle and Blake Hegerle

Total Packets: 70550

Encrypted Packets: 22931
Interesting Packets: 5
Last IV = 8f:1b:1e

To attemptkey recovery, run the crack program against the capture outputfile. crack
takes one argument, which is the nameof the capture file. There are two options.
The —b option controls the breadth of the analysis and ranges from 1 to 5. Wider
breadths take more CPU time but may beable to guess the key earlier. The second
option is the key length, specified as —1. crack can attempt to recover 40-bit keys and
128-bit keys (with 104 secretbits), whichare specified with -I 40 and —I 128, respec-
tively. Note that higher breadths can require vastly more CPU time at long key
lengths. As a practical matter, all breadthsare fine for 40-bit keys. For 128-bit keys, a
breadth of 2 requires about 30 secondsof run time, and a breadth of3 takes so long
to complete,it’s impractical.
When crack is unsuccessful,it simply prints the numberof samples received. Each IV
is associated with the key byte it is used to attack. crack categorizes the samples
against each key byte; the authors of AirSnort suggest that approximately 115 sam-
ples are needed for each key byte to mount a successful key recovery:

[gast@bloodhound airsnort-0.0.9]$ time ./crack -b 5 40bits.1
Reading packets
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 Performing crack, keySize=40 bit, breadth=5
Key Byte 0: 8 samples
Key Byte 1: 12 samples
Key Byte 2: 9 samples
Key Byte 3: 8 samples
Key Byte 4: 11 samples
Check samples: 10

FAILED! r=1

0.29user 0.14system 0:00.42elapsed 100%CPU (oavgtext+oavgdata Omaxresident)k
Oinputs+Ooutputs (152major+16minor)pagefaults Oswaps

When a crack runis successful, it prints the key at the end of the run. Some vendors
simply take an ASCII string and use the ASCII representation for the WEP key,so
crack prints both the hexadecimalandtextual representations of the key string:

[gast@bloodhound airsnort-0.0.9]$ time ./crack -b 5 40bits.1

Reading packets
Performing crack, keySize=40 bit, breadth=5
Key Byte 0: 143 samples
Key Byte 1: 149 samples
Key Byte 2: 132 samples
Key Byte 3: 127 samples
Key Byte 4: 128 samples
Check samples: 10

GOT KEY!

Hex = 9¢:3b:46:20:97

String = '.;F .'
0.00user 0.01system 0:00.01elapsed 624CPU (Oavgtext+Oavgdata Omaxresident)k
Oinputs+Ooutputs (153major+21minor)pagefaults Oswaps

(Although it is probably meaningless to do so,I have changed the key on my wire-
less LAN from 9c:3b:46:20:97.)

Key Recovery Time Estimates
There are two componentsto recovering a key. First, enough frames with weak IVs
must be gathered to mountanattack, whichI refer to as the gathering time. Second,
a successful attack must be run against the stored frames, which I refer to as the
analysis time.

In myexperience, the time required to gather enough data to mountthe attack domi-
nates the CPU timerequired to run the attack. With enough samples to successfully
attack, the analysis time is only a few seconds. The analysis time scales linearly, so
the protection afforded by longer keys is only a few seconds. By doubling the key
length, the CPU timerequired for the attack will double, but doubling a few seconds
is still only a few seconds.
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In myreal-world trials against my home network,only a few hoursof gathering time
were required, and longer keys did not dramatically increase the gathering time.
While longer keys require more weak IVs, more IVs are weak at longer key lengths.
WEPIVsare three bytes long andare often written in the byte-delimited, colon-sepa-
rated format commonly used for MAC addresses. Weak IVs have a middle byte that
is all 1s; that is, they can be written in the form B+3:FF:N, in which B and N may
take on different values. In the Fluhrer/Mantin/Shamir attack, N may be any value
from 0 to 255 andis not constrained. Each weak key helps recovera particular byte
in the secret portion of the key. B is the byte number, starting from 0, of the secret
portion ofthe key. Thus, a weak IV of the form 4:FF:N helps recover key byte 1. The
number of weak IVs is the product of the key length in bytes multiplied by 256;
Table 16-3 shows how thefraction of weak keys increases with key size. As the frac-
tion of weak keys increases, the requisite number of weak keys may be gathered
more quickly.

Table 16-3. Number of weak packets as a function of key length

Secret key length Values of B+3 in weak IV (B+3:FF:N) Number of weak IVs Fraction of IV space
40 bits 3<=B+13<8 1,280 0.008%

(0<=B<5)

104bits 3<=B8+3< 16 3,328 0.020%
(0<=B<13)

128bits 3<=B+3< 19 4,096 0.024%
(0<=B < 16)

Two opposing forces work onthe gathering time. Longer keys require more samples
of weak IVs but also expose more IVs as weak. In my experience, these two effects
offset for the mostpart, though longer keys may slightly increase the gathering time.
In theory, the two effects should offset each other. In fact, the number of weak IVs
that need to be collectedis directly proportional to the key size. In mytesting, about
100 weak IVs per key byte were necessary before the key recover could be success-
ful. The fraction of weak IVsis also a direct function of the key size in bytes, so there
is reason to believe that the gathering timeis independentofkeysize.
In my experimentalruns, | generated a 30%load onan1 1-Mbps 802.11b network.I
was always able to recover keys in eight hours, though I could occasionally recover
shorter keys in as few as five. Many production wireless LANs mayrunat higher
loads, which would certainly decrease the required gathering time.If the network
load was 60%, which would notbe outrageousfor an1 1-Mbpsshared medium, keys
could easily be recovered within a single working day. AirSnort conclusively demon-
strates that any information flowing overa wireless LAN andprotected with stan-
dard WEP should betreated as fully exposed.
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CHAPTER 17
802.11 Performance Tuning
 

Until now, wireless network administrators have probably received a bit of a free
ride. Wireless is new and cool, and people do not know what sort of service they
should expect. Users are happy that it worksatall, andit is both easy and correct to
tell them that they should not expect the same performance they would see on a
100BaseT Ethernet. Most wireless installations do not have large user communities
and therefore do not have dozens or hundredsofstations trying to associate with a
small number of access points. Furthermore, most wireless networks are logically
subordinate to existing wired networks. 802.11 was designed to complementexist-
ing LANs, not replace them. When the wired LANis the primary network, people
canstill get the job done without the wireless network, andit is seen aslesscritical.
Mostlikely, your biggest problems are positioning your access points so you have
coverage everywhere you wantit, installing drivers, and keeping your WEP keys up
to date.

However, networks have a way of growing, and users have a way of becoming more
demanding. Your network’s performance “out of the box” is probablyfairly poor,
even if no one but you notices. Changing the physical environment (by experiment-
ing with access point placement, external antennas, etc.) may alleviate some prob-
lems, but others may best be resolved by tuning administrative parameters. This
chapter discusses some of the administrative parameters that can tuned to improve
the behaviorof yourwireless network.

Tuning Radio Management
As with other types of wireless networks, the most precious resource on an 802.11
network is radio bandwidth. Radio spectrum is constrained by regulatory authority
and cannotbe easily enlarged. Several parameters allow you to optimize your net-
work’s use ofthe radio resource.
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BeaconInterval

Beaconframes serve several fundamental purposes in an infrastructure network. At
the most basic level, Beacon frames define the coverage area of a basic service set
(BSS). All communication in infrastructure networksis through an access point, even
sf the frame is sent between twostations in the same BSS. Access points are station-
ary, which meansthatthe distance a Beacon frame cantravel reliably won’t vary over
time.” Stations monitor Beacon frames to determine which Extended Service Sets
(ESSs) offer coverage at a their physical location and use the received signal strength
to monitor the signal quality.

Transmitting Beacon frames, however, eats up radio capacity. Decreasing the Bea-
con interval makes passive scanning morereliable and faster because Beacon frames
announce the network to the radio link more frequently. Smaller Beaconintervals
may also make mobility more effective by increasing the coverage information avail-
able to mobile nodes. Rapidly moving nodes benefit from more frequent Beacon
frames because they can update signal strength information more often.t Increasing
the Beaconinterval indirectly increases the power-saving capability of attached nodes
by altering thelisten interval and the DTIM interval, both of which are discussed in
the section “Tuning Power Management.” Increasing the Beacon interval may add an
sncremental amount of throughput by decreasing contention for the medium. Time
occupied by Beacon framesis time that can’t be used for transmitting data.

RTS Threshold

802.11 includes the RTS/CTS clearing procedure to help with large frames. Any
frame larger than the RTS threshold mustbe cleared for departure from the antenna
by transmission of an RTS and reception of a CTSfromthe target. RTS/CTSexists to
combat interference from so-called hidden nodes. The RTS/CTS exchange mini-
mizes interference from hidden nodes by informing all stations in the immediate area
that a frame exchange is about to take place. The standard specifies that the RTS
threshold should be set to 2,347 bytes. If network throughput is slow or there are
high numbersof frame retransmissions, enable RTS clearing by decreasing the RTS
threshold.

In Chapter3,I said that a hidden node was a node that wasn’t visible to all the sta-
tions on the network. Under what sorts of situations can you expect hidden nodes?
Just about any, really. In almost any network, there are bound to be places where
two nodes can reach the access point but not each other. Let’s consider the simplest

* Multipath interference may cause odd time-dependent interference patterns. A pa rticular spot may be within
rangeof an access point at one instant in ume and subject to multipath fading seconds later. However, such
a spot has marginal coverage and should not be considered a partof a basic service area.

+ 802.11 is not designed to support high-speed mobility, though. Cellular-based, wide-area technologies are
moreeffective.
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network imaginable: one access point in the middle ofa large field with nothing to
cause reflections or otherwise obstructthe signal. Take one mobile station, start at
the access point, and moveeast until the signal degrades so that communication is
just barely possible. Now take another station and move west. Both stations can
communicate with the access point, but they are invisible to each other.

The previous thought experiment should convince you that invisible nodesare a fact
oflife. I would expect invisible nodes to be commonin buildings with a great deal of
metal in the walls andfloors, lots of surfaces capable of reflecting radio waves, and
lots of noise sources. In general, the harsher the radio environment,the greater the
probability that a significant numberof nodes are invisible to each other. All environ-
ments have hidden nodes. The question is how many there are and how manycolli-
sions result. Hidden nodes are likely to be more of a problem on highly populated
networks, where more stations have the opportunity to transmit and cause unwanted
collisions, and on busy networks, where there are more network communications
that can beinterrupted by unintendedcollisions.

Fragmentation Threshold

MAC-layer fragmentation is controlled by the fragmentation threshold variable. Any
frames longer than the fragmentation threshold aresliced into smaller units for trans-
mission. The default fragmentation threshold is the smaller of 2,346 or the maxi-
mum MACframe length permitted by the physical layer. However, the RF-based
physical layers usually have a maximum MACframelength of 4,096 bytes, so this
parameter generally defaults to 2,346. The commonvalue immediately implies that
fragmentation and RTS/CTSclearingare often used in tandem.

In environments with severe interference, encouraging fragmentation by decreasing
this threshold may improvetheeffective throughput. Whensingle fragmentsarelost,
only the lost fragment must be retransmitted. By definition, the lost fragment is
shorter than the entire frame and thus takes a shorter amountof time to transmit.
Setting this threshold is a delicate balancingact.If it is decreased too much, theeffec-
tive throughputfalls because of the additional time required to acknowledge each
fragment. Likewise, setting this parameter too high may decreaseeffective through-
putbyallowing large frames to be corrupted, thus increasing the retransmission load
on the radio channel.

Retry Limits

Every station in a network hastworetry limits associated withit. A retry limit is the
numberoftimesa station will attemptto retransmit a frame before discardingit. The
long retry limit, which applies to frames longer than the RTSthreshold,is set to 4 by
default. A frame requiring RTS/CTSclearing is retransmitted four times beforeit is
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discarded and reported to higher-level protocols. The short retry limit, which applies
to frames shorter than the RTSthreshold,is set to 7 by default.

Decreasing the retry limit reduces the necessary buffer space on the local system.If
frames expire quicker, expired frames can be discarded, and the memory can be
reclaimed quicker. Increasingthe retry limits may decrease throughput dueto inter-
actions with higher-layer protocols. When TCP segmentsare lost, well-behaved TCP
implementations perform a slow start. Longerretry limits may increase the amount
oftimeit takes to declare a segmentlost.

Tuning Power Management
From the outset, 802.11 was designed for mobile devices. To be useful, though,
mobile devices cannot be constrained by a powercord, so they usually rely on an
internal battery. 802.11 includes a numberof parameters thatallow stations to save
power, though power saving is accomplished at the expense of the throughput or
latencyto the station.

Listen Interval

Whenstations associate with an access point, one of the parameters specitied is the
listen interval, which is the number of Beacon intervals between instances when the
station wakes up to received buffered traffic. Longer listen intervals enable a station
to power downthetransceiverfor long periods. Long power-downssave a great deal
of power and can dramatically extendbattery life. Each station may have its ownlis-
ten interval.

Lengtheningthelisten interval has two drawbacks. Access points must buffer frames
for sleeping stations, so a long listen interval may require more packet buffer space
on the access point. Large numbers ofclients with long listen intervals may over-
whelm the limited buffer space in access point hardware. Second,increasingthelis-
ten Interval delays frame delivery. If a station is sleeping when its access point
receives a frame, the frame mustbe buffered until the sleeping station is awake. After
poweringup, the station must receive a Beacon frame advertising the buffered frame
and send a PS-Poll to retrieve the frame. This buffering and retrieval process can
delay the time the frame spendsin transit. Whetherthis is acceptable depends on the
traffic requirements. For asynchronous communications such as email, lengthening
the listen Intervalisn’t likely to be a problem. But in other applications that require
synchronous, time-sensitive communications (such as securities market data feeds
today or an IP phone with an 802.11 interface in the future), a longer interval might
not be acceptable. Certain applications may also have trouble with the increased
latency. Database applications, in particular, are significantly affected by increased
latency. A task group is working on MAC enhancements to provide quality of ser-
vice for transmissions on 802.11 networks, but no standard has emergedyet.
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DTIM Period

The DTIM periodis a parameterassociated with an infrastructure network, shared
by all nodes associated with an access point. It is configured by the access point
administrator and advertised in Beacon frames. All Beacon framesincludea traffic
indication map (TIM) to describe any buffered frames. Unicast frames buffered for
individual stations are delivered in response to a query from thestation. This polled
approachis notsuitable for multicast and broadcast frames, though, becauseit takes
too much capacity to transmit multicast and broadcast frames multiple times.
Instead of the polled approach, broadcast and multicast frames are delivered after
every Delivery TIM (DTIM).

Changing the DTIM has the sameeffect as changingthelisten Interval. (That should
not be a surprise, given that the DTIM actslike thelisten Interval for broadcast and
multicast frames.) Increasing the DTIM allows mobile stations to conserve power
moreeffectively at the cost of buffer space in the access point and delaysin the recep-
tion. Before increasing the DTIM, be sure that all applications can handle the
increased delay and that broadcasts and multicasts are not used to distribute data to
all stations synchronously. If the application uses broadcast or multicast frames to
ensure that all mobile stations receive the same blob of data simultaneously, as
would be the case with a real-time data feed, increasing the DTIM will likely have
adverseeffects.

ATIM Window

In an infrastructure network, access points provide most of the power-saving sup-
port functions. In an independent or ad hoc 802.11 network, many of those func-
tions move into the network interface driver. In ad hoc networks, stations are

required to powerup for every Beacon transmission and remain powered up for the
duration of the Announcement TIM (ATIM) window, which is measured in time
units (TUs).

Decreasing the ATIM window increases the power savings because the required
power-on time for the mobile stations is reduced. Stations can power down quickly
and are not required to be active during a large fraction of the time between Bea-
cons. Increasing the ATIM windowincreases the probability a power-saving station
will be awake when a second station hasa frame. Service quality is increased, and the
required buffer space is potentially smaller.

Decreasing or disabling the ATIM window would probably have the sameeffect on
synchronousorreal-time applications as increasing the DTIM timer on aninfrastruc-
ture network—thatis, it is likely to cause problems with less reliable communica-
tions or applications that depend on real-time data. One of the most obvious
examplesofa real-time application of ad hoc networking is gaming, butit is far more
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likely that ad hoc gaming networks would be tuned for low delay and high through-
put than for low-power operation.

Timing Operations
Timingis a key componentof 802.11 network operations. Several managementoper-
ations require multistep processes, and eachhasits own timer.

Scan Timing
To determine which network to join, a station mustfirst scan for available networks.
Some products expose timers to allow customization of the scanning process. In
products that exposetimers, both an active scan timer and a passive scan timer may
be exposed. Theactive timer is the amount of time, in TUs, that a station waits after
sending a Probe Request frameto solicit an active response from access points in the
area. Passive scanning is simply listening for Beacon frames and can take place on
several radio channels; the passive scan timer specifies the amount of time the
receiver spendslistening on each channel before switching to the next.

Timers Relatedto Joining the Network
Oncea station haslocated an infrastructure network to join, it authenticates to an
access point and associates with it. Each of these operations has a timeout associ-
ated with it. The authentication timeout is reset at each stage of the authentication
process;if any step of the process exceedsthe timeout, authentication fails. On busy
networks, the timeout may need to be increased. The association timeout serves a
similar function in the association process.

Dwell Time (Frequency-Hopping Networks Only)
The amountof time that an FH PHY spends ona single hop channelis called the
dwell time. It is set by local regulatory authorities and is generally not tunable,
except by changing the network card driverto a different regulatory domain.

Physical Operations
Most wireless LAN hardware on the market includes antenna diversity and user-
selectable powerlevels, though neither option is strictly required by the specifica-
tion. Some products implementing these features offer configuration options to con-
trol them.
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AntennaDiversity
Multiple antennas are a common way of combating multipath fading. If the signal
level at one antenna is bad dueto multipath effects, a second antennaa short distance
away may not be subject to the same fade. Some products that implement antenna
diversity allow it to be disabled, thoughthereis little reason to doso in practice.

Transmit PowerLevels

All common 802.11 products implement multiple transmission powerlevels. Boost-
ing the power can overcome fading because the power does not fall below the detec-
tion threshold. Power level selection may not be available in all products and may
depend on the country in which you use the product; the transmitted power must
comply with local regulatory requirements. Consult your manufacturer’s documen-
tation or supportorganizationfordetails.

Lower powercan beused to intentionally increase the access pont density. Increas-
ing the access point density can increase the aggregate wireless network throughput
in a given area by shrinking thesize of the BSSs providing coverage and allowing for
more BSSs. Depending on the numberof access points required by 802.11a equip-
ment, reducing the transmit power on access points mightalso be useful in reducing
the coverage area as part of a moveto 802.1 1a.

SummaryofTunable Parameters
For quick reference, Table 17-1 summarizes the contents of this chapter, including
the effect of changing each ofthe tuning parameters.

Table 17-1. Summary of common tunable parameters

Parameter Meaning and units Effect when decreased Effect when increased
Beacon Numberof TUs between Passive scans complete more Small increasein available radio
Interval transmission of Beacon quickly, and mobile stations maybe capacity and throughput and

frames. able to move morerapidly while increased battery life.

RTS Threshold Frameslarger than the
threshold are preceded by
RTS/CTS exchange.

Fragmenttion Frameslargerthan the

maintaining network connectivity.

Greatereffective throughput if
there are a large numberofhidden
nodesituations.

Interference corruptsonly frag-

Maximum theoretical throughput
is increased, but an improvement
will be realizedonlyif there is no
interference.

Increases throughputin noise-free

 

Threshold threshold are transmitted ments, not whole frames, so effec- areas by reducing fragmentation
using the fragmentation —_tive throughput mayincrease. acknowledgment overhead.
procedure.
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Table 17-1. Summary of common tunable parameters (continued)

Parameter

Long Retry
Limit

Short Retry
Limit

Listen Interval

DTIM Window

ATIM Window

Active Scan
Timer

Passive Scan
Timer

Authentication
Timeout

Association
Timeout

Meaningand units
Numberof retransmis-

sion attemptsfor frames
longer than the RTS
threshold.

Numberof retransmis-

sion attemptsfor frames
shorter than the RTS
threshold.

Numberof Beaconinter-

vals between awakenings
of power-savingstations.
Numberof Beacon inter-
vals between DTIM trans-

missions (applies only to
infrastructure networks).

Amountoftime each sta-
tion remains awakeafter
a Beacon transmission in

an independentnetwork.
Amountof timea station

waitsafter sending a
Probe Responseframe to
receive a response.
Amountof time a station
monitors a channel look-

ing for a signal.
Maximum amountoftime
between successive
framesin authentication

sequence.

Maximum amountoftime
between successive
framesin association
sequence.

Effect when decreased

Framesare discarded more quickly,
So buffer space requirementis
lower.

Sameaslongretry limit.

Latency of unicast framesto station
is reduced. Also reduces buffer load

on access points.

Latency of multicast and broadcast
data to power-savingstationsis
reduced. Also reduces buffer load

on access points.

Increases powersavingsby allowing
mobile stations to power down more
quickly after Beacon transmission.

Station moves quickly in its scan.

Station maynotfind the intended
networkif the scan is too short.

Authentications must proceed
faster; if the timeoutis too low,
there may be moreretries,

Associations must proceedfaster; if
the timeoutis too low, there may
be moreretries.

 
Effect when increased

Retransmitting up to the limit takes
longer and maycause TCPto throt-
tle back on the data rate.

Sameas longretry limit.

Powersavingsare increased by
keeping transceiver powered off for
a larger fraction of the time.

Powersavingsare increased by
keeping transceiver poweredofffor
a larger fractionofthe time.

Latency to power-savingstationsis
reduced, and the buffer load may be
decreasedfor otherstations in the
network.

Scan takes longerbutis more likely
to succeed.

Scan takes longerbutis more likely
to succeed,

No significanteffect.

No significanteffect.
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CHAPTER 18

The Future, at Least for 802.11
  

It’s hard to make predictions,
especially about the future.
—Yogi Berra

This completes our picture of the current state of 802.11 networks. In this chapter,
we'll get out a crystal ball and look at where things are heading. First, we'll look atstandards that are currently in the works and close to completion. Then we'll take a
somewhatlonger-term look and try to draw conclusions about where wireless local
networks are heading.

Current Standards Work
Publication of the 802.11 standard was only the beginning of wireless LAN standard-
ization efforts. Several compromises were madeto get the standard out the door, and
a great deal of work was deferredfor later. The 802.11 working group conductsitsbusiness publicly, and anybody can view their web site at http://grouper.ieee.org/
groups/802/11/ to get an update on the progress of any of these revisions to 802.11.
Revisions to the standard are handled by Task Groups. Task Groups are lettered,
and any revisions inherit the letter corresponding to the Task Group. For example,
the OFDM PHY was standardized by Task Group A (TGa), and their revision was
called 802.1 1a.

Task Group D
802.11 was written with only North American and European regulatory agencies in
mind. Expanding the wireless LAN market beyond these two continents required
that the 802.11 working group study regulatory requirements for other locations.
TGd was chartered for this purpose, and the required revisions were approved in
June 2001 as 802.114d.
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Task GroupE: Quality of Service
TGe works on generic MAC enhancements, including both quality of service (QoS)
and security. Security issues took ona life of their own, though, and were eventually
split off into TGi, leaving only quality of service revisions for TGe. Work on the draft
is currently being letter balloted; once any outstanding issues are worked out, the
draft will be sent to the IEEE Standards Association for review.

Task Group F: A Standard IAPP
Right now, roaming between accesspointsis possible only if all the access points in
the BSS come from the same vendor. Before roaming between access points supplied
by different vendors can becomea reality, a standardized Inter-Access Point Proto-
col (IAPP) is required. With most of the bugs worked out of existing wireless LAN
products on the market, customers are now turning to the challenge of expanding
existing networks. Lack of a vendor-neutral IAPP is hindering these efforts and is a
major driver behind the standardization work.

Task Group G: Higher ISM Data Rates
Now that we have reached the third millenium, data rates of 2 Mbps or even 11
Mbps can be considered “slow” for LAN applications. Many customers have
invested in site surveysto identify potential problems with the RF environment on an
ISM-bandwireless LAN. Building a wireless LAN in the 2.4-GHz spectrum is reason-
ably well understood. Customers would like to take advantage ofthis existing work
in understanding the ISM band with even higher data rates. The project authoriza-
tion request that set up TGgspecifies a target data rate of at least 20 Mbps.

The encoding mechanisms used by 802.11b are more sophisticated than theinitial
802.11 draft, but theystill leave a great deal of room for improvement. In May 2001,
the Texas Instruments proposal to use Packet Binary Convolution Coding (PBCC)
was removed from consideration; the surviving proposal to use OFDM in the ISM
band made by Intersil looks likely to succeed, although it has not yet attained
enough supportto reachdraft status.

Task Group H: Spectrum Managed 802.11a
Spectrum Managed 802.11a (SMa) incorporates two additional features into the
802.11a standard: dynamic channel selection and transmit power control. Both fea-
tures are designed to enhance 802.11a networks; additionally, both are required to
obtain regulatory approval for 802.11a devices in Europe. Dynamic channel selec-
tion improves the ability to coexist with other users of the 5-GHz bands because
devices can select channels based on real-time feedback. Onelikely application of
dynamic channel selection is selecting lower-powered channels for short-range
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indoor situations while transparently switching to a higher-power channel when
longer ranges are required. Transmit power control enables dense network deploy-
mentsby allowing administrators to control the area that an access point services by
tuning the power to achieve the desired size. Preliminary implementations of TGh
enhancements have already been developed by vendors andwill likely be revised to
comply with thefinal standard.

Task GroupI: Improving 802.11 Security
Security has been the mostvisible flaw in current 802.11 implementations and, as a
result, has grabbed the headlines. Weak security was long suspected, and these sus-
picions becamereality with the successful attempt to break WEP’s cryptosystems.
Initially, TGi had contemplated simply lengthening the key, but the success of the
Fluhrer/Mantin/Shamir attack means that such an approach is also doomedto fail.
TGi has refused to mandate any authentication protocols or key distribution mecha-
nisms but has adopted the 802.1x framework and is moving forward.’ Several pro-
posals that have been made involve the use of PPP’s Extensible Authentication
Protocol (EAP) to authenticate users; EAP is specified in RFC 2284, which was in
turn updated by RFC 2484.It is unclear whatwill come out of TGi, but the possibil-
ity that manual keying will remain the only methodfor key distribution leaves a great
deal of room for third-party security products, especially if TGi does not finish stan-
dardization before 802.11a products are produced in volume.

The Longer Term
What does the picture look like over the longer term? 802.11 has already killed off
otherwireless efforts aimed at the home market (such as HomeRP), andit seemslikely
to severely constrain deploymentof Bluetooth as well—which is unfortunate, because
Bluetooth and 802.11 can coexist and serve different needs.

The larger issues for the long term are in areas such as wireless mobility and secu-
rity, both of which present problemsthat aren’t easily solved.

Mobility
Wireless networks are fundamentally about mobility. 802.11 deployments have suc-
cessfully demonstrated that users are interested in mobility and that mobile connec-
tivity is a long-felt need in the networking world. Afterall, users move, but network
jacks do not.

However, 802.11 offers only link-layer mobility, and that is possible only when the
access points can all communicate with each other to keep track of mobile stations.

* The recentdiscovery of flaws in 802.1x makes it seem likely that this story is far from over.
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Standardization of the IAPP by Task Group F should make it easier to deploy net-
works byfacilitating interoperability between multiple vendors. Standardization of
the IAPP will also make it easier to merge multiple distinct wireless networks into
each other.

A lotof planning is required if you want to deploy a wireless LAN with a substantial
coverage area, especially if seamless mobility through the entire coverage area is a
requirement. In most deployments, the requirementfor centralized planningis notin
andofitself a hurdle. With community networks, however, loose cooperation is the
watchword, and centralized command-and-control planning makes it hard to build a
functional network. Furthermore, community networking groups do not have the
resources to purchase big Ethernet switches, extend VLANs between houses, and
create a neighborhoodfiber backbone. Community networks are typically a federa-
tion of access points that offer Internet access through NAT. Without centralized
addressing, mobile users will need to obtain new DHCP addresses when roaming
throughouta network.

It’s easy to overlook the problemsthat mobility causes at the IP level. It’s easy to say
that a wireless node shouldreceive a new IP address when it moves from onepart of
a larger networkto another, butin practice,it isn’t simple. How doyouget the node
to notice that it should abandon its current address and ask for a new one? What

happensto network connections that are open when the node’s IP address changes?
Avoiding the NAT requirement and the need to periodically change addresses
requires mobility at the network layer. Mobile IP has been standardized to a reason-
able degree, but an open source Mobile IP implementation of choice has yet to
emerge. Barring a large commercial driving force, it is likely that community net-
working will drive future open source Mobile IP implementation. When Mobile IP
can be deployed without significant headaches, there may be another burst in the
market as network managers discover that deploymentof wireless networks can hap-
pen withoutpainful readdressing or Ethernet switching games.

Wireless LANs are likely to borrow a few concepts from mobile telephony. When
European telephony experts wrote the standards on which modern second-genera-
tion cellular networksare built, it was explicitly recognized thatno single telecommu-
nicationscarrier had the resourcesto build a pan-Europeancellular network. Wireless
telephony had previously been held back by a plethora of incompatible standardsthat
offer patchwork coverage throughout parts of Europe. Experts realized that the value
of carrying a mobile telephone was proportionalto the area in whichit could beused.
As a result, the GSM standards that were eventually adopted emphasized roaming
functions that would enable a subscriber to use several networks while being billed by
one network company. As public-access wireless LANs becomelarger, authentica-
tion and roamingfunctionsarelikely to be a larger focus in both the 802.11 working
group and the IETF. Networksharing is another concept that will likely be borrowed
from the cellular world. The incredible cost of third-generation licenses has pushed a
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less expensive), so wireless networks tend to have relatively few users, and the net-
works themselves are physically relatively far apart. What happens when they’re
stressed? What would a wireless network be like if it had, say, 1,000 users (which
can easily be supported by a well-designed wired network)? What would it be like in
a large office building, where you might have half a dozen companies, each with its
ownnetwork,in the space oftwoor three floors?

Wedon’t really have the answers to these questions yet. As wireless becomes more
common, we’ll be forced to answer them.Itis clear, though,that there are resource
constraints. Current technologies will suffer from overcrowding within the unli-
censed 2.4-GHz band. 802.11a and other technologies will move to the 5-GHz band,
but crowding will eventually become anissue there, too. Meanwhile, commercial
usersare fighting for additional frequency space, andit’s notlikely that governments
will allocate more spectrum to unlicensed users.

There are a few ways out of this problem. Improved encoding techniqueswill help;
the use of directional antennas may make it possible for more devices to coexist
within a limited space. Directional antennas aren’t withoutcost: the moreeffective a
directional antennais, the harderit is to aim.It’s all very nice to imagine sitting at a
picnic table in front of your company’s office with your portable antenna aimed at
the access point on the roof; but what if somebody else sits down and knocks over
the antenna? How muchofa painwill it be to reorientit?

Other solutions have already been mentionedin the discussion of continuing stan-
dards work. We'll certainly see cards that can switch between high-powerand low-
power transmission, possibly even changing channels on thefly as power require-
ments change.

Deployment
One of the major problems faced by the architects of public-access wireless net-
worksis that the service is quite generic. In the absence of any constraints, anybody
can put up an antennaand offer Internet access via 802.11 equipment. Mobiletele-
phony coped with this problem by licensing the spectrum so that only onecarrier
had the right to transmit in a given frequency band. A similar solution is not possi-
ble with 802.11 because it explicitly uses the unlicensed bands. Competition
between networkproviders thereforeshifts to the political layer of the OSI model; an
example is a network provider that leases space from the building owner for the
exclusive right to deploy a wireless network in a given area. Airports are a leading
proponentof this new approach, though manyobserversbelieve that allowing genu-
ine competition wouldbetter servetheinterests of users.

Other deployment problems faced by wireless LAN builders are common through-
out the industry: obtuse commandlines, the need for extensive attention to individ-
ual desktops, and the lack of large-scale automation. Vendors are concentrating on
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numberofcellular carriers to the brink of bankruptcy. In reponse, groupsof carriers
are now planning to share the data-carrying infrastructure to share the cost and risk of
an expensive third-generation network build-out. The high costs of building a wide-
scale 802.11 networkare likely to have the same effect, with the surviving "hot zone"
players regrouping aroundonesetof multitenantaccess points in the coverage area.

Security
Wireless networks haveall been tarred with the brush of poor security. Weaknesses
in the Wired Equivalent Privacy (WEP) standard made the news with a great dealof
regularity in 2001, culminating with a total break partway through the year. Even
against this backdrop, though, the market for 802.11 network equipment has
exploded. Better security mechanisms are needed to usher in centrally coordinated
rollouts at large, security-conscious institutions, but the apparent security weak-
nesses in current equipmenthave not prevented the market from forming and grow-
ing rapidly.

Manyobservers long suspected that WEP was fundamentally broken. (It was humor-
ously derided as “Wiretap Equivalence, Please” by several commentators.) WEP suf-
fers from several fatal design flaws, and it is now clear that somethingfar betteris
needed, One commontactic to addressthe shortfalls of WEP is to require the use of
stronger encryption technology overthe wireless link. Unfortunately, this only shifts
the problem elsewhere. Adding VPN client software moves the problem from secu-
rity weaknesses in the wireless link to managing desktop software images. System
integration of VPN clientsoftware is difficult on the best of days. Integration so far
has proven too large a hurdle for most users. Moving forward, 802.11 will need to
incorporate public-key mutual authentication of stations and access points and ran-
dom session keys. Neither is a new idea, and both have been usedfor years in both
ssh and IPSec.

Most importantly, though, different access controls are needed for the future. Right
now, most wireless LANsare used to extend corporate LANsthroughouttheoffice.
Existing authentication concepts were designed for a known,static user group, such
as a group of employees.Just as in cellular telephony, the promise of wireless net-
worksis installation in hard-to-reach spots or places where users are on the move.
Designing an 802.11 networkfor an airport ortrain station requires dealing with the
question of who is allowed to use the network. These problemsaren’ttrivial; service
providers need to think about how to protect users from each other and how to
authenticate users to access points and otherservices on the network.

Radio Resources

So far, wireless networks have had a free ride. They are fairly exotic, and wireless
cardsstill aren’t common (though they’reselling quickly and,as a result, becoming
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large-scale managementframeworksto ease the pain of network administrators stuck
with managing tens or hundredsofaccess points. Better analysis tools, both for the
site survey phase and the troubleshooting/deployment phase, are required by net-
work engineers.

The End

Andthat’s it. The future of wireless networking isn’t without its problems, but that’s
no different from any other technology. Theprice of network cardsis dropping rap-
idly—they now cost abouthalf what they did whenI started writing, and it wouldn’t
be surprising if they were eventually little more expensive than the typical Ethernet
card. While it’s probably true that equipmentthatstays fixed will benefit from a
fixed network—it’s hard to imagine backing upa large database over a wireless net-
work, for example—wewill certainly see more and more computerusers accessing
their networks through wireless links, leaving their desks and working in the park,
the library, or wherever they’re most comfortable.
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APPENDIX A

802.11 MIB

  

802.11 contains extensive management functions to make the wireless connection
appear muchlike a regular wired connection. The complexity of the additional man-
agement functionsresults in a complex managemententity with dozens ofvariables.
For ease of use, the variables have been organized into a management information
base (MIB) so that network managers can benefit from taking a structured view of
the 802.11 parameters. The formal specification of the 802.11 MIB is Annex D of the
802.11 specification.

The Root of the Matter

The 802.11 MIBis designed by the 802.11 working group. Like other MIBs,it is based
on a global tree structure expressed in Abstract Syntax Notation 1 (ASN.1) notation.
Unlike SNMP MIBs, though, the 802.11-MIB has a different root: .iso.member-body.
us.ieee802dot11 (.1.2.840.10036). (For simplicity, the prefix will be omitted from any
objects described in this appendix, much as .iso.org.dod.internet is omitted from
SNMPobject names.)

The basic structural overview of the 802.11 MIB is shownin Figure A-1. Four main
branches compose the MIB:

dotl1smt

Contains objects related to station managementandlocal configuration
dot11mac

Composedof objects that report on the status of various MAC parameters and
allow configuration of them.

dotllres

Contains objects that describe available resources

dotliphy
Report onthestatusof the various physicallayers

 



  
  feee802doti1 (10036)

 dot11smt(1)

Figure A-1. The 802.11 MIB root and its main branches

dotiimac(2) dot11res (3) dott phy(4)  

Station Management
Station managementis the term used to describe the global configuration parame-
ters that are not part of the MACitself. Figure A-2 showsa high-level view of the sta-
tion managementbranch of the MIB. Six subtrees organize information on global
configuration, authentication, and privacy, and provide a means for automatednoti-
fication ofsignificant events. 

 
   

   
   

dot1StationConfigTable (1) dot11SMTnotificatian(6)

dot? 1AuthenticationAlgorithmsTable(2) dot?1PrivacyTable (5)

dot11 WEPDefaultKaysTable(3) dot] 1WEPKeyMappingTable (4)

Figure A-2. Main branchesof the station management (SMT)tree

 

The Station Configuration Table
The main table in the station managementtree is the global configuration table,
dot11StationConfigTable, which is shown in Figure A-3. All entries in the station
configuration table start with the prefix dot11smt.dotl1StationConfigTable.
dot11StationConfigEntry (1.1.1):

dot11StationID (MacAddress)

The bit string in this object is used to identify the station to an external man-
ager. By default, it is assigned the value of the station’s globally unique pro-
grammed address.

dot1 1 MediumOccupancyLimit(integer, range 0-1,000)
This object has meaning only for stations that implementcontention-free access
using the point coordination function. It measures the number of continuous
time units (TUs) that contention-free access may dominate the medium. By
default, it is set to 100 TUs, with a maximum value of 1,000 (1.024 seconds).
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dot? smt (1)

dotl1StationConfigTable(1) 
IF index

 dot? 1StationConfiqTable (1)
dot? 1StationiD (1)
dot] 1MediumOccupancytimit (2)
dot11CFPollable (3)
dot? 1CFPPeriad (4)
dot? 1¢FPMaxDuration (5)
dot] 1AuthenticationResponseTimeOut(6)
dot? 1PrivacyOptionimplemented{7)
dott 1PowerManagementMode(8)
dotT 1DesiredS$SID (9)
dot7 1DesiredBSSType (10)

- dot] 10perationalRateSet (11)
dat? 1BeaconPeriod (12)
dot? 1DTiMPeriad (13)
dot! 1AssociationResponseTimeOut(14)
dot? 1DissociateReason (15)
dot? 1DissociateStation (16)
dot? 1DeauthenticationReason (17)
dot? 1DeauthenticationStation (18)
dot? 1AuthenticateFailStatus (19)
dot? 1AuthenticateFailStation (20)

Figure A-3. Thestation configuration table dot1 1StationConfigTable

   

    
 

Makingthis value larger increases the capacity allocated to contention-free ser-
vice. Decreasing it reduces the amountof timeavailable for contention-free ser-
vice. Network managers can tune this value appropriately once products
implementing contention-free service are produced.

dot11CFPollable (TruthValue: a defined type set to 1 for true or 2 for false)
This object reports whether a station can respond to contention-free polling
messages. Becausetheability to respond to CF-Poll messagesis a function of the
softwareinstalled, this object is read-only.

dot11CFPPeriod(integer, range 0-255)
Contention-free periods always begin on a DTIM message. This object is the
number of DTIM intervals between contention-free periods. DTIM messages are
always a part of a Beacon frame, so the time between contention-free period
starts can be obtained by multiplying the CFP period valuein this object by the
DTIMinterval.

dot11MaxDuration(integer, range 0-65,535)
This object describes the maximum duration of the contention-free period when
a new BSSis created. The reason for the difference in the allowed rangeof val-
ues between this object and the dot1 1MediumOccupancyLimitis a mystery.

dot11AuthenticationResponseTimeout (integer, range 1-4,294,967,295)
Ateach step ofthe station authentication process, the station will wait for a tim-
eout period before considering the authentication to have failed. This object
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contains the number of TUsthat eachstep is allowed to take beforefailing the
authentication.

dot11PrivacyOptionImplemented (TruthValue)
If the station implements WEP, this object will be true (1). By default,it is false
(2). It is read-only because a software updateto the station is required to imple-
ment WEP. This object does not report whether WEPis in use, only whetherit
is available.

dot11PowerManagementMode (enumerated type)
This object reports whether a station is active (1) or in a powersave (2) mode.
Whenqueried by an external manager,it will always return active because a sta-
tion must be powered upto send the response frame. This object is far more use-
ful for a local management entity, which can poll the object periodically to
determine howoften a station is active.

dot11DesiredSSID (string, maximum length 32)
During the scan procedure, stations may be configured to look for a particular
network, which is identified by its service set ID (SSID). Managemententities
may set this value to modify the scanning processto preferentially associate with
a certain network.

dot11DesiredBSSType (enumerated)
Like the previous object, this object is also used to configure the scanning proce-
dure. By setting this object, a manager can force association with an infrastructure
(1) network, an independent (2) BSS, or any (3) BSS.

dot11OperationalRateSet (string, maximum length 126)
Initially, this described the data rate as a numberthat was the numberof 500-kbps
increments for the data rate. Recent standardization work is likely to make them
simple labels because the range of 1-127 allows only a maximum rate of 63.5
Mbps.

dot11BeaconPeriod(integer, range 1-65,535)
This object contains the length of the Beaconinterval, in TUs. Once a BSS has
been established with the Beaconinterval, the value may be changed. However,
it will not take effect until a new BSSis created.

dot11DTIMPeriod (integer, range 1-255)
This object contains the numberof Beaconintervals between DTIM transmissions.

dot11AssociationResponseTimeOut(integer, range 1-4,294,967,295)
Ateach step of the association process, the station will wait for a timeout period
before considering the association attempt to have failed. This object contains
the numberof TUsthat each step is allowed to take before failing the association.

dot11DisassociateReason and dot11DeauthenticateReason (integer, range 0-65,535)
This object contains the reason code from the mostrecently transmitted Disasso-
ciation or Deauthentication frame. If no such frame has been transmitted, the

valueis 0. For a complete list of reason codes, see Chapter 3 or clause 7.3.1.7 of
802.11.
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dot11DisassociateStation and dot11DeauthenticateStation (MacAddress)
This object contains the MAC address of the station to which the most recently
Disassociation or Deauthentication frame was transmitted. If there is no such
frame, the value is 0. By using either of these objects in combination with the
corresponding Reason object described previously, a manager can track which
station was kicked off the network and why.

dot11AuthenticateFailStatus (integer, range 0-65,535)
This object contains the status code from the mostrecently transmitted Authen-
tication Failure frame. If no such frame has been transmitted, the value is 0. For
a completelist of status codes, see Chapter 3 or clause 7.3.1.9 of 802.11.

dot11AuthenticateFailStation (MacAddress)
This object contains the MAC addressof the station to which the most recent
Authentication Failure frame was transmitted. If there is no such frame, the
valueis 0.

Authentication Algorithms Table
The authentication algorithms table reports on which authentication algorithms are
supported by the station on eachinterface.It is best thought of as the three-dimen-
sional array shownin Figure A-4.

 

   
dotTismt(1)

dot) 1AuthenticationAlgorithmsTable(2)

dot? 1AuthenticationAlgorithm (2)
dot? 1AuthenticationAlgorithmsEnable (3) 
 

Figure A-4. The authentication algorithms table

In addition to the ifIndex indexvariable, an auxiliary index variableis used. The rea-
son for the auxiliary variable is that multiple authentication algorithms exist, and the
table should reporton all of them.Foreach index,the auxiliary index allows several
cells to report on one authentication algorithm each. Each cell has two component
objects:

dot11AuthenticationAlgorithm (enumerated type)
This object is set either to openSystem (1) or sharedKey (2) to report on the
authentication algorithm.

dot1 1 AuthenticationAlgorithmsEnable (TruthValue)
This object reflects whether the corresponding authentication algorithm noted
by the previous object is supported by the interface that indexes the table. By
default, it is set to true (1) for open-system authentication and false (2) for
shared-key authentication.
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 WEP KeyTables
Twotables report on the status of WEP key information. Both use the WEPKeytype
defined data type, which is simply a 40-bit string. The WEP key tables are shown in
Figure A-5. WEP key tables are supposed to be write-only, but a security advisory
was issued in June 2001 against one vendor who exposed the keys to queries using
SNMP.
 

 
 
  

  

dot11WEPDefaultKeysTable (3)

dot? 1WEPDefaultKeysEntry (2) dot11WEPKeyMappingAuthors (2)
dot? 1WEPKeyMappingAddtess(3)

dot] 1WEPDefaultKeyindex dot? 1WEPKeyMappingValue (4)
dot11WEPKeyMappingIndex

Figure A-5. WEP keytables

 
WEPdefault key table

Thedefault key table is quite simple. Each interface has a maximum offour default
keys associated with it because the WEP specification allowsfor four default keys per
network. When transmitted in frames over the air, the WEP key ID for the default
key runs from 0-3. In this table, however, the index runs from 1—4. Each cell in the
table has just one object:

dot11WEPDefaultKeyValue (WEPKeytype)
A 40-bit string that holds the default key for the interface and default key ID
specified by the location in thetable.

WEPkey-mappingtable

WEPsupports usinga different key for every MAC address in the world. Keys can be
mappedto the uniquepair of (transmitter address, receiver address). For each inter-
face on the system, an arbitrary numberof address and key pairs can be associated
with that interface. Each interface uses an auxiliary index to identify all the MAC
addresses associated with keys, plus information about each address. The following
three objects are used to describe a key-mappingrelationship. A fourth object in the
row gives the row status, but the row status indicator is used only when creating or
deleting table rows.

dot11 WEPKeyMappingAddress (MacAddress)
This is the “other” address of the address pair for which a key-mappingrelation-
ship exists.
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dot11 WEPKeyMappingWEPOn(TruthValue)
This object is set to true (1) when WEP should be used when communicating
with the key-mapping address. If WEP should not beused, this objectis set to
false (2).

dot11 WEPKeyMappingValue (WEPKeytype)
This is the 40-bit keying information used as the shared secret for WEP. Logi-
cally, this cell in the table should be write-only, but notall implementationswill
obey that convention.

MAC Management
The MAC branchof the 802.11 MIB provides access to objects that allow adminis-
trators to tune and monitor MACperformanceand configure multicast processing.It
is divided into three main groups as shownin Figure A-6.
 

 

 
 

 dot11mac(2)

dot11CountersTable(2)

dot? 1 Transmitted FragmentCount(1)
dot? 1MulticastTransmittedFrameCount(2)
dot? 1FailedCount(3)
dot! 1RetryCount (4)
dot? 1MultipleRetryCount(5)
dot! 1FrameDuplicateCount(6)
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Figure A-6. The MACattributes subtree

The dot110perationsTable
The main table in the station management tree is the global configuration table,
dot11OperationTable, which is shownin Figure A-6. All entries in the station configu-
ration table start with the prefix dotl 1mac.dot11OperationTable.dot11OperationEntry
(2.1.1) and are indexedby a system interface:

dot11MACAddress (MacAddress)
This object is the MAC address of the station. By default, it is the globally
unique address assigned by the manufacturer. It may, however, be overridden by
a local manager.
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dot11RTSThreshold (integer, range 0-2,347; default value is 2,347)
Any unicast data or managementframeslarger than the RTS threshold must be
transmitted using the RTS/CTS handshake exchange. By default, the value is
2,347, which hastheeffect of deactivating RTS/CTSclearing before transmission.
Setting the object to 0 activates the RTS/CTS handshake before every transmission.

dot11ShortRetryLimit (integer, range 1-255; default valueis 7)
The shortretry limit is applied to frames that are shorter than the RTS thresh-
old. Short frames may be retransmitted up to the shortretry limit before they are
abandonedand reported to higher-layer protocols.

dot11LongRetryLimit(integer, range 1-255; default valueis 4)
Thelong retry limit is analogous to the short retry limit but applies to frames
longer than the RTS threshold.

dot11FragmentationThreshold (integer, range 256-2,346; default value is vendor-specific)
When a unicast frame exceeds the fragmentation threshold, it is broken up.
MACheadersandtrailers count against the thresholdlimits.

dot! 1MaxTransmitMSDULifetime (integer, range 1-4,294,967,295; default value is
512) ,

This object is the number of TUsthat the station will attempt to transmit a
frame. If the frame is held by the MAC longer thanthelifetime,it is discarded,
and the failure is reported to higher-level protocols. By default, it is set to 5 12
TUs, or about 524 ms.

dot11MaxReceiveLifetime (integer, range 1-4,294,967,295; default is 512)
When MAC-layer fragmentation is used, the receiver uses a timer to discard
“old” fragments. After the reception ofthefirst fragment of a frame, the clock
starts running. Whenthetimerexpires,all fragments buffered for reassembly are
discarded.

dot11CountersTable

Counters allow a local or external managemententity to monitor the performance of
a wireless interface. One of the major uses of data from the counters is to make
informed performance-tuning decisions. All entries in this table begin with
dot1 1mac.dot11CountersTable.dot11CountersEntry (2.2.1):

dot11TransmittedFragmentCount (Counter32)
This counter is incremented for all acknowledged unicast fragments and multi-
cast management or multicast data fragments. Frames that are not broken up
into pieces but can be transmitted without fragmentation also cause this counter
to be incremented.

dot11MulticastTransmittedFrameCount (Counter32)
This counter is incremented every time a multicast frameis sent. Unlike the pre-
vious counter, acknowledgement is not necessary.
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dot11FailedCount (Counter32)
Whenframes are discarded because the number of transmission attempts has
exceeded either the short retry limit or the long retry limit, this counter is incre-
mented.It is normalfor this counter to rise with increasing load onaparticular
BSS.

dot11RetryCount (Counter32)
Frames that are received after requiring a retransmission will incrementthis
counter. Any numberofretransmissionswill cause the counter to increment.

dot11MultipleRetryCount (Counter32)
Frames that require two or more retransmissions will increment this counter. As
such,it will always be lesser than or equal to the retry count.

dot11FrameDuplicateCount (Counter32)
Duplicate framesarise when acknowledgementsare lost. To provide an estimate
of the numberof lost acknowledgements from thestation, this counteris incre-
mented whenevera duplicate frameis received.

dot11RTSSuccessCount (Counter32)

Reception of a CTS in response to an RTS increments this counter.
dot11RTSFailureCount (Counter32)

When no CTSis received for a transmitted RTS, this counter is incremented.

dot11ACKFailureCount (Counter32)

This counter directly tracks the number of inbound acknowledgements lost.
Whenever a frameis transmitted that should be acknowledged, and the acknow-
legmentis not forthcoming,this counteris incremented.

dot11ReceivedFragmentCount (Counter32)
This countertracks all incoming data and management fragments. Full frames
are considered fragmentsfor the purpose of incrementingthis counter.

dot11MulticastReceivedFrameCount (Counter32)

This counter tracks incoming multicast frames.

dot11FCSErrorCount (Counter32)
If the frame check calculation fails, this counter is incremented. This is one of
the main counters that give network administrators an idea of the health of a
BSS.

dot11TransmittedFrameCount (Counter32)
The transmitted frame count is the numberof successfully transmitted frames.
Part of the definition of successful transmission is that an expected acknowl-
edgementis received.

dot! 1 WEPUndecryptableCount (Counter32)
This counter is incremented when an incoming frame indicates that it is
encrypted using WEP, but no decryptionis possible. Naturally, this number will
incrementrapidly onstations that do not implement WEP when WEPframesare
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used on the network.It can also increment rapidly when the key mapping key is
invalid or the default key is incorrect.

Group Addresses Table
The group addresses table maintainsa list of multicast addresses from whichthe sta-
tion will accept frames. The table is a list of dot11Address objects of type
MacAdadress, indexed by an auxiliary variable and the interface index. The tableis
shownin Figure A-6.

Physical-Layer Management
Physical-layer managementis divided into 11 tables, as shownin Figure A-7. Certain
tables are specific to a certain product, or the implementation highly vendor-depen-
dent, so those tables are not described in this appendix. Thereis a table for the infra-
red physical layer, but that table is omitted as well because no products on the
market implementthe infrared physicallayer.
 

dot11Phy (4)

dot] 1PhyOperationTable (1) dot 1PhyOFDMTable (11)

dot? 1PhyAntennaTable (2) dot] 1SupportedDataRatesAxTable (1)

dot11PhyTxPowerTable (3) dott 1SupportedDataRatesTxTable (9)

dot 1PhyFHSSTable (4) dott 1AntennaslistTable (8)

 dot11PhyDSSStable (5) dotl1ReqDomainsSupportedTable (7) 
dori 1PhylRTable (6)

 
 

Figure A-7. Physical-layer MIB branches

Physical-Layer Operations Table
Overall operational status is reported by the physical-layer operations table,
dot11phy.dot11PhyOperationTable (4.1) (Figure A-8). Each interface creates corre-
sponding entries in the operation table, which allows a managerto determine the
physical-layer type and access the appropriate related branch in the physical-layer
subtree. All entries in the physical-layer operation table begin with dot1lphy.
dot11PhyOperationTable.dot1 1PhyOperationEntry (4.1.1):

dot11PHYType (enumerated)
This object is set to fhss (1) for frequency-hoppingradio systems and dsss (2) for
direct-sequence radio systems. It may also beset to irbaseband (3) if IR systems
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dot1iphy (4) 

 dot! 1PhyOperationTable (1)

dot? 1PhyType(1)
dot? 1CurrentReqDomain (2)
dot11TempType(3) 

Figure A-8. Physical-layer operationstable

are ever implemented andwill be set to ofdm (4) for the OFDM PHYspecified in
802.11a.

dot11CurrentRegDomain (enumerated)
This object is set to the current regulatory domain of the system. Several values
are possible, as shown in Table A-1.

Table A-1. Regulatory domains in the 802.11 MIB

Value Regulatory authority Regulatory area

fcc (16) U.S, Federal Communications Commission United States

doc (32) Industry Canada Canada

etsi (48) European Telecommunications StandardsInstitute Europe, excluding France and Spain

spain (49) Spain

france (50) France

mkk (64) Radio EquipmentInspection and Certification Institute Japan

dot11TempType (enumerated)
This object is set to tempTypel (1) for a commercial operating temperature range
of 0-40 degrees Celsius and tempType2 (2) for an industrial operating tempera-
ture range of 0-70 degrees Celsius.

FHSS Table

The MIB table for FH PHYsis shown in Figure A-9. Entries in the frequency-hop-
ping table begin with dot] 1phy.dot1 1PhyFHSSTable.dot11PhyFHSSEntry (4.4.1):

dot11HopTime(integer, set to 224)
The time, in microseconds, required for the frequency-hopping PMD to change
from channel 2 to channel 80. This is fixed by the specification, so the corre-
sponding MIB definitionis also fixed.

dot11CurrentChannelNumber(integer, range 0-99)
This object is set to the current operating channel. In a frequency-hopping sys-
tem, the operating channel changesfrequently.
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 dot! 1MaxDwellTime(integer, range 1-65,535)
The maximum amountof time the transmitter is permitted to usea single chan-
nel, in TUs.

dot11CurrentSet(integer, range 1-255)
The numberof the hop pattern set currently employedbythestation.

dot11CurrentPattern (integer, range 0-255)
The current hoppingpatternin use by the station.

dot11CurrentIndex (integer, range 1-255)
The index in the current hop pattern that determines the current channel num-
ber. This index will select the hop frequency in dot11CurentChannelNumber.
 

dot1 1Phy(4)

dot1 1PhyOFDMTable (11)
 
 
 

  
 
 
 

 dot! 1PhyFHSSTable (4)  dot] 1PhyDSSSTable(5) 

 
 

 
 

- dot! 1HopTime(1) dot! 1CurrentFrequency (7) dot? 1CurrentChannel (1)
dot? 1CurrentChannelNumber (2) dott 1TiThreshold (2) doti 1€CAModeSupported(2)
dot! iMaxDwelfTime (3) dot? 1FrequencyBandsSupported(3) dot? 1 CurrentCCAMade(3) 
dot? 1CurrentDwellTime(4)
dot? 1CurrentSet(5)
dot? 1CurrentPattern (6)
dot? 1Currentindex(7)
  

Figure A-9. Physical-layer attribute tables

DSSS Table

The direct-sequence table is also shown in Figure A-9. All entries in the direct-
sequence table are indexed by the interface number and begin with dotlIphy.
dot11PhyDSSSTable.dot1 1PhyDSSSEntry (4.5.1):

dot11CurrentChannel(integer, range 1-14)
This object reports the current operating channel. Valid channels range from 1-14.

dot11CCAModeSupported(integer, 1-7)
Three main clear-channel assessment options can be used to determine the sta-
tus of a direct-sequence operating channel: energy detection (ED), carrier sense
(CS), or a combination of both. The three options are assigned numerical values
and added up to produce the value reported by this object. Only energy detec-
tion is assigned the value 1. Only carrier sense is assigned the value 2. Using
both in combination is assigned the value 4. A system that supports all three
modesreports a value of 7 in this object.

dot11CurrentCCAMode(enumerated)
This object is set to edonly (1) if only energy detection is used to assess channel
clarity. If only the MAC carrier sense functions are used, the object is set to
csonly (2). If both are employed,the objectis set to edandcs (4).
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OFDM Table

When the OFDM PHYwasstandardized in 802.11a, a corresponding table was added
in the MIB to report onits status, All entries in the OFDM table, whichis also shown in
Figure A-9, begin with dot] 1phy.dot1 1PhyOFDMTable.dot11PhyOFDMEntry (4.11.1).
Thetable is indexedbyinterface number.

dot11CurrentFrequency (integer, range 0-99)
This is the current operating-frequency channel number of the OFDM PHY.

dot11TIThreshold (Integer32)
This medium will report as busy if a received signal strength is abovethis threshold.

dot11FrequencyBandsSupported (integer, range 1~7)
The OFDM PHY is designed for the U-NII frequency bands. The lowest band
(5.15-5.25 GHz) is assigned the value 1, the midband (5.25-5.35 GHz) is
assigned the value 2, andthe high band (5.725-5.825 GHz)is assigned the value
4. The values corresponding to the supported frequency bandsare addedto pro-
ducethe value returned by a query to this object.
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APPENDIX B

802.11 on the Macintosh
 

Apple Computer has been a key player in establishing the market for 802.11 equip-
ment. Most companies in the 802.11 market saw their contributions in terms of stan-
dards committee activity and technology development. Apple contributied by
distilling complex technology into an easy-to-use form factor and applying its mass-
marketing expertise.

In 1999, 802.11 was a promising technology that had demonstratedits value in a few
narrow markets. 802.11 interfaces cost around $300, and access points were around
$1,000. Apple saw the promise in the technology and movedaggressively, releasing
$300 access points and $99 interfaces. With a new competitor suddenly pricing the
gearat a third of the prevailing price, other vendors were forced to drop prices dramat-
ically, and the market took off. Prices have been dropping overthe last year. 802.11
will probably never be as cheap as Ethernet, butit’s easy to imagine 802.11 interfaces
under $50 andaccess points under $100.

This appendix was madepossible by a generous equipmentloan from Apple. Apple
loaned me an iBook running Mac OS X 10.1, the dual Ethernet version of the Air-
Port Base Station, and their software tools for configuration and management.
Unfortunately,it arrived too late for me to includein the discussion of Apple’s hard-
ware; that will have to wait for the secondedition. The late delivery also prevented
me from presenting the Software Base Station, a MacOS 9 application that turns any
Macintosh with an AirPort card into a basestation. (It was not available for MacOS
X as this book wentto press, so time constraints preventedits inclusion.)

The AirPort Card

Apple offers tightly integrated systems because the hardware and the software are
designed in tandem. Unlike the chaotic IBM-compatible world, with Apple one com-
panyis responsible for both the hardware and software, and it shows. You caninstall
the hardware and software and connectto an existing network in only a few minutes.
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If an AirPort card is plugged in during system installation, this can be done as part of
= the initial configuration

HardwareInstallation

AirPort interface cards are specialized 802.11 interfaces designed to be inserted into
an AirPort slot, a feature on every machine Apple has introduced since 2000. Air-
Port-capable Macintoshes contain an antenna in the machine’s case, so the AirPort
card can use a muchlarger antenna than most PCMCIAinterfaces in the PC world.
With the antennaintegrated into thecase,it also eliminates the hazard of a protrud-
ing antenna. I have also found that the integrated antenna has better range than
many PCMCIA-based 802.11 interfaces used with Windows.

Installing the AirPort card into an iBookisarelatively simple procedure. The iBook
should be powered down, unplugged, and haveits battery removed. The AirPort slot
is underneath the keyboard. Lift up the keyboard,slide the card in, and connect the

y computer’s built-in antennacable to the card. Other machinesarejust as straightfor-
ward. PowerBooks work the same as iBooks. The AirPort slot on iMacsis under the |

bottom panel; tower machines have a slot readily available under the cover. The |
external antenna connector is the same connector used by Lucent products, so users
whoreally want an external antenna can use Lucentgear.wouuee
SoftwareInstallation

[ Drivers for the AirPort are included in OS 9.1 andlater, so there is no need to down-
load andinstall drivers. If the AirPort card is installed before the system first boots,

| thefirst-time boot configuration utility will allow you to configure the AirPort inter-
face out of the box by selecting a network name and choosing how to configure
TCP/IP. For a network that uses DHCP, the configuration instructionsare only a few i
screenslong. Hi

AirPort cards added after the system first boots can be configured by the AirPort
\ Setup Assistant.’ After inserting the card, run the Setup Assistant. Whenit starts, you
, will see the dialog box in Figure B-1.

Choose to configure the AirPort card and click Continue. The next step, shown in
Figure B-2, is to select the network you wish to join. Every network within rangeis
displayed in the pop-up menu.Figure B-2 showsthe userselecting the Little Green
Men network.

* Cards can also be configured with the System Preferences application. For completeness, this appendix dis-
cusses the Setup Assistant first and the System Preferences application later in terms of monitoring and
changing the configuration. However, there is no reason why you cannotconfigure the card straight from
the System Preferences application.
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46 AirPort Setup Assistant

Introduction

This Assistant helps you get set up to use AirPort for wireless
networking and Internet access.

Do you want to:

@ Set up your computer to join an existing AirPort network.
@ Set up an AirPort Base Station,

oncinas>
 

Figure B-1. Initial AirPort Setup Assistant screen

 
O AirPort Setup Assistant

Select an AirPort network

Please select the AirPort network you would like to jain.

Available AirPort networks:|Little Green Men Mi

if the AirPort network that you wouldlike to join Is not
available make sure that your computeris in the range of an
AirPort Base Station and that the base station is turned on,
Then choose "Scan Again" to see if the network becomes
available.

 
£Go Back» € Continue

 
Figure B-2. AirPort card network selection

Once the network is selected, you can move on to the third step: entering the net-
work password. This is the WEP configuration. To make matters easier for users,
Apple has allowed administrators to input WEP keys as variable-length passwords.
The ASCII text of the password is then hashed into a WEP key of the appropriate
length. WEPkeys can also be entered in hexadecimal by prefacing them with a dollar
sign, such as $£B102393BF. Hex keysare either 10 hex digits (40-bit) or 26 hex digits
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you haven’t turnedoff those icons. The AirPort iconalso indicates radio strength. In
Figure B-4, there are several solid wavefronts on the icon. As you movefarther from
the access point and the signal degrades, the numberof bars decreases, Whenit is
clicked, a drop-down commandlist offers the optionof turning the powerto the Air-
Port card on oroff, selecting or creating networks, and opening the Internet Connect
application to monitorthe radio interface. It is quite handy for users to be able to
turn off the card at will. When youare outofrange of a network,orjust not usingit,
the card can easily be powered down to save battery power.

 [40GhaiFri 6:49PM
AlrPort Gn
Turn AirPort Off  
  

 
 

DAUMea LCs
Luminiferous Ether
Other...
 
 Create Network... 
 Open internet Connect... 

 
Figure B-4. AirPort status icon
 

In Figure B-4, there are two networks within range: Little Green Men and Luminifer-
ous Ether. The checkmark by Little Green Men indicates that it is the network to
which the useris currently connected, though the user can switch between the two
networks simply byselecting a preference. Any other network can be selected by
using the Other... option and entering the nameofthe network.

An IBSS can be created by going to the Create Network option andselecting the
basic radio parameters shownin Figure B-5. The computeris set to create an IBSS
with the network name of Very Independent BSS; the radio channel defaults to 11
but can be changed to any of the 11 channels acceptable in North America and
Europe. Every computer taking part in the IBSS must use the same channel. After
you’ve set up an independentnetwork, the system adds a new sectiontitled “Com-
puter to Computer Networks” to the drop-downlist, as shown in Figure B-6. The
AirPort status icon also changes to a computer in the pie wedge shape to indicate
that the networkis an IBSS rather than aninfrastructure network,

Configuration with the System Preferences application
If you move betweendifferent ESSs, you cancreate a “location” for each andusethis
to configure the ESS/passwordpair, which you canthen pick from a menuas you
move to a different location. You can also preconfigure an ESS/password pair if
you’re not currently on the network for which youare setting up.
The System Preferences application allows youto configure many systemattributes,
including those that are network-related, Figure B-7 shows the network panel of the
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Please enter the following information to create a
Computer to Computer Network:

Name: (Very Independent 85S
Password: eedenee ,

Confirm: sesesse

Channel: * Default qa) re

fCancel > FG

Figure B-5. IBSS parametersetup
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Figure B-6. Network preferences panelof the System Preferences application

System Preferences application. The Show pop-uplist can be set to any of the net-
work interfaces in the system. Naturally, when set to AirPort, it enables the fourth
tab, as shownin the figure. The default tab is TCP/IP (Figure B-7), which can be set
to configure interfaces manually or with the assistance of DHCP or BootP. Whenset
to DHCP,as in the figure, the leased address is shown. Although the DHCPserver
on my network provided DNSservers, the server IP addresses are not shown. (They
are, however,placedin /etc/resolv.conf, as with any other common Unix system.)

The other network panel worthy of note is the AirPort tab (Figure B-8), which can
set the network and password, though it involves more pointing and clicking than
the menu associated with the AirPort status icon.

Monitoring the wireless interface
The wireless-interface status can be monitored with the Internet Connect applica-
tion. The Internet Connect application can be launched from either the Applications
folder on the hard disk or from the AirPort status icon. It can be usedto display the
signal strength of the nearest access point, as well as change the network with which
the station is associated.
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Figure B-7. TCP/IP preferences tab of the Network Preferences settings

The AirPort Base Station

The AirPort Base Station is a model of industrial design.It lookslike a flying saucer.
There are three lights: for power, wireless activity, and Ethernetactivity. The most
recent AirPort Base Station modelhas two Ethernetports: a 56-KB modem port and a
built-in wireless interface. On first-generation AirPort Base Stations, the wireless inter-
face was a Lucent-branded card, complete with a Lucent label; second-generation Air-
Port Base Stations use Apple-branded AirPort cards.” The AirPort Base Station has a
built-in antenna thatis good, though not as good as someof the external antennas
used with otheraccess points.

In addition to bridging between a wireless and a wired network,the Airport Base Sta-
tion is designed to connectall network usersto the Internet via a cable modem, DSL

* Althoughthe AirPortcard is an Apple-brandedproduct, a lookup of the FCC ID, IMRWLPC24H, indicates
that it was made by Agere (Lucent). In first-generation AirPort Base Stations, the wireless interface was a
LucentSilver card (64-bit WEP), Several web pages show how to dismantle the AirPort Base Station to
replace theSilver card with the Gold card (128-bit WEP) for improved security. Manyofthe samesites also
show how to hookup anexternal antennabydrilling through the AirPort’s plastic case. That is not likely to
be as big a deal with the second-generation AirPort, since it uses the external antenna connectorto use a
larger antennajust under the top ofthe external case.
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Figure B-8. AirPort preferences tab of the Network Preferences settings

modem,or a standard 56-KB modem. Oneof the Ethernet ports is a 10baseT port
designed for a connection to a cable modem or DSL modem. The second Ethernet
portis a Fast Ethernet port that can be used to connectto an existing LAN.
The AirPort Base Station was developed with assistance from Lucent, and it shows.
The configuration of the two access points is quite similar to the configuration of
Lucent access points. The AirPort Setup Assistantis used for basic out-of-the-box
configuration. The AirPort Utility can then be used to set additional parameters.
(Both applications were available only on Mac OS as | wrote this appendix, though
Apple announced a Windowsconfiguration application after the submission of the
manuscript.) The Lucent access point hardware is commonly used, and there are
configuration tools available for both Windows and Linux.
The low price of the AirPort has led many observers to classify it as a consumer
device. Certainly, it has a great deal in common with the generic profile of a con-
sumer access point: the price is relatively low, and it is a single unit with an inte-
grated antenna. However,it is more capable than a numberof consumerdevices and
support roaming users. From that standpoint, the AirPort would not beout of place
in a small office.
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First-Time Setup
The first-time setup is done with the same AirPort Setup Assistant application that
configures newwireless interfaces. AirPort Base Stations fresh out of the shrink wrap
broadcasttheir existence to the world so that a MacOSclient can be used for contig-
uration. Mac OS X 10.1 shipped with olderversions of the configuration utilities,
and they required an upgrade. The process is a straightforward softwareinstallation
from the included CD-ROM. With the release of OS X 10.1.1, the new utilities
should be included with the base operating-system installation.
The first step after launching the AirPort Setup Assistantis to select the method by
which the AirPort will connect to the Internet. The four choices are shown in
Figure B-9. For illustrative purposes, I showthe configuration of an AirPort on an
existing LAN. The questions asked by the assistant, however, are quite similar for
each method.

Q AirPort Setup Assistant
Internet Access

Select how yourbase station will connect to the Internet.

© Telephone Modem
@ Local Area Network (LAN)
© Cable Modem or DSL using static IP or DHCP
© Cable Madem or DSL using PPP over Ethernet (PPPoE)

PPP over Ethernet (PPPoE) is a method of connecting to the
| Internet used by some cable and DSL Internet service

providers. If you connect to the Internet using a cable modem
or OSL, and your Internet service provider does not use PPP
over Ethernet, select "Cable Modem or DSL using static IP or
DHCP.”

Go tack) Continue”

  
 
Figure B-9. Networkselection methods

After selecting the connection type, the nextstep is to configure the Ethernetinter-
face for the AirPort. It can be configured automatically with DHCP,or manually. Set-
ting these parameters should be familiar to anyone whohasset up a network.
After configuring the Ethernet interface, you proceed to configuring the wireless
interface. You must supply the network name and a password, The passwordis an
ASCII seedfor the WEP key andcanbe left blank to run an open networkthat does
not require WEP authentication. Figure B-10 shows the configuration screen for the
network name and password.
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AirPort Setup Assistant

Network Name and Password

| You now need ta give your AlrPort network a name and
password that others will use when they wantto join your

| network.

Network Name: Little Green Men

Network Password: | onanwen

Verify Password:|seresee|
Tip: For maximum protection, create a password that Is &
characters or greater in length and contains a combination of

| numbers, letters and punctuation.

(“Goback ) Continue”

  
 i. _

Figure B-10. Network name and password

The AirPort Base Station itself can use the same password as the network,or a differ-
ent password. As the Setup Assistant itself notes, keeping the passwordsseparateis a
practical requirement for network administrators who must maintain security sepa-
rate from users. A dialog box lets you make this choice. If a separate passwordis
configured, there is one additional screen in which to enter the base station pass-
word before the Setup Assistant terminates.

The ManagementInterface
Oncethe bootstrap configuration is done with the Setup Assistant, the AirPort Base
Station is on the network and must be configured with the AirPort Utility
(Figure B-11). This is a separate configuration utility that will feel vaguely familiar
after seeing Lucent’s AP Manager. Whenit is started, the AirPort Admin Utility
searchesall the AirPort base stations on the network anddisplays them ina list. Indi-
vidual base stations can be selected for further configuration. When changes are
made, the base station mustberestarted for the changes to take effect. The Other
button at the top allows configuration of any AirPort Base Station that the manager
can sendIP packets to. Far-away base stations may not appear on the browse list,
but byclicking on Other andentering an IP address, the Manager can configure any
base station to whichit has IP connectivity.

Configuring the wireless interface
Whena basestation is selected for configuration, the configuration screen will pop
up. Several tabs are used to group configuration informationinto logical subsets, and
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8Bo0 Select Base Station

> ft ee— fed
Other Rescan Configure

“Name a IP Addtess
Little Green Men 192.168.200.180

Name: Little Green Man
Ethernet ID: 00 03 93 LE BA 84

Description: Base Station V4.0

Rastarted: 01/10/02, 19:10:3?

  
 

Figure B-11. AirPort Admin Utility main screen

the wireless interface configuration is available by default. Across the top, there are
buttonsto restart the access point, upload new firmware, return the basestation to
factory defaults, and change the password. (New firmwareis distributed as part of
the Admin Utility package.)

The AirPort configuration is shown in Figure B-12. The “AirPort Network”settings
are comparable to the Lucent settings of the same name, with the exception of the
WEPconfiguration. Only one passwordis supported by the AirPort BaseStation.

AirPorts were designed to be compatible with other vendors’ 802.11 equipment.
Most other vendors, however, require that users enter WEP keys as hexadecimal
strings. The Password icon at the top of the toolbar will print out the raw WEP key
for use in other products. Figure B-13 shows the WEP keythat results from entering
an ASCIIstring of Book Key as the text seed.’

Configuration of the WAN interface

The Internet configuration tab presents no surprises. When set to Ethernet, it uses
the “WAN”Ethernet port to connect to the outside world. You can configure the
standard networksettings (IP address, network mask, DNSserver, router) manually,
or you can select automatic configuration via DHCP. The AirPort is compatible with
cable modemsthat use the Point to Point Protocol over Ethernet (PPPoE) and DSL

modems. PPPoE configuration requires a username and password supplied by your
ISP. Modem access can be set up using either a generic dial-in or a script provided by
Apple to make the AirPort Base Station compatible with America Online.

* Chally Microsolutions (http://www.chally.net) distributes a tool called WEP Key Maker thatwill generate a
WEPkey of a specified length from a long pass phrase.
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Little Green Men

@6 2 &
Restart Upload Default Password

f KiPore) Internet ! Network Y Port Mapping | Access Contral 1 Authentication

Infarmation in this section is used to identify the base station and canfigure the wireless network
published by the base station.

Base Statlon-———.————ee

Name: jLittle Crean Men
Contact:

Location:

CGhangepassword.
AirPortNetwork

Name: Little Green Men

f2) Create a closed network

Channel: | 6" ; i fj Enable interference robustness
Station density: Low 7 f@ Enable encryption (using WEP)

Multicast rate:[2. FP) mss (Change password... »

‘Update

 

Figure B-12. Wireless interface configuration

5 To connect to the AlrPort network created
Cc oy by this base station from a computer not= using AirPort software, you should use

the following equivalent network
password (WEP key):
71 8c3eb6d0 100a1d664823¢76a

(—o--4

  
 LL a

Figure B-13. Printing out the WEPkey in hexadecimal for use by non-Apple 802.11 stations

Configuration of the LAN interface
The AirPort can be used as the central connection device in a home network by
connecting the 10-Mbps Ethernet port to a broadband connection and using the
100-Mbps Ethernet port to connect other LAN stations. Client computers can be
statically addressed by the network administrator, or the built-in DHCP server can
be turned on and assigned a range of addresses to assign to clients. When NATis
used to hide several computers behind one IP address, the address specified in the
Internet properties is used as the public address. The wired LANinterface is given
the private address 10.0.1.1, and DHCPis used to lease out addresses from 10.0.1.2
to 10.0.1.200 (in this case, you can’t select the range of addresses for the DHCP
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serverto give out). The AirPort base station can be connected to wired networks by
its Fast Ethernet LAN portif the DHCPserveris disabled.

inbound NAT configuration

The Port Mapping tab, shownin Figure B-14, can be used to add inboundstatic port
mappings. The public port is translated to the private IP address and port number
listed in the mapping. Thefigureillustrates an address translation for inbound web
services to port 80 on host 10.0.1.201. No external address is specified in the Port
Mappingtab becausethe external address can be assignedin different ways depend-
ing onthe type of Internet connection used.
 

e056 Little Green Men Q

Restart Uplaad Cefault Password

   AlrPort | Internet | Network)Port Mapping}Access Control|Authentication |

(f you want to use a Web, AppleShare. FTP, or other server an the network, you can specify private IP
addresses to map to specific TCP/IP ports in this window.

  Piblie Port W Private iP Addvéss SSPrivatePort
a0 10,0.1.201 80

(add

Céxport >

Cimport)

“Revert %

Update>

 

Figure B-14. Port Mapping tab

Access control

Like most other products, the AirPort Base Station supports filtering by client MAC
address. The Access Control tab lets you identify clients by their AirPort ID (MAC
address) and add them toalist of allowed clients, together with a description.

Authentication

The AirPort allows a RADIUSserver, which can provide an external authentication
mechanism for MAC addresses. When authentication of a client MAC is required,
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Restart Upload Defauit Password

Little Green Men

the base station will pass the request on to the RADIUSservers defined in the tab
shownin Figure B-15.  

| AirPort internet ¥ Network y Port Mapping | Access Control Authentleation | 

This section Is used to define the location af RADIUS servers. If RADIUS Is used, only clients with valid
AirPort ID‘s will be allowed to access the AlrPort network.

SA Use RADIUS Authentication

Primary server eea

Ip Address: ||

Port: 1812
Shared Secret:

IP Address:

Port 1812
Shared Secret:

(J

Update

 
 

Figure B-15. RADIUSauthentication tab

Links to More Information

Official sites
http://www.apple.com/airport/ (sales and marketing)
http://www.info.apple.com/usen/airport/ (support; registration required)

Repairing first-generation AirPorts
http://www.vonwentzel.net/ABS/Repair. html
First-generation AirPort Base Stations tendto fail due to capacitorfailure. This
site explains the problem and showshowto repair the basestation, though the
procedure almostcertainly voids the warranty.

AirPort hardware hacking
http://www.msrl.com/airport-gold/
Older AirPort base stations use Lucent cards. By changing the card from the
stock Silver card to a Gold card, longer WEP keyscan be used.

 
Links to More Information



 
http://jim.chronomedia.com/Airportmod/ 
First-generation AirPort Base stations run hot. This site shows how to add a
cooling fan to the case.

Linux on AirPort Base Stations

i http://www-hft.ee.tu-berlin.de/~strauman/airport/airport.html

Early versions of the AirPort firmware did not support PPPoE. Oneresponse to
this was to run Linux on the AirPort Base Station and use the Linux PPPoE

i driver. Although recent enhancements to the firmware now support PPPoE,the
h project maybeinteresting for some readers.
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access point
See AP.

ACK
Abbreviation for “Acknowledgment.” ACKs
are used extensively in 802.11 to provide
reliable data transfers over an unreliable
medium. For more details, see “Conten-
tion-Based Data Service” in Chapter 3.

Acknowledgment
See ACK.

ad hoc 4
A network characterized by temporary,
short-lived relationships between nodes.
See also IBSS.

AID
Association Identifier. A number that
identifies data structures in an access
point allocated for a speci fic mobile node.

AP
Access Point. Bridge-like device that
attaches wireless 802.11 stations [to a
wired backbone network. For more infor-
mation on the general structure of an
access point, see Chapter 14.

ASN
Abstract Syntax Notation. The formal
description of the grammar used to write
MIBfiles.

association identifier
See AID.

ATIM
Announcement Traffic Indication Mes-
sage. ATIMsare used in ad hoc (indepen-

Glossary

dent) 802.11 networks to announce the
existence of buffered frames. For more
details, see Chapter 7.

basic service set
See BSS.

BER
Bit Error Rate. The number of bits
received in error. Usually, the numberis
quite low and expressed as a ratio in sci-
entific notation. 10-2 means onebit in 100
is received in error.

BPSK

Binary Phase Shift Keying. A modulation
methodthat encodes bits as phase shifts.
Oneof two phase shifts can be selected to
encodea singlebit.

BSS
Basic Service Set. The building block of
802.11 networks. A BSS is a set of sta-
tions that are logically associated with
each other.

BSSID
Basic Service Set Identifier. A 48-bit iden-
tifier used byall stations in a BSS in frame
headers.

CCT
Comité Consultatif International Télé-
graphique et Téléphonique. A UN body
responsible for telephone standardiza-
tion. Due to a reorganization, it is now
called the International Telecommunica-
tion Union-Telecommunication Standard-
ization Sector (ITU-T).
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ccK

Complementary Code Keying. A modula-
tion scheme that transforms data blocks

into complex codes and is capable of
encodingseveralbits per block.

CF

Contention Free. Services that do not
involve contention for the medium are
contention-free services. Such services are

implemented by a Point Coordinator (PC)
through the use of the Point Coordina-
tion Function (PCF). Contention-free ser-
vices are not widely implemented.

CFP

Contention-Free Period. Even when 802.11

provides contention-free services, some
contention-based access to the wireless
medium is allowed. Periods controlled by a
central authority are called contention-free
periods (CFP).

CRC

Cyclic Redundancy Check. A mathemati-
cal checksum that can be used to detect

data corruption in transmitted frames.
CSMA

Carrier Sense Multiple Access. A “listen
before talk” scheme used to mediate the
access to a transmission resource. All sta-
tions are allowed to access the resource

(multiple access) but are required to make
sure the resource is not in use before

transmitting (carrier sense).

CSMA/CA

Carrier Sense Multiple Access with Colli-
sion Avoidance. A CSMA methodthat
tries to avoid simultaneous access (coll-

sions) by deferring access to the medium.
802.11 and AppleTalk’s LocalTalk are
two protocols that use CSMA/CA.

CTS

Clear to Send. The frame type used to
acknowledge receipt of a Request to Send
and the second component used in the
RTS-CTS clearing exchange used to pre-
ventinterference from hidden nodes.

DA

Destination Address. The MAC address of
the station the frame should be processed

 
by. Frequently, the destination address is
the receiver address. In infrastructure net-

works, however, frames bridged from the
wireless side to the wired side will have a
destination address on the wired network
and a receiver address of the wireless

interface in the access point.

DBPSK

Differential Binary Phase Shift Keying. A
modulation method in which bits are

encodedas phase shift differences between
successive symbol periods. Two phase
shifts are possible for an encoding rate of
one data bit per symbol.

DCF
Distributed Coordination Function. The
rules for contention-based access to the
wireless medium in 802.11. The DCFis

based on exponentially increasing back-
offs in the presence of contention as well
as rules for deferring access, frame
acknowledgment, and when certain types
of frame exchanges or fragmentation may
be required.

DHCP

Dynamic Host Configuration Protocol. An
IETF standard used by network adminis-
trators to automatically configure hosts.
Hosts needing configuration information
may broadcast a requestthat is responded
to by a DHCP server. DHCP was the
Internet community’s admission that the
Internet was growing so fast that network
administrators had lost control over what

was plugged into networks.
DIFS

Distributed Inter-Frame Space. The inter-
frame space used to separate atomic
exchanges in contention-based services.
See also DCF.

distributed coordination function
See DCF.

distributed inter-frame space
See DIFS.

DOPSK
Differential Quadrature Phase Shift Key-
ing. A modulation method in whichbits
are encoded as phase shift differences
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between successive symbol periods. Four
phase shifts are possible for an encoding
rate of two databits per symbol.

DS

Distribution System. The set of services
that connects access points together. Logi-
cally composed of the wired backbone
network plus the bridging functions in
most commercial access points. See
Figure 2-6

DSSS

Direct-Sequence Spread Spectrum.A trans-
mission technique that spreads a signal
over a wide frequency band for transmis-
sion. At the receiver, the widespreadsignal
is correlated into a stronger signal; mean-
while, any narrowband noise is spread
widely. Most of the 802.11-installed base
at 2 Mbps and 11 Mbps is composed of
direct-sequenceinterfaces.

DTIM

Delivery Traffic Indication Map. Beacon
frames may contain the DTIM element,
which is used to indicate that broadcast

and multicast frames buffered by the
access pointwill be delivered shortly.

EIFS

Extended Inter-Frame Space. The longest
of the fourinter-frame spaces, the EIFSis
used when there has been an error in
transmission.

EIRP

Effective Isotropic Radiated Power. An
antenna system will have a footprint over
which the radio waves are distributed.

The power inside the footprint is called
the effective isotropic radiated power.

ERP
Effective Radiated Power. Used to describe

the strength of radio waves transmitted by
an antenna.

ESS

Extended Service Set. A logical collection
of access pointsall tied together. Link-layer
roaming is possible throughout an ESS,
provided all the stations are configured to
recognize each other.

HR/DSSS

ETSI

European Telecommunications Standards
Institute. ETSI is a multinational stan-

dardization body with regulatory and
standardization authority over much of
Europe. GSM standardization took place
under the auspices of ETSI. ETSI has
taken the lead role in standardizing a wire-
less LAN technology competing with
802.11 called the High Performance Radio
LAN (HIPERLAN).

extended inter-frame space
See EIFS.

FCC

FCS

Federal Communications Commission.

The regulatory agency for the United
States. The FCC Rules in Title 47 of the

Code of Federal Regulations govern tele-
communications in the United States.

Wireless LANs must comply with Part 15
of the FCC rules, which are written specif-
ically for RF devices.

Frame Check Sequence. A checksum
appended to frames on JEEE 802 net-
works to detect corruption.If the receiver
calculates a different FCS than the FCS in

the frame, it is assumed to have been cor-
ruptedin transit andis discarded.

FH

Frequency Hopping. See FHSS.
FHSS

Frequency Hopping Spread Spectrum. A
technique that uses a time-varying nar-
rowbandsignal to spread RF energy over a
wide band.

GFSK

Gaussian Frequency Shift Keying. A mod-
ulation technique that encodes data based
on the frequency ofthe carrier signal dur-
ing the symbol time. GFSK is relatively
immune to analog noise because most
analog noise is amplitude-modulated.

HR/DSSS

High-Rate Direct-Sequence Spread Spec-
trum. The abbreviation for signals trans-
mitted by 802.11b equipment. Although
similar to the earlier 2-Mbps transmissions
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IAPP

in many. respects, advanced encoding
enables a higher data rate.

|APP

Inter-Access Point Protocol. The protocol
used between access points to enable
roaming. In late 2001, each vendor used a
proprietary IAPP, though work on a stan-
dardized JAPP was underway.

IBSS

Independent Basic Service Set. An 802.11
network without an access point. Some
vendors refer to IBSSs as ad hoc net-
works; see also ad hoc.

Iv

Integrity Check Value. The checksum cal-
culated over a frame before encryption by
WEP. The ICV is designed to protect a
frame against tampering by allowing a
receiver to detect alterations to the frame.
Unfortunately, WEP uses a flawed algo-
rithm to generate the ICV, which robs
WEPof a great deal of tamper-resistance.

{EEE
Institute of Electrical and Electronics

Engineers. The professional body that has
standardized the ubiquitous IEFE 802 net-
works.

Infrared. Light with a longer wavelength
and lower frequencythan visible redlight.
The wavelength of red light is approxi-
mately 700 nm.

(S|

Inter-Symbol Interference. Because of
delays over multiple paths, transmitted
symbols mayinterfere with each other and
cause corruption. GuardingagainstISI is a
major consideration for wireless LANs,
especially those based on OFDM.

ISM

Industrial, Scientific, and Medical. Part 15
of the FCC Rules sets aside certain fre-
quency bands in the United States for use
by unlicensed Industrial, Scientific, and
Medical equipment. The 2.4-GHz ISM
band wasinitially set aside for microwave
ovens so that home users of microwave
ovens would not be required to go

through the burdensome FCClicensing
process simply to reheat leftover food
quickly. Becauseit is unlicensed, though,
many devices operate in the band, includ-
ing 802.11 wireless LANs.

Tu
International Telecommunications Union.
The successor to the CCITT. Technically
speaking, the ITU issues recommendations,
not regulations or standards. However,
many countries give ITU recommendations
the force of law.

Initialization Vector. Generally used as a
term for exposed keying material in cryp-
tographic headers; most often used with
block ciphers. WEP exposes 24 bits of the
secret key to the world in the frame
header, even though WEP is based on a
stream cipher.

LLC

Logical Link Control. An IEEE specifica-
tion that allows further protocol multi-
plexing over Ethernet. 802.11 frames carry
LLC-encapsulated data units.

MAC

Medium Access Control. The function in
IEEE networks that arbitrates use of the
network capacity and determines which
stations are allowed to use the medium for
transmission.

MIB

Management Information Base. An ASN
specification of the operational and con-
figuration parameters of a device; fre-
quently used with SNMPorother network
management systems.

MPDU

MACProtocol Data Unit. A fancy name
for frame. The MPDU does not, however,
include PLCP headers.

MsDU

MACService Data Unit. The data accepted
by the MACfor delivery to another MAC
on the network. MSDUsare composed of
higher-level data only, For example, an
802.11 management frame does not con-
tain an MSDU.
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NAV
Network Allocation Vector. The NAV is

used to implementthevirtual carrier sens-
ing function. Stations will defer access to
the medium if it is busy. For robustness,
802.11 includes twocarrier-sensing func-
tions. Oneis a physical function, which is
based on energy thresholds, whethera sta-
tion is decoding a legal 802.11 signal, and
similar things that require a physical mea-
surement. The second functionis a virtual

carrier sense, which is based on the NAV.
Most frames include a nonzero numberin

the NAVfield, which is used to ask all sta-
tions to politely defer from accessing the
medium for a certain numberof microsec-
onds after the current frame is transmit-

ted. Anyreceiving stations will process the
NAVanddeferaccess, which prevents col-
lisions. For more detail on how the NAV

is used, see “Contention-Based Data Ser-
vice” in Chapter3.

OFDM

Orthogonal Frequency Division Multi-
plexing. A techniquethatsplits a wide fre-
quency band into a number of narrow
frequency bands and inverse multiplexes
data across the subchannels. Both 802.11a

and the forthcoming 802.11g standards
are based on OFDM.

Osi

Open Systems Interconnection. A baroque
compendium of networking standards
that was never implemented because IP
networksactually existed.

PBCC

Packet Binary Convolution Coding. An
alternative method of encoding data in
802.11b networks that has not been

widely implemented. PBCC wasalso pro-
posed for consideration for 20+ Mbpsnet-
works, but wasrejected.

PC
Point Coordinator. A function in the

access point responsible for central coor-
dination of access to the radio medium

during contention-freeservice.

PCF

Point Coordination Function. The set of

tules that provides for centrally coordi-
nated access to the medium by the access
point.

PCMCIA

Personal Computer Memory Card Interna-
tional Association. An industry group that
standardized the ubiquitous “PCMCIA
card” form factor and madeit possible to
connect a wide variety of peripherals to
notebook computers. 802.11 interfaces are
available almost exclusively in the PCM-
CIA form factor. Also expanded humor-
ously as People Who Can’t Manage
Computer Industry Acronyms because of
its unwieldy length and pronunciation.

PDU

See protocol data unit.
PER

Packet Error Rate. Like the bit errorrate,
but measuredas a fraction of packets with
errors.

PHY

Common IEEE abbreviation for the physi-
cal layer.

physical-layer convergence procedure
The upper component of the PHY in
802.11 networks. Each PHY has its own

PLCP, which provides auxiliary framing to
the MAC.

PIFS

PCF Inter-Frame space. During conten-
tion-free service, any station is free to
transmit if the medium is idle for the dura-

tion of one PCF inter-frame space.
PLCP

See physical-layer convergence procedure.
PMD

Physical Medium Dependent. The lower
component of the MAC,responsible for
transmitting RF signals to other 802.11
stations.

PPDU

PLCP Protocol Data Unit. The complete
PLCP frame, including PLCP headers,
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protocol data unit

MAC headers, the MAC data field, and
the MAC and PLCPtrailers.

protocol data unit
Layers communicate with each other
using protocol data units. For example,
the IP protocol data unit is the familiar IP
packet. IP implementations communicate
with each otherusing IP packets. See also
service data unit.

PS

Power Save. Used as a generic prefix for
power-saving operations in 802.11.

PSDU
PLCP Service Data Unit. The data the
PLCP is responsible for delivering, Le.,
one MACframe with headers.

PSK

Phase Shift Keying. A method of transmit-
ting data based on phase shifts in the
transmitted carrier wave.

QPSK
Quadrature Phase Shift Keying. A modu-
lation method that encodes bits as phase
shifts. One of four phase shifts can be
selected to encode twobits.

RA
Receiver Address. MAC addressof the sta-
tion that will receive the frame. The RA
may also be the destination address of a
frame, but not always. In infrastructure
networks, for example, a frame destined
for the distribution system is received by
an access point.

RC4

A proprietary cipher algorithm developed
by RSA Data Security and licensed for a
great deal of money. Also usedas the basis
for WEP and prevents open source WEP
implementations from existing because of
the fear of lawsuits by RSA.

RF

Radio Frequency. Used as an adjective to
indicate that something pertains to the
radio interface (“RF modulator,” “RF
energy,” and so on).

RTS

Request to Send. The frame type used to
begin the RTS-CTS clearing exchange.

 
RTS frames are used when the frame that
will be transmitted is larger than the RTS
threshold.

SA

Source Address; as disinct from TA. Sta-
tion that generated the frame. Different
when frame originates on the distrbution
system and goesto the wireless segment.

SDU
See service data unit.

Service Data Unit

When a protocol layer receives data from
the next highest layer, it is sending a ser-
vice data unit. For example, an IP service
data unit can be composed of the data in
the TCP segment plus the TCP header.
Protocol layers access service data units,
add the appropriate header, and push
them down tothe nextlayer. See also pro-
tocol data unit.

SFD

Start of Frame Delimiter. The component
of the frame header that indicates when

synchronization has concluded and the
actual frameis aboutto start.

SIFS

Short Inter-Frame Space. The shortest of
the four inter-frame spaces. The SIFS is
used between frames in an atomic frame

exchange.

SSID

Service Set Identity. A string used to iden-
tify a service set. Typically, the SSID is a
recognizable character string for the bene-
fit of users.

SYNC

Short for Synchronize. Bits transmitted by
the PLCP to allow senders and receivers to

synchronizebit timers.
TA

Transmitter Address. Station that actually
putthe framein the air. Often the access
pointin infrastructure networks.

TIM

Traffic Indication Map. A field transmitted
in Beacon frames used to inform associ-

ated stations that the access point has buff-
ered. Bits are used to indicate both
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Wi-Fi and Wi-Fi

buffered unicast frames for each associated

station as well as the presence of buffered
multicast frames.

WEP

Wired Equivalent Privacy. Derided as
Wiretap Equivalence Protocolby its crit- i
ics. A standard for ciphering individual i
data frames. It was intended to provide
minimal privacy and has succeededin this
respect. In August 2001, WEP was
soundly defeated, and public code was
released.

Wi-Fi and Wi-Fi5 f

The Wireless Ethernet Compatibility Alli- ae
ance started the Wi-Fi (“wireless fidel-

ity”) certification program to ensure that
equipment claiming 802.11 compliance
was genuinely interoperable. Wi-Fi-certi- ij
fied equipment has demonstrated stan- ki
dards compliance in an interoperability
lab. Originally, the term was applied to
devices that complied with 802.11b

: (11-Mbps HR/DSSS). The newer term,
\ Wi-Fi5, is applied to 802.1la (54-Mbps
: OFDM) equipment that passes a similar |

certification test suite.
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2GESK (2-level GFSK), 170
3Com

AirConnect, 266
HomeWireless Gateway, 265
site survey tools, 315

4GFSK (4-level GFSK), 171
802 family, 8-9
802.1 standard, 8
802.1d standard, 8
802.1h standard, 43

802.1q standard, 8
802.1x framework, vendor supportfor

security, 327
802.11 standard

Closed Wireless System extension, 276
command-line parameters, 281
comparisons, 6
Ethereal and, 332
features of, 8
future for, 376-382
Hierarchy of Network Development, 83
Linux supportfor, 236
MACas key to, 24
managementarchitecture

components, 114
mobile network access and, 9

open-system authentication, 120
optional features, 267
physical layers, 164
RF and, 158-163
station services and, 20
success of, 6

802.11a standard
features of, 6
future of, 198
OFDMand, 8, 199-208
OFDM PHY, 152

upgrade path from, 311
802.11b standard

features of, 6
HR/DS, 8
HR/DS PHY, 152, 189-197
Lucent ORINOCOcard, 229-234
Nokia C110/C111 card, 215-228

upgrade path from, 311
Wi-Fi certification, 266

802.11g standard, 311
802.2 standard, 8
802.3 standard, 8
802.3af standard, 266
802.5 standard, 8

A

AAA (authentication, authorization, and
accounting services), 299

Absolute Value Systems, 244
Abstract Syntax Notation 1 (ASN.1), 383
access control

AirPort Base Station, 408
authentication, 299

project planning, 309
security considerations and, 380

access deferral, 31
access modes, 8, 27-31
access point backbone, 295

We'd like to hear your suggestionsfor improving our indexes. Send email to index@oreilly.com.
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access points
802.11 network component, 10
aging function, 131
AID and, 82
association and, 18
authentication and, 120
as bridges, 13, 14
BSStransitions and, 21
BSSIDs and, 67
buffering frames, 48
contention-free service and, 150
data frames and, 55

density of, 377
DTIMinterval in, 132
frames from, 58
frames to, 59
generalfunctions, 262-264
infrastructure BSSs and, 11
infrastructure networks and, 372

installing in wiring closets, 322
linux-wlan-ng problems, 253
Listen Interval field and, 82

naming conventions for, 326-327
network analysis, 349-350
Nokia A032 access point, 279-291
ORiNOCO(Lucent) AP-1000, 269-278
point coordinators and, 27
power management and, 38, 128, 268
reassociation, 18, 126

selecting, 266-269
site survey and, 315
station association, 12,15
transmissions from, 142-143

types, 264-266
WEPdesign flaws, 95

Acknowledgment (ACK)
802.11 transmission rules and, 31
ATIM window and, 135

componentsof, 63
dotl1ACKFailureCount, 391

dot11FrameDuplicateCount, 391
fragmentation and, 35, 47
frame buffering and, 129
integrity checks and, 42
Probe Responseframes and, 353
unicast frames and, 44, 45
webtransaction example, 360

active mode, 128, 131
active scan timer, 373
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active scanning
features of, 116, 351
Probe Request frames and, 115

ad hoc BSSs(see IBSS)
ad hoc networks(see IBSS)
addressfields

802.11 MAC and, 35
in data frames, 53
managementframes and, 67
specifics, 40-41

addressfiltering
AP-1000 and, 277
NIDS and, 288
security considerations, 121

Address Resolution Protocol (see ARP)
addresses

assignment through DHCP, 299
group addressestable, 392
I/O addresses, 243, 254
multicast addresses, 40

private addresses, 299
translation considerations, 310
transmitter address, 41, 63, 66
(see also MAC addresses; receiver

address)

addressing
DS bits and, 53-56
dynamic addressing, 299
static addressing, 299

Agere (see Lucent)
AID (association ID)

access points and, 82
defined, 40
frame buffering and, 129, 132
managementframes and, 71
PS-Poll frame and, 48, 65

AirConnect (3Com), 266
Aironet (Cisco), 238, 266, 299
AiroPeek (WildPackets), 332
AirPort Base Station, 402—409
AirPort Card

features, 396-401
residential gateway, 265

AirSnort

network analysis, 363-367
WEPkey recovery program, 96

algorithms
authentication algorithms table, 387
Challenge Textfield and, 83

 



Status Codefield and, 83

whitening, 174
amplifiers

features of, 160

as power-hungry components, 48
ramp-up and ramp-downof, 174
transmitting power and, 321

amplitude
channels and, 204
interference and, 182

Annex D (see MIB)
announcementtraffic indication map (see

ATIM)

antennadiversity, 321, 374
antennas

AirPort Base Station, 402

diversity support, 174
external antennas, 266, 267,279
installing, 322
Nokia C110/C111 card and, 215
omnidirectional antennas, 159, 161, 316

RF components, 158-160
specifications for, 316-322
standardization of, x
wireless network infrastructure, 2

Antheil, George, 156
AP Manager (see ORINOCO AP Manager)
AP (see access points)
AP-1000 (see Orinoco AP-1000)
Apple Computer

802.11 equipment and, 396
Airport Card, 265
MacIntosh, 409-410

application layer, security at, 299
applications

fixed wireless, 3

performance characterization, 324
project planning, 308
site survey, 315

ARP (Address Resolution Protocol), 43,
358-359

ASN.1 notation, 383
association

802.11 networks, 124-127
access points and stations, 12
authentication and, 18, 124, 299
Class 2 frames and, 85
Class 3 frames and, 85
Current AP Addressfield and, 71
dot11AssociationResponseTimeOut, 386
Ethereal example, 355
IAPP and, 15

 
joining and, 119
linux-wlan-ng problems, 253
restricting for AP-1000, 277
restricting for Nokia A032, 288
setting for wvlan_csdriver, 257
(see also reassociation)

association ID (see AID)

Association Request frames
association procedure, 125
features of, 82

Association Response frames, 82
association states, 83-85
association timeout, 373
Atheros Communicationschipset

vendor, 198
ATIM (announcementtraffic indication

map), 78, 81
ATIM window

frames allowed during, 135
settings for, 134
as time window, 133
tunable parameter, 372

atomic operations
contention-based data service and, 44
defined, 25
DIFS and SIFS, 30
NAVand, 28

authentication

802.11 networks, 120~124
access control and, 299
access points and, 83
AirPort Base Station, 408
AP-1000 and, 277
data security and, 89
dotl1AuthenticateFailStation, 387
dotilAuthenticateFailStatus, 387
dot11AuthenticationResponseTimeout,

385

Ethereal example, 354-355
frame transmission and, 83-85
Kerberos authentication, 299

linux-wlan-ng problems, 253
network service component, 18
project planning, 309
WEPlimitations, 299

Authentication Algorithm Identification, 121
Authentication Algorithm Numberfield, 68,

83

authentication algorithms, 387
authentication, authorization, and

accounting services (see AAA)
authentication states, 83-85
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authentication timeout, 373
Authentication Transaction Sequence

Numberfield, 69, 121

availability
data security attribute, 299
through redundancy, 299

 
B

backbone networks

distribution system as, 10
ESS and, 12

limitations in choosing access points, 14
backoff timers, 138
backoff window, 33
bandwidth

802.11a standard, 206
carriers and, 199

t- ‘ direct-sequence modulation and, 178
| FCCrules for frequency-hopping

systems, 168
frequencies and, 3

a limitations with wireless LANs, 3
i" i network speed and, 5

Barker sequence, 179
Barker words, 178, 189
basic rate set, 119
basic service area

/ active scanning and, 117
| BSS and, 10

\i no transition and, 20
overlapping, 16
reassociation and, 18
SSIDs and, 75
TSF and, 137

basic service set (see BSS)
basic service set ID (see BSSID)
batteries

802.11 standard and, 268

high-frequency devices and, 181
maximizinglife of, 133
mobile devices and, 128

Beacon frames
ATIM window and, 135
BSS and, 369
case study example, 349-350
CF Parameter Set elements and, 149
CFP and, 40, 141

I dotl1CFPPeriod, 385

| excluding from Ethereal analysis, 345
features of, 79
as management frames, 45

 

 

passive scanning and, 115,116, 351
purpose of, 67
sleeping periods and, 48
TBTT and, 138
TIM and, 49, 129, 132
timestamps, 168
timing synchronization and, 137

Beaconinterval

frame buffering and, 130
Listen intervals and, 371

managementframes and, 69
tunable parameter, 369

Beacon period
buffer management and, 137
dot11BeaconPeriod, 386
dotl1DTIMPeriod, 386

power management and, 128
Beacon Period scanning parameter, 118
BER(bit error rate), 204
Berra, Yogi, 376
binary phaseshift keying (see BPSK)
bison, Ethereal and, 333
bit error rate (BER), 204

Bitmap Control field (TIM), 78
Bitmap Offsetfield (TIM), 78
bits

defined, 177
DSbits, 53-56
order of, 36

padding, 205
Bluetooth standard, 5, 378
Bohr, Niels, 86
BPSK(binary phase shift keying), 211
bridges

access points as, 13, 14, 262
wireless features, 15

bridging
802.1d specification, 8
access points and, 10
example, 14
Nokia A032 and, 280, 282

broadcast BSSID, 55
broadcast frames

ATIM window and, 135
contention-free service and, 150
defined, 40
DTIM and, 132
frame exchanges and, 44
mobile stations and, 133

broadcast SSID, 75, 117
Bruestle, Jeremy, 96
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BSS(basic service set)
Beacon frames and, 369
BSSID in, 55
dotl1BeaconPeriod, 386
dotilDesiredBSSType, 386
dotl1FCSErrorCount, 391
dotl1MaxDuration, 385
DTIM Period, 132
extendedservice sets and, 12
infrastructure BSS, 11,55

passive scanning and, 116
stations joining, 119

BSSBasic Rate Set scanning parameter, 119
BSSID (basic service set ID)

access points as, 67
addressfields in data frames, 54
defined, 55
IBSS frames and, 58
PS-Poll frame, 66

purpose of, 41
BSSID field, 147, 148
BSSID scanning parameter, 115
BSSType scanning parameter, 115
buffer memory, 131, 136
buffering frames(see frame buffering)

C

C++ compiler, AirSnort and, 364
cabling

antennas and, 320
fiber-optic cable, 298
installation constraints, ix

Capability Informationfield, 69, 82
capture program(AirSnort), 364, 365
card information structure (see CIS)
cardmgrprocess (PCMCIA Card

Services), 238
carrier sense multiple access (see CSMA)
carrier sense multiple access with collision

avoidance (see CSMA/CA)
carrier sense multiple access with collision

detection(see CSMA/CD)
Carrier Sense/Clear Channel Assessment(see

CS/CCA)

carrier-sensing functions, 28, 3 1
CCA(clear channel assessment)

dot11CCAModeSupported, 394
dotl1CurrentCCAMode, 394
OFDM PHY,212

physical layer and, 151

 
CCK (complementary code keying), 189,

193-195

CDMA(codedivision multiple access), 179,
199

CF Parameter Set information element
Beacon frames and, 79
contention-free service, 149

managementframe information
element, 78

scanning and, 119
CF-ACKframes, 143, 144, 145, 146
CF-ACK+CF-Poll frame, 143, 147
CF-Endframes, 143, 147
CF-End+CF-ACKframe, 143, 148
CFP Countfield, 149
CFP DurRemainingfield, 149
CFP MaxDurationfield, 149
CFPPeriod field, 149
CFP (contention-free period), 40, 141, 146
CFPMaxDuration, 141
CF-Poll frames

access points and, 58
contention-free period and, 145, 146
contention-free service and, 143
dotl11CFPollable, 385
mobile stations and, 59

PCF operation and, 142
Challenge Text information element

algorithms and, 83
features of, 79
shared-key authentication and, 121

ChannelAgility field, 70
channelagility option, 196
ChannelList scanning parameter, 115
channels

802.11 frequency hopping and, 166
802.11a standard, 206

amplitude and, 204
dot11CurrentChannel, 394
dotl1CurrentChannelNumber, 393
dot11CurrentIndex, 394
dotl1MaxDwellTime, 394
DS PHY, 179
energy spread, 180
hopping order, 168
HR/DSsystems, 196
OFDM and, 199

operating channels, 206-208
overlapping coverage, 323, 324
PHYparameters, 119
regulatory domains, 167, 180
specifying, 115
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chip, 177
chipsets

interface cards, 237
MACcontrollers and, 238

PRISM chipset, 198, 237, 244, 271
vendorslisted, 198

CIS (card information structure)
linux-wlan-ng problems, 253
PCMCIA CardServices, 238

purpose of, 240
Cisco

access control solution, 299
Aironet 350 Series Access Point, 266

Aironet chipset, 238, 299
Radiata acquisition, 198

Class 1 frames, 84
Class 2 frames, 85
Class 3 frames, 85
classes (frames), 84
clear channel assessment (see CCA)
Clear to Send (see CTS)
Closed Wireless System, 276
clusters, 299, 307
code division multiple access (see CDMA)
coded OFDM (COFDM), 204
collision avoidance

802.11 MAC and, 24
interframe spacing and, 29
random backoff, 27

collisions

hidden nodes and, 26
random backoffs and, 27

troubleshooting Ethernet interface, 275
communications

distribution system criticality in, 14
infrastructure BSSs and, 11
stations within ESSs, 13

comparison operators, 343
compilation

AirSnort, 364
Ethereal, 333-336
kernel, 245

libpcap library, 333
linux-wlan-ng, 245-247, 252
orinoco_cs driver, 260
wvlan_cs driver, 255

complementary code keying (see CCK)
confidentiality

data security and, 89
ICV and, 90

 

network deployment and, 299
project planning, 309
WEPlimitations, 307

config command, 281
configuration

AirPort interface, 399-401
AP-1000, 271
DHCP, 249, 284
kernel, 245
linux-wlan-ng, 245, 249-252
Nokia A032, 283-289
Nokia driver, 222, 224
orinoco_cs driver, 260
set command, 279
WEP, 251, 258
wvlan_cs driver, 256, 258
(see also PCMCIA Card Services)

connectors

AirPort cards and, 397
antennas and, 321

contention

data services based on, 44-50
frame transmission and, 40
PCF and, 27

contention-free period (see CFP)
contention window, 33, 34
contention-based service

data and, 44-50
data frames and, 52

contention-free polling bits, 70
contention-free service, 52, 140-150
Controlfield, 43, 347
Control frames

Class 1 frames and, 84
features of, 60-66
matching for Ethereal analysis, 343

convolution code (OFDM), 205, 210
correlator, 177
coverage

considerations, 322

importance of, 3
overlapping, 323, 324
physicalrestrictions and, 311
project planning, 308
rule-of-thumb radius, 314

site survey, 315
CRACK (Challenge/Responsefor

Authenticated Control Keys), 304
crack program (AirSnort), 364, 365
CRCfield, 186, 193
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 CRC(cyclic redundancy check)
FCS as, 42
WEPand, 92, 94

cryptography
confidentiality and, 299
decryption dictionaries, 94
dotl1WEPUndecryptableCount, 391
key mappingrelationships, 90
problems with WEP, 93-96
“Snake Oil Warning Signs: Encryption

Software to Avoid”, 305
WEPand, 39, 89-93
(see also encoding)

CS/CCA(carrier sense/clear channel
assessment)

802.11 FH PHY, 175
DS PHY, 187
HR/DS, 196

CSMA(carrier sense multiple access), 24
CSMA/CA(carrier sense multiple access with

collision avoidance), 24

CSMA/CD(carrier sense multiple access with
collision detection), 8

CTSframes, 135, 391
CTS(Clear to Send)

componentsof, 63
interframe spacing and, 31
NAV and, 28
preventingcollisions with, 26
virtual CTS, 64
(see also RTS/CTSexchange)

Current AP Addressfield, 71

cyclic extensions, 203-204
cyclic prefixes, 203-204
cyclic redundancy check (see CRC)

D

data

contention-based service, 44-50
Ethereal and, 338, 339

key recovery time estimates, 366
reducing amount captured, 340-341
WEP and, 90-92
wireless network access advantages, ix

Datafield

OFDM PLCP, 211

specifics, 42
data frames

contention-free period, 144, 145
contention-free service and, 142

 

 
dotliReceivedFragmentCount, 391
features of, 51-60
webtransaction example, 362

data rates

configuring AP-1000, 273
dot11OperationalRateSet, 386
OFDM PHY, 211

setting for wvlan_cs driver, 257
Task Group G, 377

data transfer, 347, 362
Databook TCIC2 controller, 241
Data+CF-ACKframe, 143, 144
Data+CF-ACK+CF-Poll frame, 143, 145
Data+CF-Poll frame, 143, 145
dBm (HPA), 160
DBPSK(differential binary phase shift

keying), 182-183, 187
DCF (distributed coordination function)

active scanning example, 117
ATIM window and, 135
contention-based access, 31-34
contention-based service, 44
Duration field, 67
Ethereal example, 354
throughput using, 311
wireless medium access, 27

DCFinterframe space (see DIFS)
deauthentication, 18
Deauthentication frames

association procedure, 125
Class 2 frames and, 85
dotl1DeauthenticateReason, 386
dot11DeauthenticateStation, 387
features of, 81
reason codes and, 72
reassociation procedure, 127

debugging
linux-wlan-ng, 251-254
ping and traceroute, 264
(see also error handling; troubleshooting)

decibels (dB), 160
decryption (see cryptography)
deep fading, 204
default keys (WEP), 90
deferred response, 49
delay (802.11a standard), 206
delay spread, 162
Delivery TIM (see DTIM)
deployment(see network deployment)
destination address, 40, 54
destination service access point (see DSAP)
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device drivers

experimenting with, 23
Lucent ORINOCOcard, 229-234
Nokia C110/C111 card, 215-228

open source for Linux, 255
variability in features, 114

device management
802.11 standard and, 268

equipment purchases, 309
Nokia A032 and, 282

DET(discrete Fourier transform), 202
DHCP (Dynamic Host Configuration

Protocol)

address assignments through, 299
AP-1000 and, 270, 271, 272
configuring, 249, 284
popularservice, 263
redundancyfor, 299
standardized failover protocol, 299

differential binary phaseshift keying (see
DBPSK)

differential phase shift keying (see DPSK)
differential quadrature phase shift keying (see

DQPSK)
DIFS(distributed interframe space), 33, 45
digital signal processors (DSPs), 202
dipole antennas, 317
direct sequence (DS)

802.11 standard and, 6

channellayout considerations, 322-324
dotll1CCAModeSupported, 394
spread spectrum type, 156

direct-sequence PHY (see DS PHY)
direct-sequence PLCP (see DS PLCP)
direct-sequence PMD(see DS PMD)
direct-sequence spread spectrum (see DSSS)
disassociation, 18
Disassociation frames

dot] 1DisassociateReason, 386
dot11DisassociateStation, 387
features of, 81
reason codes and, 72

discrete Fourier transform (see DFT)
discrete Multi-Tone (see DMT)
distortion, noise as, 152
distributed coordination function (see DCF)
distributed interframe space (see DIFS)
distribution (network service

component), 18

 
distribution system

802.11 networks, 10, 20
BSStransitions and, 21
considerations, 14-16
FromDSbit, 59
integration and, 18
ToDS and FromDSbits, 38

D-Link (DWL-1000AP), 265
DMT(discrete Multi-Tone), 156
DNSrequest/reply, 359, 360
dotl1ACKFailureCount, 391
dotllAddress, 392
dot11AssociationResponseTimeOut, 386
dot11AuthenticateFailStation, 387
dot11AuthenticateFailStatus, 387
dot11AuthenticationAlgorithm, 387
dotl11AuthenticationAlgorithmsEnable, 387
dot11AuthenticationResponseTimeout, 385
dotl1BeaconPeriod, 386
dot11CCAModeSupported, 394
dotl11CFPollable, 385
dotl1CFPPeriod, 385
dot11CountersTable, 390
dot11CurrentCCAMode, 394
dotliCurrentChannel, 394
dot11CurrentChannelNumber, 393
dotl1CurrentFrequency, 395
dot11CurrentIndex, 394
dotl1CurrentPattern, 394

dotl1CurrentRegDomain, 393
dotl1CurrentSet, 394
dot11DeauthenticateReason, 386
dot11DeauthenticateStation, 387

dotl1DesiredBSSType, 386
dotl1DesiredSSID, 386
dot11DisassociateReason, 386
dot11DisassociateStation, 387
dotl1DTIMPeriod, 386
dotl1FailedCount, 391
dotl1FCSErrorCount, 391

dotliFragmentationThreshold, 390
dotl1FrameDuplicateCount, 391
dotl1FrequencyBandsSupported, 395
dotllHopTime, 393
dotl1LongRetryLimit, 390
dotlimac objects, 383
dotllLMACAddress, 389
dotl1MaxDuration, 385
dotl1MaxDwellTime, 394
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 dotl1MaxReceiveLifetime, 390
dotliMaxTransmitMSDULifetime, 390
dotl1MediumOccupancyLimit, 384
dotilMulticastReceivedFrameCount, 391
dot11MulticastTransmittedFrameCount,

390

dotl1MultipleRetryCount, 391
dot11OperationalRateSet, 386
dotilOperationsTable, 389
dot1lphy objects, 383
dotll1PHYType, 392
dot11PowerManagementMode, 386
dot] 1PrivacyOptionImplemented, 386
dot11ReceivedFragmentCount, 391
dotilreq_ command, 248
dotl1req_mibset command, 248
dotllreq_scan command, 248
dot11res objects, 383
dot]1RetryCount, 391
dotl1RTSFailureCount, 391
dot11RTSSuccessCount, 391
dot11RTSThreshold, 390
dot11ShortRetryLimit, 390
dot1iStationID, 384
dotllTempType, 393
dot11TIThreshold, 395
dot11TransmittedFragmentCount, 390
dot11TransmittedFrameCount, 391
dot1]WEPDefaultKeyValue, 388
dot11WEPKeyMappingAddress, 388
dot11WEPKeyMappingValue, 389
dotl11WEPKeyMappingWEPOn, 389
dotl1WEPUndecryptableCount, 391
dozing, powerconservation and, 128
DPSK(differential phase shift

keying), 182-185
DOPSK(differential quadrature phaseshift

keying), 183, 187, 189, 193
DSAP(destination service access point), 43,

347

DSbits, 53-56
DS ParameterSet information element, 77,

79
DS PHY

direct-sequence channel layout, 322
dotl1PHYType, 392
features of, 176-189

physical layer, 152
DS PLCP, 185-186
DS PMD, 187-188

 DS(see direct sequence)
DSSS(direct-sequence spread spectrum)

802.11 specification and, 8
contention window example, 33
DSSS table, 394
spread-spectrum type, 156

DTIM (Delivery TIM)
dotl11DTIMPeriod, 386
frame delivery, 132
purpose of, 372

DTIM Countfield, 78
DTIM interval

configuring AP-1000, 273
contention free periods and, 149
dotl1CFPPeriod, 385
tunable parameter, 369

DTIMPeriod scanning parameter
basic service sets and, 132

scan report, 118
TIM and, 78
tunable parameter, 372

dump_cis tool, 240
Duration field

ACKframe and, 64
CF-End frames and, 147
CF-End+CF-ACKframe, 148
CTSframe and, 63
managementframes and, 67
RTS frame and, 62
in data frames, 52-53

Duration/ID field, 39-40, 48
dwell time

802.11 frequency-hopping systems, 167
defined, 76, 165
dotl1MaxDwellTime, 394
tunable parameter, 373

DWL-1OOOAP (D-Link), 265

Dynamic Host Configuration Protocol(see
DHCP)

E

EAP(Extensible Authentication Protocol),
378

effective radiated power (see ERP)
EIFS (extendedinterframe space), 30
encapsulation

802.2/LLC, 8
frame header and, 36
RFC 1042, 43, 244
SNAPand 802.11, 347
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encoding
802.11 direct-sequence networks

and, 179
OFDMencoding, 212
via frequency, 169

encryption (see cryptography)
energy detection (ED) threshold, 187, 196
enterprise gateways, 265
equipment(see device management)
ERO (European Radiocommunications

Office), 4, 153
ERP (effective radiated power), 156, 160
error handling

802.11 transmission rules and, 31
DCFand, 32
linux-wlan-ng problems, 253, 254
(see also debugging; troubleshooting)

ESS (extendedservice set)
Beacon frames and, 369
BSSs and, 12
ESStransitions and, 22
ESSID and, 257
information needs in, 15

joining, 119
Mobile IP and, 22
mobility within, 299
network addressing and, 313

ESSfield, 70
ESSID, 257, 281
Ethereal network analyzers, 332-348
Ethernet

as backbone network, 10
as distribution system medium, 125, 14
Fast Ethernet connections, 298

Gigabit Ethernet connections, 298
reliability of, 24
similarity to 802.11, 7
WECA,6, 266
wireless Ethernet, 6, 16

Ethernet interface

configuring AP-1000, 275
Linux drivers and, 236
linux-wlan-ng and, 252

ETSI (European Telecommunications
Standards Institute), 153, 169

European Radiocommunications Office (see
ERO)

European Telecommunications Standards
Institute (see ETSI)

exclusive OR (see XOR)
Extended Authentication (see XAUTH)

 
extended interframe space (see EIFS)
extended service area

BSStransitions and, 21
characteristics of, 12-14
reassociation and, 18
SSID and, 75

extendedservice set (see ESS)
Extensible Authentication Protocol (see EAP)
external antennas

802.11standard and, 267
enterprise gateways and, 266
Nokia A032 and, 279

F

fading (see multipath fading)
Fast Ethernet connections, 298
fast Fourier transform (see FFT)

FCS (frame check sequence), 42, 57
FDM(frequency division multiplexing), 199
FDMA (frequencydivision multiple

access), 165
Federal Communications Commission (FCC)

radio spectrum use and, 4
RF spectrum regulation, 153
rule enforcement, 322
rules regarding 802.11 frequency-hopping

systems, 168
FFT(fast Fourier transform), 202
FFT integration time, 201
FH (see frequency hopping)
FH ParameterSet information element

802.11 frequency-hopping networks, 168
Beacon frames and, 79
fields in, 76

FH PHY

dotll1PHYType, 392
dwell time and, 373
features of, 164-176
whitening and, 185

FH PLCP, 171-174
FH PMD, 174, 393
FHSS(frequency-hopping spread spectrum)

802.11 specification and, 8
FHSStable, 393
physical layer, 152
spread-spectrum type, 156

fiber-optic cable, 298
fields

addressfields, 40-41
data field, 42
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Duration/ID field, 39-40
Frame Control subfield, 36-39

managementframes, 68-73
Sequence Controlfield, 41

filtering
access points and, 59
Beacon frames, 345
BSSID and, 55
case study example, 349-350
data capture and, 340
displays, 340
management connections, 276, 287
network analyzers and, 332
packetfiltering, 299
rejections and, 85
(see also addressfiltering)

Finlayson, Ross, 271
firewalls, 299
flex lexical scanner, 333

flexibility (wireless network advantage), ix,
2-3

Fluhrer, Scott, 95
foreign network, 299
foreshortening, contention-free period

and, 144
Fourier analysis, 202
Fourier transform, 202, 204

fragmentation
802.11 MAC, 34-35

frames for group addressees, 45
at networklayer, 46
preventing, 42
PS-Poll frame example, 49
RTS/CTS exchange and, 48

fragmentation threshold
changing, 47
dot11FragmentationThreshold, 390
parameter, 47, 282
setting, 48
tuning, 258, 370

fragments
802.11 transmission rules, 32
dotl1MaxReceiveLifetime, 390
dot11ReceivedFragmentCount, 391
dot11TransmittedFragmentCount, 390
frame sequence numbers in, 35
lifetime of, 33
More Fragmentsbit, 38
Sequence Controlfield and, 42
virtual RTS and, 53

frame body(see Datafield)

 

frame buffering
AID and, 129
association procedure and, 125
ATIM window and, 134
Beacon frames and, 50
contention and, 150
memory and, 136
power management and, 128
PS-Poll frames, 129
reassociation procedure, 127
TIM and, 372

frame check sequence (see FCS)
Frame Controlfield

ACKframe and, 64
CF-Endframes and, 147
CF-End+CF-ACKframe, 148
Control frames and, 60
CTSframe and, 63
Data frames and, 52
Ethereal, 341
More Fragmentsbit, 47, 53
null frames and, 57
PS-Poll frame, 65
RTS frame and, 62
specifics, 36-39

frame sequence numbers, 35
frames

802.11 MAC format, 35-42
access points and, 58, 59
allowed during ATIM window, 135
broadcast and multicast data, 44
broadcast BSSID and, 55
BSStransitions and, 21
contention-free period and, 144-149
customizing lengths, 33
distribution system, 14
duplicate frames, 391
Integrity Check Value and, 90
manipulation on 802.11 networks, 10
NAV and, 28
processing bydistribution systems, 14
retry counters and, 32
retry limits and, 371
RTS/CTSexchange, 27,47
transmission and authentication, 83-85
transmission during contention-free

periods, 40
WEPand, 60, 91

framing
DS PLCP, 185
HR/DS PLCP, 190-193
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frames (continued)
OFDM PLCP, 208-211
PLCP and, 172-174

frequency
antennasizes and, 158
dot11CurrentFrequency, 395
dotl1FrequencyBandsSupported, 395
dwell time and, 165
encoding data via, 169
GFSK and, 170
listed for common bands, 4
wireless devices and, 3
wvlan_cs driver setting, 257

frequencyallocation, 153-155
frequencydivision multiple access (see

FDMA)

frequency division multiplexing (see FDM)
frequency hopping (FH)

802.11 standard and, 6
dot11CurrentChannelNumber, 393

spread-spectrum type, 156
timer synchronization and, 119, 137
transmission, 165-169

frequency-hopping PHY(see FH PHY)
frequency-hopping PLCP (see PH PLCP)
frequency-hopping PMD (see FH PMD)
frequency-hoppingspread spectrum (see

FHSS)
FromDSbit

ARPreply and, 359
ARPrequests and, 357
control frames and, 61
distribution system, 59
DNSreply and, 360
specifics, 38

G

gain

amplifiers and, 160
defined, 316
regulatory requirements, 179

gateways
access pointtypes, 264-266
residential gateways, 264, 269

Gaussian frequency shift keying (see GFSK)
GFSK (Gaussian frequencyshift

keying), 169-171
Gigabit Ethernet connections, 298
GNUPublic License, 332

GTK+library, 333
guard bands, 153, 200
guard time, 201-203, 206

 

H

half-duplex mode, 26
half-power beam width, 316
HDLC(high-level data link control), 43, 347
Header Error Check field (see HEC field)
HECfield, 174
Hegerle, Blake, 96
hidden nodes

challenges of, 25-27
physicalcarrier-sensing functions and, 28
RTSthreshold and, 369, 370

high-level data link control(see HDLC)
high-power amplifiers (HPAs), 160
high-rate direct sequence (see HR/DS)
high-rate direct-sequence PHY (see HR/DS

PHY)

high-rate direct-sequence PLCP (see HR/DS
PLCP)

high-rate direct-sequence PMD (see HR/DS
PMD)

HiperLAN, 155
homelocation, 299
HomeWireless Gateway (3Com), 265
HopIndexfield, 77, 168
HopPatterfield, 77, 168
hop patterns, 165, 394
HopSetfield, 77
hopping sequences, 166, 167
Host AP Mode (PRISM chipset), 271
HR/DS(high-rate direct sequence)

802.11b specification, 8
Barker words, 189
channelagility option, 196
CRCfield, 193
CS/CCA, 196

DQPSK, 189
Length field, 192
Long Syncfield, 191
preamble, 190
Servicefield, 192
SFDfield, 191
Short Sync field, 191
Signalfield, 191
transmission, 193

HR/DS PHY, 152, 189-197, 322
HR/DS PLCP, 190-193
HR/DS PMD, 193-196
HR/DSSS(see HR/DS)
HTTP (network performance

requirements), 310
Hybrid Mode IKE, 299
HyperLink Technologies, 321
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IAPP(inter-access point protocol)

access points and, 15
BSS transition and, 21
functionality of, 299
mobility and, 378
purpose of, 263
Task Group F, 377

iBooks, 397
IBSS (independentbasicservice set)

address fields, 54
ATIM and, 45, 78, 81
BSSIDs and, 55
framefeatures, 58
overlapping, 16
power management, 133-137
states for, 83
station communication within, 11
timing synchronization and, 138

IBSSfield, 70
IBSS Parameter Set, 78, 119
ICI (inter-carrier interference), 201-202
ICV (integrity check value), 90
IDFT (inverse DFT), 202
IETF Network Working Group, 299
IFFT (inverse fast Fourier

transform), 201-202
iMacs, 397
independentbasic service set (see IBSS)
Individual/Groupbit, 40, 55
industrial, scientific, and medical bands(see

ISM bands)
information elements

CF Parameter Set, 78, 79, 119, 149
Ethereal analysis and, 345
managementframes, 68, 74-79
shared-key authentication and, 121

Infrared Data Association (IrDA), 152

infraredlight
compared with radio waves, 152
as network medium, 3
physical layer, 152

infrastructure BSS, 11,55
infrastructure networks

access points, 12, 372
address fields in, 54
authentication for, 120
Class 1 frames and, 84
contention-free services and, 27
DCFand, 31
distribution and, 18
dot11DesiredBSSType, 386

 DTIM period and, 372
power management in, 128-133
Probe Requests in, 117
timing synchronization in, 137
transmitter address in, 58
wvlan_cs driver, 257

initialization vector (see IV)
installation

AirPort cards, 397-399
Etheral, 333-336
linux-wlan-ng, 245-247
Lucent ORINOCOcard, 229
network deployment, 325-328
Nokia C110/C111 card, 215-216
orinoco_cs driver, 260
PCMCIA Card Services, 240-241
wvlan_cs driver, 255

integration (network service component), 18
integrity

compromising, 299
data security and, 89
data securityattribute, 299
ICV and, 90

integrity check value (see ICV)
Intel

182365SL controller, 241
PRO/Wireless LAN Access Point, 266
site survey tools, 315
Wireless Gateway, 265

inter-access point protocol (see IAPP)
inter-carrier interference (see ICI)
interfaces

802.11 managementarchitecture
and, 115

chipsets used in cards, 237
configuring for orinoco_cs driver, 261
managementinterfaces, 264, 279
wireless interfaces, x, 269
(see also AirPort Card; Ethernet interface;

webinterface)
interference

avoiding, 153
challenges working around, 25
direct sequence and, 180, 181
frequency hopping and, 166, 169
fragmentation and, 46
fragmentation threshold and, 370
guard time and, 202
indirect effects of, 330

multipath interference, 185
noting potential sources of, 313
primary sources, 34
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interference (continued)
PSK and, 182

spectrum analyzer and, 316
spread spectrum and, 156

interframe spacing
fragments and, 35
PS-Poll frames and, 48
role of, 29-31

International Telecommunications Union

(see ITU)

Internet Security, Applications,
Authentication and Cryptography
group (see ISAAC group)

Intersil

MACcontroller, 238

OFDMproposal, 377
PRISM, 198, 237

Intersil-based cards, 244-254, 333

inter-symbolinterference(see ISI)
inverse DFT (see IDFT)
inverse fast Fourier transform (see IFFT)
inverse Fourier transform, 202
1/O addresses, 243, 254
Ioannidis, John, 96
ioctl() command, 247
IP addresses

address translation and, 310
linux-wlan-ng and, 249
Mobile IP and, 299
mobility and, 296, 379
Nokia A032 and, 282
roaming and, 313

IPSec specification
access control and, 299
confidentiality and, 299
network performance requirements, 310
residential gateways and, 265
security and, 97, 311

IRQs, 242
ISAACgroup, 93
ISI (inter-symbolinterference), 162, 201
ISM bands

direct-sequence systems, 181
emission rules, 168

frequency ranges for, 4
higher data rates, 377
spread-spectrum technology

and, 155-157
unlicensed use, 153, 154

ITU Unternational Telecommunications
Union), 4, 153

 

IV (Initialization Vector), 90, 92, 95
iwconfig tool, 256, 258

J

joining
networks, 350-356, 373

frequency-hopping, 168
for linux-wlan-ng, 251

stations and, 119

K

Kerberos authentication, 299
kernel

configuration and compilation, 245
Ethereal prerequisite, 333

keys
managementconsiderations, 92, 94
mapped keys, 90
public keys, 380
recovering, 366
(see also WEP keys)

keystream
one-time pads and, 88
RC4 cipher weakness, 95
reuse as weakness, 92

L

Lamarr, Hedy, 151, 156
latency

DS PHY, 188
FH PHY, 175
OFDM PHY, 213
in RTS/CTStransmission procedure, 27

Length field
DS PHY, 186
HR/DS, 192
OFDM PLCP, 210

libpeap library, 333
licensing

802.11 and, 321
ISM bands and, 4
Nokia driver, 215
radio communications and, 152-155
radio spectrum use and, 4

light waves(see infrared light)
link layer

802.11 specification, 8, 25
802.2 specification and, 8
fragmentation at, 46
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TAPPs and, 299
mobility, 294, 296

Linksys (WAP11), 265
Linux

802.11 support, 236
AirPort Base Stations and, 410
Ethereal and, 333
linux-wlan-ng, 244-254
Lucent Orinoco, 254-261
open source drivers available, 255
PCMCIA support on, 238-244

linux-wlan driver, 244-254
linux-wlan-ng driver

AirSnort and, 363
common problems, 252-254
compiling and installing, 245-247
configuring, 249-252
Ethereal and, 333
prerequisites, 244

Listen Interval

access points and, 82
association procedure, 125
DTIM and, 372
managementframes and, 71
power managementand, 128
tunable parameter, 369, 371

LLC (logical link control)
802.2 specification, 8
Ethereal and, 332
headerfields, 347

Inxreq_ command, 248
Inxreq_wlansniff command, 248
logical link control (see LLC)
logical operators, 343
long retry counter, 32, 33, 282
long retry limit, 370, 390, 391
Long Sync field, 191
long training sequences, 209
low-noise amplifiers (LNAs), 160
Lucent

access controlsolution, 299
AirPort Base Station, 403
Client Manager, 230
Closed Wireless System extension, 276
interface cards, 237
ORiNOCOcard, 229-234, 254-261

M

MAC (medium access control)
802.11 specification and, 7, 8
access modes, 27-31

 
  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 

 

addresses

access control and, 299
AP-1000 authentication and, 277
authentication and, 121
BSS transitions and, 21
dotl1AuthenticateFailStation, 387
dotl1DeauthenticateStation, 387
dot11DisassociateStation, 387
dotllIMACAddress, 389
dot11WEPKeyMappingAddress, 388
filtering, 121, 264
for stations, 17
using single, 13

addressfields, 35
challenges for, 25-27
collision avoidance, 24
contention-based access, 31-34
contention-based services, 44—50
controllers, 238, 254
fragmentation, 34-35, 47
frame format, 35-42
frames

FH PLCP and, 171
PLCP and PMD, 9
PSDUs and, 185
whitening, 174

MIB and, 115, 389-392
physical-layer support, 10

MACheader, 57

MAClayer managemententity (see MLME)
MAC (see MAC)
MACService Data Unit (see MSDU)
MACTimefield, 346
MacIntosh (Apple Computer), 409-410
make program, 333
Malinen, Jouni, 271
managementframes

broadcast and multicast data, 44
contention-free service and, 143
dotl1ReceivedFragmentCount, 391
Ethereal and, 343-345, 354
features of, 66-83
shared-key authentication and, 122

managementfunctions, 36, 383
(see also Acknowledgment; RTS/CTS

exchange)
managementinformation base (see MIB)
managementinterfaces, 264, 279
Mantin,Itsik, 95

MaxChannelTimescanning parameter,
116-117
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medium

as componentof 802.11 networks, 10
as electromagnetic radation, 3
radio waveschallenges as, 5

medium access control (see MAC)
MIB (managementinformation base), 115,

383

MinChannelTimescanning parameter, 116,
117

MLME(MAClayer managemententity), 114
Mobile IP

ESS transitions and, 22
mobility and, 379
RFC 2002, 296
roaming and, 299

mobile stations

association and, 125
authentication for, 120
CF-Poll functions and, 59
Current AP Addressfield and, 71
reassociation, 126
receiving frames, 133
roaming and, 313
TIM and, 129

mobile telephony, 1,5
mobility

constraint in, 13

distribution system, 14
link layer and, 294
long-term considerations, 378
network deployment, 295-299
networks and, ix, 1, 128
project planning, 308
transition types and, 20-22

monitoring
AirPort interface, 399-401
Beacon frames, 369
wireless stations, 277, 289-291

More Data bit

buffered frames and, 132
control frames and, 61
frame buffering and, 129
specifics, 39

More Fragmentsbit
ACKframe and, 64
control frames and, 61
example, 47
Frame Controlfield and, 53
specifics, 38

MSDU (MACService Data Unit), 19

 
multicast frames

acknowledgments for ATIM, 135
contention-free service and, 150
dot11MulticastReceivedFrameCount, 391
dot11MulticastTransmittedFrameCount,

390

dotl1TransmittedFragmentCount, 390
DTIM and, 132
duration field in, 53
exchanges and, 44
mobile stations and, 133

multipath fading
antennas and, 321, 374
challenges with, 25
defined, 161
ISI, 162
radio networks and, 161

multipath interference
defined, 161
DQPSKand, 185
features of, 161
radio waves and, 5

multipath time dispersion, 315

N

naming conventions
802.11 fields, 341-345
access points, 326-327

NAT (network address translation), 309
NAV (Network Allocation Vector)

Duration/ID field and, 39
fragments and, 35
PS-Poll frame and, 66
SIFS and, 45
stations seizing medium, 30
virtual carrier-sensing and, 28

network address translation (see NAT)
Network Allocation Vector (NAV), 309
networkanalysis

AirSnort, 363-367
joining a network, 350-356
webtransactions, 356-??
workload information, 349-350

networkanalyzers
Ethereal, 332-348
reasons to use, 329-331

Network Associates (Sniffer Wireless), 332
network deployment

access points and, 263
batteries and, 268
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enterprise gateways and, 266
external antennas and, 267
installation, 325-328
long-term considerations, 381
network analyzers and, 332
project planning, 307-314
roaming and mobility, 295-299
security, 299
site survey, 314-325
speed advantages, ix
supplying power, 268
topology, 294, 299
Unix-based routers and, 269
wireless LANs, 293

network identifiers (see NIDs)
network layer

confidentiality at, 299
fragmentation at, 46

networkprofiles (see profiles)
network services, 17-20
networks

backbone networks, 10, 12, 14
boundaries, 5,16
changing fragmentation thresholds, 47
expansion of community networks, 3
foreign network, 299
joining, 350-356, 373
mobility and, 1, 13
operations and, 16-20
project planning, 313
scanning, 115-119, 351
throughputand capacity, 310
types of, 10-14

nid command, 287
NIDs(network identifiers), 287
nodes (see hidden nodes)
noise

defined, 152
direct sequence and, 177, 181
electrical storms and, 298

noise factor, 160
Noise field, 346
Nokia

A032

case study example, 349-350
enterprise gateway, 266
features of, 279-291

C110/C111 card, 215-228
P020 Public Access Controller, 299

Null frames, 57, 58

0

OFDM(orthogonalfrequencydivision
multiplexing)

802.11a standard and, 6, 8 205-208
encoding features, 212
features of, 199-205
Intersil proposal, 377
modulation technique, 311
OFDMtable, 395
spread-spectrum type, 156

OFDM PHY

802.11a standard, 152
BPSK and, 211
CCA, 212
data rates, 211
dotl1FrequencyBandsSupported, 395
dotll1PHYType, 392
latency, 213
parameters, 212
QPSK, 211

OFDM PLCP, 208-211
OFDM PMD,211
omnidirectional antennas

benefit of, 316
features of, 159
multipath interference and, 161

one-time pads, 88
open-system authentication, 120, 354
operating channels, 206-208
operators, 343
Orderbit, 39, 61
organizationally unique identifier (see OUI)
Orinoco AP Manager, 271, 278
ORiNOCO AP-1000, 266, 269-278
ORiNOCO AP-2000, 266
ORiNOCOAS-2000, 299
ORiNOCOcard, 229-234, 254-261
orinoco_cs driver, 255, 260
orthogonal frequencydivision multiplexing

(see OFDM)

orthogonal frequencydivision multiplexing
PHY (see OFDM PHY)

orthogonal frequencydivision multiplexing
PLCP (see OFDM PLCP)

orthogonal frequencydivision multiplexing
PMD (see OGDM PMD)

orthogonal hopping sequences, 166, 168
orthogonality, 200
OSI model, 8
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OUI (organizationally unique identifier)
Ethereal example, 350
LLC header component, 348
SNAPand, 43

P

p2req_ command, 248
packet binary convolution coding (see PBCC)
packeterror rate (see PER)
packetsniffers, 23
packets

filtering, 299
key length and, 367
marking, 341

Pad field, 211
parabolic antennas, 319
parameters

802.11a choices, 206
command-line, 281
DS PHY, 189
FH PHY, 175
HR/DS PHY, 197
Nokia driver, 224
OFDM PHY, 212

performance tuning, 374
power management, 371-373
radio management, 368-371
for scanning, 115
timing operations, 373
timing parameters, 119
tuning for 802.11 standard, 258
wvlan_cs driver, 259

Parity bit, 210
passive scan timer, 373
passive scanning, 115, 116, 351
Path MTUDiscovery (RFC 1191), 42
PBCC(packet binary convolution coding)

802.11b option, 196
managementframes and, 70
Task Group G, 377

PBCCfield, 70

PCF (point coordination function)
atomic exchanges and, 44
contention-free service with, 27, 140-150

dotl1MediumOccupancyLimit, 384
features of, 27
throughputusing, 311

PCFinterframe space (see PIFS)

PCMCIA
cards

access points and, 263
AP-1000 and, 269
common I/O ports, 243
common IRQsettings, 242
enterprise gateways and, 265

Card Services

Linux support, 238-244
linux-wlan and, 245
linux-wlan-ng, 247, 249, 253

PER (packet errorrate), 315
performancetuning

dotl1CountersTable, 390
power management, 371-373
project planning, 309
radio management, 368-371
timing operations, 373
tunable parameters, 374
wireless networks, 23

Perl, Ethereal and, 333
phase shift keying (PSK)

DBPSK, 183

DQPSK, 184, 194
encoding data, 182

physical-layer convergence procedure (see
PLCP)

physical-layer managemententity (see PLME)
physical-medium dependent (see PMD)
physical (PHY) layer, 119, 392

802.11 MAC and, 10, 24
802.11 standard, 8, 152, 164
interframe space times and, 30
MIB and, 115, 392~395
PMDand, 151
radio waves as, 9

PIFS (PCFinterframe space), 30
PIN Unlocking Key (PUK), 226
ping tool, 264, 291
PINs, 226, 227
planning, project, 307-314
PLCP (physical-layer convergence procedure)

802.11 specification, 9
DS PHY, 185-186

frequency hopping and, 171-174
HR/DS, 190-193
MACframes and, 9
OFDM, 208-211
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physical layer and, 9, 151
Probe Requests and, 190

PLCPservice data units (PSDUs), 173, 185
PLCPSignaling field (PSF), 173
plussign (+), 283
PLME(physical-layer management

entity), 114
PMD(physical-medium dependent)

802.11 specification and, 9
direct sequence and, 187-188
frequency hopping and, 174-175
HR/DS, 193-196
MACframes and, 9
OFDM PMD,211

PHYsublayer, 151
physical layer and, 9

PN codes (pseudo-random noise codes)
Barker words and, 178

chipping streams, 177
point coordination function ( see PCF)
point coordinator (PC), 27,59
pollinglists

contention free periods, 149
PCF operation and, 142

portability, 295
ports, serial, 264
power management

802.11 networks, 128-137
802.11 standard and, 268

Beacon generation and, 138
dot11PowerManagementMode, 386
IBSS, 133-137
Lucent ORiNOCOcard, 231
PCF and, 149
performance tuning, 371-373
PS-Poll frames and, 48-50

Power Managementbit
access points and, 60
control frames and, 61
null frames and, 57

specifics, 38
PowerBooks, 397

power-saving mode, 128
PPP, EAP and, 378
preamble

802.11 FH PHY, 173
DS PHY, 186
HR/DS, 190
OFDM PLCP, 209

preauthentication, 123
PRISM chipset

Ethereal analysis and, 345, 346

Host AP Mode, 271
Intersil-based, 198
linux-wlan support, 244
market leader, 237

Privacy bit, 70
privacy (network service component), 19
PRNG(pseudo-random number

generator), 87
Probe Request frames

active scanning and, 115, 116, 351
Capability Informationfield, 69
features of, 79
as managementframes, 45
PLCP headers and, 190

Probe Response frames
acknowledgment and, 353
active scanning and, 117, 351
Capability Informationfield, 69
features of, 80
timing synchronization and, 137

ProbeDelay scanning parameter, 116, 117
processing gain, 179
profiles

moving to smart cards, 227
Nokia card andsettings, 217-220
ORiNOCOcard, 230-232

project planning, 307-314
promiscuous capture, 248, 365
propagation

radio waves problems with, 5
in three dimensions, 11

Protocol field, 350
Protocol Typefield, 348
PRO/Wireless LAN AccessPoint(Intel), 266
Proxim

RangeLAN2, 266
site survey tools, 315

PSDUlength word (PLW)field, 173
pseudo-randomnoise codes (see PN codes)
pseudo-randomnumbergenerator(see

PRNG)
PS-Poll frames

deferred response and, 49
defined, 40
features, 65
frame buffering and, 48, 129
frame delivery, 132
State 3 and, 85

public-key infrastructure (PKI), 299
public keys, 380
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Q

quadrature amplitude modulation
(QAM), 211

quadrature phase shift keying (QPSK), 211
quality of service (QoS), 377

R

radiation

802.11 and, 25
network mediums and, 3

spectrum analyzers and, 313
radio communications

licensing and, 152-155
performance tuning, 368-371

radio frequency (see RF)
radio waves

challenges as network medium, 5
compared with IR PHY, 152
as network medium, 3
as physical layer, 9

RADIUS

access control solution, 299

Nokia A032 security, 285
personal WEP and, 286
security considerations, 311

radome, 319
random numbergenerators, 54
RangeLAN2 (Proxim), 266
Rate field, 210, 346
RC4 cipher, 87, 95
Reason Codefield, 72
reason codes, 72, 81
reassociation

linux-wlan-ng problems, 254
network service component, 18
procedure for, 126-127

Reassociation Request frames, 82, 126
Reassociation Response frames, 82
received signalstrength indication (see RSSI)
receiver address

ACKframes and, 64
CTSframe and, 63
data frames and, 54

purpose of, 41
RTS frames and, 63

Receiver Addressfield

CF-End frame and, 147
CF-End+CF-ACKframe, 148

receivers

ISl and, 201
shorttraining sequence, 209

 

redundancy, 299
regulations

gain requirements, 179
high-gain antennas and, 319
radio spectrum use, 4
(see also Federal Communications

Commission)

regulatory domains
802.11a standard, 198
dot11CurrentRegDomain, 393
hop sets in, 168
radio channel usage, 323

rejections, filtering and, 85
reliability

acknowledgment and, 45
of Ethernet networks, 24
frame delivery and, 17

reports, scan, 118
Request to Send (see RTS)
residential gateways, 264, 269
resource conflicts/constraints

considerations, 380
linux-wlan-ng, 252
troubleshooting, 241-244

Retry bit, 38, 61
retry counters

contention windowsand, 34
DCFerror recovery and, 32
tuning with iwconfig tool, 259
using, 33

retry limits, 370
RF (radio frequency)

802.11 specification and, 158-163
FCC regulating, 153
IR PHY and, 152
link quality, 25
wireless medium standard, 10

RFC 1042 (data encapsulation), 43, 244, 348
RFC 1191 (Path MTU Discovery), 42
RFC 1918 (private addresses), 299
RFC 1990 (Multilink PPP), 46
RFC 2002 (Mobile IP), 296
RFC 2284 (EAP), 378
RFC 2484 (EAP), 378
RGS58cable, 320

RJ-45 ports, 282
roaming

802.11 standard and, 267
limitations of, 313
Mobile IP and, 299
network deployment, 295-299
requirements for effective, 269
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RSASecurity, Inc.

RC4, 88
SecurID, 299

RSSI(received signal strength
indication), 315

RTS (Request to Send)
components of, 62
interframe spacing and, 31
NAV and, 28
preventing collisions with, 26
virtual RTS, 53
(see also RTS/CTS exchange)

RTS frames, 135, 391
RTSthreshold

dotl1LongRetryLimit, 390
dotlIRTSThreshold, 390
dot11ShortRetryLimit, 390
parameter, 282
setting, 27
tuning, 258, 369

RTS/CTS exchange
atomic operations and, 28
controlling, 27
data transmission and, 47
dotl11RTSThreshold, 390
fragmentation and, 35, 48
hidden nodes and, 27
overlapping networks and, 29
purpose of, 369
RTS threshold and, 32
SIFS and, 30

Rubin, Avi, 96

S

S-band ISM, 4
scan reports, 118
scan timers, 373

ScanType scanning parameter, 115
Schneier, Bruce, 299
secrecy (data security attribute), 299
secure socket layer (see SSL)
SecurID (RSA), 299

security
802.11 and, 23, 267
access points and, 263
addressfiltering, 121
AirPort Base Station, 405
authorization and, 89
configuring AP-1000, 275-277
enterprise gateways and, 266
IR-based LANsand, 152
long-term considerations, 380

network analyzers and, 331
network deployment, 299, 327
Nokia A032 configuration, 284-289
project planning, 309, 311
Task Group I, 378
web managementand, 280
WEPand, 19
wireless networks, 5,299
(see also WEP)

Sequence Controlfield, 41
serial ports, 264
Servicefield

DS PHY, 186
HR/DS, 192
OFDM PLCP, 210

Service Set ID (see SSID)
set command, 279
set managerspecific command, 287
set manager_ip command, 287
SED field, 173, 186, 190-191
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shared-key authentication, 120, 121
short interframe space (see SIFS)
Short Preamble bit, 70
short retry count, 32, 282
short retry limit, 370, 390, 391
Short Syncfield, 191
short training sequence, 209
show acommand, 289
show g command, 290
shutdownprocess, 18
SIES (short interframe space), 30, 45
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Signalfield

DS PHY, 186
HR/DS, 191
PLCP header, 209
PRISM capture, 346
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decibels and, 160
dot11TIThreshold, 395
effects of materials on, 313
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spread spectrum technology and, 155
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site survey, 314-325
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small offices or homeoffices (SOHO), 325
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SME(system managemententity), 114
Snake Oil Warning Signs: Encryption

Software to Avoid, 299
SNAP(sub-networkaccess protocol), 43,

347

Sniffer Wireless (Network Associates), 332
sniffing

packet sniffers, 23
WEPdesign flaws, 94
wireless networksecurity

considerations, 5
SNMP

AP-1000 and, 271, 276

enterprise gateways and, 266
security using WEP, 388

SNR(signal-to-noise ratio), 234
sourceservice access point (see SSAP)
spectrum analyzers, 313, 316
Spectrum Managed 802.11a (SMa), 377
spread spectrum

direct-sequence transmission, 176
ETSI rules for, 169
ISM bands and, 155-157

spreader, 177
spreading ratio, 178
SSAP(source service access point), 43, 347
SSB Electronics, 321
SSH

confidentiality and, 299
network performance requirements, 310
security recommendations, 98

SSID (Service Set ID)
broadcast SSID, 75, 117
dotl1DesiredSSID, 386
information element, 75
network connections and, 299
Nokia driver networkprofiles and, 217
scanning and, 352

SSID scanning parameter, 115
SSL (secure socket layer), 306
standards

Bluetooth standard, 5, 378
comparison of 802.11 standards, 6
IAPP and, 21
wireless interfaces and antennas, x

Start Frame Delimiter field (see SFD field)
states, frame types and, 83-85
station configuration table, 384-387, 389
stations

802.11 compliance and, 20
access points and, 12
active scanning and, 116

 

authentication, 83, 120
Beacon frames, 369
BSStransition and, 21
communication within ESSs, 13

as componentin 802.11 network, 9
distribution system, 14
dot11StationID, 384

importanceof associating, 18
joining BSSs, 119
limitations, 15
Listen Intervals and, 371
MACaddresses for, 17
memory and framebuffering, 136
monitoring, 277
MSDUdelivery and, 19
naming allowed, 287
as point coordinators, 27
polling list and, 142
Probe Requests, 117
retry counters and, 32
set manager_ip command, 287
SSIDs and, 75
(see also mobile stations; wireless

stations)

statistics, monitoring for Nokia A032, 291
stats command, 291
Status Codefield, 73, 83
status codes

dotllAuthenticateFailStatus, 387
in Status Codefield, 73
shared-key authentication and, 123

Stream ciphers
as compromise, 88
RC4 as, 87

vulnerability of, 94
Stubblefield, Adam, 96, 363
sub-network access protocol (see SNAP)
superposition, 161
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Association Request frame and, 82
basic rate set and, 119
features of, 75

symbolrate, 170, 171
symboltime

4GFSK, 171
DBPSK, 183

guard time and, 201, 202, 206
Syncfield, 173, 186, 190
system managemententity (see SME)
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Task Group I (TGi), 378
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three-way handshake, 360
webtransaction example, 362

tcpdump, 339
TCP/IP

cheap access points and, 263
Ethereal and, 332
Mobile IP and, 22
network performance requirements, 309

telephony(see mobile telephony)
telnet connections, 283

temperature range, 393
Texas Instruments, 377
TETP(trivial file transfer protocol)

access control and, 299
addressfiltering and, 121
NID mappings and, 287

throughput
direct-sequence modulation and, 178
direct-sequence systems and, 181
expectations for, 311
frequency-hopping systems and, 168
guard time and, 202
project planning, 308
retry limits and, 371

TIM (traffic indication map)
Beacon frames and, 79
buffered frames and, 372
frame delivery, 129
power and, 49

TIM information element, 77, 130
time units (TUs)

active timer and, 373
ATIM frames, 78
ATIM window and, 372
contention-free periods and, 149
defined, 69
dotl1MaxTransmitMSDULifetime, 390
dwell time and, 76
scanning parameter and, 116, 118

timeouts

dot11lAssociationResponseTimeOut, 386
dot11AuthenticationResponseTimeout,

385

joining networks and, 373
linux-wlan-ng problems, *254

timer synchronization
802.11 networks, 137-139

frequency hopping and, 119
Times Microwave (LMR-200), 320
Times Microwave (LMR-400), 320
Timestampfield

managementframes and, 72
timing parameter, 119
timing synchronization and, 137

timestamps
Beacon frames on frequency-hopping

networks, 168
rules for, 138
scanning and, 352
TSF and, 137

timing operations
802.11 MAC, 27-31

performance tuning, 373
timing synchronization function (see TSF)
ToDSbit

ARP requests and, 357
control frames and, 61

DNSrequest and, 359
frames from distribution systems, 59
specifics, 38

Token Ring, 8
traceroute tool, 264, 291
Traffic Indication Map (see TIM)
traffic indication map information element

(see TIM information element)
transceivers

802.11 direct-sequence networks, 187
powerconservation and, 128

transmission

802.11 MACrules for, 31
from access points, 142-143
acknowledgment and, 45
authentication and, 83-85
contention-free periods and, 40
direct-sequence, 176-182
dotl1MaxTransmitMSDULifetime, 390
dotl1TransmittedFrameCount, 391
DS PHY, 187
DS PMD, 187
FH PMD, 174
frequency-hopping, 165-169
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transmission (continued)

HR/DS, 193
licenses and, 153
licensing and, 156
MACand, 8
OFDM and, 199
OFDM PLCP, 211

powerlevels and, 374
success defined, 33
using CCK, 193-195

transmitter address

PS-Poll frame, 66

purpose of, 41
RTSframes and, 63

trivialfile transfer protocol (see TFTP)
troubleshooting

Ethernetinterface, 275

linux-wlan-ng, 252-254
Nokia A032, 291
(see also debugging; error handling)

TSF (timing synchronization finction), 137
TUs(see time units)
Type codefield

ARP example, 43
IP example, 43
listed, 36

U

UI (unnumbered information), 43
unauthorized users (see access control)
unicast frames

802.11 transmission rules, 31
acknowledgments and, 44
buffering, 48, 129
considerations, 45-48
dotl1TransmittedFragmentCount, 390

UNII bands

5-GHz bands, 155, 198
dotl1FrequencyBandsSupported, 395
operating channels, 207

Universal/Local bit, 41, 55

Unix operating system, 271
unlicensed bands, 153, 198
Unlicensed National Information

Infrastructure bands (see UNII

bands)
unnumbered information (see UD)

V

variable fields (see information elements)
VENONAcryptographic systems, 88

version information, 233
vertical antennas, 317
virtual bitmap, 77, 78
virtual LANs (see VLANs)
virtual private networks (see VPNs)
visited network (see foreign network)
VLANs(virtual LANs)

802.1q specification, 8
ESSs and, 13
mobility and, 296
network planning, 314

VPNs(virtual private networks), 311

W

WAPI11 (Linksys), 265
WaveLAN

iwconfig tool and, 256
as proprietary system, 254
wireless LAN development and, 229

WDS(wireless distribution system), 56, 60
webinterface

addressfiltering and, 289
DHCPand, 284
Nokia A032, 283

web servers, 356-363
WECA(Wireless Ethernet Compatibility

Alliance), 6, 266

WEP(Wired Equivalent Privacy)
802.11 standard and, 267
AirSnort and, 364

configuring, 251, 275-277
cryptographic background to, 86-89
cryptographic operations, 89-93
defined, 39
designflaws in, 93, 299
dot11PrivacyOptionImplemented, 386
dotl1WEPUndecryptableCount, 391
frames and, 60
keys

access control challenges and, 299
default keys, 90
dotl1WEPDefaultKeyValue, 388
dotl1WEPKeyMappingAddress, 388
dotl1WEPKeyMappingValue, 389
dotl1WEPKeyMappingWEPOn, 389
mapping table, 388
setting in linux-wlan-ng, 248

limitations of, 299
Lucent ORINOCO, 229
MIBtables, 388
Nokia A032 security and, 285
personal WEP, 286
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Privacy bit and, 70
privacy service and, 19
problems with, 93-96
recommendations, 96-98
security considerations, 380
shared-key authentication, 120, 121
WEPdefault key table, 388
wvlan_cs driver, 258

WEPbit
control frames and, 61

specifics, 39
WEPInformationfield, 341

whitening
FH PHY and, 185
PLCP and, 172-174

Wi-Fi (wirelessfidelity), 6, 266
WildPackets (AiroPeek), 332
windowing technique, 205
Windows

Ethereal and, 336
installing drivers, 214
Lucent ORINOCOcard, 229-234
Nokia C110/C111 card, 215-228

WinPcaplibrary, 336
Wired Equivalent Privacy (see WEP)
wired networks

association equivalency in, 125
authentication on, 120

configuring AP-1000, 275
physical access to, 19

wireless distribution system (see WDS)
wireless Ethernet, 6, 16

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 

  

Wireless Ethernet Compatibility Alliance (see
WECA)

wireless fidelity (see Wi-Fi)
Wireless Gateway(Intel), 265
wireless networks

advantages of, ix, 1-5
cost advantages, x
major componentsof, 9
namesused to describe, 6
resource constraints, 380

wireless stations, 289-291, 296
wlanctl-ng command, 248
working groups

CCK, 189
IAPPstandard, 263
IETF Network Working Group, 299
security, 96, 267
website, 376
(see also entries beginning with Task

Group)
workload information, 349-350
wvlan_cs driver, 255-260

X

XAUTH(Extended Authentication), 304
XOR(exclusive OR), 87, 90

Y

yacc, Ethereal and, 333
Yagi antennas, 317, 319
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