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CHAPTER 9 

Physical Layer Overview

Anygirl can be glamorous. All you have
to do is standstill and look stupid.

—Hedy Lamarr

Protocol layering allows for research, experimentation, and improvement on differ-
ent parts of the protocol stack. The second major componentof the 802.11 architec-
ture is the physical layer, which is often abbreviated PHY. This chapter introduces
the common themes and techniques that appear in each of the radio-based physical
layers and describes the problems commontoall radio-based physical layers;it is fol-
lowed by more detailed explanations of each of the physical layers that are standard-
ized for 802.11.

Physical-Layer Architecture
The physical layeris divided into two sublayers: the Physical Layer Convergence Pro-
cedure (PLCP) sublayer and the Physical Medium Dependent (PMD) sublayer. The
PLCP (Figure 9-1) is the glue between the frames of the MAC andtheradio transmis-
sions in the air. It adds its own header. Normally, frames include a preamble to help
synchronize incoming transmissions. The requirements of the preamble may depend
on the modulation method, however, so the PLCP addsits own headerto any trans-
mitted frames. The PMDis responsible for transmitting any bits it receives from the
PLCPinto the air using the antenna. The physical layer also incorporates a clear
channel assessment (CCA) functionto indicate to the MAC whena signalis detected.
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Figure 9-1. Physical layer logical architeciure
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The Radio Link

Three physical layers were standardizedin the initial revision of 802.11, which was
published in 1997:

* Frequency-hopping (FH) spread-spectrum radio PHY

* Direct-sequence (DS) spread-spectrum radio PHY

* Infrared light (IR) PHY

In 1999, two further physical layers based on radio technology were developed:

* 802.11a: Orthogonal Frequency Division Multiplexing (OFDM) PHY

* 802.11b: High-Rate Direct Sequence (HR/DS or HR/DSSS) PHY

This book discusses the four physical layers based on radio waves in detail; it does
notdiscuss the infrared physical layer, which isn’t widely used.
 

The IR PHY

802.11 also includes a specification for a physical layer based on infrared (IR) light.
Using infraredlight instead of radio waves seems to have several advantages. IR ports
are less expensive than radio transceivers—infact, the cost is low enoughthat IR ports
are standard on practically every laptop.

IR is extremelytolerant of radio frequency (RF) interference because radio waves oper-
ate at a totally different frequency. This leads to a second advantage: IR is unregulated.
Product developers do not needto investigate and comply with directives from several
regulatory organizations throughout the world.

Security concerns regarding 802.11 are largely based on the threat of unauthorized
users connecting to a network, Light can be confined to a conference room oroffice by .
simply closing the door. IR-based LANscan offer some ofthe advantagesofflexibility
and mobility but with fewer security concerns. This comes at a price. IR LANsrely on
scattering light off the ceiling, so range is much shorter.

This discussion is academic, however. No products have been created based on the IR
PHY. Theinfrared ports on laptops comply with a set of standards developed by the
Infrared Data Association (IrDA), not 802.11. Even if products were created around
the IR PHY,the big drivers to adopt 802.11 are flexibility and mobility, which are bet-
ter achieved by radio’s longer range and ability to penetrate solid objects.

  
Licensing
The classic approach to radio communications is to confine an information-carry-
ing signal to a narrow frequency band and pump as much poweras possible (or
legally allowed) into the signal. Noise is simply the naturally present distortion in
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the frequency band. Transmitting a signalin the face of noise relies on brute force—
you simply ensure that the powerofthe transmitted signal is much greater than the
noise.

In theclassic transmission model, avoiding interference is a matter of law, not phys-
ics. With high poweroutput in narrow bands,a legal authority must impose rules on
howthe RFspectrumis used. In the United States, the Federal Communications
Commission (FCC) is responsible for regulating the use of the RF spectrum. Many
FCCrules are adopted by other countries throughout the Americas. Europeanalloca-
tion is performed by CEPT’s European Radiocommunications Office (ERO) and the
European Telecommunications StandardsInstitute (ETSI). Other allocation work is
performed by the International Telecommunications Union (ITU).

For the most part, an institution must have a license to transmit at a given fre-
quency.Licensescan restrict the frequencies and transmission powerused,as well as
the area over whichradio signals can be transmitted. For example, radio broadcast
stations must havealicense from the FCC. Likewise, mobile telephone networks
mustobtain licenses to use the radio spectrum in a given market. Licensing guaran-
tees the exclusive use of a particular set of frequencies. When licensed signals are
interfered with, the license holder can demandthata regulatory authority step in and
resolve the problem,usually by shutting down thesourceofinterference.

Frequencyallocation and unlicensed frequency bands

Radio spectrum is allocated in bands dedicated to a particular purpose. A band
defines the frequencies thata particular application mayuse.It often includes guard
bands, which are unused portionsof the overall allocation that prevent extraneous
leakage from thelicensed transmission from affecting anotherallocated band.

Several bands have beenreserved for unlicensed use. For example, microwave ovens
operate at 2.45 GHz, butthereislittle sense in requiring homeownersto obtain per-
mission from the FCC to operate microwave ovens in the home. To allow consumer
markets to develop around devices built for home use, the FCC (and its counter-
Parts in other countries) designated certain bands for the use of “industrial, scien-
tific, and medical” equipment. These frequency bands are commonlyreferred to as
the ISM bands. The 2.4-GHzbandis available worldwidefor unlicensed use.’ Unli-
censed use, however, is not the same as unlicensedsale. Building, manufacturing,
and designing 802.11 equipment does requirealicense; every 802.11 card legally
sold in the U.S. carries an FCC identification number. The licensing process requires
the manufacturertofile a fair amountof information with the FCC.All this informa-
tion is a matter of public record and can be looked up online by using the FCC iden-
tification number.

 

 
* The 2.4-GHz ISM bandis reserved by the FCCrules (Title 47 of the Code ofFederal Regulations), part 15.247,

ETSIreserved the same spectrumin ETSI Technical Specifications (ETS) 300-328. 
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The Nonexistent Microwave Absorption Peak of Water :

It is often said that microwave ovens operate at 2.45 GHz becauseit correspondsto a
particular excitation modeofwater molecules. This is sometimes even offeredas a rea-
son why 802.11 cannotbe used over long distances. Atmospheric water vapor would
severely attenuate any microwavesignals in rain or in humidclimates.

The existence of a water excitation mode in the microwave rangeis a myth.If there was
an excitation mode, water would absorba significant amountofthe microwave energy.
Andif that energy was absorbed effectively by water, microwave ovens would be
unable to heat anything other than the water near the surface of food, which would
absorball the energy, leaving the center cold and raw. An absorption peak would also
mean that atmospheric water vapor would disruptsatellite communications, whichis
not an observed phenomenon. NASA Reference Publication 1108(02), Propagation
Effects onSatellite Systems at Frequencies Below 10 GHz, discusses the expectedsignal
loss due to atmospheric effects, and the loss is much more pronouncedat frequencies
above 10 GHz. The microwaveabsorptionpeakfor water, for example, is at 22.2 GHz,
Microwave ovens do not work by moving water molecules into an excited state.
Instead, they exploit the unusually strong dipole moment of water. Althoughelectri-
cally neutral, the dipole momentallows a water molecule to behaveasif it were com-
posed of small positive and negative charges ateither end of a rod. In the cavity of a
microwave oven, the changing electric and magnetic fields twist the water molecules
back andforth. Twisting excites the water molecules by adding kinetic energy to the
entire molecule but does not changethe excitation state of the molecule or anyofits
components,

  
 

Use of equipmentin the ISM bandsis generally license-free, provided that devices
operating in them do not emit significant amountsof radiation. Microwave ovens are
high-powered devices, but they have extensive shielding to restrict radio emissions.
Unlicensed bands have seen a great deal of activity in the past three years as new
communications technologies have been developed to exploit the unlicensed band.
Users can deploy new devices that operate in the ISM bands without going through
any licensing procedure, and manufacturers do not need to be familiar with the
licensing procedures and requirements. At the time this book was written, a number
of new communications systems were being developed for the 2.4-GHz ISM band:

* The variants of 802.11 that operate in the band (the frequency-hopping layer
and both spread spectrum layers)

* Bluetooth, a short-range wireless communications protocol developed by an
industry consortium led by Ericsson

* Spread-spectrum cordless phones introduced by several cordless phone manu-
facturers

* X10, a protocol used in home automation equipmentthat can use the ISM band
for video transmission
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Unfortunately, “unlicensed” does not necessarily mean “plays well with others.” All
that unlicensed devices must dois obey limitations on transmitted power. No regula-
tions specify coding or modulation,soit is not difficult for different vendors to use
the spectrum in incompatible ways. As a user, the only wayto resolve this problemis
to stop using one of the devices; because the devices are unlicensed, regulatory
authorities will notstep in.

Other unlicensed bands

Additional spectrumis available in the 5-GHz range. In the UnitedStates, the follow-
ing three bandsare called the Unlicensed National Information Infrastructure (UNID
bands:

© 5.15-5.25 GHz

° 5.25-5.35 GHz

® 5.725—5.825 GHz

Devices operating in the UNII bands mustobey limitations on radiated power, but
there are no further constraints imposed on them. European regulatory authorities
have set aside the same frequency bands, but thefirst two bands are dedicated to
HiperLANtechnology; the third bandis the only one potentially available for 802.11
networks.

Spread Spectrum
Spread-spectrum technology is the foundation used to reclaim the ISM bands for
data use. Traditional radio communications focus on cramming as much signal as
possible into as narrow a band aspossible. Spread spectrum works by using mathe-
matical functionsto diffuse signal powerovera large range of frequencies. When the
receiver performs the inverse operation, the smeared-outsignal is reconstituted as a
narrow-bandsignal, and, more importantly, any narrow-band noise is smeared out
so the signal shines throughclearly.

Use of spread-spectrum technologies is a requirement for unlicensed devices. In
some cases, it is a requirement imposedbytheregulatory authorities; in other cases,
it is the only practical way to meet regulatory requirements. As an example, the FCC
requires that devices in the ISM band use spread-spectrum transmission and impose
acceptable ranges on several parameters.

Spreading the transmission over a wide band makestransmissions looklike noise to
a traditional narrowbandreceiver. Some veridors of spread-spectrum devices claim
that the spreading adds security because narrowbandreceivers cannot be used to
Pick up thefull signal. Any standardized spread-spectrum receivercaneasily be used,
though,so additional security measures are mandatory in nearly all environments.

 * The UNII bandsare defined by FCC part 15.407,
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This does not mean that spread spectrum is a “magic bullet” that eliminates interfer-
ence problems. Spread-spectrum devices can interfere with other communications
systems, as well as with each other; and traditional narrow-spectrum RF devices can
interfere with spread spectrum. Although spread spectrum doesa better job of deal-
ing with interference within other modulation techniques, it doesn’t make the prob-
lem go away. As more RF devices (spread spectrum or otherwise) occupy the area
that your wireless network covers, you'll see the noise level go up, the signal-to-noise
ratio decrease, and the range over which you canreliably communicate drop.

To minimize interference between unlicenced devices, the FCC imposes limitations
on the power of spread-spectrum transmissions. The legal limits are one watt of
transmitter output power and four watts of effective radiated power (ERP). Four
watts of ERP are equivalent to 1 watt with an antenna system that has 6-dB gain,or
500 milliwatts with an antenna of 9-dB gain, etc.” The transmitters and antennas in
PC Cards are obviously well within those limits—and you’re notgetting close even if
you use a commercial antenna. But it is possible to cover larger areas by using an
external amplifier and a higher-gain antenna. There’s no fundamental problem with
doing this, but you must makesure that you stay within the FCC’s powerregulations.

Types of spread spectrum

The radio-based physical layers in 802.11 use three different spread-spectrum
techniques:

Frequency hopping (FH or FHSS)
Frequency-hopping systems jump from one frequency to another in a random
pattern, transmitting a short burst at each subchannel. The 2-Mbps FH PHYis
specified in clause 14.

Direct sequence (DS or DSSS)
Direct-sequence systems spread the powerout over a wider frequency band using
mathematical coding functions. Two direct-sequence layers were specified. The
initial specification in clause 15 standardized a 2-Mbps PHY,and 802.11b added
clause 18 for the HR/DSSS PHY.

Orthogonal Frequency Division Multiplexing (OFDM)
OFDMdivides an available channel into several subchannels and encodes a por-
tion of the signal across each subchannelin parallel. The techniqueis similar to
the Discrete Multi-Tone (DMT) technique used by some DSL modems. Clause
17, added with 802.11a, specifies the OFDM PHY.

* Remember that the transmissionline is part of the antenna system, andthe system gain includes transmis-
sion line losses. So an antenna with 7.5-dB gain and a transmissionline with 1.5-dB loss has an overal system
gain of 6 dB. It’s worth noting that transmission line losses at UHF freqenciesare often very high; asaresult,
you should keep your amplifier as close to the antenna aspossible.
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The Unlikely Invention of Spread Spectrum
Spread spectrum was patented in the early 1940s by Austrian-born actress Hedy
Lamarr. She wascertainly better knownfor other reasons: appearingin thefirst nude
scene onfilm in the Czech film Ecstasy, herlater billing as “the most beautiful woman
in the world” by Hollywood magnate Louis Mayer, and as the model for Catwoman in
the Batman comics.

Beforefleeing the advance of Nazi Germany, she was married to an Austrian arms mer-
chant. While occupyingthe only socially acceptable role available to her as a hostess
and entertainer of her husband’s businessclients, she learned that radio remote control |

of torpedoes was a majorarea of research for armaments vendors. Unfortunately, nar-
rowband radio communications were subject to jamming, which neutralized the
advantage of radio-guided weapons.From thesediscussions,shefirst hit on the idea of
using a complex butpredetermined hoppingpattern to move the frequencyofthe con-
trol signal around. Even if short bursts on a single frequency could be jammed, they
would move around quickly enough to prevent total blockage. Lamarr worked out
everything except howto precisely control the frequency hops.

After arriving in the United States, she met George Antheil, an avant-garde American
composer known as the “bad boy of music”for his dissonantstyle. His famous Ballet
mécanique used (among many outrageous noisemakers) 16 player pianos controlled
from a single location. Performing the piece required precisely controlled timing
between distributed elements, which was Lamarr’s only remaining challenge in con-
trolling the hopping pattern. Together, they were granted U.S. patent number
2,292,387 in 1942. The patent expired in 1959 without earninga cent foreither of

 
them, and Lamarr’s contributions went unacknowledged for many years because the
name on the patent was Hedy Kiesler Markey, her married nameatthe time. The
emerging wireless LAN marketin the late 1990sled to the rediscovery of her invention
and widespreadrecognition for the pioneering work that laid the foundation for mod-
ern telecommunications.

Frequency-hopping techniques werefirst used by U.S. ships blockading Cuba during
the Cuban Missile Crisis. It took many years for the electronics underpinning spread-
spectrum technology to become commercially viable. Now that they have, spread-
spectrum technologies are used in cordless and mobile phones, high-bandwidth wire-
less LAN equipment, and every device that operates in the unlicensed ISM bands. ‘
Unfortunately, Hedy Lamarr died in early 2000, just as the wireless LAN market was
gaining mainstream attention.

 
 

Frequency-hopping systems are the cheapest to make. Precise timing is needed to
control the frequency hops, but sophisticated signal processing is not required to
extract the bit stream from the radio signal. Direct-sequence systems require more
sophisticated signal processing, whichtranslates into more specialized hardware and
higherelectrical power consumption. Direct-sequence techniquesalso allow a higher
data rate than frequency-hopping systems.
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RF and 802.11

802.11 has been adoptedat a stunning rate. Many network engineers accustomed to
signals flowing along well-defined cable paths are now faced with a LAN that runs
over a noisy, error-prone, quirky radio link. In data networking, the success of 802.11
has inexorably linked it with RF engineering. A true introduction to RF engineering
requires at least one book, and probably several. For the limited purposes I have in
mind, the massive topic of RF engineering can be divided into two parts: how to
make radio waves and how radio waves move.

RF Components

RF systems complement wired networks by extending them. Different components
may be used depending on the frequency andthedistancethatsignals are required to
reach, but all systems are fundamentally the same and made from a relatively small
numberof distinct pieces. Two RF components are of particularinterest to 802.11
users: antennas and amplifiers. Antennas are of general interest since they are the
most tangible feature of an RF system. Amplifiers complement antennas by allowing
them to pump out more power, which maybeofinterest depending on the type of
802.11 network you are building.

Antennas

Antennas are the most critical component of any RF system because they convert
electrical signals on wires into radio waves andvice versa. In block diagrams, anten-
nas are usually represented bya triangular shape, as shownin Figure 9-2.

_Y
Figure 9-2, Antenna representationsin diagrams

 

To function at all, an antenna must be made of conducting material. Radio waves
hitting an antenna cause electrons to flow in the conductor and create a current.
Likewise, applying a current to an antenna creates an electric field around the
antenna. As the current to the antenna changes, so does theelectric field. A chang-
ing electric field causes a magnetic field, and the waveis off.

The size of the antenna you need depends on the frequency: the higher the fre-
quency, the smaller the antenna. The shortest simple antenna you can make at any
frequency is 1/2 wavelength long (though antenna engineers can playtricks to reduce
antenna size further). This rule of thumb accounts for the huge size of radio broad-
cast antennas andthe small size of mobile phones. An AMstation broadcasting at 830
kHz has a wavelength of about 360 meters and a correspondingly large antenna, but

 

158 | Chapter9: Physical Layer Overview

 

 



 
—w

|

 

 
 

an 802.11b network interface operating in the 2.4-GHz bandhas a wavelength of just
12.5 centimeters. With some engineering tricks, an antenna can be incorporated into
a PC Card, and a moreeffective external antenna can easily be carried in a backpack.

Antennas can also be designed with directional preference. Many antennas are omni-
directional, which means they send and receive signals from any direction. Some
applications may benefit from directional antennas, which radiate and receive on a
narrowerportionof the field. Figure 9-3 comparesthe radiated power of omnidirec-
tionaland directional antennas.
 

Omnidirectional Directional

eS a
Figure 9-3. Radiated power for omnidirectional anddirectional antennas

 

For a given amount of input power, a directional antenna can reach farther with a
clearer signal. They also have much highersensitivity to radio signals in the domi-
nant direction. When wireless links are used to replace wireline networks, direc-
tional antennas are often used. Mobile telephone network operators also use
directional antennas when cells are subdivided. 802.11 networkstypically use omni-
directional antennas for both ends of the connection, thoughthere are exceptions—
particularly if you want the network to span a longer distance. Also, keep in mind
that there is no such thing as a truly omnidirectional antenna. We’re accustomedto
thinking of vertically mounted antennas as omnidirectional because the signal
doesn’t vary significantly as you travel around the antennain a horizontal plane. But
if you lookat the signal radiated vertically (i.e., up or down) from the antenna,you'll
find thatit’s a different story. And that part of the story can become importantif
you’re building a network for a college or corporate campus and wantto locate
antennas on thetop floors of your buildings.

Ofall the componentspresented in this section, antennas are the mostlikely to be
separated from therest of the electronics. In this case, you need a transmissionline
(some kind of cable) between the antenna and the transceiver. Transmission lines

usually have an impedanceof 50 ohms.

In terms of practical antennas for 802.11 devices in the 2.4-GHz band,the typical
wireless PC Card has an antenna built in. As you can probably guess, that antenna
will do the job, but it’s mediocre. Most vendors,if notall, sell an optional external
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antenna thatplugsinto the card. These antennas are decentbut not great, and they
will significantly increase the range of a roaming laptop. You can usually buy some
cable to separate the antenna from the PC Card, which can be useful for a basesta-
tion. However, be careful—coaxial cable (especially small coaxial cable) is very lossy
at these frequencies, so it’s easy to imagine that anything you gain by better antenna
placementwill be lost in the cable. People have experimented with building high-
gain antennas, some for portable use, some for base station use. And commercial
antennas are available—some designed for 802.11 service, some adaptable if you
know what you’re doing.

Amplifiers

Amplifiers make signals bigger. Signal boost, or gain, is measured in decibels (dB).
Amplifiers can be broadly classified into three categories: low-noise, high-power, and
everything else. Low-noise amplifiers (LNAs) are usually connected to an antenna to
boost the received signalto a level that is recognizable by the electronics the RF sys-
tem is connected to. LNAsare also rated for noise factor, which is the measure of
how much extraneous information the amplifier introduces. Smaller noise factors
allow the receiver to hear smaller signals and thusallow for a greater range.

High-power amplifiers (HPAs) are used to boost a signal to the maximum power
possible before transmission. Output power is measured in dBm, whichare related
to watts (see the sidebar). Amplifiers are subject to the laws of thermodynamics, so
they give off heat in addition to amplifying the signal. The transmitter in an 802.11
PC Cardis necessarily low-power because it needs to run offa battery ifit’s installed
in a laptop, butit’s possible to install an external amplifier at fixed access points,
which can be connected to the powergrid where poweris more plentiful.

This is where things can get tricky with respect to compliance with regulations. 802.11
devices are limited to one watt of power output and four watts effective radiated
power (ERP). ERP multiplies the transmitter’s power output by the gain of the
antenna minustheloss in the transmission line. So if you have a 1-watt amplifier, an
antenna that gives you 8 dB of gain, and 2 dB of transmissionline loss, you have an
ERP of 4 watts; the total system gain is 6 dB, which multiplies the transmitter’s power
by a factorof 4.

RF Propagation
In fixed networks,signals are confined to wire pathways, so network engineers do
not need to know anything about the physics ofelectrical signal propagation.
Instead, there are a few rules used to calculate maximum segmentlength, and as long
as the rules are obeyed, problems are rare. RF propagation is not anywhere nearas
simple.
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Decibels and SignalStrength
Amplifiers may boost signals by orders of magnitude. Rather than keeptrack ofall
those zeroes, amplifier power is measured in decibels (dB).

dB = 10 x logi0 (powerout/powerin)

Decibelratingsare positive when the outputis larger than the input and negative when
the outputis smallerthan the input. Each 10-dB changecorrespondsto a factor of 10,
and 3-dB changes are a factor of 2. Thus, a 33-dB change correspondsto a factor of
2000:

33 dB = 10 dB + 10dB+10dB+3dB=10x 10x 10x 2 = 2000
Power is sometimes measured in dBm, whichstands for dB above one milliwatt. To
find the dBm ratio, simply use 1 mW asthe input powerin thefirst equation.
It’s helpful to rememberthat doubling the poweris a 3-dB increase. A 1-dB increase is
roughly equivalent to a powerincrease of 1.25. With these numbers in mind, you can
quickly perform mostgain calculations in your head.

  
 

Multipath interference

Oneof the major problemsthat plague radio networksis multipath fading. Waves
are added by superposition. When multiple waves converge on a point, the total
wave is simply the sum of any componentwaves. Figure 9-4 shows a few examples of
superposition.

In Figure 9-4c, the two waves are almost exactly the opposite of each other, so the
net result is almost nothing. Unfortunately, this result is more common than you
might expect in wireless networks. Most 802.11 equipment uses omnidirectional
antennas, so RF energyis radiated in every direction. Waves spread outward from
the transmitting antennain all directions and are reflected by surfaces in the area.
Figure 9-5 showsahighly simplified example of twostations in a rectangular area
with no obstructions.

This figure shows three paths from the transmitter to the receiver. The waveat the
receiver is the sum ofall the different components.It is certainly possible that the
paths shownin Figure 9-5 will all combineto give a net waveof0,in which case the
receiver will not understand the transmission because there is no transmission to be
received.

Because theinterference is a delayed copy of the same transmission ona different
path, the phenomenonis called multipath fading or multipath interference. In many
Cases, multipath interference can be resolved by changingtheorientation orposition
of the receiver.
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Figure 9-5. Multiple paths

Inter-symbolinterference(1S!)

Multipath fading is a special case of inter-symbol interference. Waves that take dif-
ferent paths from the transmitter to the receiver will travel different distances and be
delayed with respect to each other, as in Figure 9-6. Once again, the two waves com-
bine by superposition, but the effect is that the total waveform is garbled. In real-
world situations, wavefronts from multiple paths may be added. Thetime between
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the arrival of the first wavefront and the last multipath echo is called the delay
spread. Longer delay spreads require more conservative coding mechanisms. 802.11b
networks can handle delay spreads of up to 500 ns, but performanceis muchbetter
when the delay spread is lower. When the delay spread is large, many cards will
reduce the transmission rate; several vendors claim that a 65-ns delay spread is
required for full-speed 11-Mbps performanceat a reasonable frame error rate. A few
wireless LAN analysis tools candirectly measure delay spread.
 

 
 

Figure 9-6. Inter-symbolinterference
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CHAPTER 10

The ISM PHYs:FH, DS, and HR/DS
 

 
This chapter goes into detail about the physical layers specified by the 802.11 stan-
dards for use in the microwave ISM bandat 2.4 GHz.Assuch,it is one of the most
difficult, most interesting, and least useful chapters in the book.Feelfree to skip it—
everything you're likely to need to know about the physical layer is covered in
Chapter 9. But if you wanta challenge, or if you find the internals of wireless net-
worksfascinating, read on.

The current version of the 802.11 standardspecifies three physicallayers in the 2.4-GHz
ISM band:

FH PHY

A low-rate, frequency-hopping layer
DS PHY

A low-rate, direct-sequencelayer

HR/DSSS PHY

A high-rate, direct-sequence layer added by 802.11b
The last of these is probably the only one you'll see in use, particularly if you don’t
have a lot of older equipment. But if you’re taking the trouble to dive through this
chapter, you might as well see how the technology developed. There is one additional
physical layer, a very high-speed layer standardized in 802.11a; it is discussed in
Chapter 11. Standardization work has begun on a fourth physical layer for the 2.4-GHz
ISM bandthat promises speedsof up to 54 Mbps.

802.11 FH PHY

Ofall the physical layers standardized in thefirst draft of 802.11 in 1997, the fre-
quency-hopping, spread-spectrum (FH or FHSS) layer was the first layer to see wide-
spread deployment. The electronics used to support frequency-hopping modulation
are relatively cheap and do not have high power requirements. Initially, the main
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advantage to using frequency-hopping networks was that a greater numberof net-
works could coexist, and the aggregate throughputofall the networksin a given area
was high. With the advent of higher-rate, direct-sequence systems, the aggregate
throughput advantage of frequency-hopping has been demolished.

This chapter describes the basic concepts and modulation techniques used by the FH
PHY.It also shows how the physical layer convergence procedure prepares frames
for transmission on the radio link and touches briefly on a few details about the
physical medium itself. At this point, the FH PHYis largely a footnote in the history
of 802.11, so you may wantto skip this section and move ahead to the next section
on the DS PHY. However, understanding how 802.11 technology developed will give
you a better feeling for how all the piecesfit together.

Frequency-Hopping Transmission
Frequency hopping depends on rapidly changing the transmission frequency in a
predetermined, pseudorandompattern,asillustrated in Figure 10-1. The vertical axis
of the graph divides the available frequency into a numberofslots. Likewise, timeis
divided into a series of slots. A hopping pattern controls how theslots are used. In
the figure, the hopping pattern is {2,8,4,7}. Timing the hopsaccurately is the key to
success; both the transmitter and receiver must be synchronized so the receiveris
alwayslistening on the transmitter’s frequency.
 

Frequency
slot opeNwPUMDA“
 

Timeslot

 
 

Figure 10-1. Frequency hopping

Frequency hoppingis similar to frequency division multiple access (FDMA)but with
an important twist. In FDMA systems, each device is allocated a fixed frequency.
Multiple devices share the available radio spectrum by using different frequencies. In
frequency-hopping systems, the frequencyis time-dependentrather than fixed. Each
frequency is used for a small amountof time, called the dwell time.
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Amongotherthings, frequency hopping allows devices to avoid interfering with pri-
mary users assigned to the same frequency band. It works because primary users are
assigned narrow frequency bandsandthe right to transmit at a power high enough
to override the wireless LAN. Any interference caused by the secondary user that
affects the primary useris transient because the hopping sequence spreads the energy
out over a wide band.’ Likewise, the primary user only knocksout one of the spread-
spectrum device’s slots and lookslike transient noise. Figure 10-2 showstheresult
whenfrequencyslot 7 is given to a primary user. Although the transmission in the
fourth timeslot is corrupted,thefirst three transmissions succeed.
 

Frequency
slot onNWwWBwaD“oO
 

Timeslot

  
 

Figure 10-2. Avoiding interference with frequency hopping

If two frequency-hopping systems needto share the same band, they can be config-
ured with different hopping sequencesso they do notinterfere with each other. Dur-
ing each timeslot, the two hopping sequences must be on different frequencyslots.
As long as the systems stay on different frequency slots, they do notinterfere with
each other, as shownin Figure 10-3. The gray rectangles have a hopping sequence of
{2,8,4,7}, as in the previousfigures. A second system with a hopping sequence of
{6,3,7,2} is added. Hopping sequences that do not overlap are called orthogonal.
When multiple 802.11 networks are configured in a single area, orthogonal hopping
sequences maximizes throughput.

802.11 FH details

802.11 divides the microwave ISM bandintoa series of 1-MHz channels. Approxi-
mately 99% of the radio energy is confined to the channel. The modulation method
used by 802.11 encodes data bits as shifts in the transmission frequency from the
channelcenter. Channels are defined by their center frequencies, which begin at 2.400
GHzfor channel0. Successive channels are derived by adding 1-MHzsteps: channel 1

* If the primary userof a frequency bandnoticesinterference from secondary users, regulators can (andwill) step
in to shut down the secondary user, hence the low powerused by spread-spectrum modulation techniques.
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Figure 10-3. Orthogonal hopping sequences

has a center frequency of 2.401 GHz, channel 2 has a center frequency of 2.402 GHz,
and so on up to channel 95 at 2.495 GHz.Different regulatory authorities allow use of
different parts of the ISM band; the major regulatory domains and the available chan-
nels are shownin Table 10-1.

Table 10-1. Channels used in different regulatory domains

Regulatory domain Allowed channels
US (FCC) 2 to 79 (2.402—2.479 GHz)

Canada (IQ) 2 to 79 (2.402-2.479 GHz)

Europe(excluding France andSpain)(ETSI) 2 to 79 (2.402-2.479 GHz)
France 48 to 82 (2.448-2.482 GHz)

Spain 47to 73 (2.447-2.473 GHz)
Japan (MKK) B to95 (2.473—-2.495 GHz)

The dwell time used by 802.11 FH systemsis 390 time units, which is almost 0.4 sec-
onds. When an 802.11 FH PHY hops between channels, the hopping process can
take no longer than 224 microseconds. The frequency hopsthemselvesare subject to
extensive regulation, both in termsofthesize of each hop andtherate at which hops
must occur.

802.11 hop sequences

Mathematical functions for deriving hop sets are part of the FH PHYspecification
and are found in clause 14.6.8 of the 802.11 specification. As an example, hopping
sequence 1 for North America and most of Europe begins with the sequence {3, 26,
65, 11, 46, 19, 74, 50, 22, ...}. 802.11 further divides hopping sequences into non-
overlapping sets, and any two membersofa set are orthogonal hopping sequences.
In Europe and North America, each set contains 26 members. Regulatory authorities
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in other areas have restricted the number of hopped channels, and therefore each set
has a smaller number of members. Table 10-2 hasdetails.

Table 10-2. Size of hop sets in each regulatory domain

Regulatory domain Hopsetsize

US (FCC) 26

Canada(IC) 26

Europe (excluding France and Spain) (ETSI) 26
France 27

Spain 35

Japan (MKK} 23

Joining an 802.11 frequency-hopping network

Joining a frequency-hopping network is made possible by the standardization of hop
sequences. Beacon frames on FH networksinclude a timestamp and the FH Parame-
ter Set element. The FH Parameter Set element includes the hop pattern number and
a hop index. By receiving a Beacon frame,a station knowseverything it needs to syn-
chronize its hopping pattern.

Based on the hop sequence number,the station knows the channel-hopping order.
As an example, say that a station has received a Beacon framethat indicates that the
BSSis using the North America/Europe hop sequence number1 andis at hop index
2. By looking up the hop sequence, the station can determine that the next channel is
65. Hop times are also well-defined. Each Beacon frameincludes a Timestampfield,
and the hop occurs when the timestamp modulo dwell time included in the Beacon
is 0,

ISM emission rules and maximum throughput

Spectrum allocation policies are the limiting factor of frequency-hopping 802.11 sys-
tems. As an example, consider the three major rules imposed by the FCC in the U.S.:°

1. There must be at least 75 hopping channels in the band, which is 83.5-MHz
wide.

2. Hopping channels can be no wider than 1 MHz.

3, Devices must useall available channels equally. In a 30-second period, no more
than 0.4 seconds maybe spent using any one channel.

Ofthese rules, the most importantis the second one. No matter what fancy encoding
schemesare available, only 1 MHz of bandwidthis available at any time. The frequency

* These rules are in rule 247 of part 15 of the FCC rules (47 CFR 15.247).
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at whichit is available shifts continuously because of the other tworules, but thesec-
ond rule limits the numberofsignaltransitions that can be used to encodedata.

With a straightforward, two-level encoding, each cycle can encode onebit. At 1 bit
per cycle, 1 MHzyields a data rate of 1 Mbps. More sophisticated modulation and
demodulation schemes can improve the data rate. Four-level coding can pack 2 bits
into a cycle, and 2 Mbps can be squeezed from the 1-MHz bandwidth.

The European Telecommunications StandardsInstitute (ETSI) also hasaset ofrules
for spread-spectrum devices in the ISM band, published in European Telecommuni-
cations Standard (ETS) 300-328. The ETSIrules allow far fewer hopping channels;
only 20 are required. Radiated power, however, is controlled much morestrictly. In
practice, to meet both the FCC and ETSI requirements,devices use the high number
of hopping channels required by the FCC with the low radiated power requirements
of ETSI.

Effect of interference

802.11 is a secondary use of the 2.4-GHz ISM band and mustaccept any interfer-
ence from a higher-priority transmission. Catastrophic interference on a channel may
prevent that channel from being used but leave other channels unaffected. With
approximately 80 usable channels in the U.S. and Europe, interference on one chan-
nel reducesthe raw bitrate of the medium by approximately 1.25%. (The costat the
IP layer will be somewhathigher because of the interframe gaps, 802.11 acknowledg-
ments, and framing and physical-layer covergence headers.) As more channels are
affected by interference, the throughput continuesto drop. See Figure 10-4.
 

Throughput

Interference level
 
Figure 10-4. Throughput responseto interference in FHSS systems

Gaussian Frequency Shift Keying (GFSK)
The FH PHYuses Gaussian frequency shift keying (GFSK).” Frequency shift keying
encodes data as a series of frequency changesin a carrier. One advantage of using

* The term keying is a vestige of telegraphy. Transmission of data across telegraphlines required the use ofa
key. Sending data through a modern digital system employs modulation techniquesinstead, but the word
keying persists.
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frequency to encode data is that noise usually changes the amplitude of a signal;
modulation systems that ignore amplitude (broadcast FM radio, for example) tend
to be relatively immuneto noise. The Gaussian in GFSKrefers to the shape of radio
pulses; GFSK confines emissions to a relatively narrow spectral band andis thus
appropriate for secondary uses. Signal processing techniques that prevent wide-
spread leakage of RF energy are a good thing, particularly for secondary users of a
frequency band. By reducing the potential for interference, GFSK makes it more
likely that 802.11 wireless LANs can be built in an area where anotheruserhaspri-
ority.

2-Level GFSK

The most basic GFSK implementation is called 2-level GFSK (2GFSK). Twodiffer-
ent frequencies are used, depending on whetherthe data that will be transmitted is a
1 or a 0. To transmit a 1, the carrier frequency is increased by a certain deviation.
Zero is encoded by decreasing the frequency by the same deviation. Figure 10-5 illus-
trates the general procedure. In real-world systems, the frequency deviations from
the carrier are much smaller; thefigure is deliberately exaggerated to show how the
encoding works.  

Amplitude

Amplitude

 

© Time
 
 

Figure 10-5. 2-level GFSK

Therate at which data is sent through the system is called the symbol rate. Becauseit
takes several cycles to determine the frequency of the underlying carrier and whether
1 or 0 was transmitted, the symbol rate is a very small fraction of the carrier fre-
quency. Although the carrier frequency is roughly 2.4 GHz, the symbolrate is only 1
or 2 million symbols per second.

Frequency changes with GFSK are not sharp changes. Instantaneous frequency
changes require more expensive electronic components and higher power. Gradual
frequency changes allow lower-cost equipment with lower RF leakage. Figure 10-6
shows how frequencyvaries as a result of encoding the letter M (1001101 binary)
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using 2GFSK. Note thatthe vertical axis is the frequency of the transmission. When
a 1 is transmitted, the frequency rises to the center frequency plus anoffset, and
when a 0 is transmitted, the frequency drops by the same offset. The horizontalaxis,
which represents time, is divided into symbol periods. Around the middle of each
period, the receiver measures the frequency of the transmission and translates that
frequency into a symbol. (In 802.11 frequency-hopping systems, the higher-level
data is scrambled before transmission, so the bit sequence transmitted to the peer
station is not the sameas the bit sequence overtheair. The figureillustrates how the
principles of 2GFSK work and doesn’t step through an actual encoding.)
 

Frequency

Center

frequency

  
 

Figure 10-6. 2GFSK encoding of the letter M

4-Level GFSK

Using a schemesuchasthis, there are two ways to send more data: use a higher sym-
bol rate or encode morebits of information into each symbol. 4-level GFSK (4GFSK)
uses the same basic approach as 2GFSK but with four symbols instead of two. The
four symbols (00, 01, 10, and 11) each correspondto a discrete frequency, and there-
fore 4GFSK transmits twice as much data at the same symbolrate. Obviously, this
increase comes at a cost: 4GFSK requires more complex transmitters and receivers.
Mappingofthe four symbols ontobits is shownin Figure 10-7.
With its more sophisticated signal processing, 4GFSK packs multiple bits into a sin-
gle symbol. Figure 10-8 shows how theletter M might be encoded. Once again, the
vertical axis is frequency, and the horizontal axis is divided into symboltimes. The
frequency changes to transmit the symbols; the frequencies for each symbol are
shown by the dashedlines. The figure also hints at the problem with extending
GFSK-based methodsto higher bit rates. Distinguishing between two levels is fairly
easy. Four is harder. Each doubling ofthe bit rate requires that twice as many levels
be present, and the RF components distinguish between ever smaller frequency
changes. These limitations practically limit the FH PHYto 2 Mbps.

FH PHY Convergence Procedure (PLCP)
Before any frames can be modulated onto the RFcarrier, the frames from the MAC
must be prepared by the Physical Layer Convergence Procedure (PLCP). Different
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Figure 10-7. Mapping of symbols to frequencies in 4GFSK
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Figure 10-8. 4GFSK encodingof the letter M

underlying physical layers may have different requirements, so 802.11 allows each
physical layer some latitude in preparing MACframesfor transmission overtheair.

Framing and whitening

The PLCP for the FH PHY addsa five-field header to the frameit receives from the

MAC.The PLCPis a relay between the MAC and the physical medium dependent
(PMD)radio interface. In keeping with ISO reference model terminology, frames
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passed from the MAC are PLCPservice data units (PSDUs). The PLCP framing is
shownin Figure 10-9.

Preamble

As in a wired Ethernet, the preamble synchronizes the transmitter and receiver
and derives commontimingrelationships. In the 802.11 FH PHY,the Preamble
is composedofthe Syncfield and the Start Frame Delimiterfield.
  

PLCP preamble PLCP header
bits 80 16 12 4 16 Variable

Sync SFO PLW|PSF HEC “Whitened” PSDU
010101...07 (MAC frame)

   

  

Figure 10-9. PLCP framing in the FH PHY

Sync
The sync field is 80 bits in length and is composed of an alternating zero-one
sequence (010101...01). Stations search for the sync pattern to prepare to receive
data. In addition to synchronizing the sender andreceiver, the Syncfield serves
three purposes. Presenceof a sync signal indicates that a frameis imminent. Sec-
ond,stations that have multiple antennas to combat multipath fading or other
environmental reception problemscanselect the antenna with the strongest sig-
nal. Finally, the receiver can measure the frequency of the incomingsignalrela-
tive to its nominal values and perform any corrections needed to the received
signal.

Start Frame Delimiter (SFD)
As in Ethernet, the SED signals the end of the preamble and marks the begin-
ning ofthe frame. The FH PHYuses a 16-bit SFD: 0000 1100 1011 1101.

Header

The PLCP header follows the preamble. The header has PHY-specific parame-
ters used by the PLCP. Three fields comprise the header: a length field, a speed
field, and a frame check sequence.

PSDU Length Word (PLW)
Thefirst field in the PLCP headeris the PLW. Thepayload of the PLCP frameis
a MACframethat may be up to 4,095 bytes long. The 12-bit length field informs
the receiver of the length of the MAC framethatfollows the PLCP header.

PLCPSignaling (PSF)
Bit 0, the first bit transmitted, is reserved and set to 0. Bits 1-3 encodethe speed
at which the payload MAC frameis transmitted. Several speeds are available, so
this field allows the receiver to adjust to the appropriate demodulation scheme.

i Although the standard allows for data rates in increments of 500 kbps from 1.0
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Mbpsto 4.5 Mbps, the modulation scheme hasbeen defined only for 1.0 Mbps
and 2.0 Mbps.* See Table 10-3.

Table 10-3. PSF meaning

Bits (1-2-3) Data rate

000 1.0 Mbps

001 1.5 Mbps

010 2.0 Mbps

011 2.5 Mbps

100 3.0 Mbps

101 3.5 Mbps

110 4.0 Mbps

111 4.5 Mbps

Header Error Check (HEC)
To protect against errors in the PLCP header, a 16-bit CRC is calculated over the
contents of the header and placed in this field. The header does not protect
againsterrors in other parts of the frame.

Norestrictions are placed on the contentof the Datafield. Arbitrary data may con-
tain longstrings of consecutive Os or 1s, which makes the data much less random. To
make the transmitted data more like random white noise, the FH PHYsapply a whit-
ening algorithm to the MACframe. This algorithm scrambles the data before radio
transmission. Receivers invert the process to recover the data.

Frequency-Hopping PMD Sublayer
Although the PLCP headerhasa field for the speed at which the MACframeis trans-
mitted, only two of these rates have corresponding standardized PMDlayers. Several
features are shared between both PMDs:antennadiversity support, allowances for
the ramp up and ramp downof the power amplifiers in the antennas, and the use of
a Gaussian pulse shaper to keep as much RF poweras possible in the narrow fre-
quency-hopping band. Figure 10-10 showsthe general design of the transceiver used
in 802.11 frequency-hopping networks.

PMDfor 1.0-Mbps FH PHY

The basic frequency-hopping PMD enables data transmission at 1.0 Mbps. Frames
from the MAC have the PLCP header appended,andtheresulting sequenceofbits is

* It is unlikely that significant further work will be done on high-rate, frequency-hopping systems. For high
data rates, direct sequence is a morecost-effective choice.
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Figure 10-10. Frequency-hopping transceiver

transmitted out of the radio interface. In keeping with the common regulatory
restriction of a 1-MHz bandwidth, 1 million symbols are transmitted per second.
2GFSK is used as the modulation scheme, so each symbolcan be used to encode a
single bit. 802.11 specifies a minimum powerof 10 milliwatts (mW)and requires the
use of a power controlfunction to cap the radiated power at 100 mW,if necessary.

PMDfor 2.0-Mbps FH PHY

A second, higher-speed PMDis available for the FH PHY. As with the 1.0-Mbps
PMD, the PLCP header is appended andis transmitted at 1.0 Mbps using 2GFSK.In
the PLCP header, the PSF field indicates the speed at which the frame bodyis trans-
mitted. At the higher data rate, the frame bodyis transmitted using a different encod-
ing method than the physical-layer header. Regulatory requirements restrict all
PMDsto a symbolrate of 1 MHz, so 4GFSK must be used for the frame body. Two
bits per symbol yields a rate of 2.0 Mbps at 1 million symbols per second. Firmware
that supports the 2.0-Mbps PMDcanfall back to the 1.0-Mbps PMDif signal qual-
ity is too poorto sustainthe higherrate.

Carrier sense/clear channel assessment(CS/CCA)

To implement the CSMA/CA foundation of 802.11, the PCLP includes a function to
determine whether the wireless medium is currently in use. The MAC uses both a
virtual carrier-sense mechanism and a physical carrier-sense mechanism; the physi-
cal layer implements the physicalcarrier sense. 802.11 does notspecify howto deter-
mine whethera signal is present; vendors are free to innovate within the required
performance constraints of the standard. 802.11 requires that 802.11-compliantsig-
nals with certain power levels must be detected with a corresponding minimum
probability.

Characteristics of the FH PHY

Table 10-4 shows the values of a numberof parameters in the FH PHY.In addition to
the parameters in the table, which are standardized, the FH PHY has a number of
parameters that can be adjusted to balance delays through various parts of an 802.11
frequency-hopping system.It includes variables for the latency through the MAC,the
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PLCP, and the transceiver, as well as variables to accountfor variations in the trans-
ceiver electronics. One other item of note is that the total aggregate throughputofall
frequency-hopping networks in an area can be quite high. Thetotal aggregate through-
putis a function of the hopsetsize. All sequences in a hopset are orthogonal and non-
interfering. In North America and most of Europe, 26 frequency-hopping networks can
be deployed in an areaat once.If each network is run at the optional 2-Mbpsrate, the
area can havea total of 52-Mbps throughputprovided that the ISM bandis relatively
free of interference.

Table 10-4. FH PHY parameters

Parameter Value Notes

Slot time 50 ps

SIFS time 28 us The SIFSis used to derive the valueof the otherinterframe spaces (DIFS, PIFS,
andEIFS).

Contention window size—_15—1,023 slots

Preamble duration 96 ps Preamble symbols are transmitted at 1 MHz, so a symbol takes 1 sto transmit;
96 bits require 96 symbol times.

PLCP header duration 32 ps The PLCP headeris 32 bits, soit requires 32 symboltimes.
Maximum MACframe 4,095 bytes 802.11 recommends a maximum of 400 symbols (400 bytes at 1 Mbps, 800

bytes at 2 Mbps) to retain performanceacrossdifferenttypes of environments.

802.11 DS PHY

Direct-sequence modulation has been the most successful modulation technique
used with 802.11. Theinitial 802.11 specification described a physical layer based on
low-speed, direct-sequence spread spectrum (DS or DSSS). Direct-sequence equip-
ment requires more powerto achieve the same throughputas a frequency-hopping
system. 2-Mbpsdirect-sequence interfaces will drain battery power more quickly
than 2-Mbps frequency-hopping interfaces. The real advantage to direct-sequence
transmission is that the techniqueis readily adaptable to much higherdata rates than
frequency-hopping networks.

This section describes the basic concepts and modulation techniques used bytheini-
tial DS PHY.It also shows how the PLCP prepares frames for transmission on the
radio link and touchesbriefly on a few details of the physical medium itself.

Direct-Sequence Transmission
Direct-sequence transmissionis an alternative spread-spectrum technique that can be
used to transmit a signal over a much wider frequency band. Thebasic approachof
direct-sequence techniques is to smear the RF energy over a wide bandin a carefully
controlled way. Changes in the radio carrier are present across a wide band, and
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  receivers can perform correlation processes to look for changes. The basic high-level
approachis shownin Figure 10-11.  
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Figure 10-11. Basic DSSS technique

At the left is a traditional narrowbandradio signal. It is processed by a spreader,
which applies a mathematical transform to take a narrowband input andflatten the
amplitude across a relatively wide frequency band. To a narrowbandreceiver, the
transmitted signal looks like low-level noise because its RF energy is spread across a
very wide band. The key to direct-sequence transmission is that any modulation of
the RF carrier is also spread across the frequency band. Receivers can monitor a wide
frequency band andlook for changes that occur across the entire band. Theoriginal
signal can be recovered with a correlator, whichinverts the spreading process.
At a high level, a correlator simply looks for changes to the RF signal that occur
across the entire frequency band. Correlation gives direct-sequence transmissions a
great deal of protection against interference. Noise tends to take the form of rela-
tively narrow pulses that, by definition, do not produce coherent effects across the
entire frequency band. Therefore, the correlation function spreads out noise across
the band, and the correlated signal shines through,asillustrated in Figure 10-12.
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Figure 10-12. Spreading of noise by the correlation process

Direct-sequence modulation works by applying a chipping sequence to the data
stream. A chip is a binary digit used by the spreading process. Bits are higher-level
data, while chips are binary numbersusedin the encodingprocess. There’s no math-
ematical difference between a bit and a chip, but spread-spectrum developers have
adopted this terminology to indicate that chips are only a part of the encoding and
transmission process and do not carry any data. Chipping streams, whichare also
called pseudorandom noise codes (PN codes), must run at a much higherrate than
the underlying data. Figure 10-13illustrates how chipping sequences are used in the
transmission of data using direct-sequence modulation. Several chips are used to
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encodea single bit into a series of chips. The high-frequency chippedsignalis trans-
mitted on an RFcarrier. At the other end, a correlator comparesthereceived signal
to the same PN sequenceto determineif the encoded bit was a 0 ora 1.
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Figure 10-13. Chipping

Theprocess of encoding a low bit rate signal at a high chip rate has the side effect of
spreading the signal’s power over a much wider bandwidth. One of the most impor-
tant quantities in a direct-sequence system is its spreading ratio, which is the number
of chips used to transmita single bit.’ Higher spreading ratios improve the ability to
recover the transmitted signal but require a higher chipping rate andalarger fre-
quency band. Doublingthe spreading ratio requires doubling the chipping rate and
doubles the required bandwidth as well. There are two costs to increased chipping
ratios. One is the direct cost of more expensive RF components operating at the
higher frequency, and the other is an indirect cost in the amount of bandwidth
required. Therefore, in designing direct-sequence systems for the real world, the
spreading ratio should be as low as possible to meet design requirements and to
avoid wasting bandwidth.

Direct-sequence modulation trades bandwidth for throughput. Comparedto tradi-
tional narrowband transmission, direct-sequence modulation requires significantly
more radio spectrum and is much slower. However, it can often coexist with other
interference sources because the receiver’s correlation function effectively ignores
narrowbandnoise.It is easier to achieve high throughput using direct-sequence tech-
niques than with frequency hopping. Regulatory authorities do not imposea limit on
the amountof spectrum that can be used; they generally set a minimum lower bound
on the processing gain. Higher rates can be achieved with a wider band, though
wider bandsrequire a higher chiprate.

802.11 direct-sequencedetails

For the PN code, 802.11 adopted an 11-bit Barker word. Eachbit is encodedusing
the entire Barker word as a chipping sequence. Detailed discussion of Barker words
and their properties are well beyond the scope of this book. The key attribute for

* The spreadingratio is related to a figure known as the processing gain. The two are sometimesusedinter-
changeably, butthe processing gain is slightly lower becauseit takes into accountthe effects of using real-
world systems as opposed to perfectideal systems with nolosses.
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802.11 networks is that Barker words have good autocorrelation properties, which
meansthat the correlation function at the receiver operates as expected in a wide
range of environmentsandisrelatively tolerant to multipath delay spreads.

Regulatory authorities require a 10-dB processing gain. Using an 11-bit spreading code
for each bit allows 802.11 to meet the regulatory requirements with some margin of
safety, but it is small enough to allow as many overlapping networks as possible.
Longer spreading codes allow higher processing gains but require wider frequency
channels.

Encoding in 802.11 direct-sequence networks

802.11 uses the Barker sequence {+1, -1, +1, +1, -1, +1, +1, +1, -1, -1, -1}. As
used in 802.11, +1 becomes 1, and —1 becomes0, so the Barker sequence becomes
10110111000. It is applied to each bit in the data stream by a modulo-2 adder.’
Whena 1 is encoded,all the bits in the spreading code change; for 0, they stay the
same. Figure 10-14 showsthe encoding process.
 

Scrambled data 
t:

Barker sequence ;

2 oTTOTT1O0 OFF 0711071171000;

Transmitted data i |
i70770777000i0100T0007T779:

Figure 10-14. Encoding with the Barker word

Receivers can look at the numberof Is in a received bit time. The Barker sequence
has six 1s andfive Os. An 11-bit sequence with six 1s must therefore correspond to a
transmitted 0, and an 11-bit sequence with six 0s must correspond to a transmitted
1. In addition to counting the numbersof 1s and 0s, the receiver can analyze the pat-
tern of received bits to infer the value of the transmittedbit.

Operating channels

Channels for the DS PHY are muchlarger than the channels for the FH PHY. The DS
PHY has 14 channels in the 2.4-GHz band, each 5 MHz wide. Channel1 is placed at

* Encodingwith the Barker sequenceis similar to a numberofother techniques. Somecellular systems, most
notably in North America, use code division multiple access (CDMA)to allow severalstations to access the
radio medium, CDMA exploits some extremely complex mathematics to ensure that transmissions from
each mobile phone look like random noise to every other mobile phonein thecell. The underlying mathe-
matics are far more complicated than a simple fixed pseudo-random noise code.
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2.412 GHz, channel 2 at 2.417 GHz, and so on up to channel 14 at 2.484 GHz.
Table 10-5 shows which channels are allowed by each regulatory authority. Channel
10 is available throughout North America and Europe, which is why most products
use channel 10 as the default operating channel.

Table 10-5. Channels usedin different regulatory domains

Regulatory domain Allowed channels

US (FCQ)/Canada(IQ) 1 to 11 (2.412—2.462 GHz)

Europe, excluding France and Spain (ETSI) 1 to 13 (2.412-2.472 GHz}
France 10 to 13 (2.457—-2.472 GHz)

Spain 10 to 11 (2.457—-2.462 GHz)

Japan (MKK) 14 (2.484 GHz)

Channel energy spread

Within a channel, most of the energy is spread across a 22-MHz band. Because the
DS PHY uses an 11-MHzchip clock, energy spreads out from the channel center in
multiples of 11 MHz, as shownin Figure 10-15. To preventinterference to adjacent
channels, the first side lobeis filtered to 30 dB below the powerat the channel cen-
ter frequency, and additional lobesare filtered to 50 dB below the powerat the chan-
nel center. This corresponds to reducing the powerbya factorof 1,000 and 100,000,
respectively. These limits are noted in Figure 10-15 by the use of dBr, which means
dB relative to the powerat the channel center. Figure 10-15 is not to scale: -30 dBris
only one thousandth, and —50 dBr is one hundred thousandth.

 

2-1 +1 +22 FrequencyMHz=MHz MHz=MHz

Centerfrequency

Figure 10-15. Energy spread in a single 802.11 DS transmission channel

 

With the transmit filters in place, RF poweris confined mostly to 22-MHz frequency
bands. European regulators cap the maximum radiated power at 100 mW;the FCC
in the U.S. allows a substantially higher radiated power of 1,000 mW, but most
productsfall far below this in practice.

To preventinterference from networks operating on adjacent channels, 802.11 direct-
sequence equipment must be separated by a frequency band of at least 22 MHz
between channel center frequencies. With a channel spacing of 5 MHz, networks
must be separated by five channel numbersto preventinterference, as illustrated in
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Figure 10-16.If directly adjacent channels were selected, there would bea great deal
of overlap in the center lobes.
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Figure 10-16. Channel separation in 802.11 DS networks

Channel
1

Maximum theoretical throughput

If the signal processing techniques used by the DS PHYare used, then the maximum
throughput would bea function of the frequency space used. Roughly speaking, the
ISM band is 80-MHz wide. Using the same spreading factor of 11 would lead to a
maximum bitrate ofslightly more than 7 Mbps. However, only one channel would

. be available, and products would need to have an oscillator running at 77 MHz to
generate the chipping sequence. High-frequency devices are a tremendous drain on
batteries, and the hypothetical high-rate encoding that uses the entire band makes
terrible use of the available spectrum. To achieve higher throughput, more sophisti-

, ! cated techniques must be used. 802.11b increases the symbolrateslightly, butit gets
far more mileage from more sophisticated encoding techniques.

Interference response

Direct-sequence-modulated signals are more resistant to interference than fre-
quency-hoppingsignals. The correlation process enables direct-sequence systems to
work around narrowbandinterference much more effectively. With 11 chips perbit,
several chips can be lost or damaged before a single data bit is lost. The disadvan-
tage is that the response of direct-sequence systems to noise is not incremental. Up
to a certain level, the correlator can remove noise, but once interference obscures a
certain amountof the frequency band, nothing can be recovered, Figure 10-17 shows
how direct-sequence systems degradein response to noise.
Direct-sequence systems also avoid interfering with a primary user more effectively

4 than frequency-hopping systems. After direct-sequence processing, signals are much
! wider and have lower amplitudes, so they appear to be random background noise to
‘ traditional narrowband receivers. Two direct-sequence users in the same area can

cause problems for each other quite easily if the two direct-sequence channels are not
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Figure 10-17. Throughput responseto interference in DSSS systems

separated by an adequate amount. Generally speaking, interference between two
direct-sequence devices is a problem long before a primary band user notices anything.

Differential Phase Shift Keying (DPSK)
Differential phase shift keying (DPSK)is the basis for all 802.11 direct-sequence sys-
tems. As the name implies, phase shift keying (PSK) encodes data in phase changes
of the transmitted signal. The absolute phase of a waveform is not relevant in PSK;
only changesin the phase encode data. Like frequencyshift keying, PSKresists inter-
ference because most interference causes changes in amplitude. Figure 10-18 shows
two identical sine waves shifted by a small amount along the time axis. The offset
between the same point on two wavesis the phasedifference.
 

Amplitude Phaseshift
>;

RAK
One
 

 

Figure 10-18. Phase difference between two sine waves

Differential binary phase shift keying (DBPSK)

The simplest form of PSK uses twocarrier waves, shifted by a half cycle relative to
each other. One wave, the reference wave, is used to encode a 0; the half-cycle
shifted wave is used to encode a 1. Table 10-6 summarizes the phase shifts, and
Figure10-19 illustrates the encoding as a phase difference from a preceding sine
wave.
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Figure 10-19. DBPSK encoding

Table 10-6. DBPSK phase shifts

Symbol Phaseshift
0 0

1 180° (at radians)

To stick with the same example, encoding the letter M (1001101 in binary)is a mat-
ter of dividing up the time into seven symboltimes then transmitting the wave with
appropriate phase shift at each symbol boundary. Figure 10-20illustrates the encod-
ing. Time is divided into a series of symbol periods, each of whichis several times the
period of the carrier wave. When the symbolis a 0, there is no change from the phase
of the previous symbol, and when the symbolis a 1, there is a change ofhalf a cycle.
These changesresult in “pinches” of the carrier when 1 is transmitted and a smooth
transition across the symbol time boundary for 0.

Differential quadrature phaseshift keying (DQPSK)

Like 2GFSK, DBPSKis limited to one bit per symbol. More advancedreceivers and
transmitters can encode multiple bits per symbol using a techniquecalled differen-
tial quadrature phase shift yeying (DQPSK). Rather than a fundamental wave and a
half-cycle shifted wave, DQPSK uses a fundamental wave and three additional
waves, each shifted by a quarter cycle, as shown in Figure 10-21. Table 10-7 summa-
rizes the phase shifts.
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Figure 10-20. The letter M encoded in DBPSK
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Figure 10-21. DQPSK encoding

 

 

 

 

 
   
 

Table 10-7. DQPSK phaseshifts

Symbol Phaseshift
00 0

01 90° (70/2 radians)

Aa} 180° (7c radians)

10 270° (310/2 or —10/2 radians)

Now encode M in DQPSK(Figure 10-22). In the UTF-8 character set, M is repre-
sented bythe binary string 01001101 or, as the sequenceof four two-bit symbols, 01-
00-11-01. In the first symbol period, there is a phase shift of 90 degrees; forclarity,
the figure showsthe phase shift from a pure sine wave. The second symbolresultsin
no phase shift, so the wave continues without a change. The third symbol causes a
phaseshift of 180 degrees, as shown bythe sharp change from the highest amplitude
to the lowest amplitude. The final symbol causes a phaseshift of 90 degrees.
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Figure 10-22. The letter M encoded in DQPSK

The obvious advantage of DQPSK relative to DBPSK is that the four-level encoding
mechanism can havea higher throughput. Thecost of using DQPSKis thatit cannot
be used in some environments because of severe multipath interference. Multipath
interference occurs whenthe signal takes several paths from the transmitter to the
receiver. Each path hasa different length; therefore, the received signal from each
path hasa different delay relative to the other paths. This delay is the enemy of an
encoding schemebased on phaseshifts. Wavefronts are not labeled or painteddiffer-
ent colors, so a wavefront could arrive later than expected because of a long path or
it could simply have been transmitted late and phaseshifted. In environments where
multipath interference is severe, DQPSKwill break down much quicker than DBPSK.

DS Physical-Layer Convergence (PLCP)
As in the FH PHY, frames must be processed by the PLCP before being transmitted
into theair.

Framing and scrambling
The PLCP for the DS PHY addsa six-field header to the framesit receives from the
MAC.In keeping with ISO reference model terminology, frames passed from the
MAC are PLCP service data units (PSDUs). The PLCP framing is shown in
Figure 10-23.
 

PLCP preamble PLCP header128 16 | 8 8 16 16 Variable
Service “Scrambled” PPDU

(MACframe)

Mbps DBPSK——l “TMbps DBPSK —_—_—$_i— Mbps DBPSK/—-
2 Mbps DOPSK

  
 

 

 

Figure 10-23. DS PLCP framing

The FH PHYusesa data whitener to randomize the data before transmission, but the
data whitenerapplies only to the MAC frametrailing the PLCP header. The DS PHY
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has a similar function called the scrambler, but the scrambler is applied to the
entirety of the direct-sequenceframe, including the PLCP header and preamble.
Preamble

The Preamble synchronizes the transmitter and receiver and allows them to
derive commontiming relationships. It is composed of the Sync field and the
Start Frame Delimiter field. Before transmission, the preamble is scrambled
using the direct-sequence scrambling function.

Sync
The Syncfield is a 128-bit field composedentirely of 1s. Unlike the FH PHY,the
Syncfield is scrambledbefore transmission.

Start Frame Delimiter (SFD)
The SED allows the receiver to find the start of the frame, even if some of the
sync bits were lost in transit. This field is set to 0000 0101 1100 1111, whichis
different from the SFD used by the FH PHY.

Header

The PLCP header follows the preamble. The header has PHY-specific parame-
ters used by the PLCP. Five fields comprise the header: a signaling field, a ser-
vice identification field, a Length field, a Signal field used to encode the speed,
and a frame check sequence.

Signal
The Signalfield is used by the receiver to identify the transmission rate of the
encapsulated MAC frame.It is set to either 0000 1010 (0x0A)for 1-Mbps opera-
tion or 0001 0100 (0x14) for 2-Mbps operation.

Service

Thisfield is reserved for future use and mustbesetto all Os.

Length
This field is set to the number of microsecondsrequired to transmit the frame as
an unsigned 16-bit integer, transmitted least significant bit to most significant
bit.

CRC

To protect the headeragainst corruption ontheradiolink, the sender calculates
a 16-bit CRC over the contents of the four headerfields. Receivers verify the
CRCbefore further frame processing.

Norestrictions are placed on the contentof the Datafield. Arbitrary data may con-
tain long strings of consecutive 0s or 1s, which makesthe data muchless random. To
make the data morelike random background noise, the DS PHY uses a polynomial
scrambling mechanism to removelong strings of 1s or Os from the transmitted data
stream,
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DS Physical Medium Dependent Sublayer
Unlike the FH PHY,the DS PHY uses a single PMD specification. This is a complex
and lengthy specification that incorporates provisions for two data rates (1.0 and 2.0
Mbps). Figure 10-24 shows the general design of a transceiver for 802.11 direct-
sequence networks.
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Figure 10-24. Direct-sequence transceiver

Transmission at 1.0 Mbps

At the low data rate, the direct-sequence PMD enables data transmission at 1.0
Mbps. The PLCP header is appended to frames arriving from the MAC, and the
entire unit is scrambled. The resulting sequenceof bits is transmitted from the physi-
cal interface using DBPSKat a rate of 1 million symbols per second. Theresulting
throughput is 1.0 Mbps because onebit is encoded per symbol. Like the FH PMD,
the DS PMD has a minimum powerrequirement and can cap the power at 100 mW
if necessary to meet regulatory requirements.

Transmission at 2.0 Mbps

Like the FH PHY, transmission at 2.0 Mbps uses two encoding schemes. The PLCP
preamble and headerare transmitted at 1.0 Mbps using DBPSK. Although using a
slower methodfor the header transmission reducesthe effective throughput, DBPSK
is far more tolerant of noise and multipath interference. After the preamble and
headerare finished, the PMD switches to DQPSK modulation to provide 2.0-Mbps
service. As with the FH PHY, most products that implement the 2.0-Mbpsrate can
detect interference andfall back to lower-speed 1.0-Mbpsservice.

CS/CCA for the DS PHY

802.11 allows the CS/CCA function to operate in one of three modes:

Mode 1

Whenthe energy exceeds the energy detection (ED) threshold, it reports that the
medium is busy. The ED threshold depends on the transmit power.
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Mode 2

Implementations using Mode 2 must look for an actual DSSS signal and report the
channel busy whenoneis detected, evenif the signal is below the ED threshold.

Mode 3

Mode 3 combines Mode 1 and Mode2. A signal must be detected with suffi-
cient energy before the channelis reported busy to higherlayers.

Once a channelis reported busy, it stays busy for the duration of the intended trans-
mission, even if the signal is lost. The transmission’s duration is taken from the time
interval in the Length field. Busy medium reports must bevery fast. Whenasignalis
detected at the beginning of a contention window slot, the CCA mechanism must
report a busy medium bythe time the slot has ended. Thisrelatively high perfor-
mance requirement must be set because once a station has begun transmissionat the
endofits contention delay, it should seize the medium,andall other stations should
defer access until its frame has concluded.

Characteristics of the DS PHY

Table 10-8 shows the values of a number of parameters in the DS PHY. In addition
to the parameters in the table, which are standardized, the DS PHY has a number of
parameters that can be adjusted to balance delays throughvariousparts of an 802.11
direct-sequence system. It includes variables for the latency through the MAC,the
PLCP, and the transceiver, as well as variables to accountfor variations in the trans-

ceiver electronics. One otheritem of noteis that the total aggregate throughputofall
direct-sequence networks in an area is much lowerthan thetotal aggregate through-
put ofall nonoverlapping frequency-hopping networks in an area. Thetotal aggre-
gate throughputis a function of the number of nonoverlapping channels. In North
America and most of Europe, three direct-sequence networks can be deployed in an
area at once. If each network is run at the optional 2-Mbpsrate, the area can have a
total of 6-Mbps throughput, which is dramatically less than the frequency-hopping
total aggregate throughput.

Table 10-8. DS PHY parameters

Parameter Value Notes

Slot time 20 Us

SIFS time 10 ps TheSIFS is used to derive the value of the other interframe spaces (DIFS,
PIFS, and EIFS).

Contention window size 31 to 1,023slots

Preamble duration 144 Us Preamble symbols are transmitted at 1 MHz, so a symbol takes 1 s to trans-
mit; 144 bits require 144 symbol times.

PLCP headerduration 48 Ls The PLCP headeris 48bits, soit requires 48 symbol times.

Maximum MAC frame 4-8,191 bytes
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Like the FH PHY, the DS PHY has a numberofattributes that can be adjusted by a
vendor to balance delays in various parts of the system. It includes variables for the
latency through the MAC, the PLCP, and the transceiver, as well as variables to
accountforvariations in thetransceiverelectronics.

802.11b: HR/DSSS PHY

Whentheinitial version of 802.11 wasratified in 1997, the real work wasonly just
beginning. Theinitial version of the standard defined FH and DS PHYs, but they
were only capable of data rates up to 2 Mbps. 2 Mbpsis barely useful, especially
whenthe transmission capacity must be shared amongall the users in an area. In
1999, the 802.11 working group released its second extension to the basic 802.11
specification. In keeping with the IEEE numbering convention, the second extension
waslabeled 802.11b.

802.11b adds anotherphysical layer into the mix. It uses the same MACasall the
other physical layers and is based on direct-sequence modulation. However,it
enables transmission at up to 11 Mbps, which is adequate for modern networks.
Higherdata rates led to a stunning commercial success. 802.11b has blazed newtrails
where other wireless technologies failed to make an impact. The 802.11b PHYis also
knownasthe high-rate, direct-sequence PHY, abbreviated HR/DS or HR/DSSS. Even
though the modulationis different, the operating channels are exactly the sameas the
channels used bytheoriginal low-rate direct sequence.

Complementary Code Keying
802.11 direct-sequence systems use a rate of 11 million chips per second. Theorigi-
nal DS PHYsdivided the chip stream up intoa series of 11-bit Barker words and
transmitted 1 million Barker words per second. Each word encodedeitherone bit or
twobits for a corresponding data rate of 1.0 Mbps or 2.0 Mbps, respectively. Achiev-
ing higher data rates and commercial utility requires that each code symbolcarry
more information thanabit or two.

Straight phase shift encoding cannot hopeto carry more than a few bits per code
word. DQPSK requires that receivers distinguish quarter-cycle phase differences.
Further increasing the numberofbits per symbol would require processing even finer
phase shifts, such as an eighth-cycle or sixteenth-cycle shift. Detecting smaller phase
shifts is more difficult in the presence of multipath interference and requires more
sophisticated (and thus expensive) electronics.

Instead of continuing with straight phase-shift keying, the IEEE 802.11 working
group turned to an alternate encoding method. Complementary code keying (CCK)
divides the chip stream into a series of 8-bit code symbols, so the underlying trans-
mission is based onaseries of 1.375 million code symbols per second. CCKis based
on sophisticated mathematical transformsthatallow the use of a few 8-bit sequences
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to encode 4 or even 8 bits per code word, for a data throughput of 5.5 Mbpsor 11
Mbps. In addition, the mathematics underlying CCK transformsallow receivers to
distinguish between different codes easily, even in the presence of interference and
multipath fading. Figure 10-25illustrates the use of code symbols in CCK.It is quite
similar to the chipping process used by the slower direct-sequence layers; the differ-
ence is that the code words are derived partially from the data. A static repeating
code word such asthe Barker wordis not used.
 

Spreading , Correlation
i Chippingstream

iEncoded data |
Data> Code word Code word —tDataI : : t

Chipping
oscillator
  

Figure 10-25. Code symbols in CCK

Barker spreading, as used in the lower-rate, direct-sequence layers, uses a static code
to spread the signal over the available frequency band. CCK uses the code word to
carry information, as well as simply to spread the signal. Several phase angles are
used to prepare a complex code wordofeightbits.

High-Rate, Direct-Sequence PLCP
Like the other physical layers, the HR/DSSS PHYissplit into two parts. As with the
other physical layers, the PLCP adds additional framing information.

Framing and scrambling

Unlike the other physical layers, two options exist for the PLCP framing. Both are
shown in Figure 10-26. The “long” frame formatis identical to the classic DS PLCP
format and must be supported. Forefficiency and improved throughput, stations
mayalso support the optional “short” PLCP format.

Naturally, the optional short format may be used onlyif all stations supportit. To
prevent networks configured for the short format from disappearing, 802.11b
requires that stations answering Probe Requests from an active scan return a
response using the same PLCP header that wasreceived. If a station that supports
only the long PLCP header sends a Probe Response, an access point returns a
responseusing the long header,even if the BSS is configured for the short header.

Preamble

Frames begin with the preamble, which is composed of the Syncfield and the
SFDfield. The preamble is transmitted at 1.0 Mbps using DBPSK.
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Figure 10-26. HR/DSSS PLCP framing

Long Sync

The Long Syncfield is composed of 1281bits. It is processed by the scrambler
before transmission, though,so the data contentvaries. High-rate systems use a
specified seed for the scrambling function but support backwards compatibility
with older systemsthat do notspecify a seed.

Short Sync

TheShort Syncfield is composed of 56 0 bits. Like the Long Sync,it is also pro-
cessed by the scrambler.

Long SFD
To indicate the endofthe Syncfield, the long preamble concludes with a Start of
Frame Delimiter (SFD). In the long PLCP, the SFD is the sequence 1111 0011
1010 0000. As with all IEEE specifications, the order of transmission from the
physicalinterfaceis least-significantbitfirst, so the string is transmitted right to
left.

Short SED

To avoid confusion with the Long SFD, the Short SFD is the reverse value, 0000
0101 1100 1111.

The PLCP headerfollows the preamble.It is composedofthe Signal, Service, Length,
and CRCfields. The long headeris transmitted at 1.0 Mbps using DBPSK. However,
the short header’s purpose is to reduce the time required for overhead transmission
SO it is transmitted at 2.0 Mbps using DQPSK.
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Long Signal

The Long Signal field indicates the speed and transmission method of the
enclosed MACframe. Four values for the 8-bit code are currently defined and
are shown in Table 10-9.

Table 10-9. Signalfield values

Speed Value (msbto Isb) Hex value
1 Mbps 0000 1010 Ox0A
2 Mbps 0001 0100 0x14
5.5 Mbps 00110111 0x37
11 Mbps 0110 1110 Ox6E

Short Signal
The Short Signal field indicates the speed and transmission method of the
enclosed frame, but only three values are defined. Short preambles can be used
only with 2 Mbps, 5.5 Mbps, and 11 Mbps networks.

Service

The Service field, which is shown in Figure 10-27, was reserved for future use by
the first version of 802.11, and bits were promptly used for the high-rate exten-
sions in 802.11b. First ofall, the Length field describes the amountof time used
for the enclosed frame in microseconds. Above 8 Mbps, the value becomes
ambiguous. Therefore, the eighth bit of the service field is used. to extend the
Lengthfield to 17 bits. The third bit indicates whether the 802.11b implementa-
tion uses locked clocks; clock locking means that transmit frequency and sym-
bol clock use the same oscillator. The fourth bit indicates the type of coding
used for the packet, which is either 0 for CCK or 1 for PBCC.All reserved bits
must be set to 0. The Service field is transmitted from left to right (b0 to b7),
which is the samein both the short and long PLCP frame formats.
 

 
60 bt b2 b3 b4 5 6 b7

TP) cocktock ee pT
a } Length

Telocked } extension |not locked
 

Figure 10-27. Service field in the HR/DSSS PLCPheader

Length
The Length field is the samein both the short and long PLCP frameformats and
is the number of microseconds required to transmit the enclosed MAC frame.
Approximately two pages of the 802.11b standard are devotedto calculating the
value of the Length frame,but the details are beyond the scopeofthis book.
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CRC

The CRCfield is the same in both the short and the long PLCP frames. Senders
calculate a CRC checksum using the Signal, Service, and Lengthfields. Receiv-
ers can use the CRC valueto ensure that the header wasreceived intact and was

not damaged during transmission. CRC calculations take place before data
scrambling.

The data scrambling procedure for the HR/DSSS PHYis nearly identical to the data
scrambling procedure used with the original DS PHY. Theonly difference is that the
scrambling function is seeded to specified values in the HR/DSSS PHY.Different
seeds are used for short and long PLCP frames.

HR/DSSS PMD

Unlike the FH PHY, the DS PHYuses a single PMDspecification. The general trans-
ceiver design is shown in Figure 10-28.
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Figure 10-28. HR/DSSStransceiver

Transmission at 1.0 Mbps or 2.0 Mbps

To ensure backwards compatibility with the installed base of 802.11-based, direct-
sequence hardware, the HR/DSSS PHYcan transmit and receive at 1.0 Mbpsor 2.0
Mbps. Slower transmissions are supported in the same manneras the lower-rate,
direct-sequence layers described in Chapter9.

Transmission at 5.5 Mbps with CCK

Higher-rate transmission is accomplished by building on the DQPSK-based phase
shift keying techniques. DQPSK transmits two bits per symbol period, encoded as
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oneoffour different phase shifts. By using CCK, the symbol words themselves carry
additional information. 5.5-Mbps transmission encodes four data bits into a symbol.
Two are carried using conventional DQPSK,and the other two are carried through
the content of the code words. Figure 10-29illustrates the overall process.
 

Bit stream  

Data
Transmitter

 

Figure 10-29. 802.11b transmission at 5.5 Mbps

1. The MAC frame embedded in the PCLP frameis divided into a string of 4-bit
blocks. Each 4-bit block is further divided into two 2-bit segments.

The first 2-bit segment is encoded by means of a DQPSK-type phase shift
between the current symboland the previous symbol (Table 10-10), Even and
odd symbols use a different phase shift for technical reasons. Symbol numbering
starts with 0 for thefirst 4-bit block.

Table 10-10. Inter-symbol DQPSKphaseshifts

Bit pattern Phase angle (even symbols) Phase angle (odd symbols)
00 0 1

01 n/2 30/2

1 1 0

10 30/2 w/2

_ The second 2-bit segmentis used to select one of four code words for the cur-
rent symbol(Table 10-11). The four code words can be derived using the mathe-
matics laid out in clause 18.4.6.5 of the 802.11 standard.

Table 10-11. Mbps code words

Bit sequence Code word
00 ‘1,i,-1,i,1,-41

01 -i,-1,-1,1,1,1,-11

10 -i1-i-1,-i11,11

11 i-1,1,1,-1,1,1,1
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Transmission at 11 Mbps with CCK

To moveto a full 11 Mbps, 8 bits must be encoded with each symbol. As with other
techniques, the first two bits are encoded by thephaseshift of the transmitted sym-
bolrelative to the previous symbol. Six bits are encoded using CCK. Figure 10-30
illustrates the process.
 

Bit stream

 
bata

Transmitter

Figure 10-30. 802.11b transmission at 11 Mbps

  

1. The MAC frame embedded in the PCLP frameis divided intoastring of 8-bit
blocks. Each 8-bit block is further dividedinto four 2-bit segments.

2. The first 2-bit segment is encoded by means of a DQPSK-type phase shift
between the current symbol and the previous symbol. As with the 5.5-Mbps
rate, even and odd symbolsuse a different phase shift for technical reasons. Sym-
bol numberingstarts with 0 for the first 8-bit block. The phaseshifts are identi-
cal to the phase shifts used in 5.5-Mbpstransmission.

3. The remainingsix bits are groupedinto three successive pairs. Each pair is asso-
ciated with the phase angle in Table 10-12 andis used to derive a code word.

Table 10-12. Phase angle encoding for 11-Mbps transmission

Bit pattern Phase angle
00 0

01 m/2

10 tT

11 3n/2

As an example, consider the conversion of the bit sequence 0100 1101 into a com-
plex code for transmission on an 802.11b network. The first two bits, 01, encode a
phase shift from the previous symbol. If the symbolis an even symbol in the MAC
frame, the phase shift is 7/2; otherwise, the shift is 3n/2. (Symbols in the MAC frame
are numberedstarting from 0,so the first symbolin a frameis even.) Thelast six bits
are divided into three 2-bit groups: 00, 11, and 01. Each of these is used to encode an
angle in the code word equation. The next step in transmission is to convert the
phase angles into the complex code word for transmission.
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Clear channel assessment

Like the original DS PHY, high-rate implementers have three choices for the CS/CCA
operation mode. All the direct-sequence CCA modesare consideredto be part of the
same list. Mode 1 is identical to the DS PHY’s CCA Mode1, and Modes 2 and 3 are

used. exclusively by the original DS PHY. Modes 4 and 5 are the HR/DSSS-specific
CCA modes.

Mode 1

Whenthe energy exceeds the energy detection (ED) threshold, the medium is
reported busy. The ED threshold depends on the transmit power used. This
modeis also available for classic direct-sequence systems.

Mode 4

Implementations using Mode 4 look for an actual signal. Whentriggered, a
Mode 4 CCA implementation starts a 3.65 ms timer and begins counting down.
If no valid HR/DSSSsignalis received by the expiration of the timer, the medium
is reported idle. 3.65 ms corresponds to the transmission time required for the
largest possible frame at 5.5 Mbps.

Mode 5

Mode 5 combines Mode 1 and Mode 4. A signal must be detected with suffi-
cient energy before the channel is reported busy to higherlayers.

Once a channelis reported busy,it stays busy for the duration of the intended trans-
mission, even if the signal is lost. The channelis considered busy until the time inter-
val in the Lengthfield has elapsed. Implementations that look for a valid signal may
override this requirementif a second PLCP headeris detected.

Optional Features of the 802.11b PHY
802.11b includes two optional physical-layer features.

Packet Binary Convolutional Coding (PBCC)

PBCCis an optional coding method that has not been widely implemented. Propos-
als for further revisions to wireless LAN technology in the ISM bandspecified PBCC,
but those proposals wererejected in the summerof 2001.

Channelagility

To avoid interfering with existing 802.11 networks based on frequency-hopping
technology, 802.11b includes the channel agility option. When employing the chan-
nel agility option, 802.11b networks periodically hop to a different channel. Three
direct-sequence channels are used for nonoverlapping networks; the hop sequences
and dwell timesare designed to avoidinterfering with a frequency-hopping network
deployed in the samearea.
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Characteristics of the HR/DSSS PHY
Table 10-13 showsthe values of a numberof parameters in the HR/DSSS PHY.Like
the DS PHY, the HR/DSSS PHY has a numberof parameters that can be adjusted to
compensate for delays in anypart ofa real system.

Table 10-13. HR/DSSS PHY parameters

Parameter Value Notes

Maximum MAC framelength 4,095 bytes

Slot time 20 ps

SIFS time 10 pis The SIFSis used to derive the valueof the otherinterframespaces
(DIFS,PIFS, and EIFS).

Contention window size 31 to 1,023slots

Preamble duration 144 Us Preamble symbols are transmitted at 1 MHz, so a symbol takes 1 s to
transmit; 96 bits require 96 symboltimes.

PLCP header duration 48bits The PLCP header transmission time depends on whether the short pre-
amble is used.

One other item of noteis that the total aggregate throughputof all HR/DSSS net-
worksin an areais still lower than the total aggregate throughputof all nonoverlap-
ping frequency-hopping networks in an area. The total aggregate throughput is a
function of the number of nonoverlapping channels. In North America and most of
Europe, three HR/DSSS networks can be deployed in anareaat once. If each net-
work is run at the optional 11-Mbpsrate, the area can have a total of 33-Mbps
throughput, whichis less than the frequency-hoppingtotal aggregate throughput.
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CHAPTER11

802.11a: 5-GHz OFDM PHY

  

Manyof the wireless devices that are currently on the market use the 2.4-GHz ISM
band, which is rapidly becoming crowded. In an attemptto attain higher datarates
and avoid overcrowding, the 802.11 working group is looking at the unlicensed
bands around 5 GHz.In the U.S., the 5-GHz bandsthat are reserved for unlicensed
use are designated as the Unlicensed National Information Infrastructure (U-NI]).
The U-NII bands provide more spectrum space than the 2.4-GHz bands and are
muchless heavily used; there are very few devices on the market that operate in these
bands. The 802.11a working groupis responsible for developing physical layers for
high-rate wireless service on the 5-GHz bands.

802.11a hardware hit the market in late 2001. There are three main chipset vendors:
Intersil, the developer of the widely used PRISM chipsets for the 2.4-GHz ISM band,
the ever acquisitive Cisco, through its acquisition of chip-maker Radiata in late 2000;
and Atheros Communications, a start-up founded by several notable Stanford
researchers. 802.11a products hit the market aboutthe time this book wentto press, so
I have not evaluated any vendor claims about increased range, throughput, or perfor-
mance. Most of the products on the market look very muchlike the current 802.11b
products: many are PC Cards and have similar configuration and installation routines.

In spite of its many advantages, 802.11a does not look like a sure-fire commercial
success. Higher frequencies have higher path losses; some observers estimate that
access points will have to be deployed much more densely than in an 802.11b net-
work; some observers have estimated that one and a half times as many (or more)
access points may be required. Most of the testing on 802.11a has been conducted by
vendorsin offices dominated by cubicles. How 11a systemswill fare in other environ-
ments can be answered only by more deploymentandtesting. Higher-frequency RF
systems require higher power, which may mean that 802.11a cardsare not well-suited
for mobile battery-powered systems. Manyof the questions swirling around 802.11a
can be answered only by the delivery of commercial products to the marketplace in

198

 



 

PMPectsase1

 

  

 
 

volume. The 802.11a standard as it currently stands is only for the U.S., but a task
group is working on extending the standardto other regulatory domains.

This chapter begins with a qualitative introduction to the basis of OFDM. Whenall
the mathematical formalism is stripped away, OFDM is a method for chopping a
large frequency channel into a number of subchannels. The subchannels are then
used in parallel for higher throughput. I anticipate that many readers will skip the
first section, either because they are already familiar with OFDM orareinterested
only in how the frequency bands are used and how the PCLP wraps up frames for
transmission.

Orthogonal FrequencyDivision Multiplexing
(OFDM)

802.11a is based on orthogonal frequency division multiplexing (OFDM). OFDMis
not a new technique. Mostof the fundamental work was donein thelate 1960s, and
U.S. patent number 3,488,445 was issued in January 1970. Recent DSL work (HDSL,
VDSL, and ADSL) and wireless data applications have rekindled interest in OFDM,
especially now that better signal-processing techniques make it more practical.’
OFDMdoes, however, differ from other emerging encoding techniques such as code
division multiple access (CDMA) in its approach. CDMA uses complex mathemati-
cal transforms to put multiple transmissions onto a single carrier; OFDM encodes a
single transmission into multiple subcarriers. The mathematics underlying the code
division in CDMAis far more complicated than in OFDM.

OFDM devices use one wide frequency channel by breaking it up into several com-
ponent subchannels. Each subchannel is used to transmit data. All the “slow” sub-
channels are then multiplexed into one “fast” combined channel.

Carrier Multiplexing
When network managerssolicit user input on network build-outs, one of the most
common demandsis for more speed. The hunger for increased data transmissions
has driven a host of technologies to increase speed. OFDM takesa qualitatively simi-
lar approach to Multilink PPP: when onelink isn’t enough,useseveralin parallel.

OFDMisclosely related to plain old frequency division multiplexing (FDM). Both
divide the available bandwidth into slices called carriers or subcarriers and make

those carriers available as distinct channels for data transmission. OFDM boosts

” The lack of interest in OFDM meansthatreferenceson it are sparse. Readers interested in the mathematical
backgroundthat is omitted in this chapter should consult OFDM for Wireless Multimedia Applications by
Richard van Nee and Ramjee Prasad (Artech House, 2000).
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throughputbyusing several subcarriers in parallel and multiplexing data overthe set
of subcarriers.

Traditional FDM was widely usedbyfirst-generation mobile telephones as a method
for radio channelallocation. Each user was given an exclusive channel, and guard
bands were used to ensure that spectral leakage from one user did not cause prob-
lems for users of adjacent channels. Figure 11-1 illustrates the traditional FDM
approach.

Band farm Band Wom Band
1 band pi band kj_——2> _—_.

Frequency

  

 

Figure 11-1. Traditional FDM

Thetrouble with traditional FDM is that the guard bands waste bandwidth and thus
reduce capacity. To wasting transmission capacity with unused guard bands, OFDM
selects channels that overlap but do not interfere with each other. Figure 11-2 illus-
trates the contrast betweentraditional FDM and OFDM.

Figure 11-2. FDM versus OFDM

 

Overlapping carriers are allowed becausethe subcarriers are defined so that they are
easily distinguished from oneanother. The ability to separate the subcarriers hinges
on a complex mathematicalrelationship called orthogonality.

Orthogonality Explained (Without Calculus)
Orthogonal is a mathematical term derived from the Greek word orthos, meaning
straight, right, or true. In mathematics, the word “orthogonal” is used to describe
independentitems. Orthogonality is best seen in the frequency domain, looking at a
spectral breakdown ofa signal. OFDM works becausethe frequenciesof the subcarri-
ers are selected so that at each subcarrier frequency,all other subcarriers do not con-
tribute to the overall waveform. One common way of looking at orthogonality is
shownin Figure 11-3. The signal has been divided into its three subcarriers. The peak
of each subcarrier, shown bythe heavy dot at the top, encodes data. The subcarrier
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set is carefully designed to be orthogonal; note that at the peak of each of the subcar-
riers, the other two subcarriers have zero amplitude.
 

   
 

Figure 11-3. Orthogonality in the frequency domain

OFDMtakes the coded signal for each subchannel and uses the inverse fast Fou-
rier transform (IFFT) to create a composite waveform from the strength of each
subchannel. OFDM receivers can then apply the FFT to a received waveform to
extract the amplitude of each componentsubcarrier.

Guard Time

With the physical layers discussed in Chapter 10, the main problem for receivers was
inter-symbol interference (ISI) (Figure 11-4). ISI occurs when the delay spread
between different pathsis large and causes a delayed copy of the transmitted bits to
shift onto a previously arrived copy.

With OFDM,inter-symbol interference does not pose the same kind of problem.
The Fourier transform used by OFDM distills the received waveform into the
strengths of the subcarriers, so time shifts do not cause dramatic problems. In
Figure 11-4, there would be a strong peak for the fundamental low-frequency car-
rier, and the late-arriving high-frequency component could be ignored.

As with all benefits, however, there is a price to pay. OFDM systems use multiple
subcarriers of different frequencies. The subcarriers are packed tightly into an operat-
ing channel, and small shifts in subcarrier frequencies may cause interference
between carriers, a phenomenoncalled inter-carrier interference (ICI). Frequency
shifts may occur because of the Dopplereffect or because there is a slight difference
between the transmitter and receiver clock frequencies.

To address both ISI and ICI], OFDM transceivers reserve the beginning portion of
the symboltime as the guard time and perform the Fourier transform only on the
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Fourier Analysis, the Fourier Transform, and Signal Processing
The Fouriertransformis oftencalled “the Swiss Armyknife of signal processing.” Sig-
nal processing often defines actions in terms of frequency components, Receivers,
however, process a time-varying signal amplitude. The Fourier transformis a mathe-
matical operation that divides a waveforminto its component parts. Fourier analysis
takes a time-varying signal and convertsit to the set of frequency-domain components
that make up thesignal.

Signal-processing applications often need to perform the reverse operation as well.
Givena setof frequency components, these applications use themlike a recipe to build
the composite waveform with these frequency components. The mathematical opera-
tion used to build the composite waveform from the known ingredients in the fre-
quency domainis the inverse Fourier transform.
Strictly speaking, Fourier analysis is applied to smooth curves of the sort found in
physics textbooks. To work with a set of discrete data points, a relative of Fourier
transform called the discrete Fourier transform (DFT) must be used. Like the Fourier
transform, the DFT hasits inverted partner, the inverse DFT (IDFT).
The DFTis a computationally intensive process of order N2, which meansthatits run-
ning time is proportional to the squareofthesize of the numberofdata points.If the
numberofdata points is an even poweroftwo, however,several computational short-
cuts can be taken to cut the complexity to order N log N. On large data sets, the
reduced complexity boosts the speed ofthe algorithm. As a result, the “short” DFT
applied to 2" data points is called the fast Fourier transform (FFT). It also has an
inverted relative, the inverse fast Fourier transform (IFFT).

Fast Fourier transformsused to be the domain of supercomputers or special-purpose,
signal-processing hardware. But with the microprocessor speeds available today,
sophisticatedsignal processing is well within the capabilities of a PC. Specialized digi-
tal signal processors (DSPs) are now cheap enoughto be usedin almost anything—
including the chip sets on commodity802.11 cards.

  
non-guard time portion of the symbol time. The non-guard time portion of the
symbolis often called the FFT integration time because the Fourier transform is per-
formed only on that portion of the symbol.

Delays shorter than the guard time do not cause ICI because they do notallow fre-
quency componentsto leak into successive symbol times. Selecting the guardtimeis
a major task for designers of OFDM systems. The guard time obviously reduces the
overall throughput of the system because it reduces the time during which data
transmission is allowed. A guard timethat is too short does not prevent interference
but does reduce throughput, and a guard time that is too long reduces throughput
unnecessarily.
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Figure 11-4. ISI reviewed

Cyclic Extensions (Cyclic Prefixes)
The moststraightforward method of implementing the guard time would be simply
to transmit nothing during the guard time, as shown in Figure 11-5.
 

 

 

   
Subcarrier 1 ———_Silent guard period
Subcarrier 2 —— Cyclic prefix
Received wave

  
 
Figure 11-5. Naive implementation ofguard time (do notdothis!)
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Simplistic implementations of the guard time can destroy orthogonality in the pres-
ence of common delay spreads. OFDM depends on having an integer number of
wavelengths between each of the carriers. When the guard timeis perfectly quiet,it
is easy to see how a delay can destroy this necessary precondition, as in Figure 11-5.
Whenthe two subcarriers are added together, the spectral analysis shows subcarrier
1 (two cycles/symbol) as a strong presence anda relatively smaller amount of subcar-
rier 2 (three cycles/symbol). In addition, the spectral analysis shows a large number
of high-frequency components, muddying the waters further. These components are
the consequence of suddenly turninga signal “on.”

Solving the problemsassociated with a quiet guard timeis quite simple. Each subcar-
rier is extended through the FFT integration period back through the preceding
guard time. Extending each subcarrier (and hence the entire OFDM symbol) yields a
Fourier transform that showsonly the amplitudes of the subcarrier frequencies. This
technique is commonlycalled cyclic extension, and it may be referred to as the “cyclic
prefix extension.” The guard time with the extended prefix is called the cyclic prefix.
In Figure 11-6, the cyclic prefix preserves the spectral analysis. Subcarrier 1 was not
shifted and is not a problem. Subcarrier 2 is delayed, but the previous symbol
appears only in the guard time and is not processed by the Fourier transform.
Thanksto the cyclic prefix extension, when subcarrier 2 is processed by the Fourier
transform,it is a pure waveat three cycles per integration time.
 

Guard time FFTintegration time

Subcarrier 1

Subcarrier2} 
Previous

symbol
 

Figure 11-6. Cyclic prefix extension

Convolution Coding
Strictly speaking, convolution coding is not part of OFDM. However, OFDMis used
in applications for which the signal is subject to narrowband interference or fre-
quency-specific narrowbandfading, also knownas deep fading. Whenfading occurs,
a channel’s ability to carry data may go to zero because the received amplitudeis so
small. To keep a few faded channels from driving thebit error rate to the sky, OFDM
implementations often apply an error correction code across all the subchannels.
Implementations that use an error correction code in conjunction with OFDM are
sometimes called coded OFDM (COFDM).

 

204 | Chapter11: 802.11a:5-GHz OFDM PHY

 



 

: used

r fre-

ccurs,

:is SO

FDM

onels.

M are

One commontechnique applied by OFDMtransceivers is convolution coding, which
is a specialized form of a forward error-correcting code. Full details of convolution
coding are beyondthe scope of this book. One important pointis that the convolu-
tion codeis described by a rate (R) that specifies the numberofdatabits transmitted
per codebit. A convolution code with R=1/2 transmits one data bit for every two
code bits. As the code rate decreases, more codebits are available to correcterrors,
and the code becomes more robust. However, the price of robustness is decreased
throughput. 802.11a uses convolution codesextensively. The most conservative data
rates use codes with a rate of 1/2, and the aggressive codes used for the highest data
rates use a coding rate of 3/4.

Windowing
One further enhancement helps OFDM transceivers cope with real-world effects.
Transitions can be abrupt at symbol boundaries, causing a large numberof high-fre-
quency components(noise). To make OFDM transmitters good radiocitizens,it is
common to add paddingbits at the beginning and end of transmissions to allow
transmitters to “ramp up” and “ramp down”from full power. Paddingbits are fre-
quently needed whenerror correction coding is used. Some documentation may refer
to the paddingas “training sequences.”

Windowingis a technique used to bring the signal for a new symbol gradually up to
full strength while allowing the old symbol to fade away. Figure 11-7 shows a com-
mon windowing function based on a cosine curve. Atthestart of the symbolperiod,
the new function is brought up to full strength according to the cosine function.
When the symbolends,the cosine curveis used to fade out the bits at the end of the
symbol.
 

Next symbol
| Guard time FFT integration time

 
—e Time

Symbol time
 

Figure 11-7. Cosine windowing technique

OFDM as Applied by 802.11a
802.11a is not a radical application of OFDM.The task group responsible for stan-
dardizing OFDM tookthe middle ground to apply OFDM to wireless LAN.
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OFDM ParameterChoice for 802.11a

Whenchoosing OFDM parameters, there are usually three given items of informa-
tion. Bandwidth is fixed, often by regulatory authorities. Delay is determined by the
environment in which the OFDM system will operate; most office buildings gener-
ally show a delay spread of 40-70 ns, though in some environments, the delay spread
can approach 200 ns. Finally, the bit rate is usually a design goal, though the goal is
usually “make the bit rate as high as possible, given the constraints of the other
parameters.”

 
One commonguidelineis that the guard time should be twoto four timesthe aver-
age delay spread. As a result, the 802.11a designers selected a guard time of 800 ns.
Symbol duration should be much larger than the guard time, but within reason.
Larger symbol times mean that more subcarriers can fit within the symbol time.
More subcarriers increase the signal-processing load at both the senderandreceiver,
increasing the cost and complexity of the resulting device. A practical choiceis to
select a symboltimeat least five times the guard time; 802.11a matches the 800-ns
guard time with a 4-s symbol time. Subcarrier spacing is inversely related to the
FFTintegration time. 802.11a has a 3.2-uls integration time and a subcarrier spacing
of 0.3125 MHz (1/3.2 ys).

Operating channels in 802.11a are specified as 20 MHz wide. The bandwidth of an
operating channel is a design decision. Wider operating channels have higher
throughput, but fewer operating channelsfit into the assigned frequency spectrum.
The use of a 20-MHzoperating channel allows for reasonable speeds on each chan-
nel (up to 54 Mbps), as well as a reasonable number of operating channels in the
assigned spectrum. 802.11a offers a wide variety of choices in modulation and cod-
ing to allow for a trade-off between robust modulation and conservative coding,
which yields low, reliable throughput and finer-grained modulation and aggressive
coding,resulting in higher, yet somewhat morefragile, throughput.

Structure of an Operating Channel
Like the DS PHYs, the OFDM physical layer organizes the spectrum into operating
channels. Each 20-MHzchannel is composed of 52 subcarriers. Four of the subcarri-
ers are used as pilot carriers for monitoring path shifts and ICI, while the other 48
subcarriers are used to transmit data. Subcarriers are spaced 0.3125 MHz apart. As
shown in Figure 11-8, channels are numbered from —26 to 26, Subcarrier 0 is not
used for signal-processing reasons.

Pilot subcarriers are assigned to subcarriers —21, -7, 7, and 21. To avoid strong spec-
tral lines in the Fourier transform, the pilot subcarriers transmit a fixed bit sequence
specified in 802.11a using a conservative modulation technique.
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Figure 11-8. Structure of an OFDM channel

Operating Channels

In the U.S., the channels in the 5-GHz band are numberedstarting every 5 MHz
accordingto the following formula:

center frequency (MHz) = 5,000 + 5 x n, n=0,1,2, .. 200

Obviously, each 20-MHz 802.11a channel occupies four channels in the U-NII
bands. The recommendedchanneluseis given in Table 11-1.

Table 11-1. United States channels for 802.11a

Channel

Band Allowed powera numbers Center frequency (GHz)
U-NII lower band 40 mW 36 5.180

(5.15-5.25 GHz) (2.5 mW/Mkz} 40 5.200
44 5.220

48 5.240

U-NI} mid-band 200 mW 52 5.260

(5.25-5.35 GHz) (12.5 mW/MHz) 56 5.280

60 5.300

64 5.320

U-Nit upper band 800 mW 149 5.745

(5.725-5.825 GHz) (50 mW/MHz) 153 5.765

157 5.785

161 5.805

The allowed poweris the maximum outputpowerusing a 6-dBi antennagain.

There is one other feature of note about the operating bands. As with the DS PHYs,a
transmit mask limits power leakage into the side bands. The mask is shown in
Figure 11-9.

Figure 11-10 gives an overall view of the 802.11a channels available in the U.S. Four
channels are available in each of the U-NII bandsin the U.S. In the two lower U-NII
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Figure 11-9. Transmit spectrum mask for 802.11a

bands, channels are allowed to overlap, and a 30-MHz guard bandis present at both
the lower end of the low U-NII band and the upper end of the mid U-NII band.
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Figure 11-10. Operating bands from Table 11-1

OFDM PLCP

Like all the other physical layers, the OFDM PHYincludes its own PLCP, which
adds physical layer—specific framing parameters.

Framing
The OFDM PHYadds a preamble and a PLCP header. It also addstrailing bits to
assist the encoding schemesused. This section divides the PLCP framelogically, but
some components spandifferentfields in the protocol unit. Figure 11-11 is the jump-
ing-off point for discussion of the OFDM frame.
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Figure 11-11. OFDM PLCPframing format

Figure 11-12 shows the start of a frame, but includes the guard intervals and win-
dowing used by the transmitter. The preamble lasts 16 us, which is evenly divided
between short and long training sequences; the difference between the two is
described in the next section. After the preamble, one OFDM symbolcarries the Sig-
nal field, then a variable number of data symbols carry the end of the PLCP header,
the MAC payload, and thetrailer. All symbols use a modified cosine window to
ensure smooth transitions. After the short preamble, which is used to synchronize
frequencies, a guard time protects against multipath fading.
  

16 MS preamble

10.x.8 MS = 8MS : 1.6MS+2x3.2MS =a6 BMS +3.2MS=4MS .8MS+3.2MS=4 MS
  
 

Figure 11-12. Preamble and framestart

Preamble

As with all other common IEEE 802 networks, and certainly all 802.11 physical lay-
ers, the OFDM physical protocol unit begins with a preamble. It is composed of 12
OFDM symbols that synchronize various timers between the transmitter and the
receiver. The first 10 symbols are a short training sequence, which thereceiver uses to
lock on to the signal, select an appropriate antennaif the receiver is using multiple
antennas, and synchronize the large-scale timing relationships required to begin
decoding the following symbols. The short training sequences are transmitted with-
out a guard period. Two long training sequences follow the short training sequences.
Long training sequences fine-tune the timing acquisition and are protected by a
guardinterval.

Header

The PLCP headeris transmitted in the Signal field of the physical protocol unit; it
incorporates the Service field from the Data field of the physical protocol unit. As
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shown in Figure 11-13, the Signal field incorporates the Rate field, a Length field,
and a Tailfield.
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Figure 11-13. Signalfield of OFDM PLCP frame

Rate (4 bits)
Fourbits encode the data rate. Table 11-2 shows the bits used to encodeeach of
the data rates. See the section “OFDM PMD”for details on the encoding and
modulation scheme usedfor each datarate.

Table 11-2. Rate bits

Data rate (Mbps) Bits (transmission order)
6 1101

9 1111

12 0101

18 0111

24 1001

36 1011

48 0001

54 0011

Length (12 bits)
Twelve bits encode the numberofbytes in the embedded MACframe. Like most
fields, it is transmitted least-significant bit to most-significant bit. The length is
processed by a convolution codeto protect againstbit errors.

Parity (1 bit) and Reserved (1 bit)
Bit 4 is reserved for future use and mustbesetto 0. Bit 17 is an even parity bit
for the first 16 Signal bits to protect against data corruption.

Tail (6 bits)
TheSignalfield ends with six 0 tail bits used to unwindthe convolution code. As
such,they mustby definition be processed by the convolution code.

Service (16 bits)
The final field in the PLCP header is the 16-bit Service field. Unlike the other
componentsof the PLCPheader,it is transmitted in the Datafield of the physi-
cal protocol unit at the data rate of the embedded MACframe. Thefirst eight
bits are set to 0. As with the other physical layers, MAC frames are scrambled
before transmission;thefirst six bits are set to 0 to initialize the scrambler. The
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remaining nine bits are reserved and mustset to 0 until they are adopted for
future use.

Data

The encoding scheme used for the data depends on the data rate. Before transmis-
sion, data is scrambled,as it is with the other physical layers. The Service field of the
headeris included in the Data field of the physical protocol unit becauseit initializes
the scrambler.

Trailer

The Data field of the physical protocol unit ends with a trailer. (The 802.11a specifi-
cation does notcall the endingfields a trailer, but it is a descriptive term.) It is com-
posed of twofields:

Tail (6 bits)
Like the tail bits in the PLCP header, the tail bits appended to the end of the
MACframebring the convolution code smoothlyto an end.

Pad (variable)
As used by 802.11a, OFDM requires that fixed-size blocks of data bits be trans-
ferred. The Data field is padded so thatits length is an integer multiple of the
block size. The block size depends on the modulation and coding used by the
data rate;it is discussed in the next section.

OFDM PMD

The OFDM PHYuses a cocktail of different modulation schemes to achieve data

rates ranging from 6 Mbps to 54 Mbps. In all cases, the physical layer uses a symbol
rate of 250,000 symbols per second across 48 subchannels; the numberofdatabits
per symbolvaries. An OFDM symbolspansall 48 subchannels.

There are fourrate tiers with the OFDM PHY: 6 and 9 Mbps, 12 and 18 Mbps, 24
and 36 Mbps, and 48 and 54 Mbps. Supportis required for 6, 12, and 24 Mbps,
which are lowest speedsin eachofthefirst three tiers, and therefore the most robust
in the presenceofinterference. The lowesttier uses binary phase shift keying (BPSK)
to encode 1 bit per subchannel, or 48 bits per symbol. The convolution coding
meansthat either half or one quarter of the bits are redundantbits used for error cor-
rection, so there are only 24 or 36 data bits per symbol. The nexttier uses quadra-
ture phase shift keying (QPSK) to encode 2 bits per subchannel, for a total of 96 bits
per symbol. After subtracting overhead from the convolution code, thereceiveris left
with 48 or 72 data bits. The third and fourth tiers use generalized forms of BPSK and
QPSK knownas quadrature amplitude modulation (QAM). 16-QAM encodes4 bits
using 16 symbols, and 64-QAM encodes6 bits using 64 symbols. Thethird tier uses
16-QAM along with the standard R=1/2 and R=3/4 convolution codes. To achieve
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higher rates with 64-QAM, however, the convolution codes use R=2/3 and R=3/4.
Table 11-3 summarizes the coding methods used by each data rate in the OFDM
PHY.

Table 11-3. Encoding details for different OFDM data rates

Modulation and Codedbits per Codedbits per Databits per
Speed (Mbps) coding rate (R) cartier? symbol symbolb
6 BPSK, R=1/2 1 48 24
9 BPSK, R=3/4 1 48 36
2 QPSK, R=1/2 2 96 48
18 QPSK, R=3/4 2 96 72
24 16-QAM, R=1/2 4 192 96
36 16-QAM, R=3/4 4 192 144
48 64-QAM, R=2/3 6 288 192
54 64-QAM, R=3/4 6 288 216

aCodedhits per subchannel fs a function of the modulation (BPSK, QPSK, 16-QAM,or 64-QAM).
bThe data bits per symbolis a function ofthe rate of the convolution code.

Clear Channel Assessment

The OFDM PHYspecification leaves implementers a great dealof latitude in select-
ing techniques for noting a busy channel. Received signal strength thresholds deter-
mine whetherthe channelis in use, but the main guideline for 802.11a equipmentis
that it must meet certain performance standards. Implementationsare free to use the
Packet Length field from the PLCP header to augment clear channel assessment, but
this is not required.

An Example of OFDM Encoding
OFDMencoding, as you can no doubtsee by now,is an intense, multistep process.
Oneofthe additions that 802.11a madeto theoriginal specification was Annex G,
an encoding of Schiller’s Ode to Joy for transmission over an 802.1la network.’
Shortly after 802.11a waspublished, the IEEE 802.11 working group discovered sev-
eral errors in the example and published a correction.If you are interested in learn-
ing about OFDM encodingin detail, you can refer to this example.

Characteristics of the OFDM PHY

Parameters specific to the OFDM PHYarelisted in Table 11-4. Like the physicallayers
presented in Chapter 10, the OFDM PHYalso incorporates a numberof parameters to

* Well, an English translation, anyway...
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adjust for the delay in various processing stages in the electronics. As a final note, the
extra radio bandwidth provided by the U-NII bandsoffers a great deal of throughput.
There are eight overlapping channels available for the OFDM PHY,soit can offer up
to 432 Mbpsin an area whereall eight channels are co-located.

Table 11-4. OFDM PHYparameters

Parameter Value Notes

Maximum MAC frame length 4,095 bytes

Slot time dus

SIFS time 16 ps The SIFSis used to derive the value of the other interframespaces(DIFS,
PIFS, and EIFS).

Contention windowsize 15 to 1,023 slots

Preamble duration 20 ps

PLCP headerduration Aus

Like the other physical layers, the OFDM PHYhas a numberofattributes that can
be adjusted by a vendorto balance delays in various parts of the system.It includes
variables for the latency through the MAC, the PLCP,andthe transceiver, as well as
variables to accountforvariationsin the transceiver electronics.
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 CHAPTER 12
 

Using 802.11 on Windows

Whether you’ve madeit to this point by skipping Chapters 3-11, or whether you’ve
read all the theory, we’re now going to get our hands dirty and start installing
equipment.

From the standpointof practical system and network administration, working with
802.11 is similar to working with Ethernet. Installing 802.11 drivers is nearly identi-
cal to installing Ethernet drivers, and the network interfaces behave almost exactly
like Ethernet interfaces. 802.11 interfaces cause an ARP cache to be brought into
existence, and other software may even perceive the wireless interface as an Ethernet
interface. Unlike many Ethernet drivers, however, 802.11 drivers can have a number
of advanced knobsandfeatures thatreflect the additional managementfeatures pre-
sented in Chapter7.

This chapteris not intendedto be a definitive guide to Windowsdrivers for 802.11
network cards. There are two major developmentlines in Windows (9x versus NT
and progeny), and adding additional software such as a VPN client can further com-
plicate matters. (My adviceis to install the wireless LAN card before any VPNclient
software.) There are a numberof vendors, and, as you'd expect, the driver software
varies from one vendor to the next. The examples show howto install a driver on
Windowsand explain the non-Ethernetdriver features in some detail. I selected two
802.11 cards as examples: the Nokia C110/C111 and the Lucent ORINOCO. While
not particularly common, the Nokia card is interesting because it has a number of
advanced features and exposes a numberof the network parameters that were dis-
cussed in Chapters 2-10. The Lucent card (which is sold under a numberofdiffer-
ent labels) probably hasthelion’s share of the market, andit hides most of the exotic
configuration parameters from the user. Most cards that are available fall some-
where between these two extremes.
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Nokia C110/C111

Nokia’s 802.11b solution comes in two similar form factors. The C110is a Type 2
PC Card with an integrated antenna; the C111 is basically the same, but with two
external antenna connectors. The card ships with a CD to enable basic installation,
and updated drivers are available from http://forum.nokia.com/ after registering.

Installation

Driverinstallation begins before inserting the card,so start by inserting the CD-ROM
into the CD-ROMdrive. After a splash screen, an installation program begins.Its
main screen is shown in Figure 12-1. Select Installing Nokia C110/C111 to launch
theinstaller,

[og

pp Nokia CL10/C111 | |
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Wireless local area networks (witeless LANS) a
Nokia Winelt offer fast apd gasy access te wired networks

LAN solution © and the services they consain, Nokia's wireless
LAN products enable you to coneect to
company databases, e-mail, the Internet, and
other Reiworked resources ~ witheut cables

waits The Nokia CHIOfC111 Wireless LAN Card K

MOKA

  
Figure 12-1. Installation screen

The next steps are very familiar. Selecting the install option launches InstallShield
and brings up an admonition toclose all other programs. Like all commercial soft-
ware, the Nokia driver is licensed. Accept the license agreement to proceed. Next,
the driver asks for the country in which the card is being used. This informationis
used to set the regulatory domain, whichaffects the radio channels that can be used.
See Figure 12-2.

The setup program thenasks whereit should putthefiles thatit installs. The default
location is C:\Program Files\Nokia C110. Next, the driver asks which components
shouldbeinstalled. The software package is composed of three major components:
drivers, help files, and administrator components. Typical usersinstall only thefirst
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Figure 12-2. Country selection

two, but network administrators can use features in the software to streamline
installation procedures for large numbers of users. A Typical installation consists of
only the first two, and an Administratorinstallation uses all three. For good mea-
sure, a Custom installation allows any subset of the three components to be
installed. In a Custom installation, the administrator componentis not installed by
default and must beselected explicitly.

At this point, the installation program hascollectedall the information necessary to
install the driver. It copiesfiles that were unpacked during theinstallation and makes
registry changes to activate the new driver. After that completes, a dialog box
appears and prompts you to insert the card into the computer to complete the instal-
lation. When the card is inserted into the PC Card slot, the message shown in
Figure 12-3 appears, and theinstallation is complete.
 

Bap Nokia C110/C111 Wireless LAN Card
Windowsis installing the soltwarefor your new hardwate,
 

Figure 12-3. Driver installation prompt

Theinstaller prompts you for the creation of a network profile before restarting the
computer. Profiles are one of the card’s advanced features; they are optional, but
they make card management much simpler. It will be interesting to see whether
other vendorspick up on this idea.
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NetworkProfiles

The Nokia card groups settings into profiles, which allow users to switch easily
between networks. Immediately after installing the driver, the user is prompted to
create a profile if none exists. Administrators may create customized driverinstalla-
tion disks or smart cardsto distribute settings more easily. In addition to the run-of-
the-mill network settings, the Nokia driver can control whetherthe system attempts
to log in to a domain and a Microsoft workgroup. Profiles can also contain WEP
keys as well as a number of 802.11 parameters. Figure 12-4 showstheinitial Profile
Wizard screen.Profiles are assigned text names; the name need not have anything to
do with the SSIDsin use.

 

#Profile Wizard

 
 
 

  

Type a name tot the raw profile. Make this name as descriptive as possible, so thal youcan estiy tittinguish between differen profles

Piafile name: Slow home network

‘You can enter 4 further deseription of the profde, such as the name or address of the
building whee the wireless LAN is located

Description: 2 Mbps 802.11 network]

«< Back Cancel |

  
 

Figure 12-4, Initial Profile Wizard screen

After naming the profile and entering a detailed description, the user must then
select the type of network in use. Infrastructure networks use access points, and ad
hoc networks are independent BSSs.” After selecting the network operating mode, the
user proceeds to a network selection window (Figure 12-5). Networks are distin-
guished bytheir service set IDs, which are called namesforsimplicity.

This window allows you to enter channel information. Unless you have an over-
whelming reason to set the channel explicitly, leave the channel set to automatic,
which meansthat the driver scans all channels whenit is initialized. There are two

ways to select the network name. Oneis to type the SSID for which the driver should
search. To makeit easier for basic users, the small unobtrusive buttonto the right of
the network namefield pops upalist of networks currently in range (Figure 12-6).
This windowis a nice touch;it shows you datarates andsignalstrengths to help you
make an intelligent choice.

* Earlier Nokia products also had an operating modecalled Instawave, which alloweddirectstation-to-station
communication simultaneously with station-to-access point communication. Instawave was nonstandard
and never found extensive use in production networks.
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Figure 12-5. Network parameter dialog box
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Figure 12-6. Network selection box

After selecting a network, the user is presented with the final screen for selecting
basic network parameters (Figure 12-7). Most 802.11 networks use DHCP to assign
IP addresses. If not, the profile can be modified later to specify an address explicitly.
Youcan also specify Windows domain and workgroup names.

At this point, a network profile has been created. It appears on the main screen, as
shownin Figure 12-8.

To select a profile, highlight it and click Apply. Theselected profile gets a big green
check mark to show thatit has beeri selected. As part of choosing a profile, the driver
maintains network configuration settings. These settings can be updated as the user
changes profiles. When a new profile is selected, the dialog box in Figure 12-9
appears. My experience has been that you usually need to restart the system when
you apply a new profile.

When the system comesback up, there will be a small default monitoring window,
in addition to a taskbar icon. The small window,shown in Figure 12-10,displays the
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Figure 12-7. Addressing and login options
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Figure 12-8. Profile selection screen
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Figure 12-9. Options when changingprofiles

network profile and a signal strength meter. It also provides a button nextto the pro-
file namefor gaining accessto the detailed configuration window.
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Figure 12-10. Default monitoring window

Using the Driver
Clicking on the small gray button brings up the main driver screen. The driver is
divided into six broad categories, each with an icon at the left. Categories may be
further divided into tabs for more specific information. Figure 12-11 showstheSta-
tus category, with the General tab selected. The Status + General screen showsa sig-
nal strength meter and the amountof data being transmitted on the BSS. Both graphs
are continually updated and canbeuseful in troubleshooting and network planning.
Whentroubleshooting connectivity problems or expanding a network,it can be use-
ful to run a card as a scanner, simply to see the access points within range. For exam-
ple, you can walk around a building with your laptop and ensure that at least two
access points are reachable in high-traffic areas. Like the generalstatistics page, the
access pointlisting is reached asa tab off the status page.

Figure 12-12 shows two access points. The 11-Mbpsaccess point is a Nokia A032,
which is capable of transmitting its IP address and workload. The mechanism used
to accomplish this will be discussed in more detail in Chapter 16.

 

220 | Chapter12: Using 802.11 on Windows

 



 

 

 
 
 
 
 
 
 
 
 

 
 

 
 

 
 
 
 

 
 

 
 
 

 

 

“Bo oOdtsOa RS
Hols

| citingmeiealtaie ma Nokia C110/C1n |
[Genea| Smart Cad| Access Points | History |wy

Profiles Operating information

baat Protile: HomeConnection: Connected |
Status Network name Luminiferous Ether

Operating made: Infrastructure

@ Access paint: ZaipfeP ‘AlChannet 10

Generalsettings Data rate: 2 Mbit/sMAC address. G0.E0:03:04:DA:F5

2 PF Statistics
Diagnostics — _

j 9 Signal stength: 70 % Data low: 0%
| Administrator

NOKIA

 
  

 
 

Figure 12-11. Status + Generaldriver screen
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Figure 12-12. General - Access point tab
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Globaldriver configuration options

The Generalsettings button can be used to gain access to the generaldriver settings
used on a global basis. Figure 12-13 shows the General settings + General tab, which
allowsyou to select the regulatory domain and enable low-poweroperation.
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Figure 12-13. The General settings + General tab

By default, the driver manages TCP/IP properties and other network configuration
and treats 802.11 network namesas case-sensitive network identifiers. All of these

can be changed by using the General settings + Advanced tab (Figure 12-14).

Configuring WEP
Despite its security weaknesses, WEPis a significant measure you can take to secure
an 802.11 network from intruders. To add WEPkeysto a network profile, go to the
profile category on the left side of the driver, select the profile to use, and click
Edit... to bring up the Edit Profile dialog box. Select the Security tab to bring up the
WEPconfiguration (Figure 12-15).

Keys may be imported from an externaltextfile using the Import... button or may be
added from scratch using the Add... button. Figure 12-16 showsthe dialog box used
to edit a shared WEPkey.
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Figure 12-14. General settings + Advanced tab
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Figure 12-15. WEP configuration

802.11 permits four shared keys per SSID. Notall drivers support using all four, but
Nokia’s driver does. At the top of the dialog box there are fields for selecting the
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Figure 12-16. Editing a shared WEP key

SSID (network name) and the key number to which the key applies. The bottom part
of the screen shows the key length and the keyitself. Note that this screen specifies
key length in terms of the actual numberof secret bits; a 40-bit key corresponds to
the standardized 64-bit RC4 key described in Chapter 5; most other vendors would
refer to this as a 64-bit key. No other key lengths are standardized; Nokia also sup-
ports a 128-bit WEP key, which requires a 152-bit RC4 key. Most other vendorsalso
support a 128-bit key but don’t interpret key lengths the same way; for most ven-
dors, 128 bits means a 128-bit RC4 key with 104 secret bits. The result is that Nokia
cards won’t interoperate with other vendors’ products at the 128-bit key length.

For the first station on a network, the Generate button may be used to generate a
random key. The As Text button allows you to cut and paste a hexadecimal string to
use as the key.

When WEPis configured for a network, the wireless LAN card icon in the monitor
window appears with a padlock. The padlock shows that WEPis in use.

AdvancedProperties
The Nokia driver allows network administrators to make detailed changes to the
802.11 parameters discussed in previous chapters. To get to the advanced settings,
go to the main configuration window,select a profile, and choose Edit..., which dis-
plays the main profile editing page. On this page, select the Advancedtab to display
the advanced properties. Normally, the “advanced” properties are configured auto-
matically. If you want to set the parameters by hand, uncheck the Automatic config-
uration checkbox. Clicking on the Advanced Properties... button takes you to a
window that lets you modify several of the basic 802.11 properties (Figure 12-17).
Table 12-1 describes the available options and their defaults.
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Figure 12-17. Advanced Properties configuration screen

Table 12-1. Parameter defaults used by the Nokia driver

Property

Active scan timing

ATIM window

Beacon period

DIIM period

Fragmentation
threshold

Hiddenscan period
Listen interval

Longretry limit

Passive scan timing

RTS threshold

Short retry limit

Default

(“automatic’)|Measurement
value units

30 TU

0 TU

100 Tu

10 beacon periods

2,346 bytes

30 seconds

10 beaconperiods

4 attempts

250 TU

0 bytes

7 attempts

Description

Numberof time units spent monitoring
each channel during an active scan.

Amountoftime thatstations in an ad
hoc network must remain awakeafter a
beacon.

Amountof time betweentarget beacon
transmissionsfor an ad hoc BSS .

Numberof beacon periods between DTIM
messages.

Packets largerthan the threshold are fraq-
mentedat the MAC layer for transmission.

Numberof beaconperiods betweensta-
tion waking upto listen to DTIMsforbuff-
ered traffic delivery.

Maximum numberofattemptsto trans-
mit a framebiggerthan the RTSthreshold.

Amountof time spentlistening for traffic
on eachradio channel duringa passive
scan.

Packets larger than the RTSare preceded
by an RTS/CTS handshake.

Maximum numberofattemptsto transmit
a frameshorter than the RTSthreshold,

Reference

Chapter 7;802.11
clause 11.1.3

Chapter 7;802.11
clause 11.2.2

Chapter 7;802.11
clause 11.1.2

Chapter7;802.11
clause 11.2.1,3

Chapter 3;802.11
clause 9.4

Chapter 7;802.11
clause 11.2

Chapter 3;802.11
clause 9.5.2.3

Chapter 7;802.11
clause 11.1

Chapter 3;802.11
clause 9.2

Chapter 3;802.11
clause 9.5.2.3
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Table 12-1. Parameter defaults used by the Nokia driver (continued)
Default

(‘automatic’) Measurement

Property value units Description Reference
Tx antennadiver- 1 N/A 0-enabled
sity 1-discabled
Tx powerlevel 1 N/A 1-high power

2—-low power

SmartCards

When 802.11 networksinitially gained prominence, oneof the biggest concerns was
how to distribute configuration information to the mobile computers on the net-
work. One of the more novel solutions was Nokia’s smart cards. The Cl1x cards
have an integrated smart-card reader, Administrators can write profiles out to smart
cards using the Administrator menu in the main configuration screen anddistribute
smart cards to users. Smart cards can store the entire profile, including WEP keys
and TCP/IP configuration, which reduces the possibility of user error—users don’t
have to type network parameters or keys correctly. Smart cards also present a
tamper-resistant barrier to sensitive information (such as WEP keys) that might oth-
erwise bestoredin a file on the hard disk.

Unlocking the smart card

Users with a smart card are presented with a challenge to unlock the card when the
wireless card is placed in a PC Card slot. First, the dialog box of Figure 12-18
appears as the smart card is opened.

Rasuria ete eliii x

DO Opening smart card.

 
 
Figure 12-18. Smart-card opening screen

Whenthe smart-cardinitialization completes, the user enters the PIN for the smart
card, using the window in Figure 12-19.

After three unsuccessful attempts to open the smart card, it locks up and cannot be
unlocked even by the correct PIN. Only the PIN Unlocking Key(PUK) distributed
with the smart card, can be usedto unlock the smart card after it locks. When the
smart card is unlocked, anyprofiles that it stores can be used by the driver. Smart-
card profiles cannot be edited directly and are identified with a special icon on the
main configuration screen (Figure 12-20),
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Figure 12-19. Smart-card PIN entry
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Figure 12-20. Smart-card profile

Locking the smart card and changing the PiN

If desired, the smart card can be locked from the driver configuration panel. Select
Status, then choose the Smart Card tab, and click on the Lock... button shown in
Figure 12-21. Youcanalso use this screen to change the PIN byclicking the Change
PIN Code... button at the bottom.

Movingprofiles onto the smart card

Onlydriverinstallations that include the administrator routines can create or modify
the data stored on a smart card. The Administrator button on thelefthand banner
accesses administrative functions. Two main administrator functions are available:
One to moveprofiles to smart cards and oneto create installation disks with profiles
readily available. See Figure 12-22.
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Figure 12-21. Smart-card management tab
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Figure 12-22. Administrator functions of the C11x driver

To access the smart-card functions, click on the Add/Remove... button at the top of
the page. This brings you to Figure 12-23, which allows you to erase the smart card
and moveprofiles from disk to smart card andviceversa.
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Figure 12-23. Smart card profile management

Lucent ORINOCO

With the acquisition of WaveLAN, Lucent Technologies became an overnight leader
in the wireless LAN market space. WaveLAN has been involved in wireless LAN
development since the early 1990s. Naturally, standardized products were notavail-
able until the late 1990s with the adoptionoftheinitial 802.11 standard. After expe-
tiencing financial trouble throughout much of 2001, Lucent’s reorganizationefforts
have split the company into several pieces. As this book was written, the reorganiza-
tion had yet to affect the physical appearance of the product—thecard I orderedstill
had Lucent branding.

Lucentsells two flavors of the card. The cards are identical, except for the size of the
WEP key supported. ORINOCOSilver cards support WEPkeys with 40 secret bits
(marketed as 64-bit cards), and ORINOCO Gold cards support WEP keys with 104
secret bits (marketed as 128-bit cards).

Installation

Lucent’s card installation is more conventional. Begin byputting the card in an avail-
able PC Card slot and have the CD handy. Whenthecardis inserted, Windows may
identify it as a WaveLAN/IEEEcard. Once 802.11 was ratified and products were
brought to market, Lucent distinguished between the earlier proprietary cards and
the 802.11-compliant cards by adding “IEEE”to the product name,
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Drivers for the ORINOCO cards are bundled with a CD-ROM. Windows 2000ships
with Lucent drivers, but the bundled drivers have caused problems in a numberof
installations. Fetch an update from http:/;www.orinocowireless.com before inserting
the cardforthefirst time.

Allow Windowsto search for the drivers and then pointthe installation program at
the CD-ROMdrive. Different versions of Windows havedifferent drivers, so select

the directory corresponding to your version of Windows (e.g., DADRIVERS\
WIN98). Once thedriver is installed in the network stack, you must install the Cli-
ent Manager, whichis the user frontendto the driver. The client manageris distrib-
uted on a CD with the card, and updates are available from the ORINOCO website
at http://www.orinocowireless.com.

The Client Manager and NetworkProfiles
Like drivers for other cards on the market, the Lucent driver holds configuration
information in profiles. Versions of the driver distributed in early 2001 were limited
to four profiles, but fall 2001 revisionslifted that limit. This section covers the fall
2001 driver. After the driver and client managerare installed, you can create profiles
to hold information about networks in the area. To getto the configuration,start the
Client Manager. Figure 12-24 shows the main Client Managerscreen.
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Figure 12-24. Client Manager main screen

Go to the Actions menu and select Add/Edit Configuration Profile. This brings up
the main profile window, shown in Figure 12-25. Click on the Add button to begin
creating the profile. The dialog box shown in Figure 12-26 appears. Namethepro-
file on the lefthand side of the box andselect the network type on the right. Access
Point networks and Residential Gateways are infrastructure networks, and Peer-to-
Peer networksare infrastructure networks.

Next, identify the network. As with other products, the network nameis the SSID of
the network. You can either type it into the network namefield or use the Scan but-
ton to pull up a list of networks whose Beacons are currently being received.

  

230 | Chapter 12: Using 802.11 on Windows



 
ihips
er of

rting

m at

elect

ERS\

Chi-

trib-

) site

ition

uted

> fall

files

t the

Ss up

egin
pro-
‘cess

t-to-

D of

but-

ved,

 
 

SCCaamitenna

  
 

  

Select Profi

es-]aa |
Eust |

‘Use thisscreen to:

+ Activate a witeless profils from the pultdewn menu
) + + Add Eda or Delete a user-defined wireless profile.

 

Figure 12-25. Add/Edit Configuration Profile window
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Figure 12-26. Profile creation

Figure 12-27 shows the network name configuration box, and Figure 12-28 shows
the scan result box. Unfortunately, the scan result box gives no indication of signal
strength.

Next, the user can configure WEP keys using the dialog box in Figure 12-29. Keys
can be entered as alphanumeric strings and hashed intoa bit string used as a key, or
they can beentered directly. The algorithm used to generate a key from an alphanu-
meric string is not documented, which mightlead to security questions. Much of the
security of WEP resides in the key, and a simple key generator might compromise
security by allowing dictionary attacks on the key.

Power managementis controlled on a network-by-network basis and is configured
after WEP using the dialog boxin Figure 12-30.

Thefinal item contained in a profile controls TCP/IP behavior andis set using the
dialog box in Figure 12-31. The only option available with the Lucent driveris
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Figure 12-29. WEP configuration

a whether a DHCP renewalwill be issued when changing betweenprofiles. No provi-
sions are available for controlling Windows networking configuration.

Using the Driver

Miscellaneous system administration tasks are performed through the Client Man-
ager. The radio can be disabled, even whenthecardis active, by going to the File
menu and choosing Disable Radio.
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Figure 12-30. Power management configuration

S) Edit Configuiation 
TCP/IP Behavior — aa

1” RenewIPAdsiass whensBlactingthisptetie|

- Usethis screen to contiol the TCP/IP protocol behave!when
switching from one waeless profile lo anather,

eeena) (ee

 
 

Figure 12-31. Network control

Changing betweenprofiles

One of the most common configuration tasks is changing between profiles. The
operating profile can be changed through the drop-down box ontheright side of the
Client Manager or through the Action menu. Changing profiles does not require a
system reboot, even if the new profile requires an IP address renewal. See
Figure 12-32.

Version information

Choosing Version Info from the Help menu brings upthe version information. A ver-
sion information window is shown in Figure 12-33. The driver and related software
are implemented byseveral independentsoftwarepieces, all of which have their own
version number. Most importantly, the driver for the card and the Client Manager
user interface are separate and must be upgradedseparately.
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Figure 12-33. Version information

Site Monitor

The Site Monitor can be accessed by going to the Advanced Menu and choosingSite
Monitor, which displays network information for open networks in the area. Net-
works that require WEP authentication areleft off the list, which limits the use of
Site Monitor to older networks not using WEP or networks with intentionally loose
security, such as neighborhood or community networks.

If you are currently associated with an open network, the Site Monitor beginsby dis-
playing the AP list, which is shown in Figure 12-34. By default, the AP list shows
only the signal-to-noise ratio (SNR), but it can be set to display the signal and noise
figures themselves. One field not shownin thefigure is the AP name, whichis avail-
able only when the accesspoint is also a Lucentaccess point.
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CHAPTER 13 

Using 802.11 on Linux

Of the operating systems currently in wide use and active development, Unix envi-
ronments offer the flexibility and stability required by power users and network
administrators. When new hardware hits the market, the technical staff responsible
for making purchase recommendationsoften asks about Linux support because of
the additional functionality that can frequently be gained from the environment.

By now, though, the successful 802.11 hardware vendors have come to understand
that Linux supportincreases sales and customersatisfaction without imposing signif-
icant additional costs. Linux friendliness among vendors was not always thecase.
One commonstrategy in past years was to release a fully featured driver as a binary
module and a limited-functionality open source driver. What this strategy failed to
take into account was the wide diversity of Linux hardware platforms and the diffi-
culty in compiling and troubleshooting a closed-source binary driver without low-
level documentation. Binary-only drivers are usually painful to install and trouble-
shoot, while open source counterparts are developed rapidly and are well-supported
by the user community. Vendorsthattried the two-driver approach often watched in
shock as the open source driver quickly evolved to match the functionality of the
closed-source driver, thanks to the magic of rapid collaborative development. Linux
users have rejected the closed-source approachfor a variety of reasons, and the mar-
ketplace has rejected products that do not have open sourcedrivers available. This
could be just a coincidence, but thatis unlikely.

In recognition of the pain ofinstalling a binary driver, this chapter describes only the
open source solutions for 802.11 networking on Linux. Installing and troubleshoot-
ing open sourcedriversis possible on a widevariety of supported hardware, andit is
a well-known procedure that many people use each day. Linux drivers for Lucent-
based cards are now part of the standard Personal Computer Memory Card Industry
Association (PCMCIA) distribution, and I expect that linux-wlan will eventually
becomepart of the standard operating-system distribution. As with Windowsdriv-
ers, installing wireless cards on Linux creates Ethernet interfaces. Many Linux driv-
ers expose an Ethernet interface through the kernel. (Frequently, wireless interfaces
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even have theeth prefix!) Programs can use the Ethernetinterface to send and receive
data at the link layer, and the driver handles Ethernet-to-802.11 conversions. Many
of the things you would expect to see with an Ethernet interface remain the same.
ARP works identically, and the IP configuration is done with the sameutilities pro-
vided by the operating-system distribution.ifconfig can even be used to monitor the
interface status andsee the data sent andreceived.

A Few Words on 802.11 Hardware
As with other devices running under Linux, the more you know about the hardware,
the better off you are. Only a handful of 802.11 chipset manufacturers exist. Most
vendors use chipsets produced byIntersil (http://www.intersil.com, formerly known as
Harris Semiconductor). Intersil’s industry-leading position is the result of the success
of its PRISM chipset. Theinitial PRISM, whose name is an acronym for Programma-
ble Radio in the ISM band, was a commonsolution for vendors seeking a 2-Mbps
DSSS 802.11 solution. When 802.11b was standardized in 1999, Intersil brought out
the PRISM-2 chipset, which supported the 5.5-Mbps and 11-Mbpsdatarates.

Intersil’s chipsets are used by Linksys, Nortel/Netgear, D-Link, and SMCforinter-
face cards. Several new laptops with integrated 802.11 support are hitting the mar-
ket, and many of these wireless-enabled laptops are powered by Intersil chipsets.
Choosing between the supported Intersil-based cardsis a personal trade-off between
price, performance, range, andother factors.

Lucent’s Hermeschipset is the major competitor to Intersil’s PRISM. Unlike Intersil,
Lucent also produces interface cards for the end user. Lucent's cards werefirst to
market, so they are quite common.Several vendors seeking to bring a wireless solu-
tion to market chose OEM Lucent gear; the most notable example is Apple’s Air-
Port, which is based on Lucent technology. OEM and rebranding relationships are
quite common. Table 13-1 divides the major industry vendors by the radio chipset
used in each vendor’s cards, which should help you in choosing which driverto use.
(In some cases, the OEM relationshipis little more than a new sticker. VendorB sim-
ply takes Vendor A’s equipmentandslaps a new logo onit.)

Table 13-1. Thesilicon behind the brand

Lucent chipset-based cards Intersil PRISM-based cards
Lucent Wavelan/IEEE and Orinoco Linksys

Cabletron/Enterasys RoamAbout SMC
Apple AirPort Compaq {(WL100 and WL200)
Compaq (WL110, WL210, and WL215) D-Link

IBM High Rate Wireless LAN Nokia
HP 802.11b Wireless LAN Cisco (Aironet)

Dell TrueMobile 1150 (earlier versions were OEM Aironet cards}
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In addition to the radio chipset, cards must have a MAC controller. Most cards on
the market use an Intersil MAC controller. Several first-generation cards used an
AMD Am930 MACcontroller but have switched to the integrated MACcontrollerin
the PRISM-2 chipset. Cisco’s Aironet productline uses an Aironet-developed MAC
controller with a PRISM-2radio chipset.

The PC Card form factor is the dominantform factor, thoughit is not used exclu-
sively. PC Cards can be useddirectly in portable computers andcan be plugged into
PCMCIA interfaces for other purposes. Many, but by no meansall, access points use
PC Card slots instead of fixed radio interfaces, which, conveniently, also allows for
upgrades by swapping out the radio interface. Even PCI-based 802.11 solutions use
PC Cards. Typically, a PCI solution consists of a PC Card plus a PCIcarrier card
with a PC Card interface.

PCMCIA Support on Linux
Most add-on 802.11 solutions for laptop computers are based on the PCMCIA form
factor. Adding 802.11 support to Linux requires an understanding of how the PCM-
CIA subsystem in Linux is put together and how it works to enable drivers for PCM-
CIA cards.

PCMCIA Card Services Overview

Card Services grew out of an attempt to simplify system configuration. Rather than
dedicating system resources to individual devices, the host system maintained a pool
of resources for PC Cards andallocated resources as necessary. Figure 13-1 shows
the procedure by which cardsare configured on Linux.
Whena card is inserted, the cardmgr process orchestrates the configuration of the
device, as shown in Figure 13-1. The orchestration pulls together system resources,
kernel components, and kernel driver modules through the configuration files stored
in /etc/pcmcia. Roughly speaking, the host takes the followingsteps:

1. A cardis inserted into an empty PC Card socket, and cardmgris notified of this
event. In addition to any hardware operations (such as supplying power to the
socket), cardmgr queries the card information structure (CIS) to determine the
type of card inserted and the resources it needs. For more information on the
CIS, see the sidebar “Card InformationStructure.”

2. cardmgr consults the card database stored in /etc/pcmcia/config to determine
which card was inserted. Part of the configuration is to associate cards with a
class. For the purposes of configuring network cards, the importantpoint to note
is that items in the network class have additional network configuration opera-
tions performed on them later. The card is identified by the CIS data from step
1, and theclass setting is set in the main system configurationfile. At this point,
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Figure 13-1. Linux PCMCIA configuration system

cardmgr beeps once. Successful identification results in a high-pitched beep;
unsuccessfulidentifications are indicated by a beep of lowerpitch.

3. cardmgr determines which resourcesare available to allocate to the card. Blocks
of system resourcesare reserved for PCMCIA card use in the main configuration
file, and cardmgr doles out resources as needed to cards. The numberof I/O
ports andthesize of the memory window are obtained from the CIS.

4. Resourcesallocated by cardmgr are programmed into the PCMCIA controller,
which is depicted in Figure 13-1 as interaction with the device driver. PCMCIA
controllers implement resource steering to map resources required by the card
onto available system resources. A card may ask for an interrupt, but the actual
assigned interruptis irrelevant. In operation, the card simply asks the PCMCIA
controller to raise an interrupt, and thecontroller is responsible for looking up
the interrupt assignedto the socketandfiring the correct interruptline.

5. Part of the configuration information obtained from the lookup in step 2 is the
nameofthe device driver that should be loaded to use the newly inserted card.
Drivers for PCMCIA cards are implemented as kernel modules. As part of the
insertion process, the driver is informed of resources allocated in step 4. With
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proper module dependencies, module stacking can be used to load multiple
modules.

reported with a low beep.
  

Card Information Structure

To enable automatic configuration, every PC Card has a blob of data that enables the
cardto describeitself to the host system. The blobis called the card informationstruc-
ture (CIS) and takes a relatively straightforward link-list format. The building blocks
of the CIS are called tuples because they have three components:a typecodeto identify
the type of tuple, a length field, and a series of data bytes. Tuple formats range from
trivial to highly complex, which is why this book does not attemptto classify them any
further. Brave, stout-hearted readers can order the specification from the PCMCIA and
use the dump_cis tool on Linux to read the CIS ofinserted cards.

The CIS assists the host in automatic configuration by reporting information about
itself to the host operating system. For example, networkinterfacecards identify them-
selves as such, and the CIS enables the Card Services softwareto allocate the appropri-
ate resources suchas I/O ports and interrupt request (IRQ) lines. On Linux,the system
administrator uses configurationfiles to match the CIS data to the driver.
 

. Further user-space configuration is performed based on the class of the device.
Network cards, for example, have further configuration donebythe /etc/pcmcia/
network script, which is configured by editing /etc/pcmcia/network.opts. Success-
ful configuration in this step generates a second high beep, and failure is

 

PCMCIA Card Services Installation

Installation of Card Services is documented in the PCMCIA-HOWTO. Boththesoft-

ware and documentation are available from http://pcmcia-cs.sourceforge.net/. Begin
by unpacking the software and configuringit with makeconfig.

Card Services asks for the current kernel source tree and picks relevant options out of
it. In addition, it asks four questions. Trusting versions ofthe utilities allow opera-
tions by nonroot users, and are therefore set to no by default. CardBus support is
included for newer cards, though no PRISM-2 cards currently use the CardBusinter-
face. PnP resource checking is not required unless the computer hardware has plug-
and-play hardware. Enabling this option can cause problems on computers that do
not have PnP hardware and on several laptops. Finally, you must specify a module
install directory. By default, modules are installed in /lib/modules/<version>/modules,
in which <version> is the version of the kernel sourcetree.

[root@bloodhound pcmcia-cs-3.1.28]# make config

Selenite Linux PCMCIA Configuration Script --------
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The default responses for each question are correct for most users.
Consult the PCMCIA-HOWTO for additional info about each option.

Linux source directory [/usr/src/linux]:

The kernel source tree is version 2.2.19.

The current kernel build date is Sat Aug 25 07:11:52 2001.

Build ‘trusting’ versions of card utilities (y/n) [n]:
Include 32-bit (CardBus) card support (y/n) [y]:
Include PnP BIOS resource checking (y/n) [n]:
Module install directory [/lib/modules/2.2.19]:

Kernel configuration options:
Symmetric multiprocessing support is disabled.
PCI BIOS support is enabled.
Power management (APM) support is enabled.
SCSI support is disabled.
IEEE 1394 (FireWire) support is disabled.
Networking support is enabled.

Radio network interface support is enabled.
Token Ring device support is disabled.
Fast switching is disabled.
Frame Diverter is disabled.

Module version checking is enabled.
Kernel debugging support is disabled.
/proc filesystem support is enabled.
Maximum physical memory: 1GB

It looks like you have a System V init file setup.

X Windows include files found.

Forms library not installed.
If you wish to build the 'cardinfo' control panel, you need the Forms
library and the X Windows include files. See the HOWTO for details.

Configuration successful.

After configuration, the installation can be accomplished with makeinstall. Most
configuration information is automatically detected from the environment without
difficulty, though you need to set the PCIC environmentvariable to the correct type
of PCMCIAcontroller. Two major types of controller are supported: the Databook
TCIC-2 and compatibles, and the Intel i82365SL and compatibles. On RedHat and
derived distributions, the variable is set in /etc/sysconfig/pemcia. Nearly all systems
shouldsetit to 182365.

Troubleshooting Resource Conflicts
One of the revolutionary developments hyped by PCMCIAcard vendors was that
users were nolonger directly responsible for maintaining low-level hardware configu-
rations on IBM-compatible hardware. In many respects, this hype was drastically
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overblown because users arestill responsible for maintaining the resource pools used
by PCMCIACard Services to draw from for automatic configuration, and therefore
they muststill be familiar with the hardware configuration. Three major resources
are managed by Card Services for users: IRQ lines, I/O ports, and direct memory
access (DMA) channels. DMA channels are not required by network cards, however,
andare notdiscussedin this section.

IRQs

IRQsare used by devices that must use of the CPU periodically. Interfaces use IRQs
so that when a bufferfills, the system CPU can be notified and drain the buffer. One
limitation of the PC architecture is that it has only 15 available IRQs, and manyare
occupied by standard hardware. Table 13-2 shows common IRQ usage, which may
help you determine which IRQsare available for PCMCIA cards. Disabling any extra
componentsfrees the IRQ. Table 13-2 also shows commonIRQsettings on PC hard-
ware. As a rule of thumb, IRQs3, 5, and 10 are readily available on most machines.

Table 13-2. Common IRQsettings

[RQnumber Common usage Purpose

0 System timer Fires 18 times per second to maintain coarse clocking.

1 Keyboard Allows operating system to monitor keyboard strokes byuser.
2 Cascade Twointerrupt controllerchips are used; the second controls IRQs 8-15

andis wiredinto IRQ 2 on the primary.

3 Secondserial port The second and fourthserial ports (COM2 and COM4 under Windows)
both use IRQ 3. If only oneserialport is present, IRQ 3 may be used by
expansion devices.

4 First/third serial port Thefirst and third serial ports (COM1 and COM3 under Windows) both use
IRO 4.Generally, it is not a goodidea to use IRQ4for expansion devices
becauseloss of the serial port also means that terminal-emulation soft-
ware cannotbe used.

5 Secondparallel port Most systemshaveonly oneparallelport, but IRQ 5 is also commonly
used for sound cards.

6 Floppycontroller All systems have floppydisks, which can be especially important on
portable computers.

7 First parallel port Thefirst parallel port can frequently be disabled on laptops without an
issue, unless the parallel port is used extensively forprinting.

8 RTC The Real-Time Clock maintainsfiner-grained timers

9 Video(older systems) Older systems required an IRQ for thevideo controller, and it was typi-
cally assigned to IRQ 9. Most video controllers are now on the PCI bus
and do notrequire a dedicatedIRQ. :

10 Usually available for expansion devices.

11 Usually PCI bus or SCS! controller Generally not available for expansion devices.

12 Usually PS/2 mouseport Generally not available.
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Table 13-2. Common IRQsettings (continued)

IRQnumber Commonusage
3 FPU

14 Primary IDE

15 Secondary IDE

1/0 ports

Purpose

The floating-point unit IRQ is used by the math coprocessor, even on
systems with a CPU with an integrated math coprocessor such as the
Pentium series.

Thefirst IDE channelis used by the main system hard disk, and thusIRO
14 is almost never available on a portable system.

Portable systems typically place the CD-ROM on IRQ 15, makingthis IRQ
unavailable for use.

I/O addresses are used for bidirectional communication between the system and a
peripheral device. They tend to be somewhat poorly organized, and many devices
have overlapping defaults. Each I/O port can be used to transfer a byte between the
peripheral device and the CPU. Most devices require the ability to transfer multiple
bytes at a time, so a block ofportsis assigned to the device. The lowest port number
is also called the base I/O address. A second parameterdescribesthesize of the YO
window.Table 13-3 lists some of the commonport assignments. Refer to your hard-
ware vendor’s documentation for details on additional devices such as IR ports, USB
controllers, the PCMCIA controller, and any resources that may be required by
motherboard components.

Table 13-3. CommonI/O ports

Device name

Communication ports

First parallel port

First serial port

Secondserial port
Disk drives

Primary IDE

Secondary IDE

Floppycontroller

Inputdevices

Keyboard

Multimedia/gaming
Sound card

1/0 range (size)

0x3bc—0x3bf(4)

0x3f8—0x3ff (8)

Ox2f8—-Ox2ff (8)

master: 0x1f0—-0x17 (8)

slave: 0x3f6—0x3f7 (2)

master: 0x170—-0x177 (8)

slave: 0x376 (1)

0x3f0—0x3f5 (6)

0x060 (1}

0x064 (1)

0x220-0x22f(16)

FM Synth: 0x388—-0x38b (4)

MIDI: 0x330~0x331 (2)
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Table 13-3. CommonI/O ports (continued)

Device name 1/0 range(size)

Joystick/Gameport 0x200-0x207 (8)

System devices _
Interrupt controllers 0x020—-0x021 (2)

Ox0a0-0x0a(2)

DMAcontrollers DMAchannels 0-3: 0x000—0x00f(16)

Pageregisters: 0x080-Ox08f (16)
DMA channels 4-7: 0x0c0—-OxOdf

CMOS/real time clock 0x070-0x073 (4)

Speaker 0x061

Math coprocessor Ox0f0—Ox0ff (16)

linux-wlan-ngfor Intersil-Based Cards
The most commonly used driver for PRISM-based cards is the linux-wlan open
source driver developed by Absolute Value Systems. In a shining example for other
vendors, Intersil has actively supported the linux-wlan project. Two subprojects
exist. The original linux-wlan code supports cards based on the original PRISM
chipset, which generally run at 2 Mbps, and the newer linux-wlan-ng codebase sup-
ports cards based on the PRISM-2 chipset running at 11 Mbps. linux-wlan-ng sup-
ports most cards based on the PRISM-2 chipset.” The examplesin this section were
written with a Linksys WPC11 as the example card, largely because ofits affordabil-
ity relative to other PRISM-2 cards.

At this point, most users will be interested in 11-Mbps cards supported by linux-
wlan-ng. Both projects aim toward developing a complete 802.11 layer for Linux.
Currently, both projects support simple encapsulation of 802.11 frames and RFC
1042 encapsulation.In practice, this poses a problem only with strange access points
that support only 802.1h translation.

Prerequisites
Before starting the installation of linux-wlan-ng, there are some housekeeping tasks
to take care of. Compile-time configuration is taken care of in part by pulling some
configuration information out of the kernel configuration and the PCMCIA utility
configuration. Most distributions include the optionofinstalling source code but do

* Nokia’s Cllx cards are based on the PRISM-2,but the addition of the smart-card reader changed the pro-
gramming interface enough so that the C11x is not supported bylinux-wlan-ng.
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not include the configuration used to build the kernel or any of the additional soft-
ware packages.

Officially, linux-wlan is developed against kernels later than 2.0.36 and PCMCIA
Card Services (pemcia-cs) later than 3.0.9, but linux-wlan-ng was largely developed
against kernel 2.2 and PCMCIAservices 3.1. Compiling linux-wlan-ng requires con-
figured source trees for both the kernel and PCMCIA,so during the preinstallation
process,it is a good idea to update both componentsto thelatest versions available.
Refer to the documentation bundled with linux-wlan-ng to get an idea of the software
environmentsit has been tested against and upgrade to currentversions. Kernel con-
figuration and compilation has been extensively documented elsewhere; refer to the
documentation for your distribution. Card Services software is now hosted at http://
pemcia-cs.sourceforge.net, and documentation is bundled with the source package.
The examples in this section were written using kernel 2.2.19 and pemcia-cs 3.1.28,
thoughthere is nothing specific about them.

Kernel compilation

Because the configuration in the kernel sourcetree is used by the subsequent configu-
ration of both PCMCIA Card Services andlinux-wlan, it must match the currently run-
ning kernel. Many problems can be avoided, and countless hours can besavedif you
begin the process by downloading clean kernel source and configuring from scratch.
linux-wlan does not require any specific options for support other than general net-
work support, but it is useful for other reasons to enable certain options. The ISC
Dynamic Host Configuration Protocol (DHCP)client, for example, requires that both
the packet socket (CONFIG_PACKET) and socket filtering (CONFIG_FILTER) be
enabled. Someapplications of the driver also are enabled by the kernel/user network
link driver (CONFIG_NETLINK). Kernel configuration and compilation is exten-
sively documented in both online andoffline resources and may have been installed
with your documentation. Kernel source codeis available from ftp://ftp.kernel.org and
countless mirrorsites worldwide.

Compiling andInstalling linux-wlan-ng
Thefirst step is to get the software from http://www.linux-wlan.org. Version number-
ing follows the Linux kernel convention, with odd minor numbersused for develop-
ment versions and even minor numbers used for stable production versions. The
software can be obtained by FTP froim ftp://ftp. linux-wlan. org/publlinux-wlan-ng/; the
latest version as this book was written was 0.1.8-pre13.

Compile-time configuration

Run makeconfig to configure the software. A configurationscript is run, and you need
to supply the location of your configured kernel source and PCMCIA CardServices
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source trees. A few minor questions follow; these guidelines may help you answer
those questions:

* Building with debugging information compiled in is a good idea when you’re
troubleshooting. Debugging can be disabled easily, and the codeis a minuscule
performance hit when compiled in and not used.

¢ Kernel PCMCIA is the PCMCIA software included with the 2.4 kernelseries.
Users of kernel Version 2.4 need to choose whether to use Kernel PCMCIA or
PCMCIA Card Services; users of earlier kernels must use PCMCIA Card Ser-
vices.

* PLX-based adapters are PCI wireless adapters. Most users will use PCMCIA
cards and can disable PLX support.

* Card Services drivers support PCMCIAcards and should be enabled.

A sample configuration looks somethinglike this:

[gast@bloodhound linux-wlan-ng-0.1.8-pre13]$ make config
none nen nn---- Linux WLAN Configuration Script -------------
The default responses are correct for most users.
Linux source directory [/usr/src/linux]:
The kernel source tree is version 2.2.19.

The current kernel build date is Sat Aug 25 07:11:52 2001.
pemcia-cs source dir [/usr/src/pcmcia-cs-3.1.28]:
Alternate target install root directory on host []:

Module install directory [/lib/modules/2.2.19]:
PCMCIA script directory [/etc/pcmcia]:
It looks like you have a System V init file setup.
Target Architecture? (1386, ppc, or alpha) [i386]:
Prefix for build host compiler? (rarely needed) []:
Compiling with a cross compiler? (y/n) [n]:
Build for debugging (see doc/config.debug) (y/n) [n]: y
Build for Kernel PCMCIA? (y/n) [n]:
Build PLX???? based PCI (_plx) adapter drivers? (y/n) [n]:
Build PCMCIA Card Services (_cs) drivers? (y/n) [y]:
Configuration successful.

Building the software

Run makeall to build the software. After some compilation messages, four main
components are compiled:

wlanctl-ng
The general administrative utility used to control the current running configura-
tion and changethe state of the hardware.

wlancfg
Used to change values in the managementinformationbase andalter the config-
uration.
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p80211.0
A generic 802.11 utility layer for Linux, implemented as a kernel module. It
includes data structures required to handle buffers, build frames, translate
between the supported frame types (RFC 1042-encapsulated, 802.1h, vanilla
encapsulated, and the raw packet buffers used by the kernel), interact with the
network devices in the kernel, and perform the functions placed in the MAC
Layer ManagementEntity (MLME).

prism2_cs.o

The kernel module driver for PRISM-2-basedcards. It implements the hardware
interface to the Intersil HFA384x chipset used in supported cards, implements
hardware interrupt service, allows user-space utilities to gather statistics and
counters data from the hardware, and enables the managementoperations dis-
cussed in Chapter7, such as scanning, joining, authentication, and association.

installing the software

After compilation, become root and run makeinstall to install the software. By
default, the two administration programs(wlanctl-ng and wlancfg)are placedin /sbin,
and the two modules are installed in the module directory tree that corresponds to
your currentkernel version. On kernel Version 2.2.19, for example, p80211.0 would
be installed in /lib/modules/2.2.19/net and prism2_cs.o would be placed in /lib/
modules/2.2.19/pcmcia.

Theinstallation also places some configuration files in the main PCMCIA Card Ser-
vices directory, whichis /etc/pcmcia by default. wlan-ng.conf contains card definitions
for hardware known to work with linux-wlan-ng. It is copied to the Card Services
directory, and a directive is put at the end of the main card definitionfile, /etc/pemcia/
config, to include the PRISM-2 card definitions. The configuration script for wireless
interfaces, wlan-ng, is also placed in /etc/pemcia. wlan-ng pulls in configuration
options from an auxiliary option file, wlan-ng.opts. If either wlan-ng or wlan-ng.opts
exists, the older versions will be backed up andwill receive thesuffix .O.

Administration of the 802.11 Interface

The main administrative tool in linux-wlan-ng is wlanctl-ng, a tool to control the
internal state of the driver through ioctl() commands. As an example, consider the
wlanctl-ng commandusedto join a network:

[root@bloodhound]# /sbin/wlanctl-ng wlano Inxreq_autojoin ssid="Luminferous Ether" \
authtype=opensystem
message=Inxreq_autojoin

ssid=Luminterous Ether

authtype=opensystem
resultcode=success
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Commandsoperate on an interface, which is supplied as the first argument. The
commandto perform is the second argument.In the join command,two additional
arguments are required. One is the SSID, so the kernel driver can identify the Bea-
con frames corresponding to the desired network. SSIDs with spaces can be used,
provided that quotation marksare used to delimit the SSID. The other argumentis
the authentication type. Shared-key authentication is required if the WEPkeyisset.

wlanctl-ng commandsfall into three broad classes. Commands that begin with
dot11req_, such as dot11req_mibset, work with data structures specified in 802.11.
The second class of commands, which begin with p2req_, work with the PRISM-2
chipset. A third class, prefaced with Inxreq_, are commandsspecific to the Linux
driver.

WEPkeys are set by writing the MIB variables corresponding to the default key on
the interface the key mustbesetfor:

[root@bloodhound]# wlanctl-ng wlano dot11req_mibset \
mibattribute=dot11WEPDefaultKey3=01 :02:03:04:05
message=dotiireq_mibset

mibattribute=dot11WEPDefaultKey3=01 :02:03:04:05
resultcode=success

Some commandsare not implemented andreturn a result code of not implemented.
One such commandis dot11req_scan, which should run a generalized active scan.

One command that network administratorsare likely to find near and dearis the
command that enables promiscuous mode packet capture.” The driver commandis
Inxreq_wlansniff, and it takes two additional arguments. One is the channelto sniff
on, and thefinal argumentis the enable flag, which can be used to enable anddis-
able the sniffing functionality.

[root@bloodhound]# wlanctl-ng wland Inxreq_wlansniff channel=1 enable=true
message=Inxreq_wlansniff

enable=true
channel=1
resultcode=success

For convenience, I have written shell functions around the Inxreq_wlansniff com-
mandto cut down on typing. Both shell functions take two arguments: the interface
name and the channel. Some users may not use multiple 802.11 cards and may
choose to have the shell function take just one argumentinstead. In any case, here
are the functionsI use, which youare free to customize:

wlan-promisc ()

/sbin/wlanctl-ng $1 Inxreq_wlansniff channel=$2 enable=true
}

* Promiscuous modepacket capture wasdisabled in linux-wlan-0.1.7 andlater, but patchesto enable the func-
tionality are available. See Chapter 16 for details.
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wlan-normal ()

/sbin/wlanctl-ng $1 inxreq_wlansniff channel=$2 enable=false
}

To activate promiscuous packet capture on channel 5, I run wlan-promisc wlan0 5.
When promiscuous captureis activated, it is not possible to use the network for
communication. To restore network connectivity, simply run wlan-normal wlano 5.
With only onewireless interface, the shell functions can be simplified even further by
hardcoding wlan0 astheinterface used by the function and taking only the channel
numberas an argument.

IP addresing

Setting IP addressesis distribution-specific. On RedHat and derivative distributions,
including Mandrake, configuration is stored in /etc/sysconfig/network-scripts, with
data for each interface shownin ifcfg-interface. linux-wlan-ng interfaces begin with
wlan: wlanO, wlan, and so forth. An example static IP configuration for the first
wireless LAN interface would hold IP address and netmask information just as with
any otherinterface:

[root@bloodhound network-scripts]# cat ifefg-wlano
DEVICE=wlano
BOOTPROTO=static

IPADDR=192.168. 200.125
NETMASK=255.255.255.0
NETWORK=192. 168. 200.0
BROADCAST=192.168. 200.255
ONBOOT=no

Bringing up the interface is a matter of running ifup with the interface name as an
argumentas root. Most Linux kernels are built without bridging support and cannot
by default be configured with two interfaces on the samelogical IP subnet. This is
often a danger for stations with wireless LAN interfaces because the wireless inter-
face is sometimes used to replace an existing wiredinterface.

[root@bloodhound network-scripts]# ifup wlano

Dynamic IP configuration with DHCPis allowed;refer to your distribution’s docu-
mentation for details on enabling dynamic boot protocols. DHCP configuration
depends on forming a successful association with an access point. If the association
fails, the DHCP discovery packets result in “not associated” error messages in the
log.

Configuring linux-wlan-ng
Card definitions are stored in /etc/pemcia/config. At the end of thefile, there is a line
that reads source ./*.conf. This line enables additional PCMCIA driver packages to
add card definitions. linux-wlan-ng adds the file wlan-ng.conf, which is a series of
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 driver associations. As an example, consider the definition of the Linksys WPC11
card:

card "Linksys WPC11 11Mbps 802.11b WLAN Card"
version "Instant Wireless ", " Network PC CARD", "Version 01.02"
bind "prism2_cs"

Thefirst line is a text string used to identify the card to the humanuser, and the bind
directive specifies which driver will be loaded to support the card. Theversion strings
are used to matchthe CIS ofthe card, which can be viewed using the dump_cis utility:

[root@bloodhound]# dump_cis
Socket 0:

dev_info
NULL Ons, 512b

attr_dev_info
SRAM 500ns, 1kb

vers_1 5.0, "Instant Wireless ", “ Network PC CARD", "Version 01.02",

manfid 0x0156, Ox002
funcid network_adapter
lan_technology wireless
lan_speed 1 mb/sec
lan_speed 2 mb/sec
lan_speed 5 mb/sec
lan_speed 11 mb/sec
lan_media 2.4_GHz
lan_node_id 00 04 5a Od Oc 70
lan_connector Closed connector standard
config base 0x03e0 mask 0x0001 last_index 0x01
cftable_entry 0x01 [default]

Vcc Vmin 4750mV Vmax 5250mV Lavg 300mA Ipeak 300mA
Idown 10mA

io 0x0000-0x003f [lines=6] [16bit]
irg mask oxffff [level] [pulse]

Socket 1:

no CIS present

Note that the CIS specifies how large an I/O windowis necessary. In this case, 64
(0x3F) bytes of I/O space are required by the card. When thecardis inserted, the
kernel configuration prints out the resources assignedto the driver in /var/log/kernel/
info:

Oct 26 21:03:38 bloodhound kernel: prism2_cs: index 0x01: Vcc 5.0, irq 10, io
0x0100-0x13

In addition to the card associations in wlan-ng.conf, the configuration script wlan-ng
and its option file wlan-ng.opts are installed in /etc/pcmcia. wlan-ngis called when-
ever a PRISM-2 wireless card is inserted. It identifies the card, associates with an
access point or starts an independent BSSif desired,andinitializes the network inter-
face using whatever hooks are provided by the Linux distribution. wlan-ng.opts is
used to configure the desired SSID and WEPkeys.
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Selecting a networkto join

To configure the network to join, some parameters in wlan-ng.opts must be changed.
Onesection ofthe script is labeled “STA START”and contains the network parame-
ters AuthType and DesiredSSID:

H#esessse=STA START==ssss=sssssnsscecscssesssessesssess

AuthType="opensystem"
DesiredSSID="linux-wlan"

AuthType can beset to opensystem for a network not employing access control, and
sharedkey for networks that use the shared-key authentication mechanism of WEP.
The DesiredSSID parameter must be set to the SSID announced by the Beacon
frames for the network thatthe station will join.

Configuring WEP

Stations that use WEP must also configure WEP-related parameters in wlan-ng.opts:
#o=ssssceWE Pesssesssse22-22252222555022222222ece2eee2=

dot1iPrivacyInvoked=true
dot11WEPDefaultKeyID=2

dot14WwePDefaultKey0=01 :02:03:04:05
dot1iWEPDefaultKey1=01: 02 :03:04:05:06:07:08:09:0a:0b:0c:0d
dot11WEPDefaultKey2=
dot 11WEPDefaultkey3=

Several settings matter only for access points; the settings that matterforstationsare:

dot11PrivacyInvoked
This must be set to true to enable WEP. Ifit is set to false, WEPis disabled.

dot11 WEPDefaultKeyID
This is set to 0, 1, 2, or 3, depending on which of the WEP keys are used on the
network,

Four dot11 WEPDefaultKeyXs(in which X is 0, 1, 2, or 3)
These are used to program the WEPkeys themselves. Keys are entered like MAC
addresses, in which each byte is entered as a two-character hexadecimal num-
ber, and the bytes are separated by colons.

Enabling debugging output

If the linux-wlan-ng module was built with debugging code enabled, the PCMCIA
Card Services system can be set up to pass configuration options to the driver. Mod-
ule options are configured in /etc/pcmcia/config.opts, using the opts parameter to the
module directive, like this:

module "prism2_cs" opts “prism2_debug=3"

Debugging can be enabled for both the protocol module (p80211) and the PRISM-2
hardware driver (prism2_cs). Debugging of the protocol module is enabled with the
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wlan_debug option, and debugging of the driver is enabled with the prism2_debug
option. Five debugging levels are defined, with higher levels increasing the log out-
put; Table 13-4 describes them in detail. Debugging levels are cumulative, so level 3
includesall messages from level 2 plus additional information.

Table 13-4. linux-wlan-ng debug levels

Level Meaning

1 Error messagesfor rare exceptions.

More exceptionsare logged.

Basic status output.

Additionalstatus output.

Function entry andexit.

After making changes to config.opts, the card manager mustberestarted so that the
options are passed to the driver when thecard is inserted. The easiest way to restart
cardmgris to send it the HUPsignal:

kill -HUP “ps aux | grep cardmgr | grep -v grep | awk '{ print $2 }'~

Using linux-wlan-ng
Using wireless LAN interfaces driven by linux-wlan-ngis no different from using reg-
ular wired Ethernet interfaces. Configuration is identical to wired interfaces, and
operations are similar. System administrators can, for the most part, treat 802.11
interfaces like Ethernet interfaces, but with higher latency. The higher latency is due
partly to the lowerbit rate of the wireless medium andpartly to the requirement for
fully acknowledged frame exchanges.

Common Problems

Most common problemsare really resource conflicts, but resource conflicts may
manifest themselves as a variety of error messages. Tracking down resource conflicts
is a large task described in more detail in the section “Troubleshooting Resource
Conflicts.” Resource conflict tracking is often a tedious processoflisting out the
resources commonly used by a system and attempting to identify the conflict. It can
be particularly annoying on laptop hardware because of the number of built-in
devices that may be sucking up resources without extensive notification. This sec-
tion describes the common problems that users may face before the next section
delvesinto the hairy businessof resolving resource conflicts.

Compilation difficulties

Most compilation difficulties can be traced to relying on an impropersource tree for
a dependent package. The mostreliable wayto install linux-wlan-ngis to first build
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both a new kernel and new PCMCIA package from a clean source before attempting
to build linux-wlan-ng. Althoughthis takes time, it does guarantee that the compile-
time configuration stored in the source tree matches the running version, andit will,
therefore, eliminate most compilation problems.

Cards are identified as “anonymous memorycard”

Card Services on Linux attempts to identify cards based on configuration informa-
tion stored on thecard itself in the CIS on the PCMCIA card. If Card Services is
unable to identify a card, as a last resort, it identifies a card as an anonymous mem-
ory card. This error message almost always meansthatthere is a resource conflict; as
a result of the conflict, Card Services software is unable to communicate with the
card to read the identifying data structures on the card. Vary the resource exclusion
ranges to resolve the conflict; see “Troubleshooting Resource Conflicts” earlier in
this chapter.

“Tx attemptpriorto association, frame dropped”error message
This message is quite self-explanatory: a frame was queued for transmission before
the station successfully associated with an access point. Several things might cause
this error:

° Ifthe desired SSID is not found, no association is made.

* Authentication is a precondition ofassociation. If the authentication type is mis-
matched or the WEP key used for authentication is incorrect, the association
fails.

Resource conflicts can interfere with the sending and receiving of frames, which
may cause transmissions (and therefore authentication or associations) to fail.
Reconsiderresource allocations and PCMCIA Card Services configuration.

Odd behaviorfrom the lights on the card

linux-wlan-ng does not try to control the lights on the card in a consistent way
betweendifferent card vendors. Generally speaking, one light becomes solid when
the station associates with an access point, and a second light blinksto indicate traf-
fic. If your card behaves differently, don’t panic. Check at the access point for an
association; if an association exists, then thecard is functioning normally but uses
thelights in a different manner. Naturally, the truly brave may attempt to rewrite the
driver, but for most of the world,it is easier simplyto note the behaviorofthelights.

Droppedsessions

Associations may be dropped for a variety of reasons, many of which are not the
fault of the client wireless LAN card. One frequent cause ofthis behavior is access
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points that conserve resources by timing out idle associations. Nokia access points
are notablefor this behavior.

Theoriginal linux-wlan package for PRISM-1—based cards did notreassociate.linux-
wlan-ng attempts to reassociate when an association times out, but it may not always
be successful. If timeouts must always be avoided, run a script on the wireless sta-
tion to sendtraffic periodically to prevent the association from timing out.

“MACinitialization failure, result=xxx”

Thefirst major task for the PRISM-2 driveris to initialize the MAC controller chip on
the card. The error code is one major clue. Positive result codes indicate that the
firmwareis at fault, and negative error codes are dueto driver faults. Frequently, the
error is due to a timeoutperiod expiring; retry the operation to ensure that the error
is caused by the system and not by a timeout expiration. Firmware problemsare rare
and generally seen only when the firmware loaded on the card was badorthe firm-
ware load was incomplete. Driver problems are usually due to resource conflicts,
especially with I/O ports. In some cases, a laptop with 5-volt PCMCIA slots may
experience problems with a 3-volt card, though thefailure usually happenslater in
the initialization process. I saw this message on an IBM ThinkPad T21 when the card
wasinserted, and the system was on battery power.If the T21 was plugged into AC
power, however, the driver would load and configure withouta hitch.

Agere (Lucent) Orinoco
Wireless networking is far older than the 802.11 standard. The first commercial
wireless network hardware was manufactured by the WaveLANdivision of AT&T
and gained market acceptance in the early 1990s. When Lucent was spun off from
AT&Tin the late 1990s, the WaveLANdivision, like most communications product
manufacturing at AT&T, was madea part of Lucent.

Early WaveLAN hardware was a completely proprietary system. After 802.11 was
finally standardized in 1997, new hardware that complied with the standard wassold
under the WaveLAN brand. To distinguish the standards-compliant cards from the
proprietary cards, the former were called “WaveLAN IEEE”cards, while the latter
were simply “WaveLAN”cards.

As the market for 802.11 hardware continued to develop, Lucent decided to rename
the WaveLAN division under another brand name. The new name, Orinoco, comes

from the third largest river system in the world. During the rainy season in South
America, the Orinoco swells with fresh rainfall flowing in from over 200 tributaries.
At its peak, the river grows to over 10 miles wide and more than 300 feet deep.
Nearly 1,000 miles of the Orinoco’s 1,300 miles are navigable; it is no wonder that
the river’s nameis derived from the native words for “a place to paddle.”
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Lucent’s initial strategy for support on open source platforms wasto offer a choice of
drivers. Two drivers were available. A closed-source proprietary binary driver,
wavelan2_cs, provided full functionality largely equivalentto the drivers available for
other platforms. A second,less functional open source driver, wvlan_cs, was made
available under the GPL.Fora variety of reasons, the proprietary driver was shunned
in favor of the open source driver, and a devoted group of programmers enhanced
the open sourcedriver until it was equivalentto the proprietary driver.

Twoopensourcedrivers are now available for Lucent cards on Linux, depending on
the kernel version employed. Kernel Versions 2.0 and 2.2 use the older wvlan_cs
driver bundled with the pemcia-cs package; kernel Version 2.4 uses the orinoco_cs
driver in the kernel. The older wvlan_cs driver was based on a low-levellibrary pro-
vided by Lucent, which was difficult to maintain and was a recurring source of bugs.
Rather than continuing along an evolutionary dead-end, the maintainers of wvlan_cs
learned from the wlan-ng driver and rewrote the lowerlayers of wvlan_cs. The result
was orinoco_cs, a much more stable and robust driver. (orinoco_cs was originally
known as dldwd_cs, which stood for David’s Less Dodgy WaveLAN Driver!) wvlan_cs
is no longer being maintained, and newinstallations should use orinoco_cs instead.
Some Linux distributions may even ship with orinoco_cs.

Kernel 2.0/2.2: wvlan_cs

In kernel Version 2.2 and earlier, support for WaveLAN adaptersis provided by the
wvlan_cs driver bundled with PCMCIA Card Services for Linux.

Compiling andinstalling

Some wireless LAN support code is activated in the kernel by enabling the Wireless
LAN extensions (CONFIG_NET_RADIO)kernel configuration option. CONFIG_
NET_RADIO-enabled kernels collect wireless statistics and expose additional data
structures used by the WaveLANdriver.

The driver for PEMCIA WaveLANcardsis part of the PCMCIA CardServices pack-
age. Previous sections of this chapter described how to compile andinstall the PCM-
CIA Card Services package and how PCMCIAcards are dynamically configured on
Linux systems. After building a kernel with the wireless LAN extensions, you must
rebuild the PCMCIAutilities as well.

The standard wireless tools are also required. They can be downloaded from http://
www.hpl.hp.com/personal/Jean_Tourrilhes/Linux/Tools.html. Building the wireless tools
is a straightforward task. After unzipping the file into a temporary directory, just run
makein the root directory of the software distribution, andit will build the wireless
tools.
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PCMCIA configuration

Although the Orinoco card is rebadged on the outside, the CIS still identifies the
card as a Lucent WaveLAN/IEEE,and thesoftwareis the sameas it has always been

; for the WaveLAN/TEEE:

[root@bloodhound]# dump_cis
Socket 0:

dev_info
r NULL ons, 542b

attr_dev_info
SRAM 500ns, ikb

vers15.0, "Lucent Technologies", "WaveLAN/IEEE", "Version 01.01",
i manfid 0x0156, Ox002

funcid network_adapter
lan_technology wireless
lan_speed 1 mb/sec
lan_speed 2 mb/sec

a lan_speed 5 mb/sec
| lan_speed 14 mb/sec
{ lan_media 2.4GHz

lan_node_id 00 02 2d 38 82 e4
lan_connector Closed connector standard

l config base 0x03e0 mask 0x0001 last_index 0x01
cftable_entry 0x01 [default]

Vcc Vmin 4750mV Vmax 5250mV Iavg 300mA Ipeak 300mA
Idown 10mA

io 0x0000-0x003f [lines=6]} [16bit]
irq mask oxffff [level] [pulse]

 

Socket 1:

no CIS present

a Whenthecardis inserted, the /etc/pcmcia/wireless script is run, using the configura-
tion options in /etc/pcmcia/wireless.opts. The wireless script is a frontend to the
iwconfig program. Editing fields in wireless.opts sets the arguments to iwconfig.
Therefore, knowing how iwconfig works allows you to set the appropriate fields in

; wireless.opts.

iwconfig

i The main command-line tool for managing a WaveLAN wireless interface is
iwconfig. When run with no parameters other than the interface name, iwconfig dis-
plays extended information abouttheradiointerface, provided the kernel was built
with radio extensions:

[root@bloodhound]# iwconfig wvlano
wvlano IEEE 802.11-DS ESSID:"Luminiferous Ether" Nickname: "HERMES I"

Mode:Managed Frequency:2.457GHz Access Point:00:£0:03:04:18:1C
Bit Rate:2Mb/s Tx-Power=15 dBm Sensitivity:1/3
RTS thr:off Fragment thr:off
Encryption key: off
Power Management: off
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Link Quality:46/92 Signal level:-51 dBm Noise level:-94 dBm
Rx invalid nwid:o0 invalid crypt:0 invalid misc:o

The nickname is an internal name used by the driver. By default, it is set to “HER-
MES |”after the name of the Lucent chipset used in Lucent’s wireless LAN cards.

Setting the network name

The basic task required to join a networkis to select the appropriate network name,
or SSID. iwconfig uses the essid’ parameter to set the desired network name.If the
network nameincludesa space, it must be enclosed in quotation marks:

[root@bloodhound]# iwconfig wvland essid "Luminiferous Ether"

Setting the network channel

The network-operating frequency can be selected in two ways. The freq parameter
can take an operating frequencydirectly, or the channel parameter can be used with
the appropriate channel number, and the driver will derive the frequency from the
channel number. The following two commandsare equivalent:

[root@bloodhound]# iwconfig wvlano freq 2.4326
{root@bloodhound]# iwconfig wvlano channel 4

Setting the network mode and associating with an access point

Most 802.11 stations are in either ad hoc networks orinfrastructure networks. The

iwconfig nomenclature for these two modes is Ad-hoc and Managed. Select between
them by using the mode parameter:

[root@bloodhound]# iwconfig wvlano mode Ad-hoc
[root@bloodhound]# iwconfig wvlanO mode Managed

For stations in an infrastructure network, the ap parameter may be used to request
an association with the specified MAC address. However,the station is not required
to remain associated with the specified access point and may chooseto roam to a dif-
ferent access pointif the signal strength drops too much:

[xoot@bloodhound]# iwconfig wvlano ap 01:02:03:04:05:06

Setting the data rate

Most cards support multiple bit rates. iwconfig allows the administrator to choose
between them by using the rate parameter. Bit rates can be specified after the rate
parameter, or the keyword auto can be usedto specify that the card should fall back

* Tuse the term SSID in this book to refer to a network name. Somedrivers, including the WaveLANdrivers,
use ESSID instead. Thedistinction is that an ESSID is a network nameassigned to an extended serviceset,
not anyold serviceset.
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to lower bit rates on poor-quality channels. If auto is combined withabit rate, the
driver may use anyrate lower thanthe specified rate:

[root@bloodhound]# iwconfig wvland rate 11M auto

Configuring WEP

The key parameter controls the WEP function ofthe driver. Keys can be entered as
hexadecimalstrings as in the PRISM driver. Enter the string four digits at a time with
dashes betweenthe two-byte groups. (Althoughit is not mentioned in the documen-
tation, I can enter keys in the colon-separated MAC address formatas well.)

[root@bloodhound]# iwconfig wvlano key 0123-4567-89
[root@bloodhound]# iwconfig wvlano key 01:23:45:67:89

Multiple keys can be entered using a bracketed index number:
[{root@bloodhound]# iwconfig wvlanO key 0123-4567-89
[root@bloodhound]# iwconfig wvlano key 9876-5432-01 [2]
[root@bloodhound]# iwconfig wvlanO key 5432-1678-90 [3]

Longer keys can be entered simply by using morebytes. If the key length is longer
than 40bits, the key is assumedto be a 104-bit key.

[root@bloodhound]# iwconfig wvlanO key 0011-2233-4455-6677-8899-0011-22 [4]

Once multiple keys have beenentered,select one by entering the index number with-
out a keyvalue:

[root@bloodhound]# iwconfig wvlano key [2]

Activate WEP processing using key on and disable WEP using key off. These can be
combined with an index numberto select a new WEPkey:

[root@bloodhound]# iwconfig wvlano key [3] on
[root@bloodhound]# iwconfig wvlano key off

Finally, two types of WEP processing can be done. An open system accepts data
frames sent in the clear, andarestricted system discards cleartext data frames. Both
of these parameters can be combined with an index number:

[xoot@bloodhound]# iwconfig wvlano key [4] open
[xoot@bloodhound]# iwconfig wvlano key [3] restricted

The key parameter may also be accessed with the encryption parameter, which may
be abbreviatedasenc.

Tuning 802.11 parameters

iwconfig allows you to tune the RTS andfragmentation thresholds. The RTS thresh-
old in the wvlan_cs driver is 2,347, which effectively disables RTS clearing. In an
environmentlikely to have hidden nodes,it can be set using the rts_threshold param-
eter with iwconfig. rts_threshold can be abbreviated asrts.

[root@bloodhound]# iwconfig wvland rts 500
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The default value of the fragmentation threshold is 2,346. In noisy environments,it
may be worth lowering the fragmentation threshold to reduce the amountofdata,
which must be retransmitted when frames are lost to corruption on the wireless
medium. Set the parameter by using the fragmentation_threshold argument to
iwconfig. It may be set anywhere from 256 to 2,356, but it may take on only even val-
ues. fragmentation_threshold may be abbreviatedasfrag.

[root@bloodhound]# iwconfig wvlano frag 500

802.11 stations maintain several retry counters. When framesare retransmitted “too
many”times or wait for transmission for “too long,” they are discarded. Tworetry
counters are maintained. The long retry counter, set by the retry parameter, is the
numberof times transmission is attempted for a frame longer than the RTS thresh-
old. The short retry counter, set by the retry min parameter, is the numberoftimes
transmission will be attempted for a frame shorter than the RTS threshold. Unlike
many drivers, iwconfig also allows for configuration of the maximum frame lifetime
with the retry lifetime parameter. To specify a value in milliseconds or microsec-
onds, append “m”or “u”to the value:

[root@bloodhound]# iwconfig wvlano retry 4
[root@bloodhound]# iwconfig wvlano retry min 7
[root@bloodhound]# iwconfig wvlano retry lifetime 400m

wvlan_cs driver parameters

Several options can be passed to the wvlan_cs module by cardmgr whenit is loaded
into the kernel. These options are most easily set in /etc/pcmcia/config.opts. See
Table 13-5.

Table 13-5. wvlan_cs driver parameters

Parameter Value type Description

irg_list Comma-separated integerlist Specifies interrupts that may be usedby driver.
port_type integer, range 1-3 Sets networktypeto infrastructure (1), wireless distribution sys-

tem (2), or ad hoc network(3).

station_name string Sets station name; defaults to card setting.

network_name string Configures namefor ad hoc networkor nameof target infrastruc-
ture network.

channel integer, range 0-14 Channel number/operating frequency for ad-hoc networks; not
used for infrastructure networks. Default is 3.

ap_density integer, range 1-3 Sets threshold for roaming based on a low-density (1), medium-P.
density (2), or high-density (3) installation. The default is a low-
density installation, which minimizes roaming activity.

medium_reservation—_integer, range 0—-2,347 Sets RTS/CTSthreshold. Default is 2,347.

frag_threshold even integer, range 256-2,346 Sets fragmentation threshold. Default is 2,346.
transmit_rate integer, range 1-7 Each integerhas a meaning;default is auto select high speed (3),

which allowsforfallback to lower speed.
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Table 13-5. wvlan_cs driver parameters (continued)

Parameter Value type Description

eth integer, range 0-1 If set to 1, all devices are ethN. If set to 0,all devices are wvlanN.
By default, this is set to 1, so all devices are ethW.

mtu integer, range 256—2,296 Maximum transferunit; default is 1,500,

Troubleshooting

Naturally,all the PCMCIA troubleshooting notes from the previous section apply.

Kernel 2.4: orinoco_cs

In addition to the WaveLAN cards and any OEM versions of WaveLAN cards,
orinoco_cs contains basic support for some PRISM-2-based cards and Symbolcards
that use the same MACchipset. orinoco_cs has been part of the Linux kernel distri-
bution since kernel Version 2.4.3.

Compiling andinstalling

Some wireless LAN support codeis activated in the kernel by enabling the Wire-
less LAN extensions (CONFIG_NET_RADIO) kernel configuration option.
CONFIG_NET_RADIO-enabled kernels collect wireless statistics and expose addi-
tional data structures used by the orinoco_cs driver. To compile the orinoco_cs
driver itself, recompile the kernel with Hermes support (controlled by the
CONFIG_PCMCIA_HERMESvariable).

The standard wireless tools are also required. They can be downloaded from hitp://
www.hpl.hp.com/personal/Jean_Tourrilhes/Linux/Tools.himl. As with the previous
driver, installation is a straightforward matter of running makein the rightspot.

PCMCIA configuration

Mostdistributions ship with the wvlan_cs driver still enabled. To change the driver
used bythedistribution,it is sufficient to change the module binding the PCMCIA con-
figuration. The author of orinoco_cs supplies a file, hermes.conf, which contains card
definitions for the cards supported by orinoco_cs. Because hermes.conf ends in .conf, it
is sourced bythelineat the endof /etc/pcmcia/config that readsall .conf files. However,
to avoid binding conflicts, you must commentoutall the lines that bind the older
wvlan_cs driver to newly inserted cards. Alternatively,it is sufficient to edit the defini-
tion of your wireless card to bind the orinoco_cs driver after grabbing identification
information from the output of dump_cis:

# in hermes.conf
#

card "Lucent Technologies Wavelan/IEEE”
version "Lucent Technologies", "WaveLAN/IEEE”
bind "orinoco_cs"
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# from standard /etc/pcmcia/config
#

# card “Lucent Technologies WaveLAN/IEEE"
# version "Lucent Technologies", "WaveLAN/IEEE"
# bind "wvlan_cs"

Configuring the orinoco_cs interface

Configuration of orinoco_cs is identical to the configuration of wvlan_cs. When the
card is inserted, the /etc/pemcia/wireless script is run, using the configuration options
in /etc/pcmcia/wireless.opts. The wireless script is a frontend to the iwconfig program.
Editing fields in wireless.opts sets the arguments to iwconfig. For details on configur-
ing the optionsto iwconfig, see the previous section on the wvlan_cs driver.
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 CHAPTER 14

Using 802.11 Access Points
 

In even the simplest 802.11 network, proper configuration of the access points is
essential. Without properly configured networkinterfaces, no traffic will be bridged
on to the wired network.

Access points can be divided into two groups. Home gateways and small office prod-
ucts are targeted at price-conscious users and do notoffer much in the way of func-
tionality beyond simple connectivity. Business-grade products are more expensive,
but they possess functionality that is key to working with larger networks containing
multiple access points. This chapter takes a look at two access points targeted at the
high-end commercial user: the ORINOCO AP-1000 and the Nokia A032. Extrapo-
lating low-end productadministration from thebasic set of tasks is straightforward.

The majortasks facing a network administrator are to connect the access pointto the
wired network, configure the network interfaces, enable security features, and per-
form any configuration adjustments necessary to tune the wireless network to the
area in whichit is deployed. This chapter assumes that power and wired network
connectionsare straightforward and have beentaken careof.

General Functions of an Access Point

All access points provide a similar set of features to network users because the stan-
dard feature set is specified by 802.11. Configuration of these features, of course, is
vendor-specific, but the productsarefairly similar to each other.

Access points are bridges between the wireless world and the wired world. As bridges,
then, all access points have features that one would expect to see on a network
bridge. They have at least two network interfaces: a wireless interface that under-
stands the details of 802.11 and a second interface to connect to wired networks. To

take advantage of the installed base and expertise, the wired interface is almost always
an Ethernet port. Many products also have a WANport. Sometimes the WANportis
a serial port that can be connected to a modem for use with a dial-up ISP account.It
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is also commonto find DSLinterfaces in access points.Still, other access points add a
second Ethernet port for connection to a DSL modem or cable modem. Someaccess

points have multiple wireless interfaces so network managers can increase hot-spot
capacity by using twointerfaces on nonoverlapping channels. Many access points also
offer the option of using external antennasto further boost range and allow forfine-
tuning of antenna placement. Bridges have some buffer memory to hold frames as
they are transferred between the two interfaces, and they store MAC address associa-
tions for each port in a setof internaltables.

Bridging tables are, of course, highly implementation-specific, and there is no guar-
antee of similarities across the industry. Generally speaking, though, inexpensive
consumerdevices are fundamentally designed with the assumption thatthey will be
the sole access point for a network, while the more expensive commercial devices
include more advanced features to make large deployments and rollouts easier. Com-
mercial-grade devices are also designed to work cooperatively; the most common
feature is a vendor-proprietary Inter-Access Point Protocol (IAPP). An IAPP allows
wireless stations to move from access pointto access point withoutinterrupting link-
layer connectivity. At this point, no standard for an IAPP exists, though the 802.11
working group is addressing this shortcoming. (Some cheaper products may support
an IAPP, however.) Network managementis generally much more sophisticated on
commercial-grade products to enable network engineers to manage the tens or hun-
dreds of devices used to create a large-scale coverage area.

All but the cheapest access points have a TCP/IP network interface. TCP/IP inter-
faces are intended for remote management andtypically accept only basic configura-
tions; anything beyond an IP address, netmask, andasingle static default route is
atypical. Depending on the level of sophistication of the hardware and software,
varying levels of low-level interface configuration are possible. Naturally, all prod-
ucts allow the configuration of the network name. Other low-level parameters, how-
ever, may or may not be configurable. For access points that use PCMCIA network
interfaces, the configuration of the wireless interface may depend on the firmware
present on the PCMCIAinterface card.

Depending on the market for which an access pointis developed,it mayoffer ser-
vices to its wireless clients. The most popularservice is DHCP; wireless stations may
be assigned addresses automatically upon association. Many access points can also
perform network address translation (NAT), especially the “home gateway”-type
products that can connect to a modem anddial up anISP.

Security has been a sore point for wireless network managers since before the advent
of 802.11’s success. Access points have a privileged position with respect to security
concerns because they are the gateways to the wired network andare ideally posi-
tioned to implementsecurity policies. As detailed elsewhere in this book, the tools
that access points provide to enforce security polices are sorely lacking. Naturally,
WEPimplementations are fully configurable with new keys and can beset to either
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open-system or shared-key authentication, but few other standardized access control
tools exist. (Naturally, several vendors have implemented proprietary approaches.)
The major access control method implemented by access points is MAC addressfil-
tering. With addressfiltering, network administrators can give each access point a
list of the MAC addresses of clients that should be allowed to access the network.

Many products that offer remote network management provide sometools tofilter
management access, but few of thefilters are based on anything other than easily
forged source IP addresses.

Managementinterfaces often leave something to be desired. Configuration of access
points tends to be challenging because access points must be manufactured cheaply,
and low-cost devices tend not to have the processing power to run an easy-to-use
configuration engine. Most vendors use lightweight operating systems running on
low-powered hardware, but oneof the trade-offs of using a lightweight operating sys-
tem is that it does not provide the programming environmentnecessary to build rich
functionality. Early access points offered both a cryptic command-lineinterface and
a web-based managementinterface. Thisis still a common model.It is not unheard
of for a vendor to supply proprietary management software for just one operating-
system platform. (Mostoffenders in this category are managementapplications con-
fined to run on Microsoft Windows.) Typically, host software connects overa serial
port, either RS-232 or USB, and runs a proprietary managementprotocol to change
configuration variables. Moreover,it is only recently that vendors have even begun to
address seriously the concernsof large-scale access point management.

Debugging and troubleshooting tools are as advanced as management tools, which
unfortunately meansthat they often leave network administrators mired in inconclu-
sive or irrelevant information. Ideally, products should maintain detailed logs of
activities, but it is common to find vague logs of results that give very little insight
into failures. Counters can be helpful, but only if the right counters are accurately
maintained. Tools such as ping and traceroute are common, but network analyzers
and packetcapture tools are not.

Types of Access Points
Broadly speaking, there are two classes of access points in the marketplace. A low-
cost tier is sold widely through retail channels directly to the end user. These low-
cost devices are specialized computing platforms with only limited memory andstor-
age. The higher-cost tier incorporates additional features required to supportlarge
deployments; frequently, these devices have additional memory and storage and
resemble small general-purpose computing platformsin their design.

For the home:residential gateways

The low-cost tier is composed of devices often called residential gateways. Residen-
tial gateways are designed to be as low-cost as possible, so only the basic features
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required for the typical small or homeoffice are included. Residential gateways gen-
erally share the following characteristics:

Mostdevices include a DHCPserver to make plug-and-play configuration easier.

They are often deployed by users with one routable IP address, so NAT imple-
mentations are common.

¢ Depending on the type of customerthe residential gateway is aimed at, the
WANinterface is a modem, a serial port, or even DSL. (Someresidential gate-
way products may use an Ethernet port as the “WAN”connection to a cable
modem or DSL modem.)

° They are often built as a single integrated unit, complete with a built-in antenna.
If suitable coverage cannotbe found,it is necessary to relocate the entire unit.

* Many products now claim to have an IPSec pass-through feature to allow the use
of IPSec through NAT, which works with varying degrees of success depending
on the IPSec VPN solution chosen.

* Configuration of residential gateways often relies on a Windows program thatis
installed and uses a proprietary protocol overserial or USB to configure the
device.

* They are often sold directly to the end user and are designed to beaesthetically
pleasing. Unfortunately for many end users, the improved visual design prevents
the stacking of residential gateways with other network equipment.

As this book was written, residential gatewaystypically cost $150 to $300. Examples
of the residential gatewayclass of device are the 3Com Home Wireless Gateway, the
Apple AirPort, the D-Link DWL-1000AP access point, the Intel Wireless Gateway,
the Linksys WAP11, and the the Orinoco RG-1100.

Forthe office: enterprise (corporate) gateways

Enterprise gateways, which often go by many other namesthat imply the buyer val-
ues features over cost, provide everything residential gateways do, plus additional
features useful for larger-scale environments. Enterprise gateways generally share the
following characteristics:

* The area over which mobility is required is much larger and requires several
access points working in concert. Enterprise products support an IAPP so that a
group of access points can be used to provide mobility through large areas. All
IAPPs are proprietary at the time this book was written, but efforts to standard-
ize the IAPP and enable roaming with devices from different vendors are under-
way.

* Upgrades are much easier with enterprise products. The wireless interfaces
themselves are often PCMCIAcards, which makes the upgrade path mucheas-
ier. As an example, many enterprise gateways do not require “forklift”
upgrades to move to 802.11a. Instead, the wireless interface can be replaced
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with an 802.11a-compatible interface, and a software upgrade providesadriver
for the new card and the software features necessary for 802.11a.

* Enterprise-class products are designed to make deployment as easy as possible.
Many high-end products can draw power over the unused pins in the Ethernet
cable by complying with draft versions of the IEEE 802.3af standard.
Frequently, site survey tools come bundled with enterprise-class products so net-
work managers can plan large deployments bydirectly assessing coverage quality.

* Wireless interfaces on enterprise gateways usually allow for the possibility of
using external antennas, and a wide selection of antennasis available to provide
coverage in specific types of areas. External antennas may come standard with
someenterprise products. Transmission powercan be adjusted on many devices
to enlarge or shrink the coverage area.

Security developments appear on high-end productsfirst. Enterprise gateways
were the first to implement addressfiltering, and they are the test-bed for new
security features implemented in software. Some vendors have enhanced the
association process with proprietary key exchanges. 802.1x is beginning to
appearin these productsas well.

* Reflecting the administrative demands, configuration of enterprise-class devices
is done with easily scripted command-line interfaces or SNMP, and monitoring
and managementcapabilities are far more extensive than in residential gateways.

Naturally, these additional capabilities do not come withoutaprice. As this book
was written, enterprise gatewaystypically cost $800 to $1,100. Prices for enterprise-
class products are not subject to the same downward pressureasresidential gate-
ways. Generally, enterprise-class products are made with much moregeneric hard-
ware than residential gateways. Software upgrades are more common and can
continue to add value through thelife of the product. Examples of the enterprise
gateway class of device are the 3Com AirConnect, the Cisco Aironet 350 Series
Access Point, the Intel PRO/Wireless LAN Access Point, the Nokia A032, the
Orinoco AP-1000 and AP-2000, and the Proxim RangeLAN2.This chapter describes
the management of the Nokia A032 and Orinoco AP-1000 as examples. As you'll
see, the mechanisms for configuring and managing these access points are different,
but the information you need to supply and the configuration parameters that you
can control are fundamentally similar. Even if you don’t use Orinoco (a.k.a. Lucent,
a.k.a. WaveLAN, a.k.a. Agere) or Nokia products, this chapter will show you what
you needto do to configure any commercialaccess point.

Selecting Access Points
When choosing an access point, you should take a numberof factors into account.
With the emergence of 802.11 as the main vendor-neutral standard, standards
compliance is generally not a big factor. Most 802.11 equipment has gone through

  

266 | Chapter 14: Using 802.11 AccessPoints

 



 
river

ible.
met

net-

lity.

y of
vide

vith

ices

rays
lew

the
to

ls

 

 compatibility testing with the Wireless Ethernet Compatibility Alliance (WECA);
equipment that has received WECA’s “Wi-Fi” (short for “wireless fidelity”) certifi-
cation has proven successful interoperability and standards compliance. Origi-
nally, the Wi-Fi program was only for 802.11b equipment, though a successor
certification program called Wi-FiS is in development for 802.11a gear. Wi-Fi certi-
fication is almostcertainly something to look for becauseit is practically a guaran-
tee of interoperability,

802.11 is a complex standard, however, with several optional features. External
antennasare often useful for creating a dense coverage blanket over an area, Notall
access points can connectto external antennas; it may be an extra-cost option. Even
if an access point hasan external antenna connector, thereis no guarantee that you'll
be able to find a wide range of antennasavailable for use. 802.11 only requires that
any connectors for external antennas have a standard impedance of 50 ohms. The
actual physical connector may be proprietary to the vendor.If external antennas are
important for your deployment plans, make sure that a wide range of antennasis
available, whether through the 802.11 vendoror another source.

Security has been anarea ofnotable innovation. The standard specifies one method,
WEP, with a short key length. Some vendors offer longer key length versions of
WEP, which are nonstandard but generally interoperable. Longer key length WEP
implementations may add cost, however, More importantly, though, WEP has been
conclusively demonstratedto be severely flawed. Some attempts at fixing WEP have
been made byvendors, but they are fundamentally constrained by the design. As a
result, there are a number of proprietary prestandard security mechanisms based on
802.1x (whichalso appears to be flawed). Some products have even begun to sup-
port 802.1x, with a few enhancementsforwireless use. Before you committo an evo-
lutionary dead end, ensure that any solution can beeasily upgraded to incorporate
the standard security framework being developed by the 802.11i task group.
If roaming is important, a single-vendorsolution is mandatory. Most vendors ship
products with a protocol that enables roaming between accesspoints, but products
fromdifferent vendors are not guaranteed to interoperate. In the absenceof a stan-
dard, there cannot be compliance testing. While this is being addressed within the
802.11 working group, until a standardis finalized, only a single-vendorsolution can
provide roaming betweenaccesspoints.’ Until a standardized protocol hits the mar-
ket, you may wantto investigate the situations in which the vendorclaims to enable
roaming. Can stations move between access points even when WEPis enabled? How
quickly can stations move between access points? It may also be worthwhile to

* While this is generally true, there are some exceptions due to OEMrelationships. The Apple AirPort has
beenreportedasallowing roaming connections to and from Lucent access points, but the AirPort is essen-
tially a rebadged Lucentaccess point with a far superior aesthetic appearance.
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 obtain a guarantee from the vendor that any access points you purchase now can be
easily upgradedto the forthcoming standard.

802,11 includes a number of power-saving functions in the standard. Most are
optional. If your deploymentis based heavily on battery-powered devices, it may be
worth evaluating which power-saving features are included with particular devices.It
may also be worth experimenting with devices to see just how muchlongerbatteries
last with the power-saving functions enabled.

In some deployments, getting powerto the access points can be a major headache.
To blanket an area with the coverage required for a large implementation, access
points often need to be placed in an area where poweris noteasily accessible. Long
antenna runs can degrade signal quality unacceptably, so it is much better to bring
powerto the location. Installing new electrical conduits is often quite expensive.
Work must be performedby licensed electricians, and building codes may impose
additionalrestrictions. Some products can supply powet over the unusedpinsin the
Ethernet cable. Network wire is not subject to the samerestrictionsaselectrical cable
and can beinstalled by network administrators.

Device managementis an important consideration. Wireless networks are a new ser-
vice, and networkstaff will need to plan, evaluate, purchase, deploy, and maintain
the additional hardware. Large deployments may have tens or hundreds of access
points, which can easily make network management a headache without goodtools.
Doesthe vendor offer an access point managerto configure large numbers ofdevices
in parallel? Can managementofthe access points be incorporated into your existing
network managementinfrastructure using tools that you already have deployed? Are
the management tools secure enough? Many products can be managed only with
clear-text protocols, which may bejust an annoyanceor a major violation of a secu-
rity policy. Experience with other network devices has shownthat software upgrades
are a frequent occurrence. Howis the software upgraded, and how much functional-
ity can upgrades add? Can new protocolfeatures be added with firmware updates?

Depending onthe size of the deployment, it may be possible to evaluate equipment
before buying. See if you can get a feel for the range of each access point andtest
with a variety of common cards. Capacity on an 802.11 networkis ultimately lim-
ited by the radio link, but you will want to make sure that there are no other capac-
ity restrictions. Does the access point provide the processing power to run the
wireless side at maximum capacity with WEP enabled? Some products incorporate
cryptographicprocessors to help with the load of WEP, but many donot. Products
that depend on a central processor to run WEP mayrun out of capacity if they are
upgradedto the faster 802.11a standard. Products upgraded to 802.11a will also suf-
fer if they do not have Fast Ethernetports. Try to set up a test network and get a feel
for the configuration required to integrate the access points with the rest of your net-
work gear,
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As with many other purchasing decisions, of course, there are a numberof “
tors that maynot beeasily quantifiable. Warranties
and the quality of the technical support mayall

soft” fac-

, a relationship with the vendor,
influence the purchasing decision.

Soft factors are not technical nor easily quantifiable, however, so 1 will not discuss
them.

Are Access Points Really Necessary?
Access points are not required for a wireless network. Wireless stations can be used
in independent networks, which do not require an access point. Building a Unix box
that routes between an Ethernet network and a wireless network is not difficult, and
hardware can often be reused from the scrap pile. Why, then, would anybody use an
access point?

Nowthatresidential gateways havefallen well below the $200 mark, building a Unix
routeris no longera cost-effective option for single—access point networks, Once you
consider whatstaff time is worth, building a Unix routeris a prettysilly use ofstaff
time. Access point hardware has some advantages over redeployed general-purpose
platforms, too. Access points are small devices with no moving parts. As a result,
they do not consumea great dealofelectrical powerand do notgenerate muchheat.
Thereis one notable exceptionto this rule, though. Apple offers a “software base sta-
tion” that transforms any desktop machineinto a bridging access point. With a few
mouseclicks and very little effort, a desktop computer can becomea basestation.
Unix-based routers have never been effective in larger deployments because of the
lack of mobility support. Effective roaming requires transparent bridged access, not
routed access, to the link layer at different physical locations. However, roaming
with 802.11 is possible only when access points can communicate with each other to
track the movementofa wireless station. In the future,it is likely that an open source
Unix distribution will have the features necessary for an access point: low-level
access to fundamental 802.11 parameters on the card, Ethernet bridging, and an
IAPP. Until then, though,there is no substitute for commercial products.

ORINOCO (Lucent) AP-1000 Access Point

The AP-1000 is the mid-range Orinoco product. The low end of the product line
consists of products for the home market; the high-end products (for example, the
AP-2000)has features such as enhanced security and upgrade ability to 802.11a.
In addition to purchasing the AP-1000 base unit, you must purchase wireless inter-
faces separately. Unlike many other products, the AP-1000 has twoslots for PCM-
CIA wireless interface cards. (A less expensive version of the AP-1000, the AP-500,
hasonlya single slot.)
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Unix-Based Access Points

Oneof the most basic preconditionsfor making a Unix-based access pointis enabling a
access point functionsin the wireless interface card. Oneofthe major hurdlesis rewrit-; ing the 802.11 headers.All traffic in aninfrastructure network flows through the access
point. Access points must rewrite the transmitter and receiver addressesin the 802.11

} headers. Other managementfunctions may be required as well. For example, 802.11
includes a number of power-saving mechanismsfor infrastructure networks in the
specification, but they can be used only on networks with access points that implement
them,

 
Thereis also a nontechnical hurdle. Many vendors haveactively supported the devel-
opment of open source Unix drivers for their cards. After all, vendors make moneysell-
ing hardware, andit is a good thing for them tosell cardsforall client systems, even

i those that run open source Unix. Access points are a different story, however. Vendors
a have not been as forthcomingwith the interface used to putcardsintothe access point

mode. Access points are quite lucrative, and providing a driverinterface in the access
point modein the card could potentially cannibalize access pointsales.
At onepoint, the only wayto get an Intersil-based card to act as an access point inter-
face was to purchasethereference design from Intersil. (Thereference design shipped J
with firmware that had access point functionality, andthatfirmware was not sold sep-| arately.) Intersil’s shipping station firmware does, however, include somethingcalled

| a “Host AP Mode.” In the Host AP Mode, the PRISM-2 chipset automatically takes
care of “menial” tasks, such as transmitting Beacon frames and acknowledging incom-
ing transmissions. Jouni Malinen has developeda driver to use the Host AP Mode with

, Linux kernel 2.4. In conjunction with the Ethernet bridging implementationin the ker-
nel, this driver can be used to build an access point.It is available from http://www.
epitest.fi/Prism2/.

With the presentstate of driver software,it is possible to build a Unix-based router,(I
mean “router” pedantically, as “layer 3 network device.”) Oneinterface would connect
to a wired network as it always has, and a secondwirelessinterface could be run in IBSS
mode. Ross Finlayson hasestablished a community network at a coffee house in
MountainView,California using a FreeBSD-based router. The project’s homepageis
at http://www.live.com/danastreet/, and there is a page devotedspecificallyto the router
itself at http://wwwlive.com/wireless/unix-base-station.html.

  
 

The Lucentaccess points in this class do not include an internal DHCPserver, but
they are compatible with external DHCPservers. Thisis a reasonable assumption—if
youare adding wireless capability to an existing network, it’s almost certain that you
already have a DHCPserver on your network, Lucent’s products for home use incor-
porate a DHCPserver.
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 The ManagementInterface
The AP-1000 is managed almost exclusively with SNMP through a Windows-based
SNMPtooldesignedspecifically for the AP-1000. Command-line support was added
in the Fall 2001 software release (Version 3.83). Only basic configuration can be
done over the serial port. Three main items may be configured with the serial port:
the IP network interface (address, mask, and router, or the use of DHCP), the wire-
less interface (network name, channel, and WEPsettings), and the SNMP “pass-
word” (communitystring). The use of SNMPas a managementprotocolis a strange
choice. A great deal of the configuration information on the AP-1000 should remain
secret, but SNMP does notprovide anyfacilities for protecting new settings as they
travel across the wire. Even worse, the community string is easily recovered with a
packetsniffer. Once the communitystring is recovered, a malicious attacker could
changethesettings on your access point.

The default configuration is to boot with the DHCP client enabled, so any DHCP
server on the network can assign it an address.If you like, you can set up your DHCP
server to assign a fixed address to the access point by associating the desired address
with the Ethernet address printed on the AP-1000.

Introduction to the Orinoco AP Manager

The AP Manager software runs only on Windows (95/98/ME/NT/2000/XP). It is
essentially a frontend to SNMPsoftware, so you can build your own frontend on any
SNMP-capable workstation.

The main AP Manager windowis shownin Figure 14-1. Whenthesoftwarestarts,it
sends UDPprobesto port 192 on the local network to locate existing access points.
After an AP boots,it answers the requests, and the AP Managerdisplaysalist orga-
nized by IP address:

[gast@bloodhound]$ tcpdump ip host 192.168.200.222
tcpdump: listening on etho
19:33:18.190921 192.168.200.222.2159 > 255.255.255.255.192: udp 116
49:33:18.191196 192.168.200.100.192 > 192.168.200.222.2159: udp 116 (DF)

After locating access points, the AP Manager software monitors each APit finds for
reachability using ICMP echo requests.

Applying configuration changes

Manyconfiguration changes require a restart. First, the changes are saved to the
access point using SNMP Version 1 SET requests. Then theaccess pointis restarted
so it can rebootwith the new configuration. Any change to the access pointtypically
requires a reboot.

The access point’s operating system is based on software from KarlNet, so it is not a
surprise that the SNMP protocol operations direct the access point to set a large
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Figure 14-1. APlist

numberofvariables using KarlNet’s SNMPenterprise number (762). Decoding the
SNMPtraffic and understanding it are two different matters, however. Just becauseit
is easy to find where objects in the SNMP MIBarebeing set does not makeit easy to
find out what they do.

Basic ManagementTasks
Runningthe access pointis simple. Straight out of the box, the AP-1000 uses DHCP
to obtain the address for the managementinterface.

Viewing the networkconfiguration

Edit the access point from the main windowandselect the Access PointIP tab. Specify
an IP address, network mask, and default gateway. Somewhat unusually, the AP-1000
also allows you to set the default TTL. See Figure 14-2. 
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Figure 14-2. Access point IP interface
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Onenice thing about the AP Manageris that assigning the subnet maskis especially
easy. The Select button raises a subnet mask panel that shows the mask in dotted
decimal, hexadecimal, and mask-length notations. See Figure 14-3.

Decinal Hex Bits Commen Use
© 250.255.286.252 FFFFFFFC 30 2 Host Subnet
C 235.255.255.248 FFFFFFFS=29 6 Hest Subnet
C 235,255.255 240 FFFFFFFO 28 14 Host Subns!
©. 255.255.255.224 FFFFFFEO 27 30 Host Subnet
C 255 255 265.192 FFFFFFCO 26 62 Host Subnet
C 266.255 258.129 FFFFFFED 25 126 Host Subnet
2eeETTC 255.255.2540  FPFFFEOO|510 Host Subnet
C 256.255 252.0  FFFFFCOO 2 1.022 Host Subnet
C 256.255.249.0  FFFFFBOO 21 2.046 Host Subnet
C 256.255 2400 FFFFFOOO 20 4,094 Hos! Subnet
C 255.255.2240  FFFFEQOO 19 8.190 Host Subnet
C 285.255.1920  FFFFCO0D 18 16,382 Hast Subnet
C 252551280 FFFFRMO 17 « 32,765 Host Subnet
C 265.255 0.0 FFFFODOO©16 65.524 Host Net/Subnet
C 256,25400 FFFEQO00 15 131.070 Host Subnet
C 285.252.0.0 FFFCOO0G «14 262,142 Host Subnet
CT 255 2400.0 FFFOQO0O 13 524,286 Hast Subnet
C 265.24000 FFFOOG0D 12 1,048,574 Hest Subnet
C 256.22400 FFEOOOO0=11 2,097,150 Host Subnet

T 255.192.8.0 Freon 10 4,194,302 Host SubnetC+255,1280.0 FFeGO000 69 8,388,606 Host Subnet
C 255.000 FFOB0S00 8 16,777,214 Host Natwork

Cont |

   
 

Figure 14-3. Selecting a subnet mask

Configuring the radio network

Configuration of the radio network is done on the Wireless Interfaces tab, shown in
Figure 14-4. Each PCMCIA slot may have a wireless interface. Two configuration
buttonsare present for each interface. The Security button configures WEP, and the
Advanced button configures the channel and radio parameters. The only parameter
set on the main page is the network name(referred to in the specification as the
ESSID).

The Advanced wireless interface configuration dialog box is shown in Figure 14-5.
The channel, which is displayed both as a channel numberandas a channel fre-
quency, can be changedin the top dialog box. Whenyouselect the operating chan-
nel, you must be awareof any regulatory restrictions in yourlocation.

Settings for the DTIM interval and RTS/CTS thresholds should be left as their
default values unless they need to be changed to address a performance problem.
Chapter 17 addresses changing 802.11 parameters in response to problems.

The multicast data rate is set with its own button in the advanced setup. Multicast
messages are transmittedto all stations simultaneously,soit is vital that any multi-
cast transmissions are madeat a rate intelligible to all associated wireless stations.
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Figure 14-4. Wireless Interfaces tab

Wittereuisr). x
Channel Frequency!

6 PaRAR

[Interference Robustness

¥

OTIM Petiod 1

a

[~ FIS/CTS MediumReservation

Distance Between OP's Multicast Rate
@ Large C 1 Mbit/s

Medium @ 2Mbi/s
© Smail Cons

On

OK | Cancel | Help
 

  
 

Figure 14-5. Advancedwireless interface configuration

The default value for the multicast rate is 2 Mbps because all commercial 802.11
direct-sequence cards are capable of 2-Mbps operation. You may changethis to a
higher rate, but you must ensure that network coverage is good andall stations are
equipped with 802.11b cards compatible with the higher datarates.

The vendor cautions that the Interference Robustness setting should be used rarely
with specific directions from an expert. There is a further warning thatif the setting
is needlessly enabled, connectivity and roaming may suffer. The documentation sug-
gests that the Interference Robustness setting is used to work around interference
close to the base station or in the path from theclient to the base station. Based on
their description, in many cases, it would beeasier to redesign the wireless network
than to suffer through what appears to be a nonstandard option.
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The Distance Between APs option claims to tune the access point configurations to
match the deployment. “Large” networkshave very little overlap between BSSs and
stations close to the edge of the BSS coverage area. “Medium” networks have 20%
overlap, and “small” networks have an overlap area of 50% or more.It is notclear,
however, which parameters are changedin responsetosettingthis option.

Configuring the wired network

Configuring the wired network is done with the Ethernet Interface tab, shown in
Figure 14-6. Theinterface is an RJ-45 jack, and the Ethernet transceiveris capable of
full-duplex operationif it is connected to an Ethernet switch, By default, the port is
set to automagically negotiate speed and duplex. Notall autonegotiation implemen-
tations are created equal, though, so you mayneed to pick a setting for compatible
operation. One wayto tell if the Ethernetinterface is not negotiating properly is to
monitor the numberofcollisions, especially late collisions, on the switch port. Late
collisions are abnormal at any level and are a common indicator of mismatched
duplex settings.
 

Edit Access Point configuration - 192. 168,200,100 
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Figure 14-6. Ethernet interface configuration

Security Configuration

As with most 802.11 access points, security configuration is limited to configuring
WEP, MACaddressfiltering, and limiting management access based on source IP
address.

Configuring WEP

To enter WEPkeys, click the Security button on the Wireless Interfaces tab of the
main access point configuration screen. The security configuration is essentially
WEPconfiguration; clicking the Security button brings up the WEP configuration
dialog box shown in Figure 14-7. The AP-1000 supports both “64-bit WEP” (40
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secret bits) and “128-bit WEP”(104secretbits), depending on the wireless interface
card used. “Silver” Orinoco cards support only the shorter length, and “Gold” cards
support both. Keys can be entered either as alphanumeric strings or hexadecimal
strings. Figure 14-7 showsa key being entered with a leading Ox to denote that the
key is being entered as a hexadecimal number.
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Enonption Key:

1 foxsa77e00S2AFA SBAC3S7AFBE ZL

I Deny non-encypled Dale

Enctypt Data Transmissions Using [Key 1 >|

ones | ne _|

Figure 14-7. WEP configuration dialog box

 
  

Closed Wireless System is a Lucent proprietary extension to 802.11 that drops any
frames from stations with a wildcard network name. It is compatible only with
Orinococardsandwill drop traffic from cards manufacturedby other vendors.

Filtering management connections

Management is done over SNMPandis controlled through the SNMPtab on the
main access point configuration screen. The SNMPconfiguration box is shown in
Figure 14-8. Read Password and Read/Write Password are community strings; both
are set to public as the default. Traps are sent to the specified trap host; a setting of
0.0.0.0 disablestraps.

Management access can be restricted using the SNMPIP Access List, which may
contain up to five entries. (It’s also based on source IP addressfiltering, which is a
commonbut dubious security mechanism.) To add an entry to thelist, click on the
Add button to the right of the accesslist display. Doing so brings up the entry cre-
ation and edit screen, shown in Figure 14-9. Each entry is composedofan IP address
and mask, and any source IP address matching oneof the entries is permitted to
access SNMP data. You can use thefinal field to restrict the interface on which
SNMPprocessing takes place; 1 is used for the Ethernet interface, 2 and 3 for the two
wireless interfaces, and X for any interface.
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Figure 14-8. SNMPtab
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Figure 14-9. SNMPaccessfilter dialog box

Restricting associations

Addressfiltering is configured under the Access Control tab, shown in Figure 14-10.
AP Authentication is a local table stored inside the access point of MAC addresses
that are allowed to connect. MAC addresses can also be stored in a RADIUSserver.

Adding addressesto thelist of AP-authenticated addresses requires a system restart.

Monitoring Wireless Stations
Monitoring can also be performed using the AP Manager. Instead ofediting the
access point, monitor it. The main monitoring windowis shownin Figure 14-11. By
clicking on the various tabs across the top, you can see the bridge table, ARP table,
various networkstatistics, and the list of associated stations.
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Figure 14-10. Access control tab
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Figure 14-11. Access point monitoring

Monitoring associated stations

A common managementtask is to show thelist of associated stations. Obtaining the
list in the AP Manageris straightforward. Simplyclick on the Associated Stations tab
at the top of the monitoring window, and thelist of stations is displayed, as in
Figure 14-12.

Naturally, associated stations must be given entries in the system bridge table. To
view the bridging table, click on the Bridge Learn Table tab at the top. Figure 14-13
shows a simple example. Interface numbers have the same meaning as they do for
SNMPaccesslist purposes. Only oneof the stations shown in Figure 14-13 is a wire-
less station. Beneath the display of this window is an implementation of the bridge
group MIB.
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Figure 14-12. Associated stations
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Figure 14-13. Bridge table

Nokia A032 Access Point

The AQ32 access pointis the only access point in Nokia’s current product line. It
replaces the A020 and AO21 access points. Unlike some products on the market,it
comes with an interface card in the box and even ships with an external omnidirec-
tional antenna. I found the external antenna to be problematic. Shortly after I started
using it, the interface card stopped working, and I was unable to get a replacement.

A Tale of Two ManagementInterfaces
Like many network devices, the A032 has a console port that can be accessed using a
null-modem cable. Configure the terminal emulator to the standard settings (9,600
bps, noparity, 8 data bits, and 1 stop bit) to access the console port. If a network
address has already been configured, you can telnet to the device to gain access to
the command-line interface.

The command-line interface lacks a great dealof the sophistication of the commandline
on more powerful devices. It has only limited help and does not assist with command
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completion. Configuration is based on assigning values to parameters with the set com-
mand;its general formatis set parameter value.

Alternatively, there is a web interface that can be accessed by pointing a web browser
at the device’s IP address. After clicking on the Setup link in the upperleft-hand cor-
ner and entering the administration password, you'll see the basic setup screen in
Figure 14-14. Changesto the device configuration frequently require a restart. Before
the system is restarted, as in Figure 14-14, the edited data will be shown on the web
screen.
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Figure 14-14. Web-based managementinterface

Web managementis notfor those concerned aboutsecurity. Due to the limited com-
putational powerandstorage space of the A032,it does not implementa secure web
server, so the password is transmitted in the clear over the link layer. Of course, the
link layer may be protected using WEP, butthatis hardly reassuring.

Basic ManagementTasks
To enable remote managementandrun the access point in the most basic way, you
should configure the IP network interface for remote access and configure the wire-
less network interface with the necessary parameters. Bridging is implicitly enabled
and needs no explicit configuration.
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Viewing the network configuration

The current configuration can be displayed by typing the config commandat the
commandline:

CMD: config
sessesse=Current Configuration =========
net_name: Photon AP_name: Outside
channel: 5 domain: USA lan: 10baseT

IP_address: 192.168.155.90 subnet_mask: 255.255.255.0
gateway: 192.168.155.141
RTS_threshold: 2301 Fragthreshold: 2346
short_retry: 15 long_retry: 15
sifs_time: default protocols: all
telnet: On:23 web: On:80
lock: off

manager: Specific admission: All
basic rates: 1000 2000 kbits/s

wep-key range: min 128 max 128
community_get: public community_set: private
Specific Managers (manager_IP):

} 192.168.155.91 <accept requests> <no traps>
<empty>
<empty>

| <empty>
i Radio NID: OOE003056F7F Management NID: OOE003802F88

Configuring the radio network

The most basic parameter for the radio network is the channel to be used. Several
channels are defined by the standard, butnotall are allowed in each geographical
area where 802.11 equipmentis sold. To ensure that a legal channelis selected, the
A032 also includes a wayto set the regulatory domain, which prevents inappropri-
ate radio channels from being selected. This information can be set in the web inter-
face from thebasic setup screen shownin Figure 14-14.

The ESSID, or network name, is configured with the net_name parameter on the
commandline. Spaces are allowed if the network name is enclosed in quotation
marks. The network name mustbe shared byevery access point within the BSS:.

CMD:set domain usa

Configuration has been updated
CMD:set channel 14

Configuration will be updated on next restart
CMD:set net_name "HEP Net”
Configuration will be updated on next restart
CMD:set ap_name Gluon
Configuration will be updated on next restart

Older Nokia access points had two modesof operation. One mode was in accord
with 802.11 standards, and the second wasa proprietary modethathas beenelimi-
nated in current shipping versions.

 

Nokia A032 Access Point | 281



 Several 802.11 parameters can be set only at the commandline:

Shortretry counter(short_retry)
By default, the shortretry is set to 15, thoughit can be set as high as 31.

Long retry counter (long_retry)
By default, the longretry is also set to 15, thoughit can also beset as high as 31.

RTSthreshold (rts_threshold)
By default, the RTS threshold is set to 2,301 bytes. It can be set as low as 1 byte
or as high as 2,500 bytes.

Fragmentation threshold (frag_threshold)
Bydefault, the fragmentation threshold is 2,346 bytes as prescribed by the 802. 1
standard. It may be set as low as 257oras high as 2,346.

CMD:set short_retry 29
Configuration will be updated on next restart
CMD:set long_retry 7
Configuration will be updated on next restart
CMD:set rts_threshold 512
Configuration will be updated on next restart
CMD:set fragthreshold 1024
Configuration will be updated on next restart

The A032 also allows adjustmentof the SIFS time, though this should not be neces-
sary in practice becausetheinterface is set to comply with the 802.11 standard.

Configuring the wired network,bridging, and managementparameters

The predecessor to the A032 had both a 10baseT (twisted-pair RJ-45) and a 10base2
(“Thinnet”) interface. In recognition of the dominance of twisted-pair physicalcon-
nections, the A032 comeswith only an RJ-45 port.

For management purposes, an IP address and default route can be assigned to the
A032. The address may be used as a default gateway by associated wireless stations,
butin practice, it often makes more sense to use the IP address simply for device man-
agement purposes. The IP interface is configured with the ip_address, subnet_mask,
and gateway parameters:

CMD:set ipaddress 10.1.2.100
Configuration will be updated on next restart
CMD: set subnet_mask 255.255.255.0
Configuration will be updated on next restart
CMD:set gateway 10.1.2.1
Configuration will be updated on next restart

Oneadditional setting can be applied to the wired network. The A032 can beconfig-
ured to bridge only TCP/IP frames. Manyotherlink-layer protocols rely heavily on
multicast frames, and if the A032 is connected to such a network,the available trans-
mission time on the wireless network will dwindle as the multicasts are forwarded:

CMD:set protocols tcpip
Configuration will be updated on next restart
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The command-line interface is normally accessible over Telnet connections on port
23, and the webinterface is available on port 80. Both of these services can be run on
arbitrary ports or disabled to prevent management. Todisable a service, simply use
the value off with the appropriate parameter:

CMD:set telnet 23

Configuration will be updated on next restart
CMD:set web ofF

e€ Configuration will be updated on next restart

All of these parameters can be configured through the webinterface by using the
advanced access point setup link on the lefthand bar. The advanced access point

1 page is shownin Figure 14-15.
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Figure 14-15. Network interface configuration

 

Viewing the next restart configuration

Configuration changes to the A032 do nottakeeffect immediately. When the system
1 Starts up, it reads the configuration from nonvolatile memory. Many configuration
; commands can be used with + appended to show thesettings that will be effective

. on the next restart. For example, config+ can be used to show the networksettings
thatwill be effective on the nextrestart:

CMD: config+
====sNext Configuration (effective after restart)======
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net_name: HEP Net AP_name: Gluon
channel: 11 domain: USA lan: 10baseT

IP_address: 10.1.2.100 subnet_mask: 255.255.255.0
gateway: 10.1.2.1
RTS_threshold: 512 Frag_threshold: 1024
short_retry: 29 longretry: 7
sifstime: default protocols: TCPIP
telnet: 0n:23 web: Off
lock: off

manager: Specific admission: All
basic rates: 1000 2000 kbits/s

wep-key range: min 128 max 128
communityget: public community_set: private
Specific Managers (manager_IP):

<empty>
<empty>
<empty>
<empty>

Radio NID: OOE003056F7F Management NID: 00E003802F88

 
Configuring DHCP
DHCPis useful with access points because it minimizes client configuration. The
A032 includes a DHCP server that is suitable for small networks; larger networks
may wish to take advantage of more generic solutions. The DHCPservercan be allo-
cated a pool of addresses. The administrator specifies both the DHCP base address
(dhcp_base) andthesize of the pool (dhcp_pool). The A032 DHCPserver can also be
configured to hand out a default gateway and DNSserver information with the
dhcp_gateway and dhcp_dns parameters:

CMD:set dhcp_base 10.1.2.200
Configuration will be set at next restart
CMD:set dhcp_pool 50
Configuration will be set at next restart
CMD:set dhcp_gateway 10.1.2.1
Configuration will be set at next restart
CMD:set dhcp_dns 192.168.100.5
Configuration will be set at next restart

The DHCP server configuration is accessed over the web interface through the
DHCPlink in the advanced setup section. The parameters that can be set over the
webinterface should be evident from Figure 14-16.

Security Configuration
The A032 supplies three main security tools for the network administrator. All are
based on 802.11 and therefore inherit all the security limitations of 802.11. The three
tools are WEP, filtering of management connections, andfiltering of associatedstations.
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Figure 14-16. DHCP configuration

Configuring WEP

WEPkeyscan be stored locally on the A032 or fetched from a RADIUSserver. Local
keys are entered by the administrator and stored on the device. They are configured
by setting the wep_key parameter to set. Unlike many other parameters, wep_key
takes two values: the key numberandits value. To erase a key, the value n can be
used, As mandatedby the specification, four keys can be entered; one mustbe set
active by using the wep_key_active parameter:

CMD:set wep_key 1 BF8D2E9D0D6F669F4A36DA254FA651AC
Configuration will be set at next restart
CMD:set wep_key 2 n
Configuration will be set at next restart
CMD:set wep_key_active 1
Configuration will be set at next restart

The A032 provides two WEP-relatedsettings to help control associations. Oneis the
WEP mode. Normally, the WEP modeis set to wep, which meansthatstations can
use either a shared WEPkey or a key from RADIUS to authenticate the station to the
access point. The modecan also be set to open, for no authentication, personal, to
require a key from RADIUS, orwifi, for compatibility with equipment that attempts
open authentication but transmits using a shared key for encryption.

CMD: set wep_mode wep
Configuration will be updated on next restart

Additionally, the administrator can specify a required key length so only longer keys
are permitted. The wep_key_range parameter takes two arguments, the minimum
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 and maximum keylengths, specified in secret key bits. To allow all users to connect,
allow anything from a 40-bit key up to a 128-bit secretkey:

CMD:set wep_key_range 40 128
Configuration will be set at next restart

Alternatively, the key range can be set to normal to allow only 40-secret-bit keys or
high to allow only 128-secret-bit keys:

CMD:set wep_keyrange high
Configuration will be set at next restartAs noted in Chapter 5, Nokia quotes all WEP
key lengths as the length of the secret key. Nokia’s 128-bit keys have 128 secret =
bits and are not compatible with most other vendors’ implementations. 4
ce)

pe] As with all other command-line work, the settings described in this :
“s: | section can be made through the Advanced WEP configuration page. I

*4s Figure 14-7 showsthis page, set to use the local (device) key database.
RADIUSkeysare discussed in the nextsection. a
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Figure 14-17. Advanced WEPconfiguration

Personal WEP and RADIUS ai
Personal WEPis something of a misnomer because it does not map keysto users.It i
maps keys to MAC addresses. Each MAC address must be configured as a user a
account on the specified RADIUS server. When the A032 receives an association “|
request fromastation, it queries the RADIUSserver for the WEPkeystored in the :
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RADIUSdatabase for the MAC addressin the association request. After receiving the
WEPkey, the association proceeds normally.

Keys are stored in the RADIUSserver under the MAC addresses that are allowed. A
RADIUS “account”for each card must be created. When the A032 receives an asso-
ciation request, it sends an authentication requestto the server consisting of the cli-
ent’s MAC address and the dummy password in Figure 14-17. The RADIUSserver
returns an acceptance message if there is an “account” for the MAC address that
includes the client’s WEP keyinits response.

Filtering management connections
It is conceivable that an access point may need to be configured to allow manage-
ment connections only from selected stations. If access is restricted using the set
manager specific command, the A032 checks each incoming management connec-
tion against the list and validates its access privileges. Stations can be added to the
list using the set manager_ip command,which takes three arguments. Thefirst is the
IP address of the manager. The second and third arguments are for accepting
requests and sending SNMPtraps;a setting of 1 is used to enable the function, and a
setting of 0 is used to disable it. To allow management connections from 10.1.2.88,
use the following commands:

CMD:set manager_ip 1 10.1.2.88 1 0
Configuration will be set at next restart
CMD:set manager specific
Configuration will be updated on next restart

Specific manager configurations can be updated from the “Set Specific Managers”
link in the Advanced Access PointSet-up, as shown in Figure 14-18.

Namingallowed stations

For ease of managementof a numberoffeatures on the A032, MAC addresses can be
associated with text entries called network identifiers (NIDs). Naming stationsis
done only at the commandline using the nid command, which takes one of three
arguments,all of which areself-explanatory:

CMD:nid add 00005e000145 Matthew
CMD:nid list
----NID----- ------ Name ------ M

00005e000145 Matthew »NH
CMD:nid delete 00005€000145 Matthew
CMD:nid list

<list empty>

NID mappingscan beretrieved from orsent to the access point using TFTP. Simply
fetch or send the file named nids.txt from the access point’s IP address. If manage-
mentfiltering is on, the TFTP client must be on the manager list. In thefile itself, the
last column in the NID list is used to note whether the entry is a station (N) or a
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[gast@bloodhound]$ tftp 2032
tftp> get nids.txt

Figure 14-18. Setting specific managers

Received 140 bytes in 0.0 seconds
tftp> quit
[gast@bloodhound]$ cat nids.txt
/ NID/Bridge list for AP(Outside) on Sat, 24 Nov 2001 23:12:39
49f7e6ca2F478073a1dcdf2cfebad8cc
00005e000145 Matthew

Restricting associations

CMD: set admission named

Configuration will be updated on next restart

»NH,

bridge (B). Bridge entries are relevant only when the A032is deployed as a wireless
bridge.

Up to 200 name/MACpairs can bestored. Nofacility is provided by Nokia to syn-
chronize the lists. System administrators must develop scripts to keep a single copy
of nids.txt up to date and pushit outto access points using TFTP:

MACaddressfiltering is performed using the NIDs. Associations can berestricted to
“named”stations.If a station does not have an entry in the NID list, it is not allowed
to associate:
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Addressfiltering is enabled with the webinterface by restricting admission to named
stations, as shownin Figure 14-19.
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Figure 14-19. Enabling addressfiltering for associations

 

Monitoring Wireless Stations
802.11 is a link-layer protocol, and monitoring the link-layer associations is impor-
tant to troubleshooting. The status menuin the webinterface allows the administra-
tor to see all the associated wireless stations, all the known wireless stations, and all
the known MAC addresses.

All the currently associatedstationsare listed with show a. Stations with a name-to-
MAC mappingare displayed by name:

CMD: show a

Total bridge entries 26
Number Wireless Stations :1

MAC Address State Channel Power IP Address

: c110 Associated 11 On 10.1.2.91
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The difference between “all associated stations” and “all wireless stations”is that the
latter includes any wireless stations learned about from another access point. All
wireless stations are displayed with show s.

 
All knownstations are printed with show g. Stations connected to the Ethernet port
are shown as “LAN”stations, and wireless stations are shown as “AIR”stations. A
few MAC addressesarereservedfor internal use.

CMD: show g
Total bridge entries 26 mS
Number Wireless Stations :1 ‘ se

Net ID Interface IP Address “
O000CO6F37EE LAN 208.177.155.88 a
001067003F86 LAN 208.177.155.121 rr i
c110 AIR 208.177.155.912 |
00E003056F7F Internal
00E003000000 Internal a
00£003802F88 Internal 208.177.155.90 a

show g also providesthe contentfor the “Network Summary”in the web interface, as i
shownin Figure 14-20. Internalstations are not displayed in the webinterface. i
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Figure 14-20. Network summary page
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Monitoring System Resources and Load
Counters can be monitored at the commandline using the stats command.Statistics
for both the wired and wireless interfaces are maintained, and they can be viewed by

7 using stats lan andstats air:|
CMD:stats lan

| Stats last cleared : Sat, 24 Nov 2001 23:56:18
Accumulation time (secs) : 661

LAN Statistics: Last 10s Cumulative

tx lan frames : 4358 23747
tx data bytes ; 371680 2039080
rx lan frames(all): 5952 36074
rx frames accepted: 5948 30980
rx data bytes : 513936 2717364
rx discard frames : 0 311
CMD:stats air

Stats last cleared : Sat, 24 Nov 2001 23:56:18
‘s | Accumulation time (secs) : 663

_ Air Statistics: Last 10s Cumulative
tx frames : 5972 31657
tx bytes : 630273 3529370
tx fail : 0 62

rx frames(all) : 4360 23882
rx frames(mgmnt): 0 3
xx frames (data): 4360 23879
rx data bytes: 441773 2433732
discard frames : 0 116

Software versions and basic system information are shown on the “Advanced Inter-
nals” status page in the web interface, reproducedin Figure 14-21. The bar graph at
the bottom gives someindication of the system load. The buffer load showsthe per-
centage of buffer memory used. Under normalsituations, it should be 60%orless.
System loading is the processorutilization. Radio usageis self-evident. Obviously,
the access point shownin Figure 14-21 is under a heavy load.

Troubleshooting Tools
Troubleshooting is not the A032’s strong point. The only network troubleshooting
tool supplied with the A032 firmware is the lowly ping, and it works as expected.
traceroute is not included.
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Figure 14-21. Advanced Internals status page
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