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Preface

This book will address the subject of broadband communications using orthogonal frequency
division multiplexing (OFDM). OFDMisa special case of multicarrier modulation (MCM),
whichis the principle of transmitting data by dividing the stream into several parallel bit streams

and modulating each of these data stream onto individual carriers or subcarriers. Although the
origin of MCMdates back to the 1950s and early 1960s with military high frequency (HF) radio

links, R.W. Chang in the mid 60s first published a paper demonstrating the concept we todaycall
OFDM.Chang demonstrated the principle of transmission of multiple messages simultaneously
through a linear band-limited channel without interchannel interference (ICI) and intersymbol

interference (ISI). The multichannel or OFDM system developed by Changdiffered from tradi-
tional MCMinthat the spectra of the subcarriers were allowed to overlap undertherestriction
they were all mutually orthogonal. This characteristic of OFDM systems required the abandon-
ment of steep bandpassfilters used in older MCM systemsto separate the spectra of the individ-
ual subcarriers.

Weinsten and Ebert werethe first to suggest using the discrete Fourier Transform (DFT) and
inverse discrete Fourier Transform (IDFT)to perform baseband modulation and demodulation in

1971. Currently, OFDM systemsutilize the Fast Fourier Transform (FFT) and Inverse FFT to

perform modulating and demodulating of the information data. Saltzberg performed a perfor-
mance analysis of OFDM,shortly after Chang published his paper, and concludedthat the domi-

nate impairment in OFDMis ICI. To combat ICI andISI, Peled and Ruiz introduced the concept
of a cyclic prefix (CP). Rather than using an empty guard space, a cyclic extension of the OFDM
symbolis used instead. This effectively simulates a channel performing circular convolution as

long as the CPis longer than the impulse response of the channel. The penalty of using a CP is
loss of signal energy proportional to the length of the CP, yet the benefits of using a CP generally
outweighs any loss of signal energy.

Presently, OFDM appears in several standards relating to wireless communications at high data
rates such asterrestrial digital audio broadcasting (DAB) and digital video broadcasting
(DVB-T) in Europe. Presumably, one of the reasons OFDM waschosen as the DABstandardis

that it is possible to deploy single frequency subnetworks within its main networks. Hence, main

and relay broadcast transmitters may use the sameset of subcarriers. In areas with reception from
multiple transmitters, receive diversity gains are experienced. Based on coded OFDM, DVB-Tis

the youngest and most sophisticated of the three core DVB systems. Combining channel coding
with OFDM permits reliable transmission over dispersing channels. Furthermore,the inherent
structure of OFDM allowsfor flexible transmissionrates.

Finally, WLAN,the main subject of this book, is another application for OFDM technology. For
instance, next generation wireless LAN standards such as IEEE 802.11a, High Performance
Local Area Network type 2 (HiperLAN/2), and Mobile Multimedia Access Communication



(MMAC)system have accepted OFDMastheir physical layer specifications. These WLANsys-
tems also incorporate coding with OFDM to combatdispersing channels. It has been shown that
coded OFDM modulation over modest dispersing channels can improve, rather than deteriorate,
the reliability of the transmission. This interesting counterintuitive phenomenoncanbeattributed
to the inherent frequency diversity provided by OFDM.Arguably, this characteristic is the most
attractive feature of OFDM.

Interactive Learning
Clearly with the growing in interest in OFDM for high data rate wireless communications, in par-
ticular WLANs,there is a need in the technical community for a book that reviews the subject of
OFDM WLANS. Typically, this is accomplished in a classroom setting. Unfortunately, many
engineers and scientists today cannot afford the time required to attend classes at a university.
Whatis neededis a tool to allow each reader to learn each of the concepts presented in the chap-
ters at his/her own pace. We have provided that by meansofan interactive simulation environ-
ment. Please visit our Website at http://www.samspublishing.com and search for the OFDM

book. Morespecifically, the site contains a complete OFDM WLANphysical layer simulation
developed in MATLAB. We developed the simulation tool to illustrate the concepts discussed in
Chapters 2-5.

To aid in the learning process, exercises are provided in each of these chapters. The exercises
require the use of the OFDM system simulation tool and the simple programs you develop. Most
of the examples given in this book are reproducible with the simulation program. The OFDM
system simulation is executed through a graphicaluser interface (GUD)to facilitate system recon-
figurability. The GUIis called from the MATLAB command window, which allowsusersto test
quickly and easily many of the concepts in this book with a few clicks of the mouse. The novice

and expert alike will thoroughly enjoy the endless combinationsof test conditions available to

them. With this learning tool, readers can further improve their understanding of the concepts
presented in this book. In addition, readers interested in testing their algorithms over a WLAN

environmentwill save months of software development time by using the simulation program
located at our Website.

Intended Audience

The primary audiences for this book are engineers and scientists without prior knowledge of
OFDM.In the developmentof the text, we consider our primary audienceto fall within two
broad categories of readers: novice and advanced.For the novice, we envision someone with a

background in engineering, mathematics, and some knowledge of communication theory. For
that audience, this book provides the basics of OFDM theory with many examplesandillustra-
tions demonstrating concepts. An example novice reader might be a researcherin digital image
processing, whois in interested in understanding what effects does an OFDM WLANnetwork



might have on the quality of the video. Another example of the novice reader could be a radiofre-

quency (RF) engineer, whois interested in the additional requirements imposed by OFDM mod-
ulation on the RF subsystemsin the access point (AP) and mobile terminal (MT).

An example of an advanced readeris an engineerorscientist familiar with basic OFDM con-

cepts. For those individuals, this book is intended as a source for practical guidelines as well as
introductory material of advanced research topics in OFDM.

The secondary audiencesfor this book include individuals, such as network system engineers,

product engineers, or managers, for whom someof the mathematical development presented in
this text is slightly beyond their scope of understanding. For those individuals, explanatory text is
provided throughout this book to give an intuitive feel of many of the concepts discussed.

It is assumedthat the all audiences have a backgroundin calculus, physics, and random andsto-
chastic processes. Thus, the majority of the text in this book is written at the undergraduatelevel,
with the exception of the advanced research topics, which are written at the first-year graduate
level. In addition, the reader will be provided in each chapterall the relevant mathematical foun-

dations necessary to understand the OFDM principles discussed. As mentioned earlier, explana-
tory text is also given to provide a better understanding of these OFDM principles from the
mathematical expressions.

A final point concerning the audience: to reap the fullest benefit of this book,it is advantageous
to the reader to becomeproficient in the use of MATLAB.

Weexpectthis book to attract a broad range ofreaders,as it is written to do so. Certainly, no
book can beall things to everyone. However, no matter yourinterest level in OFDM WLANs,
this book has someinsightto offer.

Organization of this Book
This bookis organized as follows. Chapter 1, “Background and WLANOverview,”is dedicated

to background material as well as an overview of OFDM WLANs.The background material cov-
ers relevant concepts in digital signal and stochastic processing.It expected that readers will refer

to this chapter as needed to understand the concepts in latter chapters. Chapters 2-5 focus on
the physical layer specifications of OFDM WLAN.Chapter 2, “Synchronization,” provides a
detailed discussion of many of the popular synchronization algorithms used in OFDM networks.

Specifically, timing synchronization algorithms, which include packet detection, symbol timing
recovery, and sample clock tracking, are covered. Also covered are frequency, channel estima-
tion, and clear channel assessment (CCA) algorithms. Chapter 3, “Modulation and Coding,” pro-
vides a brief overview of modulation and coding techniques. In particular, the phase-shift keying
(PSK) and quadrature amplitude modulations (QAM) found in OFDM WLAN standardsare cov-

ered. With respect of channel coding, discussions on block and convolutional codes are provided.
Performance evaluation of several operational modes of the IEEE 802.11a physical specification



are given. Chapter 3 can be thoughtof as the central theme or key technology area of current
OFDM WLAN systems.

Chapter 4, “Antenna Diversity,” is dedicated to the central theme or key technology area of future
OFDM WLAN,antennadiversity. Several popular transmit and receive diversity schemes are
discussed in their context to OFDM systems. Examples show that drastic improvementin error
rate performance is achievable when these techniques are deployed. Chapter 5, “RF Distortion
Analysis for OFDM WLANs,”focuses on the system impairments of the OFDM system resulting

from RF nonlinearities. Particularly attention is given to the peak-to-average power (PAPR) prob-
lem present in all OFDM systems.In this chapter, a survey of the more popular techniques to
handle this problem is analyzed. In addition, other system impairments such as phase noise and
in-phase and quadrature (IQ) imbalances are covered.

In Chapters 6 and 7, an introduction of the medium access control (MAC)layer is given. Chapter
6, “Medium Access Control (MAC) for IEEE 802.11 Networks,” summarizes the IEEE 802.1la

MAC,while Chapter 7, “Medium Access Control (MAC) for HiperLAN/2 Networks,” summa-
rizes the HiperLAN/2 MAC.Both chapter details of the interaction between the MAC layer and
the physicallayer.

Interestingly, a majorcriticism of OFDM has been the complexity issues associated with real-
time implementation of the FFT and IFFT. However, steady improvements in semiconductor
process technology has allowedfor real-time prototyping of OFDM systems with Field

Programmable Gate Array (FPGA)technology andcosteffective solutions with Application

Specific Integrated Circuit (ASIC) technology. Chapter 8, “Rapid Prototying of WLANs Using
FPGA,”is dedicated to the issues associated with real-time prototyping of an IEEE 802.11a radio
using FPGAtechnology.
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2 | Background and WLAN Overview 
| CHAPTER1

Before delving into the details of orthogonal frequency division multiplexing (OFDM),relevant
background material must be presentedfirst. The purpose of this chapter is to provide the neces-
sary building blocks for the development of OFDMprinciples. Included in this chapter are
reviews of stochastic and random process, discrete-time signals and systems, and the Discrete
Fourier Transform (DFT). Tooled with the necessary mathematical foundation, we proceed with
an overview of digital communication systems and OFDM communication systems. We con-
clude the chapter with summaries of the OFDM wireless LAN standards currently in existence
and a high-level comparison of single carrier systems versus OFDM.

The main objective of a communication system is to convey information over a channel. The sub-
ject of digital communications involves the transmission of information in digital form from one
location to another. The attractiveness of digital communications is the ease with whichdigital
signals are recovered as comparedto their analog counterparts. Analog signals are continuous-

time waveforms and any amountofnoise introducedinto the signal bandwidth can not be removed

by amplification orfiltering. In contrast, digital signals are generated from a finite set of discrete

values; even when noise is present with the signal, it is possible to reliably recover the informa-

tion bit stream exactly. In the sections to follow, brief reviews of stochastic random processes and
discrete-time signal processing are given to facilitate presentation of concepts introducedlater.

Review of Stochastic Processes and

Random Variables

The necessity for reviewing the subject of random processesin this text is that many digital com-
munication signals [20, 21, 22, 25] can be characterized by a random orstochastic process. In

general, a signal can be broadly classified as either deterministic or random. Deterministic sig-
nals or waveforms can be knownprecisely at instant of time, usually expressed as a mathematical
function of time. In constrast, random signals or waveforms always possess a measure of uncer-
tainty in their values at any instant in time since random variables are rules for assigning a real
numberfor every outcome € of a probabilistic event. In other words, deterministic signals can be
reproduced exactly with repeated measurements and random signals cannot.

A stochastic or random processis a rule of correspondence for assigning to every outcome & to a
function X(t,&), where t denotes time. In other words, a stochastic processis a family of time-
functions that depends on the parameter €. When random variables are observed over very long
periods, certain regularities in their behavior are exhibited. These behaviors are generally
described in terms of probabilities andstatistical averages such as the mean, variance, and corre-

lation. Properties of the averages, such as the notion of stationarity and ergodicity, are briefly
introducedin this section.
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Random Variables

A random variable is a mapping between a discrete or continuous random event and a real num-

ber. The distribution function, F(t), of the random variable, X, is given by

Fy(a@) = Pr(X < a) (1.1)

where Pr(X < &) is the probability that the value taken on by the random variable X is less than
or equal to a real number @. The distribution function Fy (a) has the following properties:

 
* 0< (a) <1

° Fy(a)< Fy(B)ifas B

° Fy(-e) =0

° Fy(tee)=1

Anotheruseful statistica] characterization of a random variableis the probability densityfunction
(pdf), fy(@), defined as

_ 2
fx (@) = Bor Fy (@) (1.2)

Based on properties of F(a) and noting the relationship in Equation 1.2, the following proper-
ties of the pdf easily deducted:

° fx(a) 20

+ [Felder = Fy (400) — Fy(-20) = 1
Thus, the pdf is always a nonnegative function with unit area.

Ensemble Averages
In practice, complete statistical characterization of a random variable is rarely available. In many
applications, however, the average or expected value behavior of a random variable is sufficient.

In latter chapters of this book, emphasis is placed on the expected value of a random variable or
function of a random variable. The mean or expected value of a continuous random variable is
defined as

my = E{X} = fefx (COOct (1.3)
and a discrete random variable as

my = E{X}= on, Pr(X = 0%) (1.4)
k
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where E{-} is called the expected value operator. A very important quantity in communication
systems is the mean squared value of a random variable, X, whichis defined as

E{x?} = E otfe(ax)der (1.5)
for continuous random variables and

E{X?} =}aPr(X = a) (1.6)
k

for discrete random variables. The mean squared value of a random variables is a measure of the
average powerof a random variable. The variance of X is the mean of the second central moment
and defined as

0% = E{(X—my)*} = |@- my)? fy(@dar (1.7)
Note a similar definition holds for the variance of discrete random variables by replacing the inte-
gral with a summation. The variance is a measure of the “random”spread of the random variable

X. Another well-cited characteristic of a randomXis its standard deviation oy, which is defined
as the square root ofits variance. One point worth noting is the relationship between the variance
and mean square value of a random variable,i.e.,

Ox = E{X? -2Xmy +m}
= E{x’} —2E{X}my + m> (1.8)
= E{x?|— my

In view of Equation 1.8, the variance is simply the difference between the mean square value and

the square of the mean.

Twoadditional ensemble averages importantance in the study of random variables are the corre-
lation and covariance. Both quantities are expressions of the interdependenceof two or more ran-

dom variables to each other. The correlation between complex random variables X and Y, ryy, is
defined as

ryy = E{xy*} (1.9)

where * denotes the complex conjugate of the complex random variable. A closely related quan-
tity to the correlation of between random variablesis their covariance cyy, whichit is defined as
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Cyy = E{[X - my LY ~ my]} = E{XY"|—mymy (1.10)

Clearly, if either X or Y has zero mean,the covariance is equalto the correlation. The random
variables X and Y need not stem from separate probabilistic events; in fact, X and Y can be sam-

ples of the same event A observed at two different time instants t, and t,. For this situation, the
correlation ryy and covariance cyy becomethe autocorrelation Ry (¢,,1,) and autocovariance
Cx (t,, t2), respectively, which are defined as

Ry (fst) = E{X(t)X*()}
(1.11)

Cy (tysty) = E{LX(q) -— my C)ILX() — my)T'}

Thus, the autocorrelation and autocovariance are measures of the degree to which two time sam-
ples of the same random processarerelated.

There are many examples of random variables that arise in which one random variable does not

dependon the value of another. Such random variablesaresaid to be statistically independent. A
more precise expression of the meaning ofstatistical independenceis given in the following
definition.

Definition 1 Two random variables X and aresaid to be statistically independentifthe joint
probability density function is equal to the productofthe individualpdfs,i.e.,

Fy (@, B) = fy(Of (B) (1.12)

A weaker form of independence occurs whenthe correlation ry, between two random variables
is equal to the product of their means,i.e.,

ryy = E{XY*| = mymy (1.13)

Two random variables that satisfy Equation 1.13 are said to be uncorrelated. Note that since

Cxy = lxy — Mymy (1.14)

then two random variables X and Y will be uncorrelated if their covariance is zero. Note, statisti-

cally independent random variables are always uncorrelated. The converse, however, is usually
not true in general.

Upto this point, most of the discussions have focused on random variables. In this section, we

focus on random processes. Previously, we stated that a random processis a rule of correspon-
dence for assigning to every outcome€ of a probabilistic event to a function X(t, &). A collection
of X(t,€) resulting from many outcomesdefines an ensemble for X(t,&). Another, more useful,
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definition for a random process is an indexed sequence of random variables. A random processis
said to be stationary in the strict-sense if none ofits statistics are affected by a shift in timeori-
gin. In other words,the statistics depend on the length of time it is observed and not whenitis
started. Furthermore, a random processis said to be wide-sense stationary (WSS)if its mean and
variance do not vary with a shift in the timeorigin,i-e.,

My = E{X(k)}=aconstant, Vk

and

Ry =(t+k,k) = Ry (7)

Strict-sense stationarity implies wide-sensestationary, but not vice versa. Most random processes
in communication theory are assumed WSS.Fromapractical view, it is not necessary for a ran-

dom processto bestationary forall time, but only for some observation interval of interest. Note

that the autocorrelation function for a WSS process depends only on time difference t. For zero

mean WSSprocesses, Ry(T) indicates the time over which samples of the random process X are
correlated. The autocorrelation of WSS processes has the following properties:

° Ry(t) = Ry(-7)

* Ry(t) Ss Ry(O)for all 7

+ Ry(0) = E{X?())

Unfortunately, computing my and R,(t) by ensemble averaging requires knowledgeofa collec-
tion realizations of the random process, whichis not normally available. Therefore, time averages
from a single realization are generally used. Random processes whose time averages equal their
ensemble averages are knownas ergodic processes.

Review of Discrete-Time Signal Processing
In this brief overview of discrete-time signal processing, emphasis is placed on the specification
and characterization of discrete-time signals and discrete-time systems. The review of stochastic
processes and random variables was useful to model most digital communication signals. A
review of linear discrete-time signal processing, on the other hand, is needed to modelthe effects
of the channel on digital communication signals. Digital-time signal processing is a vast and

well-documented area of engineering. For interested readers, there are several excellent texts [7,

10, 18] that give a more rigorous treatment of discrete-time signal processing to supplementthe
material given in this section.

Discrete-Time Signals
A discrete-time signal is simply an indexed sequence of real or complex numbers. Hence, a

random processis also a discrete-time signal. Many discrete-time signals arise from sampling a
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continuous-time signal, such as video or speech, with an analog-to-digital (A/D) converter. We
refer interested readersto “Discrete-Time Signals”for further details on A/D converters and sam-
pled continuous-timesignals. Other discrete-time signals are considered to occur naturally such
as time ofarrival of employees to work, the numberofcars on a freeway at an instant of time, and
population statistics. For most information-bearing signals of practical interest, three simple yet
importantdiscrete-time signals are used frequently to described them. These are the unit sample,
unit step, and the complex exponential. The unit sample, denoted by 5(n), is defined as

 
1, n=0sin)= {5 n#0 (1.15)

The unit sample may be usedto representan arbitrary signal as a sum of weighted sample as
follows

x(n) = »x(k)8(n — k) (1.16)
k=—00

This decompositionis the discrete version ofthe sifting property for continuous-time signals. The
unit Step, denoted by u(n), defined as

(nya {> "2° (1.17)N10, 2 <0

andis related to the unit sample by

u(n) = >) 5(e) (1.18)
k=—00

Finally, the complex exponential is defined as

eo = cos(n@y) + jsin(n@) (1.19)

where @, is some real constant measuredin radians. Later in the book, wewill see that complex
exponentials are extremely useful for analyzing linear systems and performing Fourier decompo-
sitions.

Discrete-Time Systems
A discrete-time system is a rule of correspondencethat transforms an inputsignal into the output
signal. The notation 7[-] will be used to represent a general transformation. Our discussionsshall
be limited to a special class of discrete-time systemscalled linearshift-invariant (LSI) systems.
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As a notation aside, discrete-time systems are usually classified in terms of properties they pos-

sess. The most commonproperties includelinearity, shift-invariance, causality, and stability,
whichare described below.

Linearity and Shift-Invariance
Two of the most desirable properties of discrete-time system for ease of analysis and design are
linearity and shift-invariance. A systemis said to be linearif the response to the superposition of
weighted inputsignals is the superposition of the corresponding individual outputs weighted in
accordanceto the inputsignals,i.e.,

y=T[ox, + Bx, |= aT|x,]+ BT[x,| (1.20)

A system is said to be shift-invariantif a shift in the input by n, results in a shift in the output by
No. In other words, shift-invariance meansthat the properties of the system do not change with
time.

Causality
A very important property for real-time applications is causality. A system is said to be causalif
the response of the system at time np does not dependof future input values,i.e.,

y(m)=T[xn-1)], OS tS (1.21)

Thus, for a causal system,it is not possible for changes in the output to precede changesin the
input.

Stability
In many applications, it is important for a system to have a response that is bounded in amplitude
wheneverthe input is bounded.In other words,if the unit sample response of LSI system is abso-
lutely summable,i.e.,

> \A(n)| < 0 (1.22)n=—co

then for any bounded input|x(n)| < A < © the output is bounded |y(n)| < B < ce. This system is
said to be stable in the Bounded-Input Bounded-Output (BIBO)sense. There are many other def-
initions for stability for a system, which can be foundin [7, 18]; however, BIBOis one of the
most frequently used.

Thusfar, we have discussed only the properties of LSI systems without providing an example of
it. Consider an LSI system whoseg coefficients are contained in the vector h. The responseof the
system to an input sequence x(n) is given by the following relationship



Background and WLAN Overview 
CHAPTER 1

q

y(n) =} x(k)h(n — k) (1.23)
k=0

is referred to as a Finite length Impulse Response (FIR) system. Notice that the output depends
only on the input valuesin the system.It is possible, however, for the outputof the system to
dependonpast outputs of the system as well as the currentinputs,i.e.,

q Pp

y(n) = Y) x(h(n - 1) — ¥y)g(n- (1.24)
k=0 k=l

This type of system is referred to as an Infinite length Impulse Response (IIR) system.

Filtering Random Processes
Earlier we have mentioned thatall digital communication signals can be viewed as random pro-
cesses. Thus,it is importantto qualify the effects filtering has on thestatistics of a random pro-
cess. Of particular importance are LS]filters because oftheir frequent use in signal
representation, detection, and estimation. In this section, we examinethe effects of LSIfiltering
on the mean and autocorrelation of an input random process.

Let x(n) be a WSS random process with mean m,, and autocorrelation R,(n). If x(n)is filtered
by a stable LSIfilter having a unit sample response A(n), the output y(n) is a randomprocessthat
is related to input random process x(n) via the convolution sum

y(n) = x(n) *h(n) = YP A(W)x(n - b) (1.25)
k=—00

The mean of y(n), my, is found by taking the expected value of Equation 1.25 as follows,

EQ(n)} = | DY rx(n - o| = YMWOERM-b}k=-—o0 k=—co

my = E{y(n)] =m, >” h(k) = m,H(e!”)
k=—00

where H(e/°) is the zero-frequency response, or non-time varying responseforthefilter. Hence,
the mean of y(n) is a constant equal to the mean x(n) scaled by the sample averageof the unit
sample response.

The autocorrelation of y(n), is derived and understood best byfirst proceeding with the cross-
correlation 7,, between x(n) and y(n), whichis given by
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r,.(k) = Ely(n + k)x"(n)} = z| ¥ h(l)x(ntk—-Vx"(n
. = (1.26)

= ¥ AVE{x(n+ k-1)x"(n)}

= > h(L)r,(k —1) = R,(k)* h(k)

Recall, under the assumption of WSS, the cross-correlation Ny dependsonly on the difference
between sampling instants.It is interesting to note that the cross-correlation r,, as defined in
Equation 1.26is just the convolution of the input autocorrelation R,(m) with the channel impulse
response h(n). Wewill use this result, shortly, to relate the output autocorrelation R, (1) to
input autocorrelation R, (7).

The output autocorrelation is defined as

R,(n) = Efy(n+ Wy" (O} = ef +k) Sy x (Dh (k- 7[=—c0

= xh'(k-DEly(n+ Kx" (D} (1.27)
[=-c0

= Sek =- Dry(at k-D
[=—co

Inspection of Equation 1.27 reveals that the autocorrelation of y(n), is really a convolution sum.
Changingthe index of summation by setting m =/—k, we obtain

R,(n)= SA" (-m)r,, (2 - m) = 14,0) * A" (-n) (1.28)
[=—c0

Combining Equations 1.26 and 1.28 we have

R,(n) = R,(n) * h(n) * h*(-n) (1.29)

Equation 1.29 is a key result exploited often in the reception of wireless communicationsignals.
Figure 1.1 illustrates the concepts expressed in Equations 1.26 and 1.28.
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Input-output autocorrelationforfiltered random processes.  
Discrete Fourier Transform (DFT)
The Discrete Fourier Transform (DFT)is, arguably, the most widely used design and analysis
toolin electrical engineering. For manysituations, frequency-domain analysis of discrete-time
signals and systems provide insights into their characteristics that are not easily ascertainable in
the time-domain. The DFT is a discrete version of the discrete-time Fourier transforms (DTFT);
that is, the DTFT is a function of a continuousfrequency variable, whereas the DFT is a function
of a discrete frequency variable. The DFT is useful becauseit is more amenableto digital imple-
mentations. The N-point DFT ofa finite length sequence x(n) is definedas

N-1

X(k)= yx(n)e7J2nkn IN (1.30)
n=0

Clearly, it can be seen from Equation 1.30 that the DFT is a sampleversion of the DTFT,ie.,

X(k) = X(@)| gone iv (1.31)
where

°°

X(o) =}x(nje"® (1.32)n=—0o

The DFT hasan inverse transformation called the inverse DFT (IDFT). The IDFT provides a
meansof recovering the finite length sequence x(7) through the following relationship,

N-1

x(n) =aXb (1.33)k=0

Let’s now consider the DFTsofthe discrete-time signals given in “Discrete-TimeSignals,” since
they form the basic building blocks to generate more complex signals. Using the definition in
Equation 1.15, the DFT of the unit sample 6(n) becomes

N-1

X(k) = SY d(nyen/N =] (1.34)
n=0
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Using the definition of the unit step given in Equation 1.17, its DFT is given by
-1

X(k) = YePm= NS(K) (1.35)
n=0

The result in Equation 1.35 followsdirectly since, with the exception of the n = 0 term, each of
the complex exponentials sumsto zero over the sample period of length N. Finally, the DFT of
the complex exponential is given by

-l

X(k) = Seine2m IN = N&(k—- oe) (1.36)n

Besides the DFTs given above, some useful properties of the discrete Fourier transformsthat
facilitate communication system analysis are summarized in Table 1.1. where ® denotes circular
convolution,(-),y denotes modulo-N operation, and * denotes the complex conjugateas previ-
ously defined. This concludes the review of the mathematical background material.

TABLE 1.1 Some Useful Properties of the DFT 

Discrete-Time Signal DFT

x(n) - X(k)

x(n — No) od X(kKe7mN
ax, (n) + Bx2(n) o OX, (k) + BX(k)
x"(n) - X((-k))y

y(n) ® x(n) o Y(k)X(k)

x*((-n))y “ x*(k)
eJarman! Ny(n) o X(k—m))y 

Componentsof a Digital Communication System
In this section, the basic elements of a digital communication system are reviewed. The funda-
mental principle that governs digital communications is the “divide and conquer”strategy. More
specifically, the information sourceis dividedinto its smallest intrinsic content, referred to as a
bit. Then eachbit of information is transmitted reliably across the channel. In general, the infor-

mation source maybeeither analog or digital. Analog sources are consideredfirst since they
require an additional processing step before transmission. Examplesof analog sources used in
our everyday lives are radios, cameras, and camcorders. Each of these devices is capable of gen-
erating analog signals, such as voice and musicin the case of radios and video imagesin the case



of camcorders. Unfortunately, an analog signal can not be transmitted directly by means of digi-
tal communications;it must be first converted into a suitable format. With reference to the top
chain of Figure 1.2, each basic elementand its correspondingreceiver function will be reviewed
in the order they appear left to right. ft

Digital Source
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L\V Source SourceFormat Coding
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FIGURE 1.2

Basic elements ofa digital communication system.

Source Formatting
Source formatting is the process by which an analogsignal or continuous-time signal is con-
verted into a digital signal. The device usedto achieve this conversion is referred to as an analog-
to-digital (A/D) converter. The basic elements of an A/D converter shown in Figure 1.3 consists
of a sampler, quantizer, and encoder. The first component, the sampler, extracts sample values of
the inputsignal at the sampling times. The output of the sampleris a discrete-time signal but with
a continuous-valued amplitude. These signals are often referred to as sampled data signals; refer
to Figure 1.4 for anillustration. Digital signals, by definition, are not permitted to have continu-
ous-valued amplitudes;thus, the second component,the quantizer, is needed to quantize the con-
tinuous range of sample valuesinto a finite numberof sample values. Finally, the encoder maps
each quantized sample valueonto a digital word.
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FIGURE 1.3

Basic elements ofA/D converter.

Sampling and Reconstruction
To model the sampling operation of a continuous-time signal, we make use ofa variant of the
unit sample function 6(n) defined in “Discrete-Time Signals.” An ideal sampler is a mathemati-
cal abstraction but is useful for analysis and given by

pt)= >} d(t-nT,) (1.37)

whereT, is the sampling interval. Now,the sampled data signal x,(t) can be expressed as

x,(t) = x(t)p(t) (1.38)

where x(t) is the continuous-time continuous-amplitude input signal as seen in Figure 1.4. Obvi-
ously, the more samplesof the x(t) we have, the easier it will be to reconstruct the signal. Each
sample will be eventually transmitted over the channel. In order to save bandwidth, we would
like to send the bare minimum numberof samples neededto reconstruct the signal. The sampling

rate that producesthis is called the Nyquist rate. Nyquist sampling theorem states that samples
taken at a uniform rate 2f, where f,, is the highest frequency componentof a band-limited signal
x(t), is sufficient to completely recoverthe signal. The Nyquist Sampling Theorem is conceptu-
ally illustrated in Figure 1.5. Notice first that sampling introduces periodic spectral copies of the
original spectrum centerat the origin. Second, the copies are sufficiently spaced apart such that
they do not overlap. This simple principle is the essence of the Nyquist Sampling Theorem.If the
spectral copies of the spectrum were permitted to overlap, aliasing of the spectral copies would
occur. It would then be impossible to recover the original spectrum by passingit through a low-
pass filter whose ideal frequency response is represented by the dashed box.
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An example ofa discrete-time continuous amplitude signal X,(t).
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FIGURE 1.5

Spectrum ofa sampled waveform.
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Quantization and Encoding
After the signal has been sampled, the amplitude values must be quantizedinto a discrete set of
values. The process of quantization entails rounding off the sample value to the nearest ofa finite
set of permissible values. Encoding is accomplished by assigning a digital word of length k,
which represents the binary equivalent for the numerical value of the quantization level, as
depicted in Figure 1.6. For example, at sampling time T, the amplitudeof the signallies within
quantization level 12, which has a binary representation of 1101. Furthermore, the number of
quantization levels g and the digital word length k are related by

q=2*

Another key observation that should be taken from Figure 1.6 is that the quantization process
introduces an error source usually referred to as quantization noise. When decoding,it is usually
assumed the amplitudefalls at the center of the quantization level. Hence, the maximum error
which can occur is +4 AL, where

AL = 2 (1.39)
9k

and A is the difference between the maximum and minimum values of the continuous-timesig-

nal. If we assumea large number of quantization levels, error function is nearly linear within the
quantizationlevel, i.e.,

AL
—t 1.40- (1.40)e(t) =

where 27 is the time the continuous-time signal remaining within the quantization level. The

mean-squareerrorP, is thereby given by

1 ft 5 AL’ ft ,5
P=— Aaa ===) War 1.41" xg}me rea 3 (1.41)

AL?
=o 1.42n= (1.42)

The quantity of most interest, however, is the signal-to-noise ratio (SNR)at the outputof the A/D
converter, which is defined as

SNR = 2 (1.43)nA



 
where P, and P, are the powerin the signal and noise, respectively. The signal power for an input
sinusoidal signal is defined as

Ss

whichleads to a SNR of

SNR =

or, in decibels,

SNR(dB) = 10 logi9(SNR) = 1.76 + 6.02k

2

2

p —(Al2 ©

12AL? (2741) 3
AI2

AI2 (274-9)

2 (2**)

(1.44)

(1.45)

Thus, the SNR at the output of the A/D converter increases by approximately 6 dB for each bit
addedto the word length, assuming the outputsignalis equal to the input signal to the A/D

Sampling Time

converter.
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Quantization anddigital encoding.
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Source Coding
Source coding entails the efficient representation of information sources. For both discrete and
continuous sources, the correlations between samples are exploited to produce an efficient repre-
sentation of the information. The aim of source coding is either to improve the SNR for a given

bit rate or to reduce the bit rate for a given SNR. An obviousbenefit of the latter is a reduction in
the necessary system resource of bandwidth and/or energy perbit to transmit the information
source,

A discussion on source coding requires the definition of a quantity, which measures the average
self-information in eachdiscrete alphabet, termed source entropy [14]. The self-information /(x;)
for discrete symbol or alphabet x, is defined as

I(x;) =—log,(p;) (1.46)

wherep; is the probability of occurrence for x,. The source entropy A(x; ) is foundby taking the
statistical expectation ofthe self-information,i.e.,

M

H(x;) = E{U(x,)}=—-) p; log(p;) (1.47)
jl

whereMis the cardinality of the discrete alphabetset and the units of measure for H(x;) are bits/
symbol. The source entropy can also be thought ofas the average amountof uncertainty con-
tained in the alphabet x. Therefore, the source entropy is the average amount of information that
must be communicated across the channel per symbol. It can be easily shown that H(xi is
bounded by the following expression

Os H(x;) Slog, M (1.48)

In other words, the source entropy is bounded below byzero if there is no uncertainty, and above
by log, M if there is maximum uncertainty. As an example,considera binary source x, that gen-
erates independent symbols 0 and 1 with respective probabilities of pp and p,. The source
entropy is given by

A(x;)= -[p, log2(P1) + Po log, (Po )| (1.49)

Table 1.2 lists the source entropy as the probabilities of pp and p, are varied between 0 and1.
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TABLE 1.2 Source Entropy
SE

Po Py H(x;) 

0.5 0.5 1.00

0.1 0.9 0.47

0.2 0.8 0.72repe

Table 1.2 illustrates that as the relative probabilities vary, the number ofbits/symbol neededto
transmit the information vary as well. One might wonder what information source would have
such probabilistic distribution. English text, for instance, is known to have unequalprobability
for its alphabet; in other words, someletters appear in English text more frequently than others.
Another key consideration when determining the source entropy is whether the source is memo-
ryless. A discrete source is said to be memoryless if the sequence of symbolsis statistically inde-
pendent. Thereaders should refer to “Review of Stochastic Processes and Random Variables” for

a definition ofstatistical independence.In contrast, if a discrete source is said to have memory,
the sequence of symbolsis not independent. Again, consider English text as an example. Given
that the letter “q’” has been transmitted, the next letter will probably be a “u.” Transmission of the
letter “u” as the next symbolresolvesvery little uncertainty from a communication perspective.
Wecan thus conclude that the entropy of an M-tuple from a source with memory is always less
than the entropy of a source with the same alphabet and symbolprobability without memory,i.e.,

 

Hy (x; with memory < Hy (x; ) without memory (1.50)

Another wayto interpret the relationship in Equation 1.50 is that the average entropy per symbol
of an M-tuple from a source with memory decreases as the length M increases. Henceit is more
efficient to encode symbols from a source with memory three at a time than it is to encode them
twoat a time or oneat a time. Encoder complexity, memory constraints, and delay considerations
require that practical source encoding be performed onfinite-length sequences. Interested readers
are encouraged to examine References[8, 13, 15, 25] dealing with source coding.

Channel Coding
Channelcodingrefers to the class of signal transformations designed to improve communica-
tions performanceby enabling the transmitted signal to better withstand the effects of various
channel impairments, such asnoise, fading, and jamming. The goal of channelcodingis to
improvethe bit error rate (BER) performance of power-limited and/or bandwidth limited chan-
nels by adding structured redundancyto the transmitted data. The two majorcategories of chan-
nel coding are block coding and convolutional coding.In the following sections, we describe the
fundamental principles governing each of these two types of codes.
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Linear Block Codes

Linear block codesare a class of parity check codes that can be characterized by an integer pair
(n, k). As such, the parity bits or symbols are formed by a linear sum of the information bits. In
general, the encoder transforms any block of k message symbols into a longer block of n symbols
called a codeword. A specialclass of linear block codes called systematic codes append the parity
symbols to the end of the k symbol message to form the coded sequence. These codesare of par-
ticular interest since they result in encoders of reduced complexity.

For binary inputs, the k-bit messages,referred to as k-tuples, form 2* distinct message sequences.
The n-bit blocks, referred to as n-tuples, form 2* distinct codewords or message sequencesoutof
2” possible n-tuples in the finite dimensional vector space.

Hence,one can view linear block codesas a finite dimensional vector subspace defined over the
extended Galois fields GF(2” ). The transformation from a k-dimensional to an n-dimensional

vector space is performed accordingto a linear mapping specified in the generator matrix G.In
other words, an (n, &) linear block code C is formedby partitioning the information sequence into
message blocks of length k. Each message block u;,is encoded or mapped to a unique codeword
or vector v, in accordance with G

Vv, =u,G (1.51)

Another useful matrix, often defined when describing linear block codes, is the parity-check

matrix H. Theparity check matrix has the property that it generates code wordsthatlie in the null
space of G. Mathematically, we describe this relationship as

GH’ =0,; (1.52)

where0,,_; is the zero vectorof length n — k. As wewill see in the following paragraphs, H plays
an integral part in the detection process forlinear block codes.

Considera code vector v, transmitted over a noisy channel. Denote the received vector from the
channel as r;. The equation relating r, to v; is

r=v,;+e (1.53)

whereeis an error pattern or vector from the noisy channel. At the receiver, the decodertries to
determine v, given r;. This decision is accomplished using a two-step process: one, computethe
syndrome; and two, add the coset leader corresponding to the syndrometo the received vector.
We havejust introduced two new termsthat need defining. The syndromes is definedas the pro-
jection ofthe received vector onto the subspace generated by H

s, = nH’ (1.54)
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Using Equations 1.51—-1.53, we see that Equation 1.54 simplifies to

s, = eH” (1.55)

The foregoing developmentis evidence that the syndrometest, whether performed on a corrupted
codeword oronthe errorpattern that causedit, yields the same syndrome. An important property
of linear block codes, fundamental in the decoding process,is the one-to-one mapping between
correctable error patterns and the associated syndrome. This equivalence leadsus to our discus-
sion on cosetleaders.

Thecoset leaders consist ofall the correctable error patterns. A correctable error pattern is one
whose Hamming weightis less than or equalto |(dai, ~ 1)/ 2|, where |x| meansthe largestinte-
ger not to exceed x, and d,,;, is defined as the minimum Hamming distance between any two
code wordsfor an (n,k) linear block code. For binary vectors, the Hamming weightis defined as
the numberof non-zero elements in a vector, and the Hamming distance between two code vec-
tors is defined as the numberof elements in whichtheydiffer. It is interesting to notethat d.,,, for
a linear block code is equalto the non-zero codeword with minimum Hamming weight. These
concepts are easily generalized to the extended Galois field.

Note that there are exactly 2”*coset leaders for the binary case. Now,let’s form a matrix as fol-
lows: first, list all the coset leaders in the first column; second,list all the possible code words in
the top row;and,last, form the (i, j) element of the matrix from the sum ofith element ofthe first

column with the jth element of the top row. The resulting matrix represents all possible received
vectors and is often referred to as the standard array.

Now,wewill relate howall the abovefits into the decoding process. Asstated earlier, the task of
the decoderis to estimate the transmitted code vector, v, from the received vector r;. The maxi-
mum likelihoodsolution ¥,,, found by maximizing the conditional probability density function
for the received vectorfor all possible code vectors vj namely,

Vu = arg max Pr(r,{v;) (1.56)
The optimizationcriterion for Equation 1.56 over a binary symmetric channel (BSC)is to decide
in favor of the code word that is the minimum Hammingdistance from thereceived vector

d(r,,v;)=mind(r,,v,;) Vv; (1.57)

A systematic procedure for the decoding process proceedsas follows:

1. Calculate the syndromeof r using s = rH’.

2. Locate the coset leader whose syndrome equals rH? from the standard array table.
3. This error pattern is added to the received vector to computethe estimate of v or read

directly from the corresponding columnin the standard arraytable.
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Convolutional Codes

Another major category of channel coding is convolutional coding. An important characteristic of
convolutional codes, different from block codes, is that the encoder has memory. Thatis, the n-

tuple generated by the convolutional encoderis a function of not only the inputk-tuple but also
the previous K — input k-tuples. The integer K is a parameter knownas the constraint length,
which represents the number of memory elements in the encoder. A shorthand convention typi-
cally employed in the description of a convolutional encoderis (n, k, K) for the integers defined
above.

To understand the fundamentalprinciples governing the convolutional codes, wedirect our atten-
tion to the (2,1,2) convolutional encoder depicted in Figure 1.7. This encoder, at any given sam-
pling timeinstant, accepts k input bits, makesa transition from its current state to one of the 2*
possible successor states, and outputs n bits.

Superscript = seqence number
Subscript = time index

 
FIGURE 1.7
Fourstate convolutional encode.

The two noteworthy characteristics of a convolutional encoder are the tap connections and the
contents of the memory elements. For the tap connections of the encoder, the generator polyno-
mial representation is commonly used. Yet, for the state information as well as the output code-
words, a state diagram ortrellis diagram is typically employed.

With the generator polynomial representation, the taps for each output of the encoderare speci-
fied by a polynomial g;(D) wherethe coefficients of g;(D) are taken from GF(2? ) Note, p equal
to one correspondsto the binary field. For this case, a 1 coefficient denotes a connection and a 0
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coefficient denotes no connection. The argument of the polynomial, D, denotes a unit time delay.
In other words, werepresent twounit time delays as D*. The coded bits are formed by computing
the sum over GF’(2? ) dictated by the tap coefficients. The two componentsof the sum are the
current state of memory elements and the k inputbits. To clarify these concepts, again consider
the encoder shownin Figure 1.7. The generator polynomials for the outputs of this encoder are

g,(D) =1+ D? (1.58)  
g,(D)=1+D+D* (1.59)

Wenow briefly describe a method for viewing the state information as well as the outputbits: the
trellis diagram. We noted earlier that the convolutional encoderis a finite state machine. Thus, a
natural way to describe its behavioris to view its state transition at each timeinstant. Thestate of
the encoder is considered to be the contents of its memory elements. For a convolutional code
with K memory elements, there are 2* states. Eachstate is assigned a numberfrom 0 to 2* — 1,
whichis obtained from the binary representation of its memory elements. Thetrellis diagram
showsthestate transitions and associated outputsforall possible inputs as seen in Figure 1.8. For
binary inputs, solid and dashedlines are used, respectively, to represent a 0 or 1 inputinto the
encoder. Wealso notice in the figure that there are two branchesentering and leaving eachstate at
every time instant. In general, there are 2* branches emanating from eachstate and 2* branches
merging to each state. Each new sequenceof k input bits causes a transition from an initial state
to 2* states at the next nodeinthetrellis or timeinstant. Note, the encoder output is always
uniquely determined by the initial state and the current input. Additionally,thetrellis diagram
showsthe time evolution ofthe the states. Later, we will see that the trellis diagram is also very
useful for evaluating the performanceof these codes.

So
 

S;

S2

S3

 
solid line = 0 (zero) input
dashedline = 7 (one) input

FIGURE 1.8

Trellis diagramfor the four state convolutional encoder,
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Note that after three stages into the trellis diagram, each node at subsequentstages has two
branchesentering and leaving it. Furthermore, it can be shownthat the branchesoriginate from a
common node three stages backinto thetrellis. In general, for any constraint length (n, k, K) con-
volutional code, every K stages into thetrellis diagram mark the point where 2* branches merge
and diverge at each node. Furthermore, the merging branches in a node can be traced back K
stages into the past to the same originating node. This observation led to the developmentof a
systematic approachfor the optimum decoding of convolutional codes.

Decoder

As wasthe case for linear block codes, the decodertask is to estimate the transmitted code word

from a received vector. It was shownthat the optimum decoderstrategy for linear block codesis
to select the codeword with the minimum distance metric, the Hamming distance. The sameis
true for convolutional codesas well. Recall that an encoderfor a convolutional code has memory.

Thus, it is a reasonable approachto use all codewords associated with a particular symbol in the
decision determination for it. Hence, for convolutional codes a sequence of codewords,or paths

throughthetrellis, are compared to determine the transmitted codeword. In 1967, Viterbi [25]
developed an algorithm that performs the maximumlikelihood decoding with reduced computa-
tional load by taking advantage of the special structure of the codetrellis.

Thebasis of Viterbi decodingis the following observation. If any two pathsin the trellis merge to
a single state, one of them can alwaysbe eliminated in the search for the optimum path. A sum-
mary of the Viterbi decoding algorithm proceedsas follows:

* Measure the similarity or distance between the received signals at each sampling instantf,
and all the paths entering each state or nodeattime t,.

The Viterbi algorithm eliminates from consideration the paths from the trellis whose dis-
tance metrics are not the minimum for a particular node. The distance metric can be either
the Hammingdistance or Euclidean distance. In other words, when two paths enterthe
samestate, the one having the best distance metric is chosen. Thispathis called the surviv-
ing path. The selection of the surviving paths is performedforall the states.

The decoder continuesin this way, advancing deeperin the trellis and making decisions by
eliminationof least likely paths. In the process, the cumulative distance metric for each
surviving path is recorded andusedlater to determine the maximum likelihood path.

Theearly rejection of the unlikely paths reduces the decoding complexity. In 1969, Omura [25]
demonstrated that the Viterbi algorithm is, in fact, the maximum likelihood estimator. For a dis-
cussion of more advance of coding techniques, the reader is referred to Chapter 3, “Modulation
and Coding,” of this book.
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Modulation

Modulation is the process by which informationsignals, analog ordigital, are transformed into
waveformssuitable for transmission across channel. Hence, digital modulationis the process by
digital information are transform into digital waveforms. For baseband modulation, the wave-
formsare pulses; but for band-pass modulation,the information signals are transformed into
radio frequency (RF)carriers, which have embedded the digital information. Since RF carriers
are sinusoids,the three salient features are its amplitude, phase, and frequency. Therefore,digital
band-pass modulation canbedefinedas the process whereby the amplitude, phase, or frequency
of an RF carrier, or any combination of them,is varied in accordance with the digital information
to be transmitted. The general form of a complex RF carrieris given by

 
s(t) = A(t) exp(@,t + O(1)) (1.60)

where @,is the radian frequencyofthe carrier and 0(t) is the time-varying phase. The radian fre-
quencyof the RF carrieris related to its frequency in Hertz by

©, = 2nf, (1.61)

Atthe receiver, the transmitted information embeddedin the RF carrier must be recovered. When

the receiver uses knowledge ofthe phaseof the carrier to detect the signal, the processis called
coherentdetection; otherwise, the process is known as non-coherent detection. The advantage of
non-coherent detection over coherent detection is reduced complexity at the price of increased
probability of symbol error (P;).

Whetherthe receiver uses coherent or non-coherentdetection, it must decide which of the possi-
ble digital waveforms mostclosely resembles the received signal, taking into accountthe effects
of the channel. A morerigoroustreatment of commondigital modulation formats and demodula-
tion techniquesis given in Chapter 3 of this book.

Multiple Access Techniques
Multiple access refers to the remote sharingof a fixed communication resource (CR), such as a
wireless channel, by a groupof users. For wireless communications, the CR can be thoughtof as
a hyperplanein frequency andtime. The goal of multiple accessis to allow users to share the CR
withoutcreating unmanageableinterferences with eachother.In this section, we review the three
most basic multiple access techniques for wireless communications: frequency division multiple
access (FDMA), time division multiple access (TDMA), and code division multiple access
(CDMA). Other more sophisticated techniques are combinationsor variants ofthese three.

FDMA

In FDMAsystems, the frequency-timeplane is partitioned into non-overlapping frequency
bands. Thetop graph in Figure 1.10 illustrates the FDMAconcept. Each RF carrier in the FDMA
system is assigned a specific frequency bandwithin the allocated bandwidth specified by the



 
Federal Communications Commission (FCC). The spectral regions between adjacent channels

are called guard bands, which help reduce the interferences between channels. Asa result of the
non-linearities of the power amplifier (PA) at the transmitter, signals experience spectral spread-
ing—broadening of the bandwidth ofthe signal. The situation worsen when multiple RF carriers
are present simultaneously in the PA,as in the case with OFDM, and adjacent channelinterfer-
ence may result. Another source of frequency domaindistortions is co-channel interference.

Co-channelinterference results when frequency reuse is employed in wireless communication
systemsas depicted in Figure 1.9. A frequency bandis said to be reused whenit is shared by two
or more downlinks” of the base station. The co-channel reuse ratio (CRR) is defined as theratio

the distance d between cells using the same frequency to the cell radius r. The capacity ofthe cel-
lular network can be increased bysplitting existing cells into smaller cells but maintain the same
d/r ratio. CRR is chosen to provide adequate protection against co-channel interference from
neighboring sites. However, Jakes [12] showsthat the interference protection degenerates in the
presence of Rayleigh fading.

 
FiGuRE 1.9

A macrocell layout using reuse factor of 7.

TDMA

In TDMA,sharing of the CR is accomplished by dividing the frequency-time plane into non-
overlapping time slots which are transmitted in periodic bursts to the satellite. During the period
of transmission, the entire allocated bandwidth is available to an user as illustrated in the middle

graph of Figure 1.10. Time is segmented into intervals called frames. Each frame is further

“The downlink transmission is the communication link originating from the base station and terminating
at the mobile.
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partitioned into user assignabletime slots. An integer numberoftimeslots constitute a burst time
or burst. Guard times are allotted betweenbursts to prevent overlapping of bursts. Each burst is
comprised of a preamble and the messageportion.

FREQUENCY

POWER

FREQUENCY

POWER 
FREQUENCY

FIGURE 1.10

Communication resource hyperplane.

The preambleis theinitial portion of a burst used for carrier and clock recovery andstation-
identification and other housekeeping tasks. The messageportion of a burst contains the coded
information sequence. In some systems, a training sequenceis inserted in the middle of the
coded information sequence. The advantageof this schemeis thatit can aid the receiverin
mitigating the effects of the channel andinterferers. The disadvantageis that it lowers frame
efficiency; thatis, the ratio of the bit available for messages to the total frame length.

A point worth noting is that both FDMA and TDMAsystem performances degrade in the pres-
ence of the multipath fading. Morespecifically, due to the high transmission rates of the TDMA
systems, the time dispersive channel (a consequence of delay spread phenomenon)causesinter-
symbolinterference (ISI). This is a serious problem in TDMAsystems thus requiring adaptive
techniques to maintain system performance.

CDMA

Unlike FDMA and TDMAwhoshareonlyaportion of the frequency-time, CDMAsystems
share the entire frequency-time plane. Sharing of the CR is accomplished by assigning each user
a unique quasi-orthogonal codeasillustrated by the bottom graph of Figure 1.10.
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Generally, CDMAis regarded as an application of direct sequence spread-spectrum techniques;a
technique whereby the information signal is modulated by a high-speed (wideband) spreading
signal and the resulting baseband signal is modulated onto an RF carrier. For digital communica-
tions, pseudonoise or pseudorandom (PN)signals are used as the spreadingsignals. Pseudonoise
or pseudorandomsignals are deterministic signals whosestatistical properties are similar to sam-
pled white noise. At the receiver ina CDMAsystem,the information signal is recovered by cor-
relating the received spread signal with a synchronizedreplica of the spreadingsignal.

Theratio of the code chip rate andthe data rate is called the processing gain GP. The processing
gain represents the amountofinterference protection provided by the code. Sklar [22] demon-
strates that CDMA systems provide immunity to frequency selective fading and interferers by
virtue of correlation property of the codes. Unfortunately, each additional user increases the over-
all noise level thus degrading the quality for all the users. In the next section, we describe the var-
ious impairments caused by the channel on the digital waveform.

Channel Model

In mobile wireless communications, the information signals are subjected to distortions caused

byreflections and diffractions generated by the signals interacting with obstacles andterrain con-
ditions as depicted in Figure 1.11. The distortions experienced by the communicationsignals
include delay spread, attenuation in signal strength, and frequency broadening. Bello [1] shows
that the unpredictable nature ofthe time variations in the channel may be described by narrow-
band random processes. For a large numberof signal reflections impinging at the receiver, the
central limit theorem can be invoked to model the distortions as complex-valued Gaussian ran-

dom processes. The envelope ofthe received signals is comprised of two components: rapid-
varying fluctuations superimposed onto slow-varying ones. When the mean envelopesuffers a
drastic reduction in signal strength resulting from “destructive” combining of the phase terms
from the individual paths, the signal is said to be experiencing afade in signal strength.

Multipath
In this section, we will develop a modelto predict the effects of multipath on the transmitted
communication signal. Multipath is a term used to describe the reception of multiple transmis-
sion pathsto the receiver. As mentioned above, the channel can be accurately described by a ran-
dom process; hence, the state of the channel will be characterized by its channel correlation
function. The basebandtransmit signal s(t) can be accurately modeled as narrowband process
related to information bearing signal x(t) by

s(t) = x(the7?*et (1.62)



 

 
FIGURE 1.11

Multipath scattering in mobile communications.

Underthe assumptions of Gaussian scatters and multiple propagation paths to the receiver, the
channelis characterized by time-varying propagation delays, attenuation factors, and Doppler
shifts. Proakis [21] showsthat the time-variant impulse responseis given by

Cyt) = YO, (ty (NePnMFT— 7, (1.63)

where

* c(T,,t) is the response of the channelat time f due to an impulse applied at time t — tT, (t)
* @,(¢) is the attenuation factor for the signal received on the nth path
* 7,,(t) is the propagation delay for the nth path

* fp, is the Dopplershift for the signal received on the nth path

The Dopplershift from relative motion between the vehicle and the receiver can be expressed as

fp, = Pon) (1.64)
" A

where Vis the relative velocity of the vehicle, A is the wavelength of the carrier, and ¢, is a ran-
dom phase angle uniformly distributed from 0 to 27.

Therefore, the output of the channel is simply the convolution of Equations 1.62 and 1.63, i.e.,



 
z(t) = c(T,,,t) * s(t) (1.65a)

(0) = Fo,(TyeeoHOshe — 7, DePm (1.65b)

an= }B,x{t-1,O]e7 (1.65c)

where

x[t—1,,(t)] = dt — 7, (t)] * x(t) (1.66)

ePRSSoy iao-P2Mt — Sty — 7(t)]# eM@IMHO (1.67)

and f.,, is a Gaussian random process. Notice that the envelope of c(t,,,£), at any instant , exhib-
its a Rayleigh distribution sinceit is the sum of Gaussian random processes. The probability den-
sity function for a Rayleigh fading channel is given by

2

f(D = 2em (1.68)o

A channelwith this distribution is typically termed a Rayleigh fading channel. In the eventthat
there are fixed scatterers andaline of sight (LOS)path to the receiver, the envelope ofc(t, ,¢) has
a Rice distribution whose density is given by

 
Z Z _ Zan?fx(Z)=J1Fe cal (1.69)o o

where [, is the modified Bessel function of the zeroth kind and 77 is the mean dueto the fixed
scatters or LOSpath. In this case, the channelis said to be a Rician fading channel.

Proakis [21] showsthat the autocorrelation function for c(t, t),

A,.(t, At) = E{c(t, tc" (t,t + At)}

can be measuredin practice by transmitting very narrow pulses and cross correlating the received
signal with a conjugate delayed versionofitself. Also, the average poweroutputof the channelis
found bysetting At = 0; i.e., A,(t,0) = A,(t). This quantity is called the multipath intensity pro-
file or the delay power spectrum ofthe channel. The rangeof values of t over which A(T)is
essentially nonzero is called the multipath spreadof the channel, denoted byT,,. The reciprocal
of the multipath spread is a measure of the coherence bandwidth of the channel, i.e.,

B=
1

— 1.70
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Information bearing signals whose bandwidth is small compared to the coherence bandwidth of
the channel experience frequency nonselectiveorflat fading. However,if the information bearing
signals have bandwidth greater than the coherence bandwidth of the channel, then the channelis

said to be frequency-selective. Channels whosestatistics remain fairly constant over several sym-
bolintervals are considered slowly fading in contrast to channels whosestatistics changesrapidly
during an symbolinterval. Such channels are consideredfast fading. In general, indoor wireless
channels are well-characterized by frequency-selective slowly fading channels.

OFDM WLANOverview

Orthogonalfrequency division multiplexing (OFDM)is a promising technique for achieving
high data rate and combating multipath fading in wireless communications. OFDM can be
thought of as a hybrid of multi-carrier modulation (MCM)andfrequencyshift keying (FSK)
modulation. MCM isthe principle of transmitting data by dividing the stream into several paral-
lel bit streams and modulating each ofthese data streams onto individual carriers or subcarriers;
FSK modulation is a technique wherebydata is transmitted on onecarrier fromaset of orthogo-
nal carriers in each symbol duration. Orthogonality amongstthe carriers is achieved by separat-
ing the carriers by an integer multiple of the inverse of symbol duration ofthe parallel bit
streams. With OFDM,all the orthogonalcarriers are transmitted simultaneously. In other words,
the entire allocated channel is occupied through the aggregated sum of the narrow orthogonal
subbands. By transmitting several symbolsin parallel, the symbol duration is increased propor-
tionately, which reduces the effects of ISI caused by the dispersive Rayleigh-fading environment.
Here webriefly focus on describing someof the fundamental principles of FSK modulation as
they pertain to OFDM.Theinput sequence determines whichofthecarriers is transmitted during
the signaling interval, thatis,

s,(t) = Aexp(2nft)T(t/T) (1.71)

where

fth+a i=0,1,...,.N-1 (1.72)

nern={t for -T/I2<t<T/2 (73)0, otherwise

Nis the total numberof subbandcarriers, and T is the symbolduration for the information
sequence.In order that the carriers do notinterfere with each other during detection, the spectral
peak ofeachcarrier must coincide with the zero crossingofall the other carriers as depicted in
Figure 1.12. Thus, the difference betweenthe center lobe andthefirst zero crossing represents
the minimum required spacing and is equal to 1/7. An OFDMsignal is constructed by assigning

CHAPTER 1 |
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parallel bit streams to these subbandcarriers, normalizing the signal energy, and extendingthe bit
duration,i.e.,

N-1

s(n) = 2x)exp(2nfin), for 0Sn<SN;0Si<SN (1.74)i=0

where x,(n) is the nth bit of the ith data stream. Recall from “Discrete Fourier Transform (DFT),”
Equation 1.74 is just the IDFT of x,(n) scaled by A. The output sequence s(n) is transmitted one
symbolat a time across the channel. Prior to transmission, a cyclic prefix (CP) is prepended to
the front of the sequenceto yield s(n). A cyclic prefix is a copy ofthe last part of the OFDM sym-
bol. This makes a portion of the transmitted signal periodic with period N,i.e.,

s(n-m)=s(N+n-—m), for n-msp (1.75)

wherep is length of the CP. Hence,the received signal using vector notation is given by

r(n) = s(n)@h(n) + v(n) (1.76)

where @ denotes circular convolution, h is the channel impulse response vector, andvis the addi-
tive noise vector. Now,if length of CP is longer than the delay spread of the channel, the linear con-

volution in Equation 1.76 becomesa circular one. Note the DFT transform pair for the convolution

theory given Table 1.1 is based on circular convolution. Hence, the demodulated received signal is

R(k) = S(kK)H(k) + V(k) (1.77)

where R,S, and Hf are the respective DFTs of r, s, and h. Henceforth, for notation simplicity,
when Equation 1.76is satisfied, the channel shall be referred to as circulant.

MACfor WLAN Standards

Currently, there are three approved world WLAN standardsthat utilize OFDM fortheir physical

layer specifications, which are listed in Table 1.3, where HiperLAN/2 stands for High Performance

Local Area Network type 2 and MMACstands for Mobile Multimedia Access Communications.

Eachstandard offers data rates ranging from 6 Mbps to 54 Mbpsin the 5 GHz band. The majordif-
ference between the standards is the medium access control (MAC)used by each. IEEE 802.11a

uses a distributed MAC based on Carrier Sense Multiple Access with Collision Avoidance (CSMA/

CA); HiperLAN/2 uses a centralized and scheduled MAC based on wireless asynchronoustransfer
mode (ATM); and MMACsupports both of these MACs.In the remaining portion ofthis section,
brief summaries of these MACprotocols are given. Although we would like to provide a thorough
treatment of each of these MACs, wefocusour attention on the most widely used MAC,the IEEE

802.11 MAC.Further treatmentof this protocol is given in Chapter 6, “Medium Access Control
(MAC)for IEEE 802.11 Networks,”for interested readers.
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FIGURE 1.12

Overlapping orthogonalcarriers.

TABLE 1.3. World Standards for OFDM WLANs

Standard Region of Operation

TEEE 802.11a Europe and North America

HiperLAN/2 Europe and North America

MMAC Japan 

The MACframestructure for HiperLAN/2 shownin Figure 1.13 comprisestimeslots for broad-
cast control (BCH), frame control (FCH), access feedback control (ACH), and data transmission
in downlink (DL), uplink (UL), and direct link (DiL) phases. These control framesare allocated
dynamically depending on the needfor transmission resources. To access the network, a mobile
terminal (MT)first has to request capacity from the access point (AP) in order to senddata.
Accessis granted via the random access channel (RCH), where contention for the sametime slot
is allowed. Downlink, uplink, and direct link phasesconsists of two types of protocol data units
(PDUs): long PDUsand short PDUs. The long PDUs shownin Figure 1.14 have a size of 54
bytes and contain controlor user data. They may contain resource requests, automatic repeat
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request (ARQ) messages, and so on, and they are referred to as the short transport channel
(SCH). The payload is 49.5 bytes and the remaining 4.5 bytes are used for the 2 bits PDU type,

10 bits sequence number(SN), 24-bit cyclic redundancy check (CRC-24). Long PDUsare
referred to as the long transport channel (LCH). Short PDUscontain only control data and have a
size of 9 bytes. Traffic from multiple connections to/from one MTcan be multiplexed onto one
PDUtrain, which contains long and short PDUs. A physical burst shown in Figure 1.15 is com-

posed of the PDU train payload and a preamble andis the unit to be transmitted via the physical

 

 

 

layer.
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The HiperLAN/2 MACframe.

PDU SN CRC

FIGURE 1.14

Format ofthe long PDU.

Preamble PDU Train

Figure 1.15

HiperLAN/2 physical burstformat.
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The MACframe structure for IEEE 802.11a is shown in Figure 1.16. As stated earlier, the IEEE
802.11a uses a CSMA/CAprotocol. An MT must sense the medium forspecific time interval and
ascertain whether the mediumis available. This process is referred as clear channel assessment
(CCA). Algorithms for performing CCA are described in Chapter 2, “Synchronization.”If the
channelis unavailable, the transmission is suspended and a random delay for re-assessing the
channelis assigned. After the delay expires, the MT can access the channel again. Once a packet
has been transmitted, the MT waits for an acknowledgement (ACK) frame. Unlike wireline com-
munications, collisions are undetectable in a wireless environmentsince corruptions of the data
can becausedby either collisions or fading. Thus, an ACK frameis necessary. If an ACK frame
is not received, the MTretransmit the packet. Figure 1.16 showsthe format of a complete packet.
The header contains information about the length of the payload and the transmissionrate, a par-
ity bit, and six zerotail bits. The header is transmitted using binary phased shifted keying
(BPSK), the lowest rate transmission mode,to ensure reliable reception. Therate field conveys
information about the type of modulation and coding rate used in the rest of the packet. The
length field takes a value between 1 and 4095 andspecifies the numberofbytes in the Physical
Layer Service Data Unit (PSDU). Thesix tail bits are usedto flush the convolutional encoder and
terminate the codetrellis in the decoder. Thefirst 7 bits of the service field are set to zero and are

used to initialize the descrambler. The remainingninebits are reserved for future use.

 

 

  
 

Rate|Reserved|Length|Parity] Tail|Service PSDU Tail|Pad
(4 bits)f (1 bit) (12 bits)}(1 bit) (6 bits)] (16 bits) (6 bits)} Bits 
  Preamble Signal Data

12 symbols One OFDM Symbol # of OFDM Symbols

FIGURE 1.16

(PPDU)in 802.1 1a, including the preamble, header, and PSDU.
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At the time this book was published, members of IEEE 802.11 and ETSI/BRANstandard com-
mittees were working to form a global 5 GHz WLANstandard. The task group within IEEE
responsible for the harmonization process is |GSG. The issues being addressed by the committee
are co-existence, interworking, a single global standard, and regulatory issues. Co-existence
issues are focused on frequency sharing and interference robustness. Interworking pertains to the
ability of the two standards to communicate to each other. The new jointly developed global stan-
dard is being developed based on scenarios and application functional requirements. Finally, reg-
ulatory issues are centered around HiperLAN/2 needto restrict the frequency range and power to
be compliant with the FCC regulations; for IEEE 802.11, what additional adoptions are needed
for it to be operable outside of the USA.

Physical Layer Specifications for WLAN Standards
The physicallayersof all the standards are very similar and are based on an OFDM baseband
modulation. A list of the key parameters for the system is listed in Table 1.4. With each of the
standards, OFDM wasselected to combat frequency selective fading and to randomize the burst
errors caused by a wideband fading channel. Selection of the transmission rate is determined by a
link adaptation scheme, a process ofselecting the best coding rate and modulation scheme based
on channel conditions. The WLANstandards, however, do not explicitly specify the scheme.

Data for transmission is supplied to the physical layer via a PDU train. The PDUtrain contains a
sequenceof 1s and Os. Preparation for transmission and data recovery are performed by the func-
tional blocks shown in Figure 1.17. Muxis a serial to parallel operation; demux (demultiplex) is
a parallel to serial operation. It should be noted a length 127 pseudo random sequenceis used to
scramble the data out of the binary source prior to the convolutional encoderalthoughit is not
explicitly shown in the Figure. The purpose of scrambleris to prevent a long sequenceof 1s or
Os. This helps with the timing recovery at the receiver. Besides that, the remaining functions in
the transceiver are unaffected by the scrambling operation.

TABLE 1.4 Key Parameters of the OFDM Standards

Data Rate 6, 9, 12, 18, 24, 36, 48, 54 Mbps

Modulation BPSK, QPSK, 16-QAM, 64-QAM

Coding Rates 1/2, 9/16, 2/3, 3/4
Numberof Subcarriers 52

Numberof Pilot Tones 4

OFDM Symbol Duration 4 psec

Guard interval 800 7 sec, 400 7) sec (optional)

Subcarrier Spacing 312.5 kHz

Signal Bandwidth 16.66 MHz

Channel Spacing 20 MHz 
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HiperLAN/2 and JEEE 802.11a standards specify different initialization for the scrambler. The
scrambled data sequence is encoded with a de facto standard (2,1,7) convolutional encoder. The

other rates shown in Table 1.4 are achieved by puncturing the outputof this encoder. Puncturing
involves deleting coded bits from output data sequence such that the ratio of uncodedbits to
codedbits is greater than the mother code. For example, to achieve a 2/3 code rate onebit out of
every four bits is deleted from the coded sequence. Next, the codedbits are interleaved to prevent
error bursts from being fed into the convolutional decoder since the decoder does not work very
well with burst errors. The interleaved coded bits are grouped together to form symbols. The
symbols are modulated with one of the schemegiven in Table 1.4. A BPSK symbolis comprised
of one bit per symbol; a QPSK symbolis comprised of two bits per symbol; a 16-QAM symbolis
comprised of four bits per symbol; and a 64-QAM symbol is comprised of6 bits per symbol. The
interested reader is referred to Chapter 3 for moredetails on modulation scheme mentioned here.
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FIGURE 1.17

A simplified block diagram of the IEEE 802.11a transceiver.

The modulation symbols are mappedto the subcarrier of the 64 point IDFT, hencecreating an
OFDMsymbol. Note that because of bandwidth limitations, only 48 subcarriers are used for
modulation andfour subcarriers are reserved for pilot tones.The remaining 12 subcarriers are not
used. The pilot tones are usedat the receiver to estimate any residual phaseerror. The output of
the IDFT is converted to a serial sequence and a guardinterval or CP is added. Thus,total dura-
tion of the OFDM symbolis the sum of the CP or guard durationplusthe useful symbol duration.
The guard or CP is considered overhead in the OFDM framealong with the preamble. After the
CP has been added,the entire OFDM symbolis transmitted across the channel. Aslong as the

 rer
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duration of the CP is longer than the channel impulse response,ISI is eliminated, whichis evi-

dent from Equation 1.77 in the previous section.

After the CP has been removed,the receiver is responsible for performing the inverse operations
of the transmitter in reverse order. Before any receiver algorithms can be employed, timing must
first be recovered; that is, the system clock at the receiver must become synchronized with thatat

the transmitter while taking into account the delay associated with propagation across the chan-

nel. Chapter 2 providesa full treatment of synchronization algorithms used to recovery timing in

OFDMsystems.

In addition to timing recovery, the receiver must also compute automatic gain control (AGC) for
the A/D converter. The purpose of the AGCis to maintain a fixed signal powerto the A/D con-
verter to prevent signals from saturating or clipping the output of the A/D converter. Since

OFDMis a frequency domain modulation technique,it is essential to have accurate estimates of
the frequency offset, caused by oscillator instability, at the receiver. It is obvious from Equation
1.77 that channel estimation is needed as well to demodulate the symbols. Training sequences are

provided in the preamble for these specific functions mentioned above. To reduced the uncer-
tainty in the channel estimation, two OFDM symbols containing training sequencesare provided:
short training and longtraining. The short training is used to provide coarse and fine estimation
of time and frequency errors. The long training sequenceis used to estimate the channel impulse

response or channel state information (CSI). With the CSI, the received signal can be demodu-
lated, de-interleaved, and fed to a Viterbi algorithm for decoding. Asfar as the physical layer

specifications are concerned,there are only a few minor differences between the standards. These
differences are

* HiperLAN/2 uses extra puncturing to accommodatethe tail bits in order to keep an integer
number of OFDM symbols in 54 byte packets required for ATM transmission. For exam-

ple, the 16-QAM mode of HiperLAN/2 uses a rate 9/16 convolutional encoderrather than
the rate 1/2 convolutional encoder used by IEEE 802.11a and MMAC. Therate 9/16 is gen-

erated by puncturing 2 out of every 18 codedbits.

HiperLAN/2 usesdifferent training sequences. The longtraining is the same as IEEE
802.11, but the preceding sequence ofshort training symbols is different. A downlink
transmission starts with 10 short symbols as IEEE 802.11, but the first 5 symbols are differ-

ent in order to detect the start of the downlink frame. Uplink packets may use 5 or 10 iden-
tical short symbols, with the last short symbolinverted.

* HiperLAN/2 has an optional mode that uses a 400 77 sec cyclic prefix.

Single Carrier Versus OFDM Comparison
We conclude this chapter with a comparison of single carrier systems versus OFDM systems

with the same data rate. The main difference between the systemsare their robustness to fading
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and synchronization errors—both frequency and timing. Under the assumptionofperfect syn-
chronization, the performanceofa single carrier system and an OFDMsystem is equivalent for
AWGNandflat or frequency non-selective channels. Consider a received signalfor a single car-
rier system

r=Y¥s,+n(i), OSiSL-1 (1.78)

where Yis a complex random variable, s, is the baseband representation of the ith modulation
symbol, and n, is complex additive white Gaussian noise sample in the ith signal interval. The
equivalent OFDMreceived signal for a circulant channelis

R.=yS,+V, OSkSL-I (1.79)

where R,, X,, and N, are the frequency domain representationsof 7;, x,, and n, respectively.
Since the noise powerof n, and N, are equivalent by Parseval’s Theorem [7, 10, 18], there is no
inherent advantage in detecting the signal using either Equation 1.78 or Equation 1.79. Now,con-
sider reception ofa signalovera circulant frequency-selective channel. For the single carrier sys-
tem, the received signal becomes

r(i) = (i) ® s(é) + n@) (1.80)

where

FO =[hstaestil

TO =[Yie ViseVp],
S(i) = [5;55:15°°) Sti I

n(i) = [Retiree Mea)’

and ¢ denotes vector transpose. To recovers,, the single carrier system requires an equalizerg(i)
to compensate for the channeleffect. The equalizer performs deconvolution onthe received sig-
nal, i.e.,

Ieq(i) = a) ® rd) = g) ® (TW®s(i) + ni)
r,, (i) = s() + T@)® nla) (1.81)

In practical systems, the equalizer does not perfectly inverse the effects of the channel, there is
always someresidual error €(1),

Teg (i) = S@) + T@) @ ni) + E(i) (1.82)
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In addition to the residual error term é€(i), the deconvolution processcorrelates the noise samples
and enhancesthe noise amplitude in some samples. Further discussion of equalization shall be

limited since equalization is well researched in theliterature. An excellent text [11] summarizes
some of the popular equalization techniques used in systems. In comparison, the OFDM system
performs equalization in the same manneras the case of the frequency non-selective channel,i.e.,

R(k) = T(k)S(k) + V(k) (1.83)

Rg (k) = S(k) +P(k)V(k) (1.84)

where

.
Pk) = [UUispsi]

Equalization in OFDM systemsis subject to the same impairments such as residual error and
noise enhancementas the single carrier system; thus, theoretically, the two systems have equiva-

lent performance. Yet, the complexity of the equalizer for the OFDM system is substantially less
than that for the single carrier system. The reason is that OFDM systems employ a bank of
single-tap equalizers while single carrier systems employ multi-tap equalizers. Further, the com-
plexity of the equalizer grows as the square of the numberoftaps.

Synchronization Errors
Synchronization errors can be either timing, frequency, or both. The single carrier system is
much moresensitive to timing errors than the OFDM system. Onthe other hand, the OFDM sys-

tem is more sensitive to frequency errors. In the paragraphsto follow, the synchronization error
performance for both systems will be examined.

Timing Errors
Even with the training interval, the demodulator reference circuitry may not be able to recover

completely the timing at the transmitter. When the receiver is not symbol synchronizedto the
incoming data stream, the SNR at the output of the detection filter is degraded. In other words,

for a particular sampling time 7,,inq)» the output SNR is given by [22]

¢ = A(t)/A(O) (1.85)

where A is the autocorrelation function and 7 is the delay between the optimum sampling

instance T,,jinqj and the associated symboltiming for the received signal. Note that the parameter
tis random variablesinceit is estimated in the presence of noise and the variability of 7 is usu-

ally referred to as timing jitter. The two special cases of interest, baseband time-limited signals
and band-limited signals with normalized autocorrelation functions [26], are shown in Equations

1.86 and 1.87, respectively,
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A(t) = p _ ft] (1.86)Symbol

A(t) = +(eae2) (1.87)N\ sin(nWr)

where W is the bandwidth of the band-limited signal. For the purposeof our discussion,the sin-
gle carrier system is best described as a band-limited signal while the OFDM system is best
described as a time-limited signal. For single carrier systems, the timing error or jitter manifests
as a noisy phase reference for the bandpasssignal. In the case of OFDM systems,pilot tones are
transmitted along with the data bearing carrier to estimate residual phase errors. Chapter 2 out-
lines algorithmsfor estimating residual phase and compensation forthe distortion. The single
carrier system doesnot have a mechanism to achieve this compensation. The degradation result-
ing from phaseerror is developed later in this section.

Effects of Frequency Errors
Whenthereis relative motion between the transmitter and receiver, a Dopplershift of the RF car-
rier results and introduces a frequencyerror. Also, there can be a residual frequency error caused
by frequency instabilities in the oscillators at the transmitter and receiver. In either case, there are
well-knowncarrier recovery schemeavailable for single carrier system such as a first order Costa
loop [5]. The interested reader is encouraged to review [2], for more details. The important result
is that althoughthecarrier is recovered, the phase may be unknown and random.

Effects of Noisy Phase References
Theeffects of noisy phase references on the performanceof the demodulatoris developed in this
section. We limit our treatment to binary phase shift keying (BPSK), quaternary phaseshift key-
ing (QPSK) modulation, and offset-QPSK. Considerfirst the basebandrepresentation of a BPSK
signal received in additive Gaussian noise

r(t)=V2»a,h(t — nT) cos@,t + v(t) (1.88)

where the signal amplitude has been normalized for unity power, A(t) is the pulse shapingfilter
used at the transmitter, a, refers to the binary digit transmitted in the nth interval, and y(t)is the
additive white Gaussian noise component.In general, (rf) can be any band-limited shapingfilter;
however, for the sake of simplicity, we considera finite duration unity amplitude rectangular
pulse defined over the interval (0, 7]. The receiver provides a reference carrier

R(t) = V2 cos(@,t + 0) (1.89)
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where 0 is the phase error. Multiplying Equation 1.88 by Equation 1.89 and ignoring double-fre-
quency termsyields

y(t) = ORO= }a,h(t - nT) cos+ VNR) (1.90)n

For the case of rectangular pulse shaping, the optimum matched filter is an integrate and dump,
and its output correspondingto the nth bit is

LTT ar =a, cos6 +2 [uyRinarWn(T) = = I, y(Nat = a, cos + =Jroro (1.91)
The noise componentof Equation 1.91 can be shown to be Gaussian with zero mean and variance

o’ = N,/2. The probability of error P,(@) conditioned on 6is easily derived and equal to

P,(0) = | [2% cso] (1.92)No

where Q is complementary error function. The averageerrorrate is obtained by integrating

PF, (9), ie.,

Papsx = |Py(8),(0)08 (1.93)
where (0) is the pdfof @. For the case of timing jitter, the phase error is modelled as a uniform
distribution between [—@,At,,-@,At,], where At, and Af, are the minimum and maximum tim-
ing errors, respectively. The average error rate must be evaluated numerical. Forfirst order Costa
loops, Viterbi showed in [26] that the pdf with an unmodulatedcarrier inputis given by

exp(a@ cos 8)
2nIy(a) (1.94)f(8) =

where ais the phase reference signal-to-noise ratio (SNR) and [,(a) refers to the modified
Bessel function of order zero and argument o. For large SNR, Equation 1.94 is well approxi-

mated by

exp[a(cos 0 — 1)]
(on / oy? (1.95)f(0) =

Next, we consider a noisy phased corrupted QPSKsignal. Recall that for QPSK,data is transmit-
ted on quadrature channels;thus, the receiver must provide two local references
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RO = V2 cos(@,t +0)
1.96Ro(t) = V2 sin(a,t +60) (1.96)

for the receiverfilters. For any nonzero phaseerror 0, each channelinterferes with the other. An
analysis similar to that for BPSK showsthatthe conditional error for QPSKis given by

P,(0) = vata| [7#2 (cosa +sina| + d [2cose +sin| (1.97)No No

With offset QPSK one channelis offset with respect to the other channel by T, whereTis the bit
duration. Asa result,a transition in one channel occursat the midpointof the signaling interval of
the other channel. So, if a data transition occurs, the mutual interference from the first half inter-

val exactly cancels the interference from the second half interval. If no transition occurs, the
interference remains constant and the conditional is the sameas that for QPSK.Thus, the condi-
tional error rate for offset QPSK is

 
Fo(8) = 1/2[P, (0) + F,()] (1.98)

For OFDM systems, the frequencyoffset error must be estimated with training sequence. Unfor-
tunately, a residual frequency error might exist even after frequency correction has been applied.
In the following development, we qualify the effects of frequencyoffset error in OFDM systems.
Since the sampled output of the (1,Q) match filters are sufficientstatistics for the receiver,it is
instructive to examine these in the presence of frequencyerrors. Again assuming notimingerror,
the noiseless output values of the I channel and Q channel matchfilters are

y, = JE,h(cos[2nAft + O))|nr
y? = JE,h(sin[2nAft + 0)|,<nr

Fortime-limited signals or rectangular pulse shaping, A(t) is an integration over one symbol
period. Hence, the expressions in Equation 1.88 expand to

(1.99)

 | T

yl = = [costanay + O]ot
° (1.100)T

y2 = I sin(2nAft + 6]0
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which have closed form solutions

yl = (B[eeenecos [Cteoseeamint27tA, 2TA,

yn 9 yn (1.101)1—cos(2nAfT)] cos sin(27AfT) sin 610 = Jf|Uacost2nafr)|cos@ ,sin2nafr)sind
2nAfT 2nAfT

Thus, the signal powerat the output of the matched filters is

Z=(y!) +(y2) (1.102)

whichsimplifies to

sin(2nAfT) [1 —cos(2nAfT)]
Z = E,| ————|_ + £,| ——————>-

2nAfT 2nAfT

2-=E,2=2eos2nAjT) (1.103)
(2nAfT)

: 2

Z=E, sin(2nAfT)
TAT

Hence,the degradation of the signal due to a frequency error of Afhertz is

sin(nAfT) \
L(Af) =|—-—— (1.104)

TAT

Equation 1.104 can also be used to compute the intercarrier interference (ICI) from adjacent car-
riers. Thus, frequency offset errors not only result in a loss in SNR,but also create ICI, which can
severely degrade the performance of the system.

To summarize, single carrier systemsare fairly robust to frequency offset errors and are more

appropriate for mobile environments that experience large frequency offset errors. Yet, the per-
formanceof single carrier systems is degraded as a result of SNR loss caused by timing errors. In
constrast, OFDM systemsare fairly robust to timing errors comparedto single carrier systems,

yet their performanceis similarly affected by the loss in SNR caused by frequencyoffseterrors.
Intuitively, this is easily understood from the fact that the OFDM symbolduration is N times
longer thanits single carrier counterpart operating at the same data rate. In terms of fading, the
performancesof the two systems are similar. The complexity of the equalizer for single carrier
systems, however, is much greater than OFDM systems.



CHAPTER1

Bibliography
[1] P.A. Bello, “Characterization of randomly time-variant linear channels,” JEEE Trans. on

Communication Systems, vol. CS-11, Dec. 1963.

[2]. K. Bhargava, D. Haccoun,R. Matyas,and P. P. Nuspl, Digital Communications by Satel-
lite: Modulation, Multiple Access, and Coding. Krieger Publishing Company,1991.

 
[3] R.W. Chang, “Synthesis of band-limited orthogonalsignals for multichannel data transmis-

sion, Bell System Tech. Journal, 45:1775-1796, Dec. 1966

[4] E.P Cunningham,Digital Filtering: An Introduction, Houghton Mifflin Company, 1992.

[5] A.N. D’Andrea and U. Mengali, Synchronization Techniquesfor Digital Receivers,
Plenum Press, New York, 1997.

[6] O.Edfors, M. Sandell, J. van de Beek, D. Landstrém,and F. Sjoberg, An introduction to
orthogonalfrequency-division multiplexing, Technical Report, September 1996, Division
of Signal Processing, Lulea University.

[7] D.R. Fannin, W. H.Tranter, and R. E. Ziemer, Signal and Systems: Continuous and
Discrete, MacMillian Publishing Co., New York, 1983.

[8] J. L. Flanagan, M. R. Schroeder, B.S. Atal, R. E. Crochiere, N. S. Jayant, and J. M. Tribo-
let, “Speech coding,” IEEE Trans. on Commun., COM-27, 1979, pp. 710-737.

[9] S. Hara and J.P. Linnartz, Wireless Personal Communication, No.1-2, Kluwer, 1996.}

[10] M. H. Hayes,Statistical Digital Signal Processing and Modeling, John Wiley & Sons, Inc,
New York, 1996.

[11] S.S. Haykin, Adaptive Filtering Theory: Fourth Editions, Prentice Hall, Inc., Englewood
Cliffs, N.J., 1995.

[12] W.C. Jakes, Microwave Communications, IEEE Press, N.J. 1974.

[13] N.S., Jayant, and P., Noll, Digital Coding ofWaveforms, Prentice-Hall, Inc., Englewood
Cliffs, N.J., 1984.

[14] Cover and Thomas, Elements ofInformation Theory, JohnWiley & Sons, Inc, New York,
1991.

[15] T. J. Lynch, Data Compression Techniques and Applications, Lifetime Learning Publica-
tions, New York, 1985.



Background and WLAN Overview
CHAPTER1

 

[16] E. Lutz, D. Cygan, M. Dippold, F. Dolainsky and W. Papke, “‘The land mobile satellite
communication channel - recording,statistics, and channel model,” IEEE Trans. Veh. Tech.,

vol. 40, no. 2, May 1991.

[17] B. Noble and J. Daniel, Applied Linear Algebra Third Edition, Prentice Hall, Englewood

Cliffs, New Jersey, 1988.

{18] A.V. Oppenheim and R. W. Schafer, Discrete-Time Signal Processing, Prentic Hall, Engle-
wood Cliffs, New Jersey, 1989.

[19] A. Peled and A. Ruiz, “Frequency domain data transmission using reduced computational
complexity algorithms, In Proc. IEEE Int. Conf. Acoust., Speech, Signal Processing, pp.
964-967, 1980.

[20] A. Papoulis, Probability, Random Variables, and Stochastic Processes, 2nd Edition,
McGraw-Hill, 1984.

[21] J. G. Proakis, Digital Communications Fourth Edition. New York, McGraw-Hill, 2000

[22] B. Sklar, Digital Communications: Fundamental and Applications, Prentice Hall, Engle-
wood Cliffs, New Jersey, 1988.

{23] B.R. Saltzberg, “Performance of an efficient parallel data transmission system,” IEEE
Trans. on Commun., COM-15(6), Dec., 1967, pp. 805-811.

[24] J.D. Terry, Blind Adaptive Array Techniquesfor Mobile Satellite Communications, UMI

Company, Ann Arbor, MI, 1999.

[25] A.J. Viterbi, and J. K. Omura, Principles ofDigital Communication and Coding, McGraw-

Hill Book Company, New York, 1979.

[26] A.J. Viterbi, CDMA:Principles ofSpread Spectrum Communication. Addison Wesley

Publishing Company, 1996.

[27] ETSITS 101 761-1 V1.2.1 (2000-11), Broadband Radio Access Networks (BRAN);

HIPERLANType 2; Data Link Control (DLC) Layer; Part 1: Basic Data Transport Func-
tions

[28] ETSITS 101 761-2 V1.2.1 (2001-04), Broadband Radio Access Networks (BRAN);

HIPERLAN Type 2; Data Link Control (DLC) Layer; Part 2: Radio Link Control (RLC)
sublayer

{29] ETSITS 101 475 V1.2.2 (2001-02), Broadband Radio Access Networks (BRAN); HIPER-

LAN Type 2; Physical (PHY)layer



 



Synchronization 
| CHAPTER 2

Synchronization is an essential task for any digital communication system. Without accurate syn-
chronization algorithms,it is not possible to reliably receive the transmitted data. From thedigi-
tal baseband algorithm design engineer’s perspective, synchronization algorithms are the major
design problem that has to be solved to build a successful product.

OFDMisused for both broadcast type systems and packet switched networks, like WLANs.
These two systems require somewhatdifferent approach to the synchronization problem. Broad-
cast systems transmit data continuously,so a typical receiver, like European Digital Audio
Broadcasting (DAB)orDigital Video Broadcasting (DVB) system receivers, can initially spend a
relatively long time to acquire the signal and then switch to tracking mode. Spethet al. [24] and
[25] analyze synchronization techniques for broadcast receivers. On the other hand, WLAN sys-
tems typically have to use so called “single-shot” synchronization; that is, the synchronization
has to be acquired during a very short timeafter the start of the packet. This requirement comes
from the packet switched nature of WLAN systems and also from the high data rates used. To
achieve good system throughput, it is mandatory to keep the receiver training information over-
head to the minimum.Tofacilitate the single-shot synchronization, current WLAN standards
include a preamble, like the IEEE 802.11a [9] preamble shown in Figure 2.4 or the various
HiperLAN/2 [7] preambles shownin Figure 2.7, in the start of the packet. The length andthe
contents of the preamble have beén carefully designed to provide enough information for good
synchronization performance without any unnecessary overhead.

The OFDM signal waveform makes most of the synchronization algorithms designed for single
carrier systems unusable,thus the algorithm design problem hasto be approached from the
OFDMperspective. This distinction is especially visible on the sensitivity difference to various
synchronization errors between single carrier and OFDM systems. The frequency domain nature
of OFDMalso allowsthe effect of several synchronization errors to be explained with the aid of
the properties of the Discrete Fourier Transform (DFT). Another main distinction with single car-
rier systemsis that many of the OFDM synchronization functions can be performedeither in
time- or frequency-domain.This flexibility is not available in single carrier systems. The trade-
offs on how to perform the synchronization algorithms are usually either higher performancever-
sus reduced computational complexity.

Thescopeof this book is WLAN systems; hence this chapter concentrates on WLAN synchroni-
zation algorithms. Occasionally we commenton differences between WLAN and broadcastsys-
tem synchronization algorithms.

The order ofthe algorithms described in this chapter follows to some extent the order of how an
actual receiver would perform the synchronization. The main assumption usually made when
WLAN systemsare designedis that the channel impulse response does not change significantly
during one data burst. This assumption is justified by the quite short time duration of transmitted
packets, usually a couple milliseconds at maximum andthat the transmitter and receiver in most
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applications movevery slowlyrelatively to each other. Under this assumption mostof the syn-
chronization for WLANreceivers is done during the preamble and need not be changed during
the packet.

Timing Estimation
Timing estimation consists of two main tasks: packet synchronization and symbol synchronization.

The IEEE 802.11 MACprotocolis essentially a random access network, so the receiver does not
know exactly whena packetstarts. Thefirst task of the receiveris to detectthe start of an incom-
ing packet. HiperLAN/2 medium accessarchitecture is a hybrid of both random access and time
scheduled networks. Thus HiperLAN/2 receivers also haveto be ableto reliably detect the start
of incoming packets, withoutprior knowledge.

Broadcast systems naturally do not require packet detection algorithms, because transmission is
always on. However, for a packet oriented network architecture, finding the packets is obviously
of central importance for high network performance.

Packet Detection

Packetdetection is the task of finding an approximate estimate of the start of the preamble of an
incoming data packet. As suchit is the first synchronization algorithm thatis performed, so the
rest of the synchronization process is dependent on good packetdetection performance. Gener-
ally packet detection can be describedas a binary hypothesis test. The test consists of two com-
plementary statements about a parameterofinterest. These statements are called the null

hypothesis, Hp, and the alternative hypothesis, H,- In the packet detection test, the hypotheses
assert whether a packetis present or not. Thetest is set up as shown below.

Hy : Packet not present

H, : Packet present

Theactual test is usually of the form that tests whether a decision variable m, exceeds a pre-
defined threshold Th. The packet detection case is shown below.

Hy: m, < Th = Packet not present

H, :m, 2 Th = Packet present

The performanceofthe packet detection algorithm can be summarized with two probabilities:
probability of detection P, and probability of false alarm Pra. Pp is the probability of detecting a
packet whenit is truly present, thus high P, is a desirable quality forthetest. Pr, is the probabil-
ity that the test incorrectly decides that a packet is present, when actually there is none, thus
Py, should beas small as possible. In general, increasing P, increases P,, and decreasing Pra
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decreases P,, hencethe algorithm designer mustsettle for a some balanced compromise between
the two conflicting goals. The general hypothesis test problem is discussed in several statistical
inference and detection theory books (3, 10].

Generally it can be said that a false alarm is a less severe error than not detecting a packetatall.
The reasonis that after a false alarm, the receiver will try to synchronize to nonexistent packet

and will detect its errorat the first received data integrity check. On the another hand,not detect-

ing a packetalwaysresults in lost data. A false alarm canalsoresult in lost data, in case an actual
data packet starts during the time the receiver has not yet detected its mistake. In this case, the
receiver will not be ableto catch that packet. The probability of this occurring depends on several
issues like the network load andthe timeit takes for the receiver to detect its mistake. In conclu-

sion, a little higher P,,, can be tolerated to guarantee good Pp. In the next sections, we introduce
several approachesto the packet detection test design problem.

Received Signal Energy Detection
The simplest algorithm for finding the start edge of the incoming packet is to measure the
received signal energy. Whenthere is no packet being received, the received signal r, consists
only of noise 7, = w,, When the packetstarts, the received energyis increasedby the signal com-
ponent 7, = s, +w,, thus the packet can be detected as a changein the received energylevel. The
decision variable m,, is then the received signal energy accumulated over some windowof length
L to reduce sensitivity to large individual noise samples.

L-1 L-1 5
m, = Ty-Ta-k => Maat (2.1)

k=0 k=0

Calculation of m,, can be simplified by noting that it is a moving sum ofthe received signal
energy. This type of sum is also called a sliding window. The rationale for the nameis that at
every time instant n, one new value enters the sum and one old valueis disgarded. This structure
can be used to simplify the computation of Equation 2.1. Equation 2.2 shows howto calcute the
moving sum recursively.

Mus =, + [ual —ba-cal (2.2)

Thus the number of complex multiplications is reduced to one per received sample; however,
more memory is required to store all the values of In," inside the window. The responseof this
algorithm is shown in Figure 2.1. The figure shows the value m, for IEEE 802.11a packet with
10dB Signal to Noise Ratio (SNR) andsliding window length L = 32. Thetrue start of the packet
is at n = 500,thusin this case the threshold could be set between 10 and 25. The value of the

threshold defines the P,, and P,, of the test.
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FIGURE 2.1

Received signal energy based packet detection algorithm.

This simple method suffers from a significant drawback; namely, the value of the threshold
depends onthe received signal energy. Whenthereceiveris searching for an incoming packet,
the received signal consists of only noise. The level of the noise poweris generally unknown and
can change whenthe receiver adjusts its Radio Frequency (RF) amplifier settings or if unwanted
interferers go on and off in the same band asthe desired system. When a wanted packet is incom-
ing, its received signal strength depends on the powersetting of the transmitter and onthetotal
path loss from the transmitterto the receiver. All these factors makeit quite difficult to set a fixed
threshold, which could be used to decide when an incoming packetstarts. The next section
describes an improvementto the algorithm that alleviates the threshold value selection problem.

Double Sliding Window Packet Detection
The double sliding window packetdetection algorithm calculates two consecutive sliding win-
dowsofthe received energy. Thebasic principle is to form the decision variable m,, as a ratio of
the total energy containedinside the two windows. Figure 2.2 shows the windowsA and B and
the response of m,, to a received packet. In Figure 2.2, the A and B windowsareconsidered sta-
tionary relative to the packetthat slides over them to the right. It can be seen that when only noise
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is received the responseisflat, since both windowscontain ideally the same amountof noise
energy. Whenthe packet edgestarts to cover the A window,the energy in the A window gets
higher until the point where A is totally contained inside the start of the packet. This point is the
peak of the triangle shaped m,, and the position of the packet in Figure 2.2 correspondsto this
sample index n. After this point B windowstarts to also collect signal energy, and whenit is also
completely inside the received packet, the response of m,, is flat again. Thus the response of m,,
can be thoughtof as a differentiator, in that its value is large when the input energy level changes
rapidly. The packet detection is declared when m, crosses over the threshold value Th.

 
FIGURE 2.2

The response of the double sliding window packetdetection algorithm.

Equation 2.3 showsthe calculation of the A window value and Equation 2.4 the calculation for B
window.

M-1 M-1l

a, = trnti-m = Val (2.3)
m=0 m=0

L L

b, = SD testis = Stil (2.4)

Both a, and b,are again sliding windows,thus the computation can be simplified in the same
recursive manneras for the energy detection window. Then the decision variable is formed by
dividing the value of the a, by b,

m, = <2 (2.5)

A simulated responseof the variable m, is shown in Figure 2.3. The figure is again for the TEEE
802.11a preamble with 10dB SNR.Thefigure clearly shows how the value of m,, does not
dependonthetotal received power. After the peak, the response levels off to the same value as
before the peak, although the received energy level is much higher. An additional benefit of this
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approachis that, at the peak point of m, the value of a, contains the sum of signal energy S and
noise energy N andthe 5,value is equal to noise energy N, thus the value of m,, at the peak point
can beusedto estimate the received SNR. Equation 2.6 is the ratio a,, and b,, at the peak point
and Equation 2.7 is the SNR estimate calculated from theratio.

_ Apeak _S+N | S 
m = —+1 2.6

peak Peak N N
SNR = yea — 1 (2.7)
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FIGURE 2.3

Double sliding window packet detection.

Usingthe double sliding window algorithm is a good approach,if the receiver does not have
additional information about the received data. However, if the receiver does have additional
information, more can be doneasis explained in the following section.

Using the Structure of the Preamble for Packet Detection
A general communications system engineeringprinciple is that the receiver should use all the
available information to its advantage. In the packet detection algorithm, this meansthat the
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knownstructure of the preamble should be incorporatedinto the algorithm. The preambles of
both the IEEE 802.11a and HiperL.AN/2 systems have been designed to help the detection of the
start edge of the packet. The IEEE 802.11a standard gives guidelines on howto use the various
segments of the preambleto perform the necessary synchronization functions. The preamble
structure and the guidelinesareillustrated in Figure 2.4. The parts from A, to Ajg are short train-
ing symbols, that are all identical and 16 samples long. CP is a 32-sample cyclic prefix that pro-
tects the long training symbols C, and C, from intersymbolinterference (ISI) caused by the short
training symbols. The long training symbols are identical 64 samples long OFDM symbols.
However, the guidelinesare not binding requirements of the standard. The design engineer has
the freedom to use any other available method or develop new algorithms.
 

 
  <—_——_—__>

Packet detect, Coarse Frequency Channel Estimation
AGC, Diversity Offset Estimation Fine FrequencyOffset Estimation
Selection SymbolTiming

FIGURE 2.4

The IEEE 802.1 1a standard preamble.”

The structure of the WLANpreamble enables the receiver to use a very simple and efficientalgo-
rithm to detect the packet. The following approach was presented in Schimdl and Cox [21] for
acquiring symboltiming, but the general method is applicable to packet detection. Overall the
method resembles the double sliding window algorithm introducedin the previous section, but it
takes advantage ofthe periodicity of the short training symbols at the start of the preamble. This
approachis called the delay andcorrelate algorithm. The nameandtherelation to the double
sliding window methodisillustrated in Figure 2.5, which showsthe signal flow structure of the
delay and correlate algorithm. The Figure shows twosliding windows C and P. The C windowis
a crosscorrelation between the received signal and a delayed version of the received signal, hence
the namedelay and correlate. The delay zis equal to the period ofthe start of the preamble; for
example, IEEE 802.11a has D = 16, the periodof the short training symbols. The P windowcal-
culates the received signal energy during the crosscorrelation window. The value of the P win-
dow is used to normalizethe decisionstatistic, so that it is not dependent on absolute received

powerlevel.

Thevalue c,, is calculated according to Equation 2.8, and the value of p,, according to
Equation 2.9.

*From IEEEStd. 802.11a-1999. Copyright 1999 IEEE. All rights reserved.
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FIGURE 2.5

Signalflow structure of the delay and correlate algorithm.

L-l
*

Cn = Ttk ntk+D (2.8)
k=0

L-l

Pn =DInvksDlntk+D = ShtkeDl (2.9)k=0

Then the decisionstatistic m, is calculated from Equation 2.10

leak
m, = 7 (2.10)

(Pp)

c, and p, are again sliding windows,so the generalrecursive procedure can be used to reduce
computational workload.

Figure 2.6 shows an exampleof the decisionstatistic m,, for IEEE 802.11a preamble in 10dB
SNR.Theoverall responseis restricted between [0, 1] and thestep atthe start of the packetis very
clear. The difference of the response to the doublesliding window response in Figure 2.3 can be
explained with the behavior of the c,, value. Whenthe received signal consists of only noise, the
output c,, of the delayed crosscorrelation is zero-mean random variable, since the crosscorrela-
tion of noise samplesis zero. This explains the low level of m,, before the start of the packet.
Oncethe start of the packet is received, C, iS a crosscorrelation of the identical short training
symbols, which causes m,, to jump quickly to its maximum value. This jump gives a quite good
estimate of the start of the packet.
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FIGURE 2.6

Responseof the delay and correlate packet detection.

Exercise 1 The simulation tool implements the delay- and correlate packet detection algo-
rithm. Write a Matlab scriptfor the double sliding window algorithm and compareits perfor-
mancewith the original algorithm.

HiperLAN/2 Preambles
HiperLAN/2 hasbeen designed with several different preambles,in contrast to the IEEE 802.11a
that has only one preamble. Therationale for HiperLAN/2’s several preamblesis the different
MACarchitecture of HiperL.AN/2. The centralized control approach of HiperLAN/2 enables
some optimizationsof the preamble design; namely, the preamble length is variable. This reduces
overhead for some packets, which in turn increases system capacity. The different preamble
structures of HiperL.AN/2 are shown in Figure 2.7. Theletters inside the figure designate differ-
ent waveformsthat are used during the preamble, the J preceding a letter means that the signal is
inverted; for example IA is equal to —A. Preamble(a) is used for broadcast packets from the
Access Point(AP);it is a full-length structure,since all the stations have to be able to receive the
packet. The preamble (b) is a downlink preamble; it does not contain the short training symbols,
becausetheall the stations know the starting point of the packet and frequency synchronization
information. Preamble (c) is intented for general uplink use. Preamble (d) can be used instead of
(c), if the AP supports it. The main reasonfor the longer (d) preambleis a possibility to use
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switch antenna diversity, this technique is discussed in moredetail in Chapter4, “Antenna Diver-
sity.” The longer short training symbolsection allowsthe receiver to measure the received signal
powerfor two antennasbefore the long training symbols, and make a decision of which antenna
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FIGURE 2.7

Different preambles of the HiperLAN/2 standard.”

The different patterns for the short training symbols, when used with the delay and correlate
algorithm,allow the receiverto distinguish betweenthe different types of bursts. The response of
m,, to preambles (c) and (d) is the same as for the IEEE 802.11a preamble, and is shown in Figure
2.8 (b). The response to preamble (a), however,is a zig-Zag curve as the windowsslide through
multiple sections A, IA, B, and BI,this is shown in Figure 2.8 (a). This zig-zag response desig-
nates the broadcast packets that every station should decode. However,if a station receivesa flat
response,andit is not expecting a packet, decoding is not necessary.

Symbol Timing
Symboltiming refers to the task of finding the precise moment of when individual OFDM sym-
bols start and end. The symboltiming result defines the DFT window;i.e., the set of samples
used to calculate DFT of each received OFDM symbol. The DFT result is then used to demodu-
late the subcarriers of the symbol. The approach to symbol timing is different for WLAN and
broadcast OFDM systems. A WLANreceiver cannot afford to spend any time beyond the pream-
ble to find the symbol timing, whereas a broadcast transmission receiver can spend several sym-
bols to acquire an accurate symboltiming estimate.

*© ETSI 2000. Furtheruse, modification, redistributionis strictly prohibited. ETSI standards are avail-
ablefrom publication @ etsi.fr and http://www.etsi.org/eds/home.him.
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FIGURE 2.8

Response ofdelay and correlate to HiperLAN/2 preambles (a) and(d).

Symbol Timing for a WLAN Receiver
WLANreceivers have knowledge of the preamble available to them, which enables the receiver
to use simple crosscorrelation based symbol timing algorithm. After the packet detector has pro-
vided an estimate of the start edge of the packet, the symboltiming algorithm refines the estimate
to sample level precision. The refinementis performedby calculating the crosscorrelation of the
receivedsignal r, and a knownreference t,; for example, the end ofthe short training symbols or
the start of the long training symbols,to find the symboltiming estimate. Equation 2.11 shows
howto calculate the crosscorrelation. Thevalue of m that corresponds to maximum absolutevalue
of the crosscorrelation is the symbol timing estimate.

L-l 2

7, = arg max|> taste (2.11)k=0

In Equation 2.11, the length L of the crosscorrelation determines the performanceofthe algo-
rithm. Larger values improve performance,butalso increase the amount of computation required.
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In hardware implementations,it is possible to use only the sign of the reference and received
signals, effectively quantizing them to one-bit accuracy. This greatly simplifies the hardware
implementation,since no actual multiplications are necessary. Figure 2.9 shows the output of the
crosscorrelator that uses the first 64 samplesof the long training symbols of the IEEE 802.11a
standard as the reference signal. The simulation was run in Additive White Gaussian Noise

(AWGN) channel with 10dB SNR.Thehigh peak at n = 77 clearly shows the correct symbol
timing point.

  
Sample index n

FIGURE 2.9

Response of the symbol timing crosscorrelator.

Optimization of Symbol Timing in a Multipath Channel
The performanceof the symboltiming algorithm directly influencesthe effective multipath toler-
ance of a OFDM system. Characteristics of multipath channels were introduced in Chapter 1,
“Background and WLANOverview.” An OFDMreceiver achieves maximum multipath tolerance
when symboltimingis fixedto the first sample of an OFDM symbol. Figure 2.10 showsthree
consecutive OFDM symbols, their respective cyclic prefixes (CP), and the effect of symboltim-
ing on the DFT window.The ideal timing for symbol 2 is shown as the ideal DET window in
Figure 2.10 (a). In this case the DFT window does not contain any samples from the CP, hence
the maximumlength of the channel impulse response (CIR)that does not cause intersymbol
interference (ISI) is equal to the CP length. This is the maximum possible ISI free multipath
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length for an OFDM system.In practice,it is impossible to fix the symboltiming pointperfectly
to the first sample of the OFDM symbol. There will always be some variability in the symbol
timing estimate around its mean value. In addition to the ideal symbol timing, Figure 2.10 (a)
showsthe probability density function (PDF)ofa realistic symboltiming estimate with the mean
value equal to the ideal symbol timing. The PDF showshowthe actual symboltiming estimate
can be before orafter the ideal value. The effect on the DFT window is shown as the DFT win-

dow range; thatis, the range within which the DFT windowwill fall. When the symboltiming
point is estimated before the ideal value, the start of the DFT window will contain samples from
the CP and thelast samples of the symbolare not used at all. This case does not causeserious
problems, because the CPis equalto the last samples of the symbolthe circular convolution
property of DFT isstill satisfied as shown in Equation 1.74.It is possible that someISI is caused
by the early symboltiming estimate, if the CIR is long enoughto reachthe first samples ofthe
DFT window. For a properly designed OFDM system, the amountof this interference is negligi-
ble, because the last taps of the CIR are small. Next consider the case when the symboltiming
estimate is after the ideal value. In this case, the start of the DFT window will beafterthefirst

sample of the symbol and the last samples are taken from the beginning of the CP ofthe next
symbol. For example, in Figure 2.10 (a), this would mean the the DFT window for symbol 2
would contain samples from the CP 3. Whenthis happens, significant ISI is created by the sam-
ples form CP of the next symbol. Additionally the circular convolution property required for the
orthogonality of the subcarriers is no longertrue, henceintercarrier interference is generated. The
end result of a late symboltiming estimate is a significant performanceloss. Fortunately, there is
a simple solution for this problem. Since early symbol timing doesnotcreate significant prob-
lems, the mean value of the symbol timing pointcanbe shifted inside the CP. This is shownin
Figure 2.10 (b). After the shift, the PDF of the symboltiming estimate is entirely contained inside
the CP 2, hence the DFT range is also within CP 2 and symbol2. This means that the circular
convolution is preserved andnoISI is caused by the samples from CP 3. The optimal amount of
the shift depends on the OFDM system paremeters and the performanceof the symboltiming
algorithm. A rule of thumb for an IEEE 802.11a system is 4-6 samples. The drawback ofthe shift
of the mean symbol timing point is reduced multipath tolerance of the OFDM system.The shift
effectively shortens the CP by the amountofthe shift, because some samplesof the CP are
always used for the DFT window. This means that a CIR shorter that the CP can cause ISI; how-
ever, aS was mentionedearlier, the last taps of the CIR are quite small, so the effect on perfor-
manceis not serious. Nevertheless the OFDM system designer should keep the symboltiming in
mind and put some samplesin to the CP in addition to the maximum expected CIR length.
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FIGURE 2.10

Effect ofvariance in symbol timing.

Exercise 2 The simulation tool allows you to change the amountofthe symboltiming shift.
Experimentwith different values with a multipath channel model, and observe the performance
difference.

In a multipath environment, the symboltiming can be further optimized,if an estimate of the
multipath taps h,, of the channel impulse responseis available to the receiver. This approachis
discussed in moredetail in [15]. Figure 2.11 shows a sample ofa channel impulse response. In
the sample, the strongest tap occurs several taps later than the first one. The crosscorrelation sym-
bol timing estimator would pick the strongesttap 3 as the timing point; however, this will mean
that the taps 0 to 2 will not contribute to the signal energy inside the DFT window. This means
that somesignal energy is lost due to the symboltiming estimate. This loss can be recovered by
changing the timing point such that the energy of /,, inside the DFT window is maximized. For
the CIR sample in Figure 2.11, this would mean shifting the timing pointto theleft to cover the
taps that occur before the strongest tap.
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A sample ofa channel impulse response.

Continuous Transmission System Symbol Timing
The different symbol timing algorithms for continuous transmission receivers can coarsely be
divided into data-aided and nondata-aided methods. To facilitate data-aided methods broadcast

OFDMsystemslike DVB,periodically insert known training symbols into the transmitted signal.
These symbolsare called pilot symbols. The nondata-aided methodsusethecyclic prefix struc-
ture of OFDM waveform to perform symboltiming. In this sense, they are similar to the pream-
ble structure packet detection algorithm; the algorithm presented in Schimdl and Cox [21] was
developed for symboltiming, but the approach couldalso be used packet detection. Several
authors have investigated symbol timing based on the cyclic prefix [1, 2]. Okadaetal. [16]
develop a technique for jointly estimating the symboltiming and frequency offset of the received
signal. The underlying themein all these techniquesis the use of correlation to detectthe repeti-
tion of the cyclic prefix in the received signal.

Sample Clock Tracking
A quite different timing estimation problem is tracking the sampling clock frequency. Theoscil-
lators used to generate the Digital to Analog Converter (DAC) and Analog to Digital Converter
(ADC) samplinginstantsat the transmitter and receiver will never have exactly the sameperiod.
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Thus the sampling instants slowly shift relative to each other. The problem has been analyzed by
several authors [6, 11, 17, 19].

The sampling clockerror has two maineffects: A slow shift of the symbol timing point, which
rotates subcarriers, and a loss of SNR dueto the intercarrier interference (ICI) generated by the
slightly incorrect sampling instants, which causesloss of the orthogonality of the subcarriers. In
[23] the normalized sampling error is defined as

 
_I’-T 127 (2.12)ta

where 7 and T’are the transmitter and receiver sampling periods, respectively. Then the overall
effect, after DFT, on the received subcarriers R,, is shown as

Ry =e™a'7X,, sine (kt, Hy, + Wy + N,, (1k) (2.13)  
where / is the OFDM symbolindex,k is the subcarrier index, J, and T, are the duration of the
total OFDM symbolandthe useful data portion, Wie is additive white noise and the last term
N,, (1,k) is the additionalinterference due to the sampling frequency offset. The powerof the last
term is approximated by

x 2
f= > (kt,) (2.14)

hence the degradation growsas the square ofthe productofthe offset t‘4 and the subcarrier index
k, This meansthat the outermost subcarriers are most severely affected. The degradation can also
be expressed directly as SNR lossin decibels. The following approximation [19] is derived

2

D, = 10logyo| 1+ =“. (kt, )? (2.15)
3 Ny

WLAN OFDMsystemstypically have relatively small numberof subcarriers and quite small ¢,,
hence kt, « 1, so the interference caused by sampling frequency offset can usually be ignored.
Equation 2.13 also showsthe more significant problem caused by the offset, namely the term

; Tt,

eftale (2.16)

This term showsthe amountofrotation angle experienced by the different subcarriers as an
OFDMsignalis received. The angle dependson both the subcarrier index k and the OFDM sym-
bol index J. Hence the angle is largest for the outermost subcarriers and increases with consecu-
tive OFDM symbols. The term ¢, is usually quite small, but as / increases, the rotation will
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eventually be so large that correct demodulation is no longer possible. This necessitates tracking
the sampling frequency offset.

Estimating the Sampling FrequencyError
The majority of the published approaches to estimating the sampling frequencyoffset rely on
pilot subcarriers. Thepilot subcarriers are used to transmit known data,called pilot symbols, that
the receiver can useto perform synchronization functions. Sampling frequencyerror estimation
algorithmsusually assume the pilots to be symmetrically distributed around a middle subcarrier.
The following method was presentedin Spethetal. [25] and Fechtel [6]. The pilot subcarriers are
divided into two sets; C, correspondsto pilots on negative subcarriers, and C, to pilots on posi-
tive subcarriers. The sampling frequency offset is estimated by using the knowledgeofthe linear
relationship between the phase rotation caused by the offset and the pilot subcarrier index. The
received pilot subcarriers, in a simplified form,are

ny Ti

Rip = A,Pye, (2.17)

Thencalculate the rotation of the pilots from one symbolto the next

Zin = RyReig (2.18)

jmkt1 jomkt ,
= AF)pe T|APisce q, (2.19)

2 2 jamke I= — jomkt ay= |Ayl |Pyal ee Te me Or, (2.20)
2; Ts

= Hel Pra el?Maly (2.21)

Next calculate the cumulative phasesof Z,, for the two sets C, and C, as

n= 4 >ae (2.22)keC,

b= 4 Das (2.23)keC2

The sampling frequencyoffset is then estimated by

A 1 7, 1
ts “ ($24 - $11) (2.24)

7 20 T, MiNec, (k) + Maxpec, (k)
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where the normalization factor minkec, (k) + Max;<c, (kK) assumesthatthe pilot indexes k are
evenly distributed.

Correcting the Sampling Frequency Error
Therotation caused by the sampling frequency offset can be corrected with two main
approaches. Namely, the problem can be corrected at its source by adjusting the samplingfre-
quencyof the receiver DAC—thereceiverstructure is shown on top of Figure 2.12. Secondly,the
rotation can be corrected after the DFT processing by derotating the subcarriers, the lower
receiver structure in Figure 2.12. Both of these solutions are analyzed in Pollet et al. [19], where
the first method is referred to as synchronized sampling andthe second as non-synchronized
sampling.
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FIGURE 2.12

Adaptedfrom Polletet. al. [19]: Receiver structures for correcting samplingfrequency error, © 1994 IEEE.

The adjustmentof the clock of the ADC naturally perfectly removes the sampling frequencyoff-
set, provided the estimate of the offset is accurate. In this sense,it is the optimal way of perform-
ing the correction. However, during recentyears, the trend in receiver design has been towardsall
digital receivers, that do not attempt to adjust the sampling clock. Thisis illustrated in the lower
receiver structure in Figure 2.12 by the fixed crystal that controls the ADC.Therationale for this
trend is the desire to simplify the analogpart of the receiver, as the analog componentsare rela-
tively costly compared to digital gates. Hence byusinga fixed crystal, instead of a controllable
one,the numberof analog componentscan be reduced, andas a result the costof the receiver can
be decreased. The non-synchronized sampling receiver in Figure 2.12 (b) shows an additional
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block named “rob/stuff,”’ just after the ADC. This block is required, because thedrift in sampling
instant will eventually be larger than the sampling period. When this happens,the “rob/stuff”’
block will either “stuff” a duplicate sample or “rob” one sample from the signal, depending on
whetherthe receiverclock is faster or slower than the transmitter clock. This process prevents the

receiver sampling instant from drifting so muchthat the symbol timing would beincorrect. The
“ROTOR”block performsthe required phase corrections with the information provided by the
Digital Phase-Locked Loop (DPLL)that estimates the sampling frequencyerror.

Frequency Synchronization
Oneof the main drawbacks of OFDMisits sensitivity to carrier frequency offset. The effect of

carrier frequency error on SNR wasintroduced in Chapter 1, where the main differences between
multicarrier and singlecarrier systems were discussed. The degradation is caused by two main
phenomena:reduction of amplitude of the desired subcarrier and ICI caused by neighboringcar-
riers. The amplitude loss occurs because the desired subcarrier is no longer sampledat the peak
of the sinc-function of DFT. The sinc-function is defined as sinc (x) = sin) Adjacentcarriers
cause interference, because they are not sampled at the zero-crossings of they sinc-functions. The
overall effect on SNR is analyzed in Polletet al. [18], and for relatively small frequencyerrors,
the degradation in dB was approximated by

10

SNRuoss = 31016 (xTf, Fs ap (2.25)
No

wheref, is the frequency erroras a fraction of the subcarrier spacing and T is the sampling
period. The performanceeffect varies strongly with the modulation used; naturally, constellations
with fewer points can tolerate larger frequency errors than large constellations. Figure 2.13 illus-
trates the effect for QPSK and 64-QAM constellations. The figure showsthat the 64QAM,the
largest constellation in IEEE802.11a, cannot tolerate more than 1% errorin the carrier frequency
for a negligible SNR loss of 0.5dB, whereas QPSK modulation can tolerate up to 5% errorfor the
same SNRloss.

The analysis above would seem to indicate that large constellations are exceedingly difficult to
use with an OFDM system. However, keep in mindthat a large constellation automatically
implies higher operating SNR than with a small constellation. This directly improvesthe perfor-
manceof the frequency error estimators, as is shown in Equations 2.41 and 2.57.
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FIGURE 2.13

Symbolerror rate (SER) degradation due to frequency offset at SER = 10“. © 1995 IEEE. Adaptedfrom Daffara and
Adami[5].

In Hsieh and Wei [8], the various algorithms that have been developed to estimate carrier fre-
quency offsets in OFDM systemsare dividedinto three types:

Type 1 Data-aided algorithms; these methodsare based onspecial training information embed-
ded into the transmitted signal.

Type 2 Nondata-aided algorithmsthat analyze the received signal in frequency domain.

Type 3 Cyclic prefix based algorithmsthatusethe inherit structure of the OFDM signal provided
by the cyclic prefix.

For WLANapplications, type 1 is the most important. The preambleallows the receiver to use
efficient maximumlikelihood algorithmsto estimate and correct for the frequency offset, before
the actual information portion of the packetstarts. The algorithms belonging to types 2 and 3 are
better suited for broadcast or continuous transmission type OFDM systems. Owingto the nature
of this book, wewill focus on data-aided frequency synchronization algorithmsin this section.

Time Domain Approach for Frequency Synchronization
Wefirst derive a data-aided maximum-likelihoodestimator that operates on the received time
domainsignal. This method has beenpresented in several papersin slightly varying forms[2,
21). The training information requiredis at least two consecutive repeated symbols. As a note,
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the preamble of the WLANstandardssatisfies this requirement for both the short and longtrain-
ing symbols.

Let the transmitted signalbe s,, then the complex baseband modelof the passband signal y,, is

Yq = Se)ars (2.26)

where f,, is the transmitter carrier frequency. After the receiver downconverts the signal with a
carrier frequency f,,, the received complex basebandsignal r,, ignoring noise for the moment,is

ty _ se)Mans eoFatt, (2.27)

= elie, (2.28)

= 5,¢/fan (2.29)

where f, = f, — fis the difference between the transmitter and receivercarrier frequencies. Let
D be the delay between the identical samples of the two repeated symbols. Then the frequency
offset estimator is developed as follows, starting with an intermediate variable z

L-1

2= nto 2.30)
n=0

L-1 , ; *
= ¥sftans (s,.pert ) (2.31)

n=0

L-t : :
= 5S.permans efARfa (ntYT, (2.32)

n=0

; L-i /
=ePrhePh S's, (2.33)

n=0

Equation 2.33 is a sum of complex variables with an angle proportional to the frequencyoffset.
Finally, the frequencyerror estimatoris formed as

A 1
—— L£ZIs 2nDT,
 

(2.34)

where the “z operator takes the angle of its argument.

Properties of the Time Domain Frequency Synchronization Algorithm
An importantfeature of the present methodis its operating range. The operating range defines
how large frequency offset can be estimated. The range is directly related to the length of the
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repeated symbols. The angle of z is of the form ~2f,DT,, which is unambiguously defined only
in the range [—1, 1). Thusif the absolute value of the frequencyerroris larger than the following
limit

mam |

2nDT, 2DT,

 

[fal = (2.35)

the estimate will be incorrect, since z has rotated an angle larger than m. This maximum allowable
frequencyerroris usually normalized with the subcarrier spacing f,. If the delay D is equal to the
symbollength, then

1 1
-2 2.36SpE at (2.36)

 

Thus the frequencyerror can be at most a half of the subcarrier spacing.It should be notedthatif
the repeated symbols includea cyclic prefix, the delay is longer than the symbollength, and
hence the range of the estimator is reduced.

As an example wecancalculate the value ofthis limit for the IEEE 802.1 1a system for both the
short and longtraining symbols. Forthe short training symbols, the sample time is SOns, and the
delay D = 16. Thus the maximum frequencyerrorthat can be estimatedis

1
= 2.37ta max 2DT, ( )
_ 1

2-16-50-10° (2.38)
= 625kHz

This should be compared with the maximum possible frequencyerrorin an IEEE802.11a system.
Thecarrier frequency is approximately 5.3 GHz,andthe standard specifies a maximum oscillator
error of 20 parts per million (ppm). Thusif the transmitter and receiver clocks have the maximum
allowederror, but with opposite signs, the total observed error will be 40ppm. This amounts to a
frequency error of f, = 40- 10° -5.3-10° = 212kHz. Hence the maximum possible frequency
error is well within the rangeof the algorithm. Now considerthe long training symbols. The only
significant difference is that the delay D = 64is four times longer. Hence the range is

1
= ——_—___. 2.39Sy max 4-2DT, ( )
= 156.25kHz (2.40)

 

 NOWLVZINOUHONAS
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Observethatthis is less than the maximum possible error defined in the standard. Thusthis esti-
mator would not bereliable if only the long training symbols were used.

Beek et al. [2] show that in an AWGNchannelthe estimator tr is a maximum-likelihood estimate
of the frequency offset. Additionally, under the same AWGN assumption, Schimdl and Cox [21]
do an analysis of the performanceofthe algorithm and showthat at high SNR the variance o; of
the estimator is proportional to “

2 1On. ~
fs L-SNR

 
(2.41)

Hence the more samples in the sum,the better the quality of the estimator will be, as one would
expect.

Post DFT Approach to Frequency Error Estimation
Frequencyoffset estimation can also be performed after the DFT processing [14]. As with the
time domain algorithm,at least two consecutive repeated symbols are required. The preamble
structure of WLANstandards has this property during the short and long training symbols, thus
allowing the receiver to perform the frequency error estimation also after the DFT processing.
Following the analysis in Moose [14], a maximum-likelihood frequency error estimator is derived
as follows. The received signal during two repeated symbolsis, ignoring noise for convenience,

1| < j2mn(k+fa)
=F SYXe N n=0,1...,.2N-1 (2.42)k=-K

where X,are the transmitted data symbols, H,, is the channel frequency response for subcarrierk,
K is the total number of subcarriers, and f, is the fractional frequency error normalized to the
subcarrier spacing. Then calculating the DFT for thefirst received symbol, the value of kth sub-
carrieris

N-1 .
—j2akn

Re= doneon k= 0,1,...,N-1 (2.43)
n=0

and the DFT of the second symbolis

 
2N=l  _jonkn
i (2.44)

n=N

N=l ~j2nkn
=) rane N k=0,1,...,.N—-1 (2.45)
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Nowthe crucial observation, from Equation 2.42,is that

1| < j2m(ntN\(k+fy)
Tren =—| Xe (2.46)N k=-K

K ; .
1 j2mn(kt+fy) j2n(k+f,)N

=— >) X,Hye N e N * (2.47)N k=~K

1; <« j2MK+Fg) oc=— SY X.Hevyef 2m(k+fa) (2.48)N k=-K

i| < j2mk+hs)|iong=— SY XHeov eth (2.49)N k=-K

= rel?tla (2.50)

since e/?™* — 1, Equation 2.50 implies that

Roy = Rye™'s (2.51)

Thus every subcarrier experiences the same phaseshift thatis proportionalto the frequency off-
set. Hence the frequency errorcan be estimated from this phase shift. Using an intermediate vari-
able z again

K

z= VR, (2.52)
k=-—K

K

= > Rix (Ryel?*/s ) (2.53)
k=—K

K

=ePla SRRi (2.54)
k=-K

=oS2Kh, : 2=e th SIR,| (2.55)
k=—K

Thus z is a complex variable, for whichthe angle is defined by the frequencyerror. Finally the
estimatoris

* 1
Sy =-—L£2 (2.56)20

which is quite similar in form to the time domain version.
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Properties of the Post DFT FrequencyError Estimation Algorithm
The estimator uses the angle of the complex variable as the basis for the estimate, thus the same
[-2, 7) unique range applies as for the time domain estimator. The frequencyerror f, was defined
as a fractional value normalized to the subcarrier spacing, hence the maximum estimable fre-
quencyerroris again a half of the subcarrier spacing. Otherwise the angle of z will rotate over the
+n limit. This implies that the frequency range is the samefor both the time domain and fre-
quency domain estimators.

A somewhat counterintuitive property of this estimator is that the ICI introducedbycalculating
the DFT ofthe signal with frequencyoffset is actually useful information for the estimator. Thus
there is no performance penalty comparedto the time domain algorithm.In fact, the variance oF
is shown [14] to be proportional to

2 IOn. ~
fs L-SNR

 
(2.57)

which is the sameresult as for the time domain algorithm.

Exercise 3 The simulation tool implements the time domain frequency error estimation algo-
rithm. Write a Matlab scriptfor the frequency domain algorithm and compare the performance
of the algorithms.

Comments on FrequencyError Estimation Algorithms
Figure 2.4 suggests a two-step frequency estimation process with a coarse frequency estimate
performed from the short training symbols anda fine frequency synchronization from the long
training symbols. Therationale for this can be explained with the estimation range of the time
domain algorithm and the post DFT algorithm. As was shown in Equation 2.38,either estimator
couldnotreliably estimate the frequency error only from the long training symbols. The two-step
process wouldthen proceed byfirst acquiring a coarse estimate of the frequencyerror from the
short training symbols, and then correcting the long training symbols with this estimate. The
accuracy ofthe coarse estimate should easily be better than the 156.25kHz rangeofthe estimator
during the long training symbols. Hence a secondestimation step could be done from the long
training symbols to improve the estimate. Whetherthe second step is necessary depends onthe
accuracyofthefirst estimate. If enough data samplesare used to calculate the first estimate from
the short symbols, a satisfactory accuracy can usually be reached. Hence the secondestimation
would be unnecessary.

The main disadvantage of frequency domainestimationis that the DFT hasto be calculated for
both repeated symbols. Comparedto the time domain estimator, the DFT operations mean addi-
tional computations without any advantages. Thus the time domain methodis preferable for a



 
WLAN receiver, which in general has very little time to complete all the necessary synchroniza-
tion functions during the preamble.

Alternative Techniques for Frequency Error Estimation
Hsieh and Wei[8] present a technique to remedy the +0.5 subcarrier estimation range. The ideais
to take advantage ofthe correlation of the channel frequency response between adjacent subcarri-
ers. The algorithm first uses training data to estimate the channel frequency response. The next
step is to calculate the autocorrelation function of the channelestimate. Since the frequencyoff-
set shifts the received signal in frequency, the autocorrelation function will have its maximum at
the lag corresponding to the frequency offset. The authors show that in an OFDM system with
1,024 subcarriers frequencyoffsets up to +200 subcarrier spacings can be estimated, whichis a
significant improvement from the +0.5 subcarrier spacing limit.

Traditional single carrier receivers usually employ some kind of phase locked loopto track the
carrier phase. The main difficulty in using phase locked loops for OFDM carrier phasetrackingis
the nature of the OFDM waveform.Itis not easy to design a phaseerror detector, a main compo-
nentof a phase locked loop, for an OFDM system. A carrier frequency tracking technique for
OFDMthatresemblessingle carrier frequency recovery loop has been proposed [13]. The pro-
posed method is composedof twosteps: acquisition and tracking. The acquisition step is per-
formed from knownsynchronization symbols. Tracking modeis a frequency controlloop that
has been modified for OFDM waveform. The main advantage ofthis methodisits quite large
acquisition range, comparedto the two estimators presented above.This advantageis significant
for broadcast systems like DVB and DAB,which place subcarriers very close to each other: for
example, the minimum subcarrier spacing for DABis 1 kHz. Thus a half subcarrier spacing
acquisition range of the estimator practically renders the presented time domain and post DFT
methodsuseless.In the paper, the crucial phase error detectionis performed by detecting and
remodulating the received data, and then comparing the remodulated signal to the received sig-
nal. A similar techniqueis also investigated in Daffara and Chouly[4]. The structure ofthe phase
error detector of the previous two papersis simplified [5] by exploiting the cyclic prefix to detect
the phase error.

Carrier Phase Tracking
Frequencyestimation is not a perfect process, so there is always someresidual frequencyerror.
The SNRlossdueto the ICI generated should notbe a problemifthe estimator has been designed
to reduce the frequencyerror below thelimit required for a negligible performanceloss for the
used modulation. The main problemofthe residual frequencyoffset is constellation rotation. The
analysis of the post DFT frequencyerror estimator also showsthat the constellation rotation is
the same forall subcarriers. Toillustrate the effect in an IEEE 802.11a system, Figure 2.14 shows
how much a QPSKconstellation rotates during 10 OFDM symbols with a 3kHz frequencyerror.

 



 
This error corresponds to only 1% of the subcarrier spacing,thus the effect on SNRis negligible
as shownearlier. The figure showsthat after only 10 symbols, the constellation points have just
rotated over the decision boundaries shownassolid lines, thus correct demodulation is no longer

possible.
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Constellation rotation with 3kHzfrequency error during 10 symbols.

This effect forces the receiver to track the carrier phase while data symbols are received.

Data-Aided Carrier Phase Tracking
The simplest methodis data-aided tracking of the carrier phase. IEEE 802.11a and HiperLAN/2
include four predefined subcarriers among the transmitted data. These special subcarriers are
referred to as pilot subcarriers. The main purpose ofthese pilots is exactly to help the receiver to
track the carrier phase. After the DFT of the nth received symbol, the pilot subcarriers R,,, are
equalto the productof the channel frequency response H, and the knownpilot symbolF,;,
rotated by the residual frequencyerror.

Ry = HyPye?™™s (2.58)
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Assumingan estimate; of the channel frequency responseis available, the phase estimateis

Ny

©, =4 >Rie(AePax) | (2.59)k=l

N, .=4 >HyP,,e??™"s (ir) (2.60)k=l

If we assumethat the channel estimateis perfectly accurate, we get the estimator

Np
A 2 : n&, = 4>elPeal e?* “| (2.61)k=l  Ny

=4enSi (2.62)k=1

In this case we need not worry aboutthe [—1, =) phase range, because the pilot data are known,
thus the phase ambiguity is automatically resolved correctly. Note that in practice the channel
estimates are not perfectly accurate, thus they contribute to the noisein the estimate.

Nondata-Aided Carrier Phase Tracking
The phase error can be estimated without the help of the pilot symbols. Recall that the phase
error resulting from the frequency offsetis identical for all the subcarriers; this property (identi-
cal frequency offset) allows the developmentof a nondata-aidedestimator for the phaseerror.
Figure 2.15 shows howthe data subcarriers haverotated for a single BPSK modulated OFDM
symbolafter the channeleffect has been corrected. The angle ® showninthefigure is the result
of the frequencyoffset.

The angle @ can be estimated without any knowledgeofthe data by performing hard decisions
Xn on the received data symbols R,, = H,,X,,e/°™after they are corrected for the channel
effect. Then the angle between a hard decision and the corresponding received symbolis used as
an estimator.

b= 4 Yai) (2.63)k=—K

K “aw A 8,=f ylise (2.64)k=-K

K

4 Dae| (2.65)k=—-K
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BPSK single symbol rotation.

In Equations 2.63-2.65, we have assumedthatall the hard decisions are correct and that the chan-
nel estimates are perfect. In reality, neither condition is true, but if the numberof data carriers is
large the effect of incorrect hard decisionswill not have a significant impact.

It should be notedthat the total rotation angle increases from symbol to symbol, henceit is neces-
sary to compensate this angle before the hard decisions are performed. Without the compensation
the rotation angle will eventually cross the decision boundaries of the constellation, and then all
the hard decisions will be incorrect. As a result, the phase estimate will also be worthless. This
soundslike a circular argument: How canthe angle be compensated before it has been estimated?
A simple tactic is to keep track ofthe total rotation up to the previous symbol, and correct the
data with this value, before the hard decisions are performed. The rotation from symbol to sym-

bol is quite small, thus the probability of incorrect hard decisionsis not increased significantly.
After the angle has been estimated, the total rotation angle is updated for the next symbol.

Exercise 4 The simulation tool implements the data-aided carrier phase tracking algorithm.
Write a Matlab scriptfor the nondata-aided algorithm and compare the performanceofthe algo-
rithms. Try to implement a method to combine both algorithmsto achieve improvedperformance.
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Channel Estimation

Channelestimationis the task of estimating the frequency response of the radio channel the
transmitted signal travels before reaching the receiver antenna. The impulse responseofa time
varying radio channelis usually [20] represented as a discrete time FIRfilter

h(t) = Yc, (tePmF(¢ — 7, (t)) (2.66)

WLANapplications generally assumethat the channelis quasistationary,that is, the channel
does not change during the data packet. With this assumption the time dependency in Equation
2.66 can be dropped

h(t) = ¥aePe5(¢ —7,,) (2.67)

Then the discrete time frequency responseof the channelis the Fourier transform of the channel
impulse response

 
H, = DFT{h,} (2.68)

Hencethe channelestimation process outputs the H2 an estimate of the channel frequency
response for each subcarrier.

Channelestimation is mandatory for OFDM systemsthat employ coherent modulation schemes.
Otherwise correct demodulation would notbe possible. Knowledgeof the channelcan also
improve the performance OFDM with noncoherent modulation schemes, although the H, are not
needed for demodulation in this case. The improvement can be achieved when anerrorcontrol
code is used in the system, in which case the channel knowledge can help the code decoder do a
better job.

Frequency Domain Approach for Channel Estimation
Frequency domain channel estimation can be performed with two main approaches. Thefirst
methodusestraining data transmitted on every subcarrier. This methodis applicaple to WLAN
systems. The second methoduses correlation properties of the frequency response of a multipath
channel, andtraining information that is transmitted on a subsetof the subcarriers. This approach
is used in broadcast OFDM systems.

ChannelEstimation Using Training Data
Thelong training symbols in the WLANpreamble, Figure 2.4, facilitate an easy andefficient
estimate of the channel frequency response forall the subcarriers. The contents of the two long
training symbols are identical, so averaging them can be used to improve to quality of the



 
channel estimate. DFT is a linear operation, hence the average can be calculated before the DFT.
Then only one DFT operation is neededto calculate the channel estimate. After the DFT process-
ing, the received training symbols R,, and R,, are a productof the training symbols X, and the
channel H,plus additive noise W,;.

Thusthe channel estimate can be calculated as

A, = 5 (Rip + Ry )Xe (2.70)

- 5 (Hy X, + Wy + Hy X, + Wo Xe (2.71)
= H,|X;+Me + Wo)Xj (2.72)
=H, + 5 Me + Wy, )Xp (2.73)

wherethe training data amplitudes have beenselected to be equal to one. The noise samples W,,
and W,, are statistically independent, thus the variance of their sum divided by twois a half of
the variance of the individual noise samples.

Channel Estimation Using Pilot Subcarriers and Interpolation
If the subcarriers are very close to each other, like in broadcast standards (e.g. DVB) the fre-
quency domaincorrelation of the channel frequency response can be used to estimate the chan-
nel, even if training data is not available for all the subcarriers. The coherence bandwidth of the
channelis usually approximated [20] as the inverse of the total length of the channel impulse
response

1 
(Af) = (2.74)

Tmax

Whenthe subcarrier spacing is much less than the coherence bandwidth, the channel frequency
response on neighboring subcarriers will be practically identical. For example, the DVB standard
takes advantage of this by not sendingtraining information on all subcarriers, hence more data
can be transmitted. The pilot subcarriers in DVB are divided into twosets. Thefirst set is regular
pilot subcarriers that are similar to the WLAN pilots subcarriers; known data is constantly trans-
mitted on them. The secondsetis called scattered pilots; known data is transmitted only intermit-
tently transmitted on the subcarrier. Then the channel estimation is performed by interpolating
the frequency response ofthe subcarriers that do not havetraining information from the known
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subcarriers. We do not describe this algorithm in detail, a description of a method can be found
in Speth et. al. [25].

Time Domain Approach for Channel Estimation
The channelestimation canalso be performed using the time domain approach, before DFT pro-
cessing ofthe training symbols.In this case, the channel impulse response,instead ofthe channel
frequency response,is estimated. The following derivation of the channel estimator uses IEEE
802.11a standard training symbols as an example, but the same approach can be applied to any
OFDMsystem that includestraining symbols. The received time domain signal during the two
long training symbolsis

Kin = A*X, + Wy py (2.75)

The time domain convolution can be expressed as a matrix vector multiplication. The circular
convolution matrix is formed from the training data as  

X, Meg %630 0 XG4- 142

x2 My X64 *~64-L43

X=! : : : (2.76)
%63 *62 X64-L

64 63 ot X64ry

The parameter L defines the maximumlength of the impulse response that can be estimated, and
X is in general a rectangular matrix. The channel impulse response vectoris

h=|hy (2.77)

Then the convolution is expressed as

Tn =h*x, +w,, = Xh+w, (2.78)
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The channel impulse response estimate can then be formed by

= 5X1 (Kh wy + Xh+w>) (2.80)
+ lt

= X'Xh+ > X"(w, + w2) (2.81)
lt

=h+>X"(w + ws) (2.82)

where Xt denotes Moore-Penrose [22] generalized inverse of X. The channel frequency response
estimate is then formed by calculating the DFT of the impulse response estimate

H= DFT{h} (2.83)

Exercise 5 The simulation tool implements the frequency domain channel estimation algo-
rithm. Write a Matlab scriptfor the time-domain algorithm and compare the performanceof the
algorithms.

Exercise 6 The simulation tool allows to run simulations with perfect synchronization or with

partialorfull synchronization. Experiment how the performanceof the system degrades com-
pared to perfect synchronization as the various synchronization algorithms are activated.

Analysis of the Time Domain and Frequency Domain
Approachesfor Channel Estimation
The advantageof the time domain approachis improved performance, when the maximum
length of the impulse response can be limited to a numbersignificantly less than the number of
subcarriers. The rationale is that the frequency domain estimator has to simultaneously estimate
all the subcarriers, whereas the time domain estimator needs to estimate only the taps of the

impulse response. When the numberof subcarriers is large compared to the numberof channel
taps, the signal energy used to estimate each H,is significantly less than the signal energy used to
estimate each h,. In other words,it is easier to estimate fewer parameters given a fixed amountof
data. For example, in the IEEE 802.11a system the numberof subcarriers is 52, and the maxi-
mum length of the channel can be assumedto be less than the cyclic prefix length of 16 samples.
Thus the frequency domain algorithm estimates more than three times the number of parameters
than the time domain algorithm.
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The drawbackof the time domain methodis that additional computations are required. The
+X‘Hh, +r,) Operation requires 64-Z multiplications, which are not needed atall in the fre-
quency domain estimator. This is the usual engineering trade-off; better performance usually
implies higher costs in one form or another.

Enhancing the Channel Estimate
The correlation of the channel frequency response between different subcarriers can be used to
further improvethe quality of the channel estimate. Figure 2.16 shows an example of the channel
amplitude response for a IEEE802.11a system. It can be seenthat the neighboring subcarriers are
highly correlated. We will not go to the details of this method, butrefer to [12] for a full discus-
sion. The paper showsthat in some conditions performance very closeto ideal channel estima-
tion can be achieved. Unfortunately, this improvement does not come without a price;
significantly more computations are required than to calculate the simple frequency domain
channelestimator.  
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Example ofa channel amplitude response.

Clear Channel Assessment

Clear Channel Assessment (CCA)is notstrictly an OFDM synchronization algorithm, but a net-
work synchronization method. However,it is closely related to packet detection problem and thus"
it is included in this chapter. The overall system performance of IEEE 802.1] WLANis crucially
dependenton high quality CCAalgorithm,so the algorithm hasto be carefully designed. The
TEEE 802.11a standard has two different requirements for the CCA algorithm.Thefirst is the
detection probability when a preamble is available and the second is the detection probability
when the preamble is not available. The requirementfor thefirst case is that the CCA algorithm
shall indicate a Busy channel with >90% probability within 4us observation window,if a signalis



 
received at -82 dBm level. For the second case, when the known preamble structure is not avail-

able, the requirement is relaxed by 20dB. Thus a signal detection probability of >90% within 4us
observation for a received signal level of -62dBm is required.

Thefirst requirement can be approachedusing any of the packet detection algorithms presented
in this chapter. The methods that use the known preamblestructure are capable of reaching the
performancelevel required in the standard. The only possible approach for the second require-
ment is to use the received signal energy detection method. The reason is the maximum allowed
length of 4us for the observation time. This is equal to the symbol length in the IEEE802.1 1a sys-
tem. Thus, during the 4ys time, the receiver might receive one whole OFDM symbolor the end of
one symbolandthestart of the next one. In this case, there is no available signal structure that
could be taken advantage of to improve the detection probability. The OFDM waveform itself
resembles white noise, and inside 4us windowsit cannot be guaranteed that a whole OFDM sym-
bol is received, which would allow to use the cyclic prefix in the CCA algorithm. As a conclu-
sion, the receiver can only measure the total received energy and test whether it is above the

specified limit.

Signal Quality
Signal quality estimation is not strictly a synchronization algorithm, but a network performance
issue. WLAN systems define several data rates that can be used to transmit data; thus, to achieve
the best overall network performance, data should be transmitted on the highestrate that can be
reliably transmitted underthe current channel conditions. For the transmitter to be able to decide
whatdata rate to use, an accurate estimate of the quality of the channelhasto be available. Thisis

the task of the signal quality algorithm.

The double sliding window algorithm showed howits output could be used to estimate the
received SNR in Equation 2.7. This is a quite simple methodif the receiver implements the dou-
ble sliding window detector. However,the form of the estimator doesnot take into accountfading
channel conditions. Only the total received signal energy is considered. In somecases, this
behaviorcan lead to an overly optimistic estimate of the signal quality. For example, the total
channel impulse response energy may be quite high, indicating high SNR,but the frequency
response of the channel can have very deep nulls. In this case, the actual quality of the channel
could be significantly less than the estimate given by double sliding window algorithm.

A quite different approachto the signal quality problem can be taken by using the convolutional
error control code specified in the IEEE802.i11a system. The convolutionalerror correcting code
used in IEEE 802.11a standard is described in Chapter 3, “Modulation and Coding.” The stan-

dard method to perform convolutional code decoding is the Viterbi algorithm that is described in
Chapter 1, and in more detail in [20]. We will not describe the algorithm, but assume knowledge
of its basic principles. Essentially the Viterbi algorithm calculates the distance between the
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maximum-likelihood transmitted code word andthe received data. This distance can be used as
an indication of the quality of the channel. When the channelis in good condition, the distance
between the transmitted andreceived signalis small; this is indicated by the Viterbi algorithm as
a small cumulative minimumdistance at the end of the decoding process. When the channelis in
a bad state, the distance betweenthe transmitted and received signalis larger, and the cumulative
minimum distance will be large. Figure 2.17 showsthe probability density functionsof the
cumulative minimum distance for several different SNRs. The SNR estimator is formed by divid-
ing the cumulative minimum distanceinto ranges according to the value of the PDFs. The SNR
value corresponding to the PDFthat hasthe largest value at a given cumulative minimum dis-
tance is the estimate of the signal quality. For example, a cumulative minimum distance between
2.2 and 2.9 indicates a 13dB SNR. From Figure 2.17 it can be seen that for a large range of
received SNRs a very good accuracy of 1dB resolution can be achieved.
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Cumulative minimum distancein Viterbi decoding.
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Modulation and channel coding are fundamental components of a digital communication system.
Modulation is the process of mappingthe digital information to analog form so it can be trans-
mitted over the channel. Consequently every digital communication system has a modulator that
performsthis task. Closely related to modulation is the inverse process, called demodulation,
doneby the receiverto recoverthe transmitted digital information. The design of optimal demod-
ulators is called detection theory. An OFDM system performs modulation and demodulation for
each subcarrierseparately, although usually in a serial fashion, to reduce complexity.

Channelcoding,althoughnotstrictly speaking mandatory for digital communication,is essential
for good performance. After Claude Shannon published his groundbreaking paper [16] that
started information theory as a scientific discipline and established the fundamental law equation
3.1 of the capacity C of an AWGN communication channel with bandwidth W andsignalto noise
ratio SNR, communication scientists and engineers have been searching for methods on how to

reach the capacity of the channel.

C = Wlog,(1+ SNR) (3.1)

Shannon’s proof of the channel capacity formula was nonconstructive, and thus did not provide a
methodto actually reach the capacity C. As a consequence, coding theory gotstarted as a disci-
pline that research methods to design a communication system that has performanceclose to the
fundamental limit C. The methods developed under coding theory have different names; channel
coding, forward error correction (FEC), and error control coding are the most usual. Channel
coding and basic types of FEC codes were introduced in “Channel Coding” in Chapter 1. Note
that channel coding and source coding, introduced in the “Source Coding” section in Chapter 1,
althoughrelated, are quite different topics.

Ourgoalin this chapter is to discuss modulation, detection, channel coding andinterleaving from
an OFDMsystem of point of view. Channel coding is such an important component of OFDM
systemsthat the term Coded Orthogonal Frequency Division Multiplexing (COFDM)is some-
times used. The reasons for this emphasis on channel coding for OFDM systems will become
apparent in the channelcoding section of this chapter. Modulation and demodulationor detection
are discussed in depth in several books [11, 17, 18]. Channel codingis the topic of a wide variety
of books [10, 20] and also books that concentrate on specific types of FEC codes[7, 9].

Modulation

Aswasdiscussed in “Modulation” in Chapter 1, modulation can be done by changing the ampli-
tude, phase or frequency of the transmitted Radio Frequency (RF)signal. For an OFDM system,
the first two methods can be used. Frequency modulation cannot be used because subcarriers are
orthogonalin frequency and carry independent information. Modulating subcarrier frequencies
would destroy the orthogonality property of the subcarriers; this makes frequency modulation
unusable for OFDM systems.
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The main design issue of the modulatoris the constellation used. Constellation is the set of points
that can be transmitted on a single symbol. The used constellation affects several important prop-
erties of a communication system; for example, bit error rate (BER), peak to average powerratio

(PAPR), and RF spectrum shape. The single most important parameter of a constellation is mini-
mum distance. Minimum distance (d,,,,) is the smallest distance between any twopoints in the
constellation. Therefore d,,;,, determines the least amountofnoise that is needed to generate a
decision error. Actual BER or P, of a constellation can in manycases becalculated using the
Q-function defined in Equation 3.2. The value of the Q-function is equal to the area underthetail
of the Probability Density Function (PDF) of a zero mean and unit variance normal random
variable.

Q(x) =al x20 (3.2)
 

 
      Pi i io

are related by a simple scaling.factor that depends on the numberofbits & transmitted per symbol
= kE,. The usefulness of 2—» as a measure of the signal quality will became apparent whendifferen coding schemesare discussed iin “Channel Codes”later in this chapter. Then a general

form of P, equations for several important constellations in terms of the Q-function is shownin
Equation 3.3.

P, ~ f bs) 3.3)oO

The value of the Q-function gets smaller for larger arguments, hence Equation 3.3 showsthat
large =—. implies better performance. Different constellations have different d_,, values for
the same 5. Theconstellation with the largest d,,,, for a given =* has the best performance.In
P, equations like 3.3, this effect results in scaling of the value and‘the argumentof the Q-function.
Minimum distance depends on several factors: numberof points M, average power P,,, and
shapeof the constellation. The most important is the numberof pointsin the constellation, which
is directly dependent on the numberofbits & transmitted in one symbol M = 2*. Average power
P,,- scales the constellation smaller or larger, depending onthe transmitted power. Consequently,
to make comparisons between different constellations fair, P,,,, is usually normalized to one
when d_,;, of a constellation is calculated. Average powerof a constellation is evaluated simply
by averaging the powerof all the M points c, of the constellation as shown in Equation 3.4.

1 y 2Pye == lc, | (3.4)
Mis

 89
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Another importantfactor that influences d,,,, is the shape of the constellation. A constellation is
basically a set of points located in one dimension or larger space spanned by the transmitted sym-
bols. Traditional constellations are either one or two dimensional. In principle, these points can

be located in any shape whatsoever. Naturally, for communication purposes care must be taken to

ensure good performance and practical implementation. There are two main goals when constel-
lation shapes are designed. The first is constant amplitude of the transmitted signal. In this case,
all the points in the constellation are required to have equal amplitude. The second goalis to

improve d,,,,- This is an optimization problem thattries to place all the points such that d,,,, is
maximizedfora finite P,,,. For the usual case of a two dimensionalconstellation with large num-
ber of points, this results in a circular constellation. Forney and Wei [4] give a through analysis of
the behavior of d,.. for different constellation types.min

Coherent Modulations

Coherent modulation can be used by a communication system that maintains a phase lock
between the transmitter and receiver RF carrier waves. Coherent modulation improves perfor-

mance, but requires more complex receiver structure compared to non-coherent systemsthat are
discussedlater in this chapter. The performance gain of coherent modulation is significant when
the system useslarge constellations. High speed communication systems, like IEEE 802.1 1a, are
usually coherent. The following sections describe the most common coherent modulations and
their performance.

Amplitude Shift Keying
Amplitude Shift Keying (ASK) modulation transmits information by changing the amplitude of
the carrier. Equation 3.5 shows the carrier waveform of ASK modulation. The A, term does the
actual modulation by multiplying the carrier wave by the selected amplitude level. The transmit-
ted bits determine which of the possible symbols {A,,..., Ay} is selected.

s(t) = A, cos(@,t) (3.5)

Figure 3.1 shows several different ASK modulations; (a) is a 2-ASK or BPSK,(b) is a 4-ASK,
and (c) is a 8-ASK.In thefigure, all the modulations have the same minimum distance an =4,
howeverthe average powerof the constellations is not equal. To perform fair comparison of the
ASKconstellations, Table 3.1 shows the normalized d?,, and the required increase in SNR to
maintain the same BER when changing to a one-step-larger constellation. The SNR increase con-
verges to about 6 dB for each additional bit in the constellation; for this reason, large ASK modu-
lationsare rarely used in practice. The 2-ASK modulation does not have an SNR increase value,
becauseit is the smallest possible constellation. The IEEE 802.11a system uses only the smallest
2-ASK modulation; for larger constellations, Phase Shift Keying and Quadrature Amplitude
Modulations are used in practice. These two methodsare the topics of the next sections.
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FIGURE 3.1

ASK modulations, (a) 2-ASK, (b) 4-ASK, (c) 8-ASK.

TABLE 3.1 Distance Properties of ASK Modulations
eee

Modulation Prive a. Normalized SNR Increase

2-ASK 1 4 -

4-ASK 5 < 6.99 dB

8-ASK 21 a 6.23 dB

Bit error rate P, of binary ASKis the most basic error probability (see Equation 3.6). The P, of
2-ASKis plotted in Figure 3.2. It is useful to memorize a reference point from this curve,like

 
 

P, =2-10~ at 8.0dB se or P, =10at 9.6 dB Sb These points can serve as a quick check to
validate simulation results. As the number of points in the constellation increases, exact analytic
P, equations become quite complicated, therefore either formulas for symbolerror rate P, or
approximations to P, are more commonly used.

B= [2| (3.6)0

Symbolerror rate P, of M-ary ASK modulationsis equal to Equation 3.7. Bit error rate P, can be
approximated by dividing P, by the numberofbits per symbolas in Equation 3.8. The formula
for P, is an approximation, because generally the numberofbit errors that occur for each symbol
error can be more than one. Equation 3.8 assumes that each symbolerror causes only one bit
error. However, with the help of Gray coding, whichis discussed in the section “Labeling Con-
stellation Points,” for most symbol errors the numberofbit errors is equal to one. The quality of
this approximation improvesat high signalto noise ratios.
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E,/No

=2.
In Equation3.7, A is the amplitude difference between symbollevels. For example, in the con-
stellation in Figure 3.1, A

FIGURE 3.2
BPSKbit error rate.
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log, Mek

 

Phase Shift Keying
Phase Shift Keying (PSK) modulations transmit information by changing the phase ofthe carrier,
the amplitude is kept constant; hence PSK modulationsare also called constant amplitude modu-
lations. Equation 3.9 showsthe carrier waveform of PSKsignal. Modulation is done by the ¢,
term.

s(t) = cos(@,t + @,) (3.9)

The main benefit of constant amplitude modulation is the peak-to-average powerratio (PAPR)
that is practically equal to one. However,this is only true for a single carrier systems. An OFDM
signalthat is a sum of several modulated subcarriers does not have a constant amplitude, even if
the individual subcarriers do. The main benefit of constant amplitude modulationis simplified RF
chain design for both the transmitter and receiver. An OFDM signal can never have a constant
amplitude, hence having a constant amplitude constellation does not benefitOFDM systems.
Several techniques to mitigate the large amplitude variations of OFDM signals are discussed in
Chapter 5.

Figure 3.3 shows the three smallest PSK constellations, (a) is 2-PSK or binary PSK (BPSK), (b)
is 4-PSK or quadrature PSK (QPSK),and(c) is 8-PSK. Note that BPSKis identical to 2-ASK.
The figure shows how PSK modulationsuse both the Inphase (I) and Quadrature (Q) carrier
waves, hence the modulation is two dimensional. This increase in dimensionality of the constel-
lation improves the behavior of d*,,, as the numberofpoints in the constellation increases.

Q Q Q

(a) (b) (c)

FIGURE 3.3

The three smallest PSK modulations, (a) BPSK, (b) OPSK, (c) 8-PSK.
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Table 3.2 showsthe required increase in SNR for 2- to 16-point PSK constellations. Note particu-
larly that the increase from BPSK to QPSKis only 3 dB, compared to 2-ASK to 4-ASKincrease
of 6.99 dB. However, as the numberof points is increased to 16, SNR increase for one additional
bit per symbol converges towardsthe 6 dB figure as for ASK modulation. This behavior can be
attributed to the fact that although PSK constellation is two dimensional,it still has only one
degree of freedom: the phase ofthe carrier. Thus PSK doesnotfully use the two-dimensional
spaceto locate the points of the constellation. Therefore larger than 8-point PSK modulations
are not commonly used.

TABLE 3.2 Distance Properties of PSK Modulations 

 Modulation Prive d., Normalized SNR Increase

BPSK 1 4.00 -

QPSK 1 2.00 3.00 dB

8-PSK 1 0.5858 5.33 dB

16-PSK 1 0.1522 5.85 dB 

Symbolerrorrate of PSK modulations can be derived exactly for BPSK and QPSK;the former
case was already shown in Equation 3.6. For QPSK,the P. expression is somewhat more compli-
cated than BPSK as shown in Equation 3.10.

_ [Bo _l Eyp=20f zh sof 2% (3.10)
Higher order PSK modulation P, can be approximated by Equation 3.11. Bit error rate can again
be approximated by dividing P, by the numberof bits k = log, M in the constellation.

E, |).(@PL = ag{|| sn(=} (3.11)
Quadrature Amplitude Modulation
Quadrature Amplitude Modulation (QAM)changesboth the amplitude and phaseofthe carrier,
thus it is a combination of both ASK and PSK.Equation 3.12 shows the QAM signal in so-called
1Q-form that presents the modulation of both the /- and Q-carriers. QAM canalso be described
by Equation 3.13 that shows how amplitude and phase modulations are combined in QAM.

s(t) = I, cos(@,t) — Q, sin(@,t) (3.12)

= A, cos(@,t + ,) (3.13)



 
The amplitude and phase terms of Equation 3.13 are calculated from Equations 3.14 and 3.15.

A, = 12 +O? (3.14)

b, = w(2) (3.15)I,

Figure 3.4 shows three QAM constellations: (a) 4-QAM or QPSK,(b) 8-QAM,and (c) 16-QAM.
Especially QPSK and 16-QAM are very common modulations. On the other hand, 8-QAMis not
used as often, probably due to its somewhat inconvenient shape; instead 8-PSKis commonly
used when 8-point constellations are required. Figure 3.4 (b) is not the only possible shape for a
8-QAMconstellation.
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FIGURE 3.4

QAM constellations, (a) QPSK, (b) 8-QAM,(c) 16-QAM.

Table 3.3 shows how the d-,, of QAM behavesas a function ofthe constellation size. The step
from QPSK to 8-QAM is somewhat anomalous, andit is actually possible to improve the mini-
mum distance of our example 8-QAM modulation. However, we have usedthe present example
becauseof its regular form. The step from 16-QAM to 32-QAMshowsa 3 dBincrease in
required SNR to maintain constant BER. This 3 dB SNRincrease for each additional bit per
symbolis a general rule for QAM constellations.

Symbolerror rate of QAM modulation is approximated by considering QAM astwo independent
ASK modulation on both J- and Q-carriers. This is shown in Equation 3.16.

1 3E,P, = (1 - adof GDN, (3.16)
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TABLE 3.3 Distance Properties of QAM Modulations 

 Modulation Prine ain Normalized SNR Increase

QPSK 1 2.00 -

8-QAM 6 0.67 4.77 dB

16-QAM 10 0.40 2.22 dB

32-QAM 20 0.20 3.01 dB 

Labeling Constellation Points
Labeling constellation points means assigning a bit pattern to all the points. The selected labeling
scheme has an impact on the performance and thus must be optimized. Figure 3.5 shows two
common ways to assignbit patterns to 16-QAM constellation points:(a) is called natural order,
and (b)is called Gray coding. Figure 3.5 shows the decimalvalue of the label above the point and
binary value below thepoint. Natural ordering has appealin its straightforward assignmentof
labels using decimal numbers from 0 to 15 to the points. The disadvantage of natural ordering is
in the actual bit patterns representing constellation points.

3 2 1 0e e e e
0011 0010 |0001 0000

7 6 5 4e e e e
0111. 0110 10101 0100

11 10 9 8° e e e
1011. 1010|1001 1000

15 14 13 12e e e e

1111. 1110 11101 1100

(a) {b)

  
  

° °
0100 11100

FiGURE 3.5

(a) QAM natural order and (b) Gray coded labeling schemes.

For example, consider an error where point number | was transmitted, but it was received as2.
This mistake between neighboring points is the most commontype error the receiver does. Now
lookat the bit patterns representing 1 (0001) and 2 (0010); twobits have changedresulting in two
bit errors for one symbolerror. Gray coding eliminatesall these two-bit errors for symbol errors
between neighboring points, thus reducingbit error rate for the same symbolerrorrate. In the
Gray coded constellationsthe points of the previous example are labeled 14 (1110) and 6 (0110);
note that only left most bit is different. All the constellations in [EEE 802.11a and HiperLAN/2
standards are Gray coded.
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Exercise 1 Plotthe different bit error probabilityfunctions corresponding to the modulations
used in IEEE 802.11a and compare the curves with simulation results.

Exercise 2 Compare the performance difference predicted by minimum distace values ofdif-
ferent constellations to the analytical bit error probability curves.

Detection of Coherent Modulations

After the receiver has performedall the required synchronization operations, discussed in Chap-
ter 2, the next job is to decide what was actually received. This is done by a detector or demodu-
lator that decides for each received symbolthe mostlikely transmitted bits. The decisions are
divided into hard andsoft decisions, depending on how muchinformation about each transmitted
bit is produced. Both types of detectors are discussed next.

Hard Decision Detection

A hard decision demodulatororslicer makes a definite determination of whethera zero or onebit
was transmitted, thus the output of the demodulator are zeros and ones. A hard decision demodu-
lator is also defined based on the numberofpossible inputs to the modulatorin the transmitter. If
this numberis equal to the numberofpossible outputs from the demodulatorin the receiver, the
demodulator uses hard decision.If the demodulator can output more information than the input to
the modulator, the system uses soft decision, which is discussedlater. Figure 3.6 showsthe deci-
sion boundaries for QPSKconstellation. The decision boundaries determine how received sym-
bols are mappedto bits. Essentially, the maximum-likelihood decision is the constellation point
that is closest to the received symbol, and the hard decisionsare the bits assignedto that constel-
lation point. For example, in Figure 3.6, the x marksthe location of the received symbol;it is clos-
est to the constellation pointon the positive J-axis, hence the hard decisionbits are 00.

 
Left bit decision 01 Q
boundary ‘, ,

 
Rx symbol

10
Right bit decision
boundary

FIGURE 3.6

Hard decision boundariesfor QPSKconstellation.



oo
98 Modulation and Coding 

| CHAPTER 3

Soft Decision Detection

Soft decision demodulator outputs“soft” bits, that in addition to indicating a zero or onebit
retain information aboutthe reliability of the decision. This additional information can greatly
improve the performanceof channel coding schemes; the effect will be discussed in “Channel
Codes.” To perform soft decisions, the demodulator has to consider the received bits individually.
Consider again the received symbolin Figure 3.6. It is located very close to the decision bound-
ary between symbols corresponding to bits 00 and 01. Fortheleft bit to change to 1, the symbol
would have to moveoverthe left bit decision boundary. The received symbolis quite far from
this boundary, hencetheleft bit is quite reliable. On the other hand,the right bit changes from 0
to 1; if the received symbol would be abovethe right bit decision boundary, instead ofjust below
it. This flip does not require much additional noise, hence the rightbit is quite unreliable. To
reflect this difference of reliability of the soft decision, the soft bits have different values: a large
absolute value forthe first bit and a small value for the second bit. The sign of the soft decision
indicates a 0 or 1 bit. The absolute value of each soft decisionis the distanceto the decision

boundary. We will show the performanceeffect of using either hard or soft decision with the con-
volutionalerror correcting code used in IEEE 802.11a in “Channel Codes.”

Non-Coherent Modulations

Non-coherent modulations can be used by a communication system that does not maintain a
phase lock between transmitter and receiver, or have knowledgeof the amplitude changeof the
transmitted symbol caused by the channel. This meansthat the received symbols are rotated and
scaled arbitrarily compared to the transmitted symbol. Therefore the ASK, PSK, or QAM modu-
lations cannot be used because they require the received symbol phase and amplitude to be very
close to that transmitted phase and amplitude. The solution is to use differential PSK (DPSK)or
differential APSK (DAPSK) modulation. Differential modulations encode the transmitted infor-
mation to a phase, or phase and amplitude change from one transmitted symbolto the next. This
encoding introduces memory to the signal, because transmitted symbols depend on previous
symbols. As a consequence, the demodulatorhas to consider two consecutive symbols when
making decisions. The next two sections describe these two modulation methods.

The main benefit of differential encodingis significantly simplified receiver structure. Several of
the synchronization algorithms presented in Chapter 2 are not neededin a non-coherentreceiver.
Specifically, phase tracking and channelestimation are not needed, because absolute knowledge
of carrier phase andthe channeleffect is not needed. Carrier frequency estimation could also be
removed,if the system can tolerate the performance dueto intercarrier interference caused by
lost orthogonality between the subcarriers. Regardless of these simplifications in receiver design,
non-coherent modulations have not achieved popularity among high speed communications sys-
tems. All the IEEE 802.11a and HiperLAN/2 modulations are coherent. The main reason is
unavoidable performanceloss associated with differential approach. In contrast, low data rate
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systems do usedifferential techniques, mainly DPSK modulations. For example, the European
Digital Audio Broadcasting (DAB) system uses differential modulation.

 

Differential Phase Shift Keying
Differential phase shift keying changesthe carrier phase from its current value according to the
data bits. For binary DPSK, the encoding operation can be expressed at bit level, as in Equation
3.17, which shows how thetransmitted bit b, is calculated from the data bits d,, using binary
XORoperation. .

b, =d, ®d,_, (3.17)

Alternatively, encoding can be expressed directly as carrier phase changeas in Equation 3.18

s(t) = cos(@,t + Ad, +) (3.18)

where @ is unknown phase difference betweentransmitter and receiver and Ad, = On ~ Pn-1 iS
the phase difference of two PSK modulated signals. DPSK is used in communications systems
that require simple receiver structures. The constellation for M-DPSK modulationis identical
with the corresponding M-PSKconstellation; only the mappingofbits to constellation points is
changed.

Differential Amplitude Phase Modulation
Differential Amplitude Phase Modulation (DAPSK) combinesdifferential phase anddifferential
amplitude modulation. Figure 3.7 shows a 32-point DAPSKconstellation that uses three bits or
eight levels for phase modulation and twobits or fourlevels for amplitude modulation. The dif-
ferential phase modulation is analogousto the regular DPSK.Differential amplitude modulation,
on the other hand,has to changethe constellation shape compared to coherent amplitude modula-
tion. The reasonis the unknownscaling of the amplitude ofthe transmitted symbol caused by
the channel. The receiver cannotcorrectly detect the symbols unless this unknown scaling is
removed. Equation 3.19 shows a received OFDM subcarrier symbol R, when the transmitted
symbol was X, andthe subcarrier frequency responseis Hke

 
R, = HX; (3.19)

To recover the amplitude modulation the receiver is only concerned with the amplitude of the
received symbol, as shown in Equation 3.20.

Ril = |X| = |Ael |X| (3.20)

A general assumption when differential modulation is used is that the channel and carrier phase
are constant during two consecutive symbols. Therefore we can cancelthe effect of the channel
by dividing two consecutive symbols, as shown in Equations 3.21 — 3.23.
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The multiplicative scaling of the channel prevents using additive differential amplitude modula-
tion, whereas for DPSK the channeleffect on received symbol phase is additive, hence it can be
canceled by subtraction instead of division. The next question is how the amplitudelevels of
the constellation are selected. This is illustrated in Figure 3.7, which shows amplitudelevels
1, a, a”, a°. The information is encoded as a jump from one amplitudelevel to another; for
example, bits 01 could mean a jump of one amplitude level. Differential amplitude encoding
done with multiplication such as

¥, = DY (3.24)

where D, € {4.4.4, havaiah The fractional values are required, because amplitude multi-a

plicationis not naturally periodic like phase addition in the case of DPSK modulation. The actual
value of D, depends onthe input bits and the value of Y,_,. The value of D, is selected such that
the amplitude jumps wrap around after a>. For example,if ¥,_, = a’ and a two amplitude level
jump is needed, then D, = - so Y, = a’ + = 1. The two amplitude level jumpis then

p
32-pointdifferential amplitude and phase modulation.
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The multiplication encoding methodforces the points in the middle of the constellation quite
close to each other. This is an unavoidable disadvantageofdifferential amplitude modulation.
The effect is reduced minimum distance for the points in the middle, hence they experience a
performance loss compared to the points on the outer amplitudelevels.

Detection of Differential Modulations

Detection of differential modulation is done in twosteps.First the differential encodingis
removed from the signal and then a normal demodulationis performedas explained for regular
PSK and QAMconstellations. Equations 3.25 and 3.26 show howthedifferential encodingis
removed in DPSKdetection by calculating the phasedifference of two consecutive symbols.
Equation 3.26 also showthe reasonfor the performancelossofdifferential encoding comparedto
coherent modulations. Differential detection has to use two symbols, therefore the amount of
noise per detected symbolis approximately doubled.

6, = (Ry + N,)— Z(R,_, + Ny1) (3.25)
=0,-0,.,+N, +N, (3.26)

The performance loss of DPSK compared to coherent modulation varies with the size of the
modulation [11], for DBPSK it is between 1-2dB, for DQPSKabout 2.3dB and for larger con-
stellations 3dB.

Linear and Nonlinear Modulation

Different modulation methods are generally dividedinto linear and nonlinear modulations. The
differentiating property is whetherthe transmitted signal can be expressed as a sum ofthe indi-
vidual symbols a, with pulse shape p(t) as in Equation 3.27.

oo

s(t) = > a,p(t — kT) (3.27)
k=~0o

Nonlinear modulation usually contains memoryin the modulator, like differential modulation, so
that the transmitted symbols are dependent and cannot be simply delayed and summedtogether
to form the transmitted waveform. Differential modulation is one application of nonlinear modu-
lation; another commononeis continuous Phase modulation (CPM). The main goal of CPMis to
control the spectrum ofthe transmitted signal by forcing the phaseof the carrier wave to change
continuously between symbols. This narrows the spectrumofthe signal, because the change
between symbolsis less abrupt than without carrier phase control. CPM is not very useful for
OFDM,becausethe spectrum shape is determined by the multicarrier nature and hasa brick-like
shape, even with linear modulation. Anotherdifficulty in applying CPM to OFDMisthatthe sig-
nal would haveto have a continuousphaseforall the subcarriers. Thisis difficult or impossible to
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achieve, because of the cyclic prefix added to OFDM symbols. Therefore CPM is not used with
OFDMsystems.

Interleaving
Interleaving aimsto distribute transmitted bits in time or frequency or both to achieve desirable
bit error distribution after demodulation. What constitutes a desirable error distribution depends

on the used FEC code. Whatkind of interleaving pattern is needed depends on the channel char-
acteristics. If the system operates in a purely AWGN environment, no interleaving is needed,
becausetheerror distribution cannot be changedby relocating the bits. Communication channels
are divided into fast and slow fading channels. A channelis fast fading if the impulse response
changes approximately at the symbolrate of the communication system, whereasa slow fading
channel stays unchanged for several symbols.

WLANsystemsgenerally assume a very slowly fading channel,also called quasi-stationary, that
does not changeduring one packet. Anothercharacterization of communications channels is as
flat orfrequency selective fading channels. A channelis flat fading if the frequency responseis
constant over the whole bandwidth ofthe transmitted signal. A frequency selective channel

changessignificantly within the bandof the signal. WLANsystemsare wide bandwidth systems,
and therefore usually experience frequency selective fading channel. OFDMtechnologyis well
suited for communication over slow frequencyselective fading channels.

Diversity is the single most importanttechnique to improvethe performance of a communication
system in a fading channel. Diversity generally refers to methodsthat take advantage ofseveral
different realizations of the channel to make a decision on each received information bit. The

more independentchannelrealizations can be used, the better the performance improvementwill
be. This is a consequenceof the channelfading statistics. The more individual samplesof the
channel are combined,theless likely it is that all of them are in a faded state. There are several
sources ofdiversity that can be used: time, frequency, and space are the most common ones.
OFDMwireless LANs mainly exploit frequency diversity due to their widebandnature. Time
diversity cannot be used, because of the slowly fading characteristics of the channel. When the
channelis in a bad condition, it will remain so for the duration of the packet, and there is nothing

the receiver can do aboutit. Space diversity is achieved by using multiple transmit and/or
receiver antennas. This technique is discussed in detail in Chapter 4.

Interleaving necessarily introduces delay into the system becausebits are not received in the
sameorderas the information source transmits them. The overall communication system usually

dictates some maximum delay the system can tolerate, hence restricting the amountofinterleav-
ing that can be used. For example, cellular telephone systems usually use time diversity, because
the channels are fast fading. However the maximum phoneto phonedelay is usually constrained
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to 20msorless, to prevent noticeable degradationin call quality. This means the maximuminter-
leaving delay must be muchless than 20msto allow for other delay sources in the system.

Block Interleaver

Block interleaving operates on one blockofbits at a time. The numberofbits in the block is
called interleaving depth, which defines the delay introduced byinterleaving. A block interleaver
can be described as a matrix to whichdatais written in columns and read in rows,or vice versa.
For example, Figure 3.8 showsa 8x6 block interleaver, hence interleaving depth is 48. The input
bits are written in columns as [69,,52,63,...] and the interleavedbits are read by rows as
[bo, bg, by¢,b24,.-.]. Block interleaveris simple to implement using random access memory
(RAM)oncurrentdigitalcircuits.

write bits

read bits  
FIGURE 3.8

Bit write and readstructurefor a 8x6 blockinterleaver.

Deinterleaving is the opposite operation of interleaving;thatis, the bits are put back into the orig-
inal order. The deinterleaver corresponding to Figure 3.8 is simply a transpose of the original 8x6
matrix. The deinterleaver is a 6x8 matrix to which the received bits are written into columns and
read from rows.
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Convolutional Interleaver
A convolutionalinterleaver is another possible interleaving solution that is most suitable for sys-
tems that operate on continuousstream of bits. This interleaver structure was published by Ram-
sey [12]. Figure 3.9 showsthe basic structure of a convolutionalinterleaver. The interleaver
operates by writing the bits into the commutatorontheleft, and reading bits out from the com-
mutator on the right. The delay elements D are clocked after each cycle of the commutators is
completed; thatis, after the last delay line has been written and read. The main benefit of a con-
volutional interleaveris that it requires approximately half of the memory required by a block
interleaver to achieve the sameinterleaving depth. This saving can besignificant for long inter-
leaver depths.

aD|]ef

{pb}-[p|-p}-77
(D}--{p}-{D} [D|

FIGURE 3.9

Basic structure ofa convolutional interleaver.

Deinterleaving of convolutional interleaver is achieved byflipping the interleaver along its hori-
zontal axis. The structure is otherwise identical except the longest delaylineis at the top, and the
no delaylineis last. Otherwise the deinterleaving operationis identical to interleaving.

Interleaving in IEEE 802.11a
Interleaving is a very important componentof the IEEE 802.11a standard. Interleaving depth has
beenselected to be equal to one OFDM symbol. Thereforeit is naturally a block interleaver. The
performanceeffect of interleaving in IEEE 802.1 1a is a consequence of frequency diversity.
IEEE 802.1 1a is a wideband communications system and experiencesa flat fading channel very
rarely. This is an essential requirementto be able to exploit frequency diversity. The combined
effect of interleaving and convolutional channelcoding takes advantage of the frequency diver-
sity provided by the wideband nature of the transmitted signal.

Interleaving depth is only one OFDM symbol, because the channel is assumed to be quasi-static;
that is, the channel is assumedto stay essentially the same for the duration of a transmitted
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packet. Therefore no additional diversity gain can be achieved by interleaving in time. Addition-
ally increasing the interleaving depth wouldincreasethe delay of baseband processing; the max-
imum delaypossible is constrained by the IEEE 802.11 MAClevel protocol’s acknowledgement
packetshort interframe spacing (SIFS) timing requirements. The SIFS timeis equal to 16s,
henceafter the packet ends, processingit has to be completedin less time. This is one of the most
demanding implementation requirements of the IEEE 802.1 1a standard.

The interleaving depth measuredin bits changes accordingthe used modulation: BPSK, QPSK,
16-QAM,and 64-QAMhaveinterleaving depthsof 48, 96, 192, and 288bits, respectively. The
interleaving depth for each modulation is calculated by multiplying the numberof data subcarri-
ers by the numberofbits per symbol.

Figures 3.10 and 3.11 show BER and PERcurves for IEEE 802.11a 12 Mbits/s mode in a Ray-
leigh fading channel that has 75ns root mean square (rms) delay spread. The effect of the inter-
leaver is most striking for PER, at 1% the gain from interleaveris approximately 5 dB. Figure
3.11 also shows howtheslope ofthe curveis steeper with interleaving; this is a consequence of
the diversity gain achieved.

., Bit Error Rate, |EEE802.11a 12Mbits mode, 75ns rms Rayleigh Fading Channel
10 = TSSS SS a TT2stSST
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FIGURE 3.10

Bit error rate ofIEEE 802.11a 12 Mbits mode with and without interleaving in 75ns rms delay spread Rayleigh
fading channel.
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PacketError Rate, IEEE802.11a 12Mbits mode, 75ns rms Rayleigh Fading Channel 

 

 
FIGURE 3.11

Packet error rate ofIEEE 802.11a 12 Mbits mode with and without interleaving in 75ns rms delay spread Rayleigh
fading channel.

Channel Codes

Channel codes are a very important componentof any modern digital communication system,
and they make today’s effective and reliable wireless communications possible. There are several
books that concentrate on different channel coding approaches[7, 9, 10, 17, 20]. The basic mea-
sure of channel coding performance is coding gain, which is usually measured in dBsas the
reduction of required ra to achieve a certain bit error rate in AWGN channel. As an example,
IEEE 802.1 1a could use two methodsto achieve 12 Mbits/s data rate. The simplest way would be
to use uncoded BPSK modulation on each subcarrier, therefore each OFDM symbol wouldcarry
48 bits worth of information. The symboltimeis 4us or 250000 symbols per second, hencethe
overall data is 250000x48 = 12Mbits/s.

Anotherway to achieve the samedatarate is to use channel coding. The IEEE 802.11a 12Mbits/s
mode uses QPSKandrate 1/2 convolutional code. This results in a significantly lower 7 or SNR
to achieve a good BERperformance.Thisisillustrated in Figure 3.12, which shows a coding gain
of approximately 5.5dB atbit errorrate of 10~>. This meansthatto achieve the same perfor-
mance, the system that does not use channel coding has to spend 5.5dB more energy for each
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transmitted bit than the system that uses channel coding. Figure 3.12 showsanothertypical
behavior of channel codes, the uncoded and coded BER curves cross over at some point.
Howeverthis happens at so high BER that channel codingpractically always provides an
improvement.

To make an even morestriking demonstration of channel coding in action, Figure 3.13 shows
packeterror rate curves in a fading channel with the same parameters as the previous example.
IEEE 802.11a is a packet-oriented system, hence PERis the most commonly used measureofits
performance.In the figure, the curve without channel coding does not produce usable PERatall,
hencethe price paid for implementing channel coding is handsomely paid back. Over the 9dB
increase in the performanceof the coded system improves by two orders of magnitude,
whereasthe performance ofthe uncoded system only improves from 100% PER to about 80%
PER.Flatness of the uncoded PERcurvesis explained by noting that even one bit error causes a
packeterror. The system is operating in a fading channel, hencetypically some subcarriers expe-
rience very low SNR,andbit errors on these bad subcarriers cause packeterrors.

The previous examples of channel coding options show another important parameter of channel
coding, namely therate of the code. Coderate is the ratio of bits input, called the message word,
to the encoderto the bits output, called the code word, from the encoder. This ratio is always less
than one;in the previous example, rate 1/2 meansthat twice as many bits are output from the
encoderthan were input. Therefore the coded system had to use QPSK modulation, instead of
BPSKto achieve the samedata rate. Channel coding always forces the system to use a larger
constellation to keep the same data rate as an uncoded system. Going to a larger constellation
reduces d,,.,; this implies higher BER at the output of the demodulator. However,at the output008

of the channel code decoder, the bit errorrate is significantly reduced.

The performance of channel codesis ultimately limited by the channel capacity formula, Equa-
tion 3.1. After about 50 years of research, Turbo-codes [7] have finally emerged as a class of
codesthat can approachthe ultimatelimit in performance. Another innovation, and a very active
research area, are Low Density Parity Check (LDPC) codes, whichalso have performance very
close to the capacity.

Convolutional codes have been the most widely used channel codein wireless systemsfor the
past decades,hencethis section concentrates on them andthe performance of IEEE 802.11a sys-
tem. Additional channel codesare Trellis-Coded Modulation (TCM)thatis closely related to
convolutional codes and algebraic Reed-Solomon (RS) codes. These coding schemes are |
describedin sections “Trellis Coded Modulation” and “Block Codes,” respectively.
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Bit Error Rate, IEEE802.11a 12Mbits mode, With coding and without coding
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FIGURE 3.12

Coding gain in BERof64 state rate 1/2 convolutional code in AWGN channel.
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Packet Error Rate, 12Mbits mode, With coding andwithout coding,
75ns rms Rayleigh fading channel
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FIGURE 3.13

Coding gain in PER of64 state rate 1/2 convolutional code in fading channel.

Convolutional Codes

Convolutional codesare one of the mostly widely used channel codesin today’s systems; all the
major cellular systems (GSM,IS-95) in use today use convolutional channel codes, IEEE
802.11a and HiperLAN/2 WLAN standards also use convolutional error correcting code, and
TEEE 802.11b includes an optional modethat uses them. Convolutional codes owetheir popular-
ity to good performance and flexibility to achieve different coding rates.
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A convolutional code is defined by a set of connections between stages of one or more shift reg-
isters and the output bits of the encoder. The numberofshift registers k is equal to the nominator
of the code rate and the number ofoutput bits n is equal to the denominator. Therate of a convo-

lutional code is generally expressed as x The numberof connections required to describe a code
is equal to the product of k and n. For each outputbit there are k connectionsthat define how the
valueof the outputbit is calculated from the state of the shift registers.

For example, Figure 3.14 shows the convolutional encoder used in IEEE 802.1 1a. Thisis a rate 3
code with connections 133, and 171,. The connectionsare defined as octal numbers,the binary
representations are 001 011011, and 001 111001,. The octal notation is used to shorten the
expressions, when connectionsfor different convolutional codes are tabulated. From the binary
notation, the structure of the encoderis easily constructed. The connectionsare aligned to the end
of the shift register, and a value of 1 meansthat the shift register stage output is connected to one
of the output bits of the encoder using a binary XOR operation. In Figure 3.14 the connection
133, that defines values the even indexedbits b,,, and the connection 171, defines the values of
the odd indexedbits b,,,,;.

Don

 
Don+4

FiGureE 3.14
64 state rate 1/2 convolutional encoder used in IEEE 802.1 1a.

Theendof shift register alignmentfor defining connection valuesis not universal. Several
sources report the connection values by aligning them to the start of the shift register input.
Usingthis notation the connection for the codein Figure 3.14 are 554, and 744, orin binary
101 101100, and 111100 100, . The length of the binary representation is extended with zeros to
be a multiple of three, so that the octal values are well defined. Connection values for several dif-
ferent convolutional codes can be found in coding theory text books [9, 10, 20]. These codes
were all found using an exhaustive computer search forall possible convolutional codes of the
specific rate and numberofshift register elements.

The numberofshift register elements determines how large a coding gain the convolutional code
can achieve. The longer the shift registers, the more powerful the code is; unfortunately, the
decoding complexity of the maximum likelihoodViterbi algorithm grows exponentially with the
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numberofshift register elements. This complexity growth limits the currently used convolutional
codesto eight shift register elements, and IEEE 802.1 1a uses only six, dueto its very high speed
data rates.

The performanceof a convolutional code is determined by the minimumfree distance of the
code. Free distance is defined using the Hammingdistancethatis equal to the numberofposition
in which two code wordsare different. Free distance of a convolutional codeis the minimum
Hamming distance between two different code words. An asymptotic coding gain at high SNR
for a convolutional code can be calculated from the free distance and the rate of the code, as in
Equation 3.1.

coding gain = 10 log), (rate - free distance) (3.28)

For example, the code used in IEEE 802.11a hasa free distance of 10 andrate 5 that gives an
asymptotic coding gain of 10 logia( . 10) = 7.0dB . However,this is an asymptotic result; Figure
3.12 showedthat at 10> BER,the coding is equal to 5.5dB,and less for lower ae, The asymp-
totic result is reached at such a high SNR thatpractical systems usually do not operate at that
SNRregion.

Puncturing Convolutional Codes
Usually communications systems providea set of possible datarates: for example, IEEE 802.11la
has eight different data rates: 6, 9, 12, 18, 24, 36, 48, and 54 Mbits/s. Now if the system could
only change the data rate by adjusting the constellation size, and not the code rate, a very large
numberofdifferent rates would bedifficult to achieve as the numberofconstellations and the
numberofpoints in the largest constellation would grow very quickly. Another solution would be
to implementseveral different convolutional encoders with different rates and change both the
convolutional code rate and constellation. Howeverthis approach hasproblemsinthe receiver
that would have to implementseveral different decoders forall the codes used.

Puncturingis a very useful technique to generate additionalrates from a single convolutional
code. Puncturing wasfirst discover by Cain, Clark, and Geist [3], and subsequently the technique
was improved by Hagenauer[6]. The basic idea behind puncturingis notto transmit someof the
bits output by the convolutional encoder, thus increasingthe rate of the code. This increase in rate
decreases the free distance of the code, but usually the resulting free distance is very close to the
optimum onethat is achieved byspecifically designing a convolutional code for the punctured
rate. The receiverinserts dummybits to replace the puncturedbits in the receiver, hence only one
encoder/decoder pair is needed to generate several different code rates.

The bits that are not transmitted are defined by a puncturing pattern . Puncturing pattern is sim-
ply a set of bits that are not transmitted within a certain period ofbits. Figure 3.15 shows the two
different puncturing patterns of IEEE 802.11a. The pattern (a) is used to generaterate 3 code
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from the rate > mother convolutional code. This puncturing pattern has a periodof six bits, and
bits 3 and 4 are punctured (not transmitted) from each period. The puncturing rate is equal to

4 = 2 andthe overall coderate is equal to sy = Z, since 2 of the original encodedbits are out-3

put from the puncturer. The other punctured code rate of JEEE 802.1 1a is a rate 2 code. The
puncturing pattern is shown in Figure 3.15 (b) hasa period of4 bits, and the fourth bit is punc-
tured, the puncturing rate is 3, hence the overall coderate is af = g.4

 

  
FIGURE 3.15

Puncturing patterns ofIEEE 802.1 1a.

Table 3.4 showsthe free distances and the asymptotic coding gains of the three code rates used in
IEEE 802.11a. The table also shows the optimum rate 4 and + codes; as you can see, the perfor-
manceloss due to using punctured codes, instead of the optimum ones, is very small. The rate +
is naturally the optimum code, becausethe original code is a rate + code. Therefore the table
does not show the puncturedfree distance and coding gain valuesforthisrate.

TABLE 3.4 Free Ddistances of the 64 State Convolutional Codes Used in IEEE 802.11a

 

Punctured Punctured Optimum Optimum
Code Rates Free Distance Coding Gain Free Distance Coding Gain

z - - 10 7.0 dB

3 6 6.0 dB 7 6.7 dB

3 5 5.7 dB 6 6.5 dBme

Before the punctured code can be decoded, the removed bits have to be inserted back into the bit
stream, because the decoder of the original code expects them to be there. Depuncturing is done
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by simply inserting dummybits into the locations that were puncturedin the transmitter. The val-
ues of the dummybits depend on whether the system useshard orsoft decisions. A hard decision
system should insert randomly one and zerobits into the punctured locations. A soft decision
receiverinserts a soft decision value of zero. For the usual case of decoding with the Viterbi
algorithm, the zero-valued dummybit does not have any effect on the outcomeofthe decoder.

Decoding Convolutional Codes
There are several algorithms that can be used to decode convolutional codes. The algorithms vary
in complexity and performance, and more complexity meansbetter performance. During recent
years, the Viterbi algorithm has reached a dominant position as the method to decode convolu-
tional codes, especially in wireless applications; other methods are practically nonexistent. The
reasonis that the Viterbi algorithm is a maximum-likelihood code word estimator; it provides the
best possible estimate of the transmitted code word. TheViterbi algorithm wasintroduced in
Chapter 1, andit is discussed in detail in any of the coding theory text books mentionedin the
start of this section, so we assume youare familiar withit.

TheViterbi algorithm can easily be implemented using either hard or soft decision demodulation.
Figures 3.16 and 3.17 show the performance improvement in BER and PER gainedby usingsoft
decisions. Thegain is approximately 2dB at 10-°> BER and 107! PER. The gain increases toa
little bit more than 2dB for higher SNRs. Thereforesoft decision decoding is the recommended
method to use with Viterbi decoding because the performance improvementit provides does not
cost any communications resources.

A coherent OFDMsystem hasto estimate the frequency response of the channel. The informa-
tion aboutthe amplitudesofthe individual subcarriers can be incorporatedinto the Viterbi algo-
rithm to provide performance improvement. Equation 3.29 shows how the path metrics p,, in the
Viterbi algorithm are calculated by weighting the squared Euclidian distance betweenthe soft
decision b, and the reference value b,, by the squared amplitudeof the subcarrier k on which the
bit was transmitted.

|b, - b,| (3.29) Pn = |Hi,

The performanceeffect of this weighting is significant in fading channel. Figure 3.18 shows the
PER of IEEE 802.11a 12Mbits/s mode whenthe convolutional code decoding is done with using
weighting in Viterbi or by using equal weightforall the path metrics. The impactof weighting on
performanceis very large. The reasonis diversity; when the subcarrieris faded,its amplitude is
small and the path metric will be scaled down to almost zero. This meansthatthe bits that were
transmitted on bad subcarriers have very little impact on the decision the decoder makes, hence
improved performance.
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FIGURE 3.16

Bit error rate of IEEE 802.11a 12Mbits/s mode in AWGNchannelusing soft and hard decision decoding.

Performance of IEEE 802.11a

IEEE 802.11a offers eight different data rates from 6 Mbits/s to 54 Mbits/s with increasingly
higher SNR required as the data rate increases. Figure 3.19 shows the SNR required for the 6
Mbits/s and 54 Mbits/s modes in AWGNchannel. The total increase in SNR at 1% PERis about

17dBoraboutfifty fold increase in transmitted power. Another wayto interpret the SNR increase
is to look at the change of range ofthe system at different data rates. The range depends onthe
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path loss the transmitted signal experiences,before it reaches the receiver antenna. The overall]
path loss L,, depends on manyfactors [18]. The range dependentfactoris proportionalto the dis-
tance d betweenthe transmitter and receiver. The impactof d on path loss depends on path loss
coefficient c, that determines how fast the signal powerattenuatesasit travels. This relationship
is shown in Equation 3.30.

~— (3.30)

 
FIGURE 3.17

Packet error rate ofIEEE 802.11a 12Mbits/s mode in AWGN channel using soft and hard decision decoding.

Thevalue ofthe path loss coefficient is dependent on the environment and a large number of
studies have been performed to determineits value in various cases [13]. The basic caseis free
space where c = 2; in an indoor environment, a value c = 3 can be used. We can use these two
values to get an estimate of the range difference between the lowest and highest data rate of IEEE
802.11a. When c = 2, every doubling of range decreases the signal powerto t or by 6 dB, hence
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the 17 dB SNR range means approximately 7.2 factor in range. Therefore the 6 Mbits/s mode can
function for a distance 7.2 times larger than 54 Mbits/s. The absolute range depends on many
things, like transmitter power and receiver design. When we assumethe indoor value d = 3, the
transmitted power decreases to 3 or by 9 dB for every doubling of range. This implies that range
difference from 6 to 54 Mbits is about 3.7.

Packet Error Rate, IEEE802.11a 12Mbits mode,
75ns rms Rayleigh Fading Channel

PER

-G Metric Weighting
~~ No Metric Weighting

 
SNR

FIGURE 3.18

Packeterrorrate effect ofmetric weighting in Viterbi decoding ofconvolutional codefor 12Mbits/s mode.
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Packet Error Rate, |EEE802.11a 6Mbits and 54Mbits/s modes, AWGN Channel
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FIGURE 3.19

Packet error rate of IEEE 802.11a 6Mbits/s and 54 Mbits/s modes.

Exercise 3 The performance ofan OFDM system depends on the length of the impulse
response of the channel. Simulate different rms delay spread values and note the PER perfor-
mance. Whatis the explanation forthe results?

Exercise 4 Simulate the 9 Mbits/s and 12 Mbits/s modes in both AWGN andfading channel.
Comparethe results and explain them using the convolutional codeFree distance and minimum
distance of the constellations.
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Trellis Coded Modulation

Trellis coded modulation (TCM)was discovered by Ungerboeck [19]. Trellis Coded Modulation
is the main subject of the book by Biglieri et al. [2]. The main idea of TCM is to merge channel
coding and modulation into a single integrated component. The benefit of this approachis that
the code design is optimized for the used constellation. The most significant benefits of this
approach are reached in AWGNchannel and with high spectral efficiencies, in other words, with
large constellations. Oneofthe first commercial applications of TCM was high speed telephone
modemsthat use very large constellation sizes to reach data rates up 33 kbits/s over the telephone
line.

A Trellis Coded Modulation encoderconsists of two parts: a convolutional encoder and a modu-
lator. Figure 3.20 showsa basic structure of a TCM encoder. The inputbits to encoder are bo, b,
and b,.The convolutionalencoderin the figure hasrate 4 , it encodesinputbits by and b,. In gen-
eral the convolutional codes used by TCM areofrate rae The three bits, cy, ¢,, and c,, output
from the convolutional encoderenter the modulator with one additional uncoded bit c,, therefore

the overall rate of the TCM codeis 3. In general the number of uncodedbits can vary from zero
to several bits. These uncodedbits are TCM’s Achilles’ heel for using it in fading channels with

packet radio system. Figure 3.13 showed how the PERreally suffers in a fading channel when
there are bits, like c3 in Figure 3.20, that are not protected with channel coding. Anerrorin a sin-
gle uncodedbit causes a packet error, and the loss of the whole packet. For a practical TCM sys-
tem to achieve the 54 Mbits/s data rate, it would have to include some uncodedbits in the
encoder, thus TCM wasnotselected as the coding method for IEEE 802.11a. The detrimental
effect of the uncodedbits can be reduced by increasingthediversity level of the system. Thisis
discussed in more detail in Chapter 4.

 

   
 

Do
Convolutional

b, encoder
Modulator

by

FIGURE 3.20
Trellis coded modulation encoder.
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Block Codes

The first error correcting code, discovered by Hamming[5], wasa block code. Block codesare
different from convolutional codes in the sense that the code has a definite code word length n,
instead of variable code word length like convolutional codes. The most popular class of block
codes are Reed-Solomon(RS) codes discovered by Reed and Solomon[15]. Another important
difference between block codes and convolutional codesis the block codes are designed using
algebraic properties of polynomials or curves overfinite fields, whereas convolutional codes are
designed using exhaustive computersearches. Block codes have not gained wide acceptancein
wireless systems, their performance doesnot reachthe level of convolutional codes. The most
famousapplication of Reed-Solomoncodesis probably for compactdiscs that use RS codesto
combatbursterrors.

Concatenated Codes

Concatenated codes used to be the best performing errorcorrecting codes,before the introduc-
tion of turbo codes that are discussed in next section. Concatenated codes are built by combining
an outer codeand aninnercode, shownin Figure 3.21. The outer code is usually a Reed-
Solomon block code and the inner code a convolutional code. Concatenated codes have reached
performancethat is only 2.2 dB from the channel capacity limit.
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FIGURE 3.21

Basic structure ofa concatenated channel coding system.

Turbo Codes

Turbo codes were a major discovery in 1993, when Berrou, Glavieux and Thitimajshima [1]
released their results of a code that had performance only 0.6 dB from the channel capacity.
Turbo codes are a combination of recursive systematic convolutional (RSC) codes, interleaving,
anditerative decoding. Heegard and Wicker [7] provide a thoroughtreatmentofthese high per-
formance codes. Figure 3.22 shows a basic structure ofa rate ; turbo code encoder. The encoder
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outputs systematic bits b,,, that are identical to input bits, and twosets of encoded bits b3,,,; and
b3n4 that are encoded bydifferent RSC encoders RSC1 and RSC2. The inputto the RSC2 is an
interleaved version of the input to the RSC1. Theinterleaver is an important componentofa
turbo code, and the code performance improves asthe size of the interleaver is increased.

Dan

Dan+1 
 

Interleaver

———|RSC 2 Dans2

FiGuRE 3.22
Rate 1/3 turbo code encoderstructure.

Hoshyar, Jamali, and Bahai [8] studied a packet radio system with the same OFDM parametersas
IEEE 802.1 1a, but replaced the channel code with turbo code. Surprisingly the results in a fading
channel did not show similar performance gains as AWGNresults would suggest, BER was
stated to have equal performance, and PER performance was improvedby 2.0 dB compared to
the convolutional code.
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Antenna Diversity 
In this chapter, we explore the most underutilized resource in current wireless LAN systems,
antenna diversity. Recent information theoretic results suggest that there is tremendous capacity
potential for wireless communication systems using antenna diversity. Diversity is defined as
multiple independent channels between transmitters and receivers; hence, antenna diversity or
polarization discrimination occurs whenthe independentpathsare spatial in nature. Thatis, there
is sufficient spacing between the antennaelements at the transmitters and receivers such that
there is no orvery little correlation amongsttheir respective signals. The antennadiversity can be
used to either improvethe link performanceofa signal or increase data throughput. Thelatter has
been the subject of considerable research sinceit is generally believed that near Shannon capac-
ity [61] might be achievable. The former has been and continuesto be the study of research in
error rate improvement. Both ofthese research areas have focused of various formsof antenna
diversity techniques, which combines the multiple paths in such a way to improve the perfor-
mance—eithererror rate or data rate—overthat for a single transmit and receiver configuration.

Throughoutthe remainderof this chapter, single transmit and receiver configuration shall be
referred to as single-input, single-output (SISO) system.

The remainderof this chapter is organized as follows. First, the “Background”section provides
the necessary relevant information required for a detailed discussion on antennadiversity. In the
section, notation used throughout the remainderof the chapter is introduced. Most importantly,
the fundamentallimits of capacity that is achievable for various transmitter and receiver configu-
rations are given. Remaining sections of the chapter are dedicated to antennadiversity tech-
niques. Morespecifically, receive diversity and transmit diversity are discussed in the context of
OFDMsystems, respectively. The concepts presented in those sectionsare noteasily grasped.
Thus,in an effort to help the learning process, several examples are given throughoutthe sections
to demonstrate particular concepts. This is a slight change from what has been heretofore pre-
sented in this text, but the complexity and the importanceof this topic warranted additionallearn-
ing aids. To maintain consistency with Chapters 2, 3, and 5, there are exercises provided that
utilize the simulationtool at the Website. As a final remark, the transmit diversity section is given

moreattention since additional hardware cost can be more easily accommodatedat the access

points (AP)rather than the mobile terminal (MT).

Background
In this section, we review the limits of capacity for fading environments, the channel modelfor
multiple-input, multiple-output (MIMO)systems, and the concept of diversity. Each of these top-
ics is needed to help in the understanding of the techniques used in antenna diversity. We begin
with a treatmentof capacity for fading environments. Foschini and Gans [20] have noted that
OFDMsystemsare particularly well-suited for enhanced capacity using antenna diversity tech-
niques. Thereport is summarized in the nextsection.
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Limits of Capacity in Fading Environments
The reportin [20] was motivated by the need for fundamental understanding ofthe ultimate lim-
its of bandwidth efficient delivery of higherbit-rates in digital wireless communications, In addi-
tion, methods for achieving these limits are examined. The analysis assumes extremely limited
mobility and a very slowly changing propagation environmentsuch as a userat a desk within an
office space. For this model, the channel is considered “quasi-static”; that is, the channel remains
fixed during a burst andis allowed to randomly change from burst to burst. The burst is assumed
to be of long enough duration that information theory offers meaningful results. Further, the
results presented therein did not assume known channelcharacteristics at the transmitter, but the
receiver knowsthe channel characteristic perfectly. The analysis is restricted to Rayleigh fading
flat channels. Capacity is expressedin units ofbits per secondper Hertz (bps/Hz), or, equiva-
lently, bits/cycle. The Rayleigh fading assumption stemsfrom the factthat there are a large num-
berofscatters within an indoor environment. Independence ofthe paths is assumed from the
decorrelate on antennas spacedatleast an half wavelength apart (polarization discrimination).
Moreover, capacity in these analysesis treated as a random variable, and, as such, the cumulative
distribution functions (cdf) are appropriate for assessing its performance. Forinstance, if we
desire a 99% probability of achieving a particular performance,the cdf graphs provide the capac-
ity curves and onecanreadoff the SNR needed for a 1% outage probability. Webriefly define the
notation and basic assumptionsthat will be used throughoutthe remainderofthis chapter:

* Numberoftransmit antennasand receive antennas are N and M,respectively
* Transmitted signal s(t) is constrained toatotal powerP regardless of the value N
* The noise at each receiver v,(t) are independentidenticaldistributed(i.i.d.) additive white

Gaussian processes, whose poweris equal to No
* The average SNRat each receiver is y = P/ No independentofN

* Matrix channel impulse response h(t) has N columns and M rows. H(f)* will be used to
denote the Fourier transform of h(t)

* Superscript T for vector transpose, superscript + for conjugate transpose, det for determi-
nant, tr for trace of a matrix, and J, for then xn identity matrix

Thereceived signalr(¢)at the ith antennais given by  
iQ) =A) *& s(t) + ;(2) (4.1)

 

“Within the text, it will be convenientto drop the dependence of the powertransfer characteristic onfre-
quencyfor notationalsimplicity. The reader should assume thatthe discussion pertains to a particularfre-
quencyanduniformly applies to the otherfrequencies as well.
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where * denotes linear convolution. The discretized versions of continuous variables such as

r(t), s(t), and h(t) will be denoted by sample time indexed variables such as r(/), s(Z), and h(/),
respectively. For notational convenience, the dependence onthe samplingtime has been sup-
pressed, e.g., r(/T’) > r(1), where T is the sampling period.

Returning to the main discussionof this section, the standard capacity formula given by Shannon
[61] can be expressed in bps/Hz as

C= log, (1 + ylH/) bps | Hz (4.2)

where H is just a complexscalar in this case.

ForNstatistically independent data streams with equal power and Gaussian distributed, the
capacity becomes

C= tog detI + Yun) bps | Hz (4.3)
It is instructive to examine Equation 4.3 when H = I, i.e., parallel independent Gaussian chan-
nels; hence, the AWGNchannelis found to be

C= nloga( 1 +1) > y/in(2) asn>eo (4.4)n

Unlike the fading channels model (see Equation 4.2), the capacity scales linearly with increasing
SNR for AWGNchannels rather than logarithmically. Equation 4.4 hints at the benefits of paral-
lel orthogonal transmission of independent information. One should, however, be careful not to
forget that, in general, the variouspaths in a fading environment mightnot be orthogonal. In fact,
there will tend to be correlation amongstthe paths andthus they will interfere with each other.
The equality in Equation 4.4 can be achieved by simply dividing the power equally among n
independent paths and sending n equalrate independentsignals.

Whenthe channel is not AWGN butratherfading, diversity can be employed at the receiver; see
the section on “Receive Diversity” for more details. It can be shown that multiple reception from
a single transmitter can increase capacity. At the receiver, a linear combination of the antenna
outputs are performed such that information containedin the input signal is maximized. This
algorithm is called the maximal ratio combining (MRC)andis discussed in the “Maximal Ratio
Combining”section of this chapter. The capacity resulting from MRCtechniquesis given by

M

C= oesSo bps | Hz (4.5)i=1
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where H,is the channel matrix for the ith receive antenna.

Anotherreceive diversity technique, which is commonly used but not optimum,is selection
diversity. Selection diversity selects the receive antenna with the highest SNR The capacity
offered by selection diversity is ,

C = max log,|1 + 71H,| = log, + ymax ia.f me {1,M} (4.6)m m

As implied previously, selection diversity is inferior to MRC diversity, yet it is much simpler to
implement. Hence,it is attractive to use in that sense.

A brief pointofclarification is in order here. Throughoutthe analysis presented heretofore in this
section, the random channels considered have been Rayleigh channel models, which meansthat
the elements of the M x N channel matrix H areiid. complex, zero-mean, unit-variance Gauss-
ian random variables. Further,it is well-knownthat the sum of the squaresof k iid. squared
zero-mean unit-variance Gaussian random variables is a chi-squared random variable with k
degrees of freedom.

The following equations examine some special Rayleigh channels using chi-squaredvariates.

Example1 NoDiversity: M=N =1.

C= log,|1+ 775] (4.7)

So, the parameter ymultiplies a chi-squared variate with two degrees of freedom.

Example 2 Receive Diversity: M =n, N =1.

C=log,|1+ 7x3, | (4.8)
Contrast Equation 4.8 with the capacity for selection diversity expressed using chi-squared
variates, '

C = log,[1+ max(z3 )| (4.9) 
Example 3 Transmit Diversity: M =1, N =n.

C= log + z2| (4.10)
Compared with Equation 4.7, one can see that transmit diversity DOES NOT improve the SNR
by 10log,9(), which is a common misconception. This would be true if we had not constrained
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the overall transmit power independentof the numberof transmitting antennas N. In other words,
the average SNRoverall channelrealizations is the same at each receive antenna.

Example 4 Combine Transmit and Receive Diversity: It is required only that N= M, however,
N > M is easily accommodated,so it is included as well. The lower bound on the combined
transmit and receive diversity case is given by

N

c- ¥ toga]1+ 2 23,| (4.11)N
k=N-(M-1)

Contrast Equation 4.11 with

. YCoptimum = Slog + W 300, | (4.12)i=l

where i indexesstatistically independent chi-squared variates each with 2M degrees of freedom.
The capacity indicated by Equation 4.12 can only be achieved when the channel state informa-
tion is knownperfectly at both the transmitter and receiver simultaneously. The subject will be
further pursued in the section “Water-Filling for Multi-Antenna Systems.”

Example 5 Cyclic Delay Diversity: For this case, one transmitter of N transmit antennas is
used at a time and detected by M receive antennas. All N transmit antennas are cycled through

with period N. The cyclic mechanism avoidscatastrophic interference and is simple to imple-
ment. The capacity formula for the cyclic delay diversity is given by

N

C= ~> log,[1+ 730,| (4.13)i=1

Thefirst three examples, Equations 4.7-4.10, are simple applications of the generalized capacity
formula and are easily derived. Equations 4.11 and 4.13 are more complicated, and interested
readers are directed to reference [20] for the details of the proofs of the two formulas.

Exercise 1 First, using the simulation tool provided at the Website, determine the required
SNRneededto transmit QPSK symbols encoded with the rate 1/2 convolutional code over a Ray-
leighfading with reliability of 10~ BERrate. Second, using Equation 4.2, determine the capac-
ity in a Rayleighfadingfor that SNR. Third, again using the capacityformula just mentioned,
determine the SNR neededto obtain 1 bps/Hz. Finally, what can be said about the coding

scheme, which corresponds to the 12 Mbps mode of the IEEE 802.1la standard, in terms ofits

efficiency with regards to optimum capacity?
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Exercise 2 Which of the IEEE 802.11a standard modesis closest to optimum capacity in Ray-
leighfading? Which is closest in AWGN?

Channel Modelfor Multiple-Input/Multiple-Output
(MIMO) Systems
In this section, we provide sufficient detail to generally characterize the channel for any multiple-
input multiple-output (MIMO) systems employing an OFDM modulation;thatis, we shall fully
develop the expression given in Equation 4.1 of the previoussection. The final form for the chan-
nel model shall be denoted in matrix/vector form for notational convenience. Now let’s consider
a communication link comprising N transmitter antennas and M receiver antennasthat operates
in a MIMO channel. Eachreceiver antenna responds to each transmitter antenna througha statis-
tically independentfading path. Thereceived signals are corrupted by additive noisethatis statis-
tically independent amongthe M receiver antennas and the transmission periods. For ease of
presentation, discrete baseband notationshall be used; thatis, at sample time index /, the complex
symbol, s,(/), sent by the N transmit antennasand, subsequently, detected by kth receive antenna
is denotedas 7, (J). Then r,(/) can be expressed as

N

=FEShl0-440 1<k<M (4.14)
i=l

where h,,(/) is the fading path betweenthe ith transmitter antenna andthe kth receive antenna at
time index /. The noise samples attime index i, v, (2), are complex zero-mean spatially and
temporally white Gaussian random variable with variance No / 2 per dimension.It is further
assumed that the transmitted signals s,(/) are normalized such that average energy for the signal
constellation is unity. Recall in “OFDM WLANOverview,” in Chapter 1, for OFDM signal, the
channel is madecirculant by prepending a cyclic prefix (CP) to the data sequencepriorto trans-
mission. This simple mechanism allowsfor replacing the linear convolutionin Equation 4.14
with a circular one. Hence, the frequency domainrepresentation of Equation 4.14 using an
L-point FFT is given by  N

Rom) = [EY Hy lms\om) + Yom), l<msL (4.15)i=1

where R,(m), H,;(m), S;(m), and V,(m) denote the frequency domain representations of mth
subcarrier of the received signal for the Ath antenna, complex channelgains betweenith transmit-
ter antennaand the Ath receive antenna, transmitted signal for the ith antenna, and noise signal
for the Ath receive antenna, respectively. If the channelgains are slowly fading, then it can be
assumed that during a period of T time index the gains are constant and approximate the channel
as a block fading channel. Thus,the received signal vector for the mth subcarrier using matrix
notation is given by
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R(m) = =Hom)S(mn) + Vim) (4.16)
where

R(m) =[R,(m), Ry(m), ++, Ry(m)

Hy, (m)  Ay(m) ++ Ayy(m)

Hon) = Haim) * ” Hawn)
. . , (4.17)

Hy, (m) a yy(m)

S(m) = [S; (mn), Sy(m),-++, Sy (m)]"

S(m) = [V,(m), Vo (mn), +++, Vym=)

Hence,total received signal vector, again using matrix notation, can be written as

R = (RQ), R@),---,R(L)] (4.18)

whichis simply a collection of the frequency domain received signals into a matrix.

Given this necessary mathematical framework, we can proceed to describe popular antenna
diversity techniques.

Introducing Diversity
One way to improve the system performance over fading channels is to changeits statistical char-
acteristics. This is generally done by a technique called diversity. In fact, the effects of fading can
be substantially mitigated through the use of diversity techniques in such systems via appropri-
ately designed signal processing algorithms at both the transmitter and receiver. Practical, high-
performancesystemsrequire that such diversity techniquesbeefficient in their use of resources
such as power, bandwidth, and hardware cost; in addition, they often must meetstringent compu-
tational and delay constraints.

Three main forms of diversity are traditionally exploited in communication systemsfor fading
channels: temporal, spectral, and spatial diversity. Temporal diversity is effective when the fading
is time-selective. The degree to which this form of diversity can be exploited depends on delay
constraints in the system relative to the coherence time of the fading process, which,in turn,is a
functionof, e.g., vehicle speeds in mobile applications [53]. “Interleaving” in Chapter 3 provides
a detailed discussion of time diversity techniques.
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Spectral diversity is effective when the fading is frequency-selective,i.e., it varies as a function of
frequency. This form of diversity can be exploited whenthe available bandwidth for transmission
is large enough that individual multipath components can begin to be resolved. Examples of sys-
temsthat take advantage of frequencydiversity are direct-sequence spread-spectrum communica-
tion, frequency-hoppedspread-spectrum communication, and—the subjectof this book~-OFDM
systems. The benefits of frequency diversity for OFDM have been documentedin earlier chap-
ters—“OFDM WLANOverview”in Chapter 1 and “Interleaving” in Chapter 3—ofthis text
while the spread-spectrum systems, on the other hand,are beyondthe scope of this book.

Evenin situations where the fading channelis nonselective, i.e., neither time selective nor fre-
quencyselective, or when system constraints precludethe use of these forms of temporal or
spectral diversity, spatial diversity can be used to provide substantial improvementin system per-
formance. Spatial diversity involves the use of multiple antennas sufficiently well-separated at
the receiver and/orthe transmitter that the individual transmission paths experience effectively
independent fading. The extent to which this form ofdiversity can be exploited depends on issues
such as cost and physical size constraints.

The two broad categories for antennadiversity are transmit and receive diversity.

Wetreat receiver diversity first becauseit is the simpler of the two concepts, and the remainder of
the chapteris dedicated to transmit diversity.

Receive Diversity
The use of multiple antennasat the receiver, whichis referred to as receive diversity, is fairly eas-
ily exploited. In essence, multiple copies of the transmitted stream are received, which can be
efficiently combined using appropriate signal processing techniques. As the number of antennas
increases, the outage probability is driven to zero, and the effective channel approachesan addi-
tive Gaussian noise channel. The two most popular receive diversity techniques are selection and
maximal ratio combining.

Selection Diversity
The simplest receive diversity is selection diversity. Becauseofits simplicity, current IEEE
802.11b WLAN products employ selection diversity at the mobile terminal (MT) andaccess
point (AP). Given M receive antennas, selection diversity entails choosing the receive antenna
with the largest SNR in each symbolinterval. Anotherattractive feature of selection diversity is
that it does not require any additional RF receiver chain. In other words,all the receive antennas
share a single RF receiverchains, which is key drive in keeping the cost down for the MT
equipment.
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The performanceofselection diversity is easily computed by assuming eachreceive antennais
subject to iid. Gaussian noise. Thus, selecting the antenna with the largest SNR is tantamountto
selecting the receive antennawith the largest instantaneous power. Further, it assumesthat the
averagereliability of each of the paths is equal. Thus, average SNR 7 amongst the receive anten-
nas is given by

— E 2\ € .
=—=Eh;)\—, 1=1...,M 4.19T=, (n7) Ne (4.19)

Naturally, the instantaneous SNR 7,is therefore given by

==h?—, 1=1,...,.M 4.20Y "Ny (4.20)
The probability that the SNR for the /th receive antenna is lowerthan a threshold Z is given by

Pry, $2)= [5 fy(BOB 4.21)

where f,,(B) denotesthe probability density function (pdf) (see “Review of Stochastic Processes
and Random Variables” in Chapter 1 for discussion) of y;, which is assumedto be the same for
all antennas. With M independentreceive antennas, the probability that all of them have an SNR
below the threshold Z is given by

Pr(y, $Z,.-,%u $2) = (Pry; $ ZI” (4.22)

and decreases as M increases. Notsurprising, this is also the cdf of the random variable

y = max{y,,....¥y} (4.23)

Hence, ¥ is less than 2 if and onlyif (iff) 7,,...,Yyg are all less than Z. Therefore the pdf follows
directly from the derivative of the cdf with respect to Z. This result can be used to obtain the error
probability of a digital modulation scheme in the presenceof selection diversity by integrating
the conditional error probability with respect to the 7 . To assess the benefit of selection diversity,
we consider a QPSK modulation signal in a five-tap Rayleigh fading environmentwith 1, 2, and,
4 receive antennas. The error probability as a function of SNRis given in Figure 4.1.

From Figure 4.1, itis clearly evidentthat error rate performance improves with increasing num-
ber of receive antennas. Note for a BER of 1%, the improvementin error rate performanceis
between 2-3 dB for two receive antennas and 3-4 dB for four receive antennas. The caveatto this

performance improvementis that each path for the receive antennas mustbe independentofthe
others.
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Effects of Selection Diversity10
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Errorrate performancefor selection diversity in Rayleigh fading.

To close, selection diversity is relatively easy to implement, as notedearlier, becauseit requires
only a measure of the powers from each receive antenna anda switch. However, the simple
observationthat it disregards the information from all antennas but one leads us to concludethat
is not an optimum combining technique.

Maximal Ratio Combining
In maximal ratio combining (MRC),the signals at the output of the M receive antennas are com-
binedlinearly so as to maximize the instantaneous SNR.Thecoefficients that yield the maximum
SNRare found from straightforward application of optimization theory. Let’s denote the received
signal per antennar, as

 
m= hs, + v, (4.24)

with independentnoise samples v, and have the same powerspectral density 2N. Further
assumeperfect channelstate information at each antenna.Finally,the transmitted signal S, has
been normalized suchthat the average signal energy equal 2e.
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MRCconsists of using the linear combination

M M M

y= wir = Swi hs; +>; v, (4.25)
i=l i=l I=l

prior to detection. The powerspectral density 5, of the noise after MRCis given by
M

Sy = 2No>wil”
l=}

while the instantaneoussignal energy is

M

dhernf’
i=l

2E€   
Theratio of these two quantities

«, [2

elt h| |
TT TM2

No Lil

can be maximizedas follows. Recall the Cauchy-Schwartz inequality defined as

¥
[=]

M M

<¥la?Sal (4.26)
J=1[=]

* 2

ay b|   
where the equality in Equation 4.26 is obtained for w, = h, for all 1, which provides the weight-
ing coefficients for MRC. In plain English, each antenna is weighted proportionally by its corre-
sponding fading attenuation. The heavily faded antennas, whichareless reliable, are counted less
than the less faded antennas, which are morereliable, and vice versa. The SNR provided by MRC

is given by

M
é

Yurc =ale (4.27)
9 J=1

Noting that ew, my Nois the SNRperantenna, then Equation 4.27 is just the sum of the SNRs
for each antenna, which means yypc can be large even whentheindividual SNRsare small. As
an example of the improvementresults from MRC,consider the same scenario as before with
selection diversity. Rather than using selection diversity, we instead use MRC. Theerror perfor-
manceof this system is shown in Figure 4.2.
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Effects of Maximal Ratio Combining
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FIGURE 4.2

Error rate performancefor MRCin Rayleigh fading.

The performance improvement is much moresignificant for MRC thanselection diversity. For
instance, at a BER of 1%, MRC with tworeceive antennas provides nearly 10 dB improvement,
while for selection diversity, it was found to be between 2-3 dB. Forfour receive antennas, the
improvementis nearly 15 dB!

In summary, the potential gain using MRC can be tremendous. Thisis not surprising since it is the
optimum solution. The caveatto this is that perfect channel knowledge was assumed,whichis not
true in general. The accuracy of the channel estimation will depend somewhaton the operating
SNR.The sensitivity of MRC to channel estimation erroris left as an exercise to the readers.  
Exercise 3 Consider the case when the weights for the MRCare all equal to unity, referred to
as equalgain diversity. How does this receive diversity technique compare to selection diversity
and MRC? Modify the MRC module given at the Web site to perform this task andplot on the
same graphselection diversity, equal-gain diversity, and MRCfor the case scenario given in the
selection diversity example.
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Transmit Diversity
In the previous section, receive diversity techniques were reviewed. However, receive diversity
can be impractical in a numberofapplications. In such scenarios, the use of multiple antennas at
the transmitter, whichis referred to as transmitdiversity, is significantly more attractive. Multiple
element transmitter antenna arrays have an increasingly important role to play in emerging wire-
less LAN networks,particularly at the AP. Indeed, when used in conjunction with appropriately
designed signal processing algorithms, such arrays can dramatically enhance performance. This
last statement begs the question, “How are good transmit diversity schemes designed?”

Transmit Diversity Design Criteria for Fading Channels
In this section, we explore different design criteria for transmit diversity schemes. As will be
explainedlater, the design criteria depend heavily on how muchis known aboutthe channelat
the transmitter and receiver. In general, a wireless communication system is comprised of N
transmit antennas and M receive antennas. The information data is encoded using a channel code

to protect it against imperfections caused by the channel. The encodeddatastream is split into N
parallel streams, each of which is modulated and then transmitted using separate antennas. Each
path for the separate antennasis assumedi.i.d. and quasi-static; that is, the complex gainsof the
paths are constant over each data frame but changes from frameto frame.

Webegin ouranalysis of transmit diversity design criteria by examining the single antenna case
and then generalize the results for the multiple antennacase in the Trellis Space-Time Codessec-
tion. To develop codesthat perform well over fading channels, we choose to minimize the pair-
wise error probability. That is, the probability that codeword c is transmitted over the channel and a
maximum-likelihood (ML) receiver decides in favor ofa different codeword e. The ML receiver
makes decoding decisions based on a performance metric m (r, ¢, h) provided that estimates of
the fading amplitudes, h,are available at the receiver. Formally, the maximum likelihood crite-
rion for the optimum decoder requires the conditional probability of receiving r given that code-
word ¢ was transmitted to be greater than the probability of receiving r assuming any other
codeword e wastransmitted,i.e.,

P(e > elh) = Pr[mn(r, e;h) 2 mC, ¢;h) th] (4.28)

where

m(r, e;3h)) =|j- he; (4.29)
2 : . .

and -| represents the squared Euclidean norm. Note that since the performance metric m(r,¢;h)
is just the distance between vectors, the total metric is simply the sum ofthe distances per dimen-
sion m(r;, e;;h;). The pairwise error probability is found by takingthe statistical expectation of
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Equation 4.28. Rather than solving for the exact pairwise error probability, which can only be
evaluated numerically, an upper boundcan be found for Equation 4.28 by using the Chernoff
bound techniques [25]

P(e > e) SE, {exp(A[m(r, e;h) — m(r, ¢;h)])} (4.30)

P(e e)< II, &, {exp(afhr = hye) -|n - neil))} (4.31)
where A > 0 is the Chernoff parameter to be optimized for the tightest bound. The equality in
Equation 4.31 is obtained by invoking the additive property of the metric. The optimum Chernoff
parameter to form the tightest boundcan be foundbyfirst rewriting the multiplicandsin Equation
4.3] as

exp(Al — huer!” — |r = hye }) = exp[-Aan? (1 NoA}le, — ef] (4.32)
Now,the optimum Chernoff parameter Ap: 18 found bytaking the derivative of the argumentin
Equation 4.32 with respect to / to yield

1opt =) (4.33)
Substituting Equation 4.33 into Equation 4.32 results in a optimized Chernoff bound

L hy 2
P(e > e) SII; E,, ,exp| -—-lc, - e,| (4.34)

! 4No

Rician Channels

To evaluate the bound for a Rician channel, we average the result of Equation 4.34 over the
Rician pdf [54] to obtain

P(e > e)< TE, [ana +x)exp(-[x +h?+ x) + H8"]) (4.35)
Ip (2h, [RCI+ 1c) )Shy (4.36)

where

le, ~ ei6’ =

 



138 Antenna Diversity 

CHAPTER 4.

and Kis the Rician factor defined as the ratio of energy in the spectral path to the diffuse path.

This integral can be evaluated using [34]

” pexp(—at?)- - 1 of[ texp( at ) Jy (At)ot = 5a en da (4.37)
where

Jo Gt) = In)

and J,(t) is the zeroth order modified Bessel Function [34] and j = V-1 .
Thusthe pairwise error probability for a Rician channel is given by

2
1+ -Kz-lc, -eP(e > e) < Ik; ———_ amgnelial 5 (4.38)

1+K+ ay |e—e] 1+K+ aye —/|

which simplifies for high signal-to-noise ratios (SNR) to

P(e e)< They(+K)exp[-K] (4.39)2

aNy le; — |

where 17 is the set of all / for which c, # e,. Denoting the numberof elements in 7 as L,, Equa-
tion 4.39 can be rewritten as

(1+ K)exp[-«])”
Pret es

(akcdB)
(4.40)

where dp (L,,) is the so-called squared productdistance along the error event(c, e) path defined
as

1
nt

dp(Ly) = (Trenler ~ el’) (4.41)

and L,, is the effective length of the error event(c,e).

Rayleigh Channels
For Rayleigh channels, « is equal to zero and Equation 4.40 simplifies to

1

P(e > e) < Mheq —=-
AN [et —e]|

(4.42)
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Amongall terms in Equations 4.40 and 4.42, the terms with the smallest effective length L,, and
smallest product distance d2p(L,,) dominatethe error eventprobability at high SNR.Let’s denotethe minimum L,, by L and the corresponding squared productdistance as d2p(L) thusthe error
event probability for Rician channels is asymptotically approximated by

(1+«)exp[-«])”P(e e) = aL, d3(L))§ aie abn (4.43)AN, ¢P

and, for Rayleigh channels,

P(e e) = a(L, di())———, (4.44)
(ak, 420)

where a (L, dp (L)) is the average of numberof code sequences having effective length L and
squared productdistance d2p(L). Equation 4.44 says that the error event probability has two
dominant factors: the product distance and its multiplicity—average numberof occurrences
aL, d'p(L)). So, not only mustthe productdistance d2'>(L) be maximized, the number of low
symbol Hamming weight code sequences a (L, d2'p(L)) must be kept as small as possible as well.

Delay Diversity
Just as selection diversity is the simplest of the receive diversity techniques, delay diversity is the
simplest of the transmit diversity techniques. Considera repetition code of length of N—a sym-
bol is repeated N times on N transmit antennas. The N symbols are transmitted over the N differ-
ent antennas at non-overlapping time instants or frequency bins of a DFT,i.e.,

S=|0 5 sp S3 Sy (4.45)
0 0 5s, Ss 55

where the rowscorrespondto transmit antennas and the columnscorrespond to symbolintervals.
The received signal r(Z) is given by

Np

r= YYAWSC- A+ vO (4.46)
i=l j=l

where the subscriptith indexes the individual paths.If this diversity codeis subject to a
frequency-selective channel, a minimum mean squared error (MMSE)decision feedback equal-
izer or a maximumlikelihood sequence estimator (MLSE)is neededto resolve the multipath
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distortion. When implemented in an OFDM framework, the OFDM receivedsignalfor the Ath
subcarrier R(k) becomes ,

N

R(k) = SY) A(OS,(h) +V(kK) (4.47)
i=]

where H,(k), and S;(k) are the frequency domainrepresentations for the kth subcarrier and ith
path of the channel impulse response and transmit signal, respectively; V(k) is the additive noise
processat the receiver. Assuming perfect knowledge of the channelat the receiver, the receiver
must solve the following optimization problem for each subcarrier k,

e, = minR(&) — B'S) (4.48)
H(k) = LH, (k), Hy (k),-.Hy . (4.49)

S(k) = [S,(k), Sp (ysSy (4.50)

The MLSErequires a search overall possible transmit sequences and finds the sequence that
yields the minimum of Equation 4.48.

Exercise 4 Develop a Matlabscriptfile using Equation 4.45for a two-antenna delay diversity
code within an OFDMframe with symbols drawn from a QPSK constellation. The receiverfunc-
tion shall be an MLSE, which requires thatfor every subcarrier, the sixteen possible combina-
tions for two QPSK symbols are to be evaluated in Equation 4.48. Integrate the delay diversity
encoder and decoderinto the simulation environment at our Web site and compare the perfor-

mancefor this code with thatofselection diversity and MRC with two receive antennas.

Trellis Space-Time Codes
The foregoing analysis in the “Transmit Diversity Design Criteria for Fading Channels” section
leads to a set of design parameters for good space-time codes (STC) over fading channels. To
characterize these parameters, we consider the error event probability of STC over fading chan-
nels as the performance metric. Assuming ideal channel state information at the receivers and
multiple transmit and receive antennas, the pairwise error probability, determined from the Cher-
noff bound in Equation 4.34, is given by

2

P(e e)< expEOF.) (4.51)0

where d(c,e) represents the normalized accumulative distance between codewords (c, e) and is
defined as
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2 (c,e)= DY Y/Y hy,(—e;(0) (4.52)
j=l [=]|i=1

Using matrix notation, Equation 4.52 can be expressed as
m

d’(¢,e) = »h'D¢e,c)'D(e, ch; (4.53)
jel

where h, is again the channelcoefficient vector defined as

hy = [hyjsMajo In, (4.54)

D(e, c) is the codeword difference matrix defined as

e(0)—e,(0) eo (I)-e (1) + (L)-e(L) 7
D(e,c) = : i : : (4.55)

c,(0)-e,(0) ¢,0)-e,() + ¢,(L)-e,(L)

T denotes matrix transpose. Thus, substituting Equation 4.53 into Equation 4.51, the pairwise
error probability in matrix notation becomes

ed 4.56)P(c>e)SIT}t| | AN
The matrix D(e,c)' D(e,c) is Hermitian; thus, it be can expressed in terms of a unitary matrix V
whose columnsare its eigenvectors y, and a diagonal matrix A containingits eigenvalues,i.e.,

hjD(e,c)' De, c)h, = x a,|aty, (4.57)
i=l

Wenote that since channel coefficients h,; are i.i.d. by assumption, an orthonormal transforma-
tion of the channelcoefficients, B; =h'Wy), is also i.i.d. Hence, wearrive at the upper bound on
the average probability of error with respect to the B;.; for Rician and Rayleigh channels, respec-
tively, by substituting Equation 4.57 into Equation4.53 and using Equations 4.38 and 4.42,

E

1+k;,; Ki} Ny AiPee > e) ST, TRpote) oaa (4.58a)Ss

1+K,5 aN A; 1+K,; ai-A,
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 E, \”" -mreves{Ze) (Ti: 4:) (4.58b)
wherep is the rank of the codeword difference matrix D(e,c). Inspection of (4.58b) leadsto the
design criteria we sought.

© The Distance/Rank Criterion: In order to achieve a diversity ofpm in a rapid fading envi-

ronment for any two codewordsc ande,the strings c,(Z) c,(/)--+¢,,() and
e,(1) e,(1)---e,(2) mustbe differentat least for p values of 1 </ < n. In other words,
the rank of D(e,c) must be p to achieve a diversity of pm in a quasi-static flat fading
environment.

* The Product/Determinant Criterion: Recall that 7 is the set of all / for which c, # e;.
andlet lc )—7eA = el le; (D)- e,(1)]. Then to achieve the most coding gain in a rapid fad-
ing environment, the minimum squared product distance d (L,) over 7), as defined in
Equation 4.41, must be maximized.Forthe caseof a static fading channel, the minimum of
pth roots of the sum of determinants ofall p x p principal cofactors of D(e, c)'D(e,c) taken
overall pairs of distinct codewords ¢ and e correspondsto the coding gain.

Improvementof the STC Design Criterion
D.M.Ionescu [43] demonstrated that the determinantcriterion can be strengthened by requiring
that the eigenvalues of D(e,c)' D(e,c) be as close as possible, for any pair codewordsc,e. For-
mally, the criterion was expressed as follows.

The Equal Eigenvalue Criterion: For N-transmit antenna system operatingin i.i.d. Rayleigh
fading with perfect channel state information (CS), an upper boundtothe pairwise error proba-
bility is made as small as possible iff, for all pair codewords ¢,e, the squared Euclidean distance

r[Dee, ce)! Dee,e)| are madeas large as possible. Further, the non-square matrices D(e, c) are
semi-unitary—up to a scale factor—,i.e. Die, c)' D(e,c) = (De.o"De, °)| IN} Iy.
Essentially, maximizing min,. det[Dee, c)' D(e,c)|, as specified by the DeterminantCriterion,
requires maximizing the minimum eigenvalue productover all D(e, c)' Dee,c).

Proof By Hadamard’s theorem,the eigenvalue productfor a square, positive definite
matrix A, with elements a; ; assumes its maximum value I],a;;, iffA is diagonal. Once
D(e,c)' Die, c) is diagonalized, the productofits diagonal elements is maximizediffthey
are rendered equal and their sum, tr|D(e, c)' D(e,c)|, is maximized. Consider the
arithmetric-mean geometric mean inequality [34], ie.,

TL < 234) (4.59)i=l i=l
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Theastute reader will recognize that the left hand side of Equation 4.59 has the same
form as the product distance given in Equation 4.41. Hence, the product distance dz (L)
is upper boundedby the arithmetic mean ofthe eigenvalues of D(e,c)' Die, c) with equal-
ity achieved when all eigenvalues are equal.

D.M.Ionescu recognizedthat it might be difficult to enforce this condition forall pairs of code-
words ¢, e and thus proposed a sub-optimalsolution to enforce the condition of the codewords
correspondingto the shortest error event pathsin the codetrellis. Shortly, we will see that this
new DeterminantCriterion relates to block STC.

Usingthe original design criteria for STC, Tarokh et al [65, 67, 69] wereable to generate a fam-
ily of codes, which have received considerable attention. Tarokh et al claimed that these codes

achieve near optimum outage capacity (rather than Shannon’s capacity). Outage capacityis
defined as the maximum constant information rate that can be maintainedinall fading conditions
with some nonzero probability of outage, assuming perfect receiver CSI. Forthese environments,
it is more appropriate to use outage capacity rather than Shannon’s capacity since some channels
yield zero capacity using Shannon’s formula. Hence,it is not a meaningful measure of the perfor-
mance of these environments. Examples of outage capacity are when all the phonelines at your
job are busy and your cell phone cannotget service. Hopefully, this doesn’t occur to you very
often. In fact, most communication systemsstrive to have greater than 99% availability to its cus-
tomeror less than 1% outage probability. Previously reported performanceresults in [67], com-
pared to outage capacity are reprinted here for inspection. Thetrellis structures examined are
shownin Figures 4.3-4.5. The performancecurvesfor thesetrellises are givenfor inspection and
their corresponding performance in Figures 4.6-4.9.
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FIGURE 4.3

A fully connectedfour state STC using QPSK. © 1998 IEEE.



f
 

Antenna Diversity

FIGURE 4.4

Trellises for 8 state and 16 state with diversity order 2. © 1998 IEEE.
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FIGURE 4.6

Codesfor QPSK with rate 2 bps/Hz that achieve diversity order 4 with 2 rx and 2 tx antennas. © 1998 IEEE.
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FIGURE 4.8

Codesfor 8-PSK with rate 3 bps/Hz that achieve diversity order 4 with 2 tx and 2 rx antennas. © 1998 IEEE.

Layered Space-Time Codes
The Layered Space-TimeProcessing approach to STC wasfirst introduced by Foschini[21]at
Bell Labs. The basic concept behind layered STC is demultiplexing information bits into individ-
ual streamsin a hierarchal manner, which are then fed into individual encoders. The outputs of

the coders are modulated and fed to separate antennas, from which they are transmitted, using the
same carrier frequency and symbol waveform.Atthe receiver, a spatial beam-forming processis
usedat the front end in order to separate the individual coded streams, and feed them totheir
individual decoders. After decoding the most important bits, they are used to decode less impor-
tant bits and this goestill all the information is decoded.

Foschini considered this problem in [21]. He proposed a multilayered structurethat in principle
can achievea tight lower bound onthe capacity. If N transmit and N receive antennasare used,
then at the receiver the transmitted signal from transmit antenna/ is treated as the desired signal,
while the signals transmitted from other transmit antennasare treated as interference. Linear pro-
cessing is then used to suppress the interfering signals using N receive antennas, providing a
diversity gain of one. Oncethe signal transmitted from antenna / is correctly detected,the signal
transmitted from antenna2 is treated as the desired signal while the signals transmitted from
transmit antennas 3,4,---, N are treated as interference. Linear processing is then applied to sup-

press the interfering signals using N receive antennas. This provides a diversity gain of two. This
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processis repeated until all the transmitted signals are detected. Clearly, the dominant diversity in
this architecture is associated with thefirst estimatedsignal. In this light, long frames of data
combined with powerful coding techniques are needed to achieve the lower bound on outage
capacity. The diversity level can be improved albeit at the expense of losing half of the rate [21].
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FIGURE 4.9

Codesfor 8-PSK with rate 3 bps/Hz that achieve diversity order 2 with 1 rx and 2 tx antennas. © 1996 IEEE.

This approachis purely a signal processing one. Tarokh [65] attacked the problem from an array
signal processing combined with channelcoding perspective. Antennasat the transmitter are par-
titioned into small groups, and individual STCs, called the componentcodes,are usedto transmit
information from each groupof antennas. At the receiver, an individual STC is decoded bya
novellinear array processing technique, called the group interference suppression method [65],
that suppressessignals transmitted by other groups of antennas by treating them as interference.
Since the diversity in each decoding stage / is more than that of the previous decoding stage / —1,
the transmit powerout of each antennaatlevel / can be substantially less than that of the previous
layer. Thus the transmitter should divide the available transmit power among different antennas
in an unequal manner. Powerallocation for this scenario is straightforward.In fact, powersat dif-
ferent levels could be allocated based on the diversity gains. In this way, the allocated powers
may decrease geometrically in termsof the diversity gains.
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This combination of array processingat the receiver and coding techniques for multiple transmit
antennas providesreliable and very high data rate communication over wireless channels. One
obvious advantageof the group interference suppression method overthe architecture of Foschini
[21] is that the numberof receive antennas can beless than the numberoftransmit antennas [65].

Block Space-Time Codes
Trellis space-time coding combinessignal processingat the receiver with coding techniques
appropriate to multiple transmit antennas. Specific trellis space-time codes designed for two and
four transmit antennas [67] perform extremely well in slow-fading environments (typical of
indoor transmission) and comeclose to the outage capacity. However, when the numberof trans-
mit antennasis fixed, the decoding complexity of trellis STCs—determined by the number of
trellis states in the decoder-—increases exponentially with transmissionrate.

In addressing the issue of decoding complexity, Alamouti [2] discovered a remarkable scheme
for transmission using two transmit antennas. This scheme is much less complexthan trellis
space-time coding for two transmit antennas,butthere is a loss in performance comparedtotrel-
lis STCs. Despite this performance penalty, Alamouti’s scheme is appealing in termsof simplic-
ity and performance,and it motivated a search for similar schemes using more than two transmit
antennas.

The novelty of Alamouti’s block STCis the simple decoding system. Althoughit is shown [68]
that the spectrum efficiency of this method is not as goodastrellis STCs, the simplicity of the
decoderis the motivation to use this method in practical systems. Maximum-likelihood decoding
is achieved in a simple way through decouplingof the signals transmitted from different antennas
rather than joint detection. This uses the orthogonal structure of the block STC and gives a maxi-
mum likelihood decoding algorithm, which is based only on linear processingat the receiver.
Block STC are designed to achieve the maximum diversity order for a given numberof transmit
and receive antennas subject to the constraint of having a simple decoding algorithm.

A block STCis defined by an N x T transmission matrix X whereits entries are linear combina-

tions of the symbols s,,5,,---,5, and their conjugates.It is designed in such a waythat to get the
maximum diversity gain of NM,but the coding gain is sacrificed to have a simple ML decoder.In
fact, a block STC assigns a space-time signature to each symboland its conjugate in such a way
that these signatures generate the maximumdiversity for all symbols. This condition results from
the orthogonality property induced between signatures; hence, ML decoding is performed for
symbols s,,5,-++,5, independently. This results in a simplified decoder structure, which consists
of a parallel bank of k simple ML decoders [66, 68].

The main properties of block space-time codes could be summarized as follows:

* There is no loss in bandwidth, in the sense that orthogonal designs provide the maximum

possible transmission rate at full diversity.
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* Becausethere is no coding gain obtained by block STC,the spectral efficiency ofthis
methodis less than trellis STC codes.

There is an extremely simple maximumlikelihood decoding algorithm which only uses lin-
ear combining at the receiver. The simplicity of the algorithm comes from the orthogonal-
ity of the columnsof the orthogonal design. The above properties are preserved evenif
linear processing is performedat the transmitter. Therefore, the definition for orthogonal
designs can be relaxed to allow linear processing at the transmitter. Signals transmitted
from different antennas will now be linear combinationsof constellation symbols.

Examples ofreal orthogonal designs are the 2 x 2

X= ( * *) (4.60)
and the 4 x 4

X= (4.61)

A point worth noting is that block STC guaranteessatisfaction of the Equal Eigenvalue Criterion
by M.Ionescu. Furthermore,the symbols s,,5,,---,s, can be chosen to maximize the Euclidean
distance forall pair codewords ¢, e. To compensate for poorspectral efficiency comparedtotrel-
lis STC code, the symbols s,, 55 ,+-, 5, can be generated from a spectrally efficient modulation
such astrellis coded modulation (TCM)or block coded modulation (BCM). Researchers J. Terry
et al [72] used this combination to produce a very high rate OFDM system. For OFDM systems,
block STC canalso be performed over the whole OFDM symbol. Considerthe 2 x 2 complex
block STC popularized by Alamouti [2], also knownas the Radon Hurwitz (R-H) unitary trans-
form defined as

R- (2) _|—Si 8282 8, 8

If two consecutive OFDM symbols are referred to as S, and S,, then atthe first antenna S, is
transmittedin thefirst time epoch followed by S, in the second time epoch while at the second
transmitter —S? is transmitted in the first time epoch followed by S* in the second time epoch.
The appeal, as mentioned earlier, of the block STC schemesis the ease in which decoding can be
performed comparedto trellis STCs. Denote the diagonal matrices containing the discrete Fou-
rier Transforms (DFT)of the channel response vectors for transmitters 1 and 2 as H,and Hi,
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respectively. Assuming the channelis constant over the two consecutive time epochs, the demod-
ulated received signals (R,,R,) in the respective time slots are given by

R, = -H|S; + H,S* (4.62)

R, = HS, +H,S, (4.63)

Using simple substitution methods,the estimates of the consecutive OFDM symbolsare

Sy = H3R, - HRI (4.64)

S, = HiR, + H,Ri (4.65)

Substituting Equations 4.62 and 4.63 into Equations 4.64 and 4.65 yield

So = ((Hu)’+ HI” )So (4.66)

8, = ((i,(+ [H,/"}s, (4.67)

Clearly from Equations 4.66—4.67, we understand why block STC technique improves the per-
formance of TCM overfading channels. The envelope of the estimated symbols So and s, are
chi-squared variants with four degrees of freedom. Moreover, the chi-squared variates normal-
ized by the numberof degrees of freedom approach unity as the number of degrees of freedom
approachinfinity. In practice, this normalized chi-squared variates are nearly unity with four
degrees of freedom. Another wayto interpret this is that as the numberof degrees of freedom
increases, the randomnessofthe chi-squared variates decreases and,in the limit, approaches a
constant. Thus, the code design should be targeted for an AWGNchannel.

To summarize, both the Equal Eigenvalue Criterion and Rank Criterion are satisfied when block
STC are concatenated with TCM. Since Ungerbock TCM codes are well knownto be the best in
terms of Euclidean distance, very powerful diversity codes are easily achieved using these two
methods[3, 33].

For applications where good diversity performanceonthe basestation link is required,trellis
STCs seem to offer the best performance amongst the STC architectures. Yet, block space-time
coding (STC)offers the best trade-off of performance versus complexity while layered STCs
offer the simplest decoder complexity at the expense of poorest performance.This is largely due
to the loss of diversity, which arises due to the antenna beamforming process, and error propaga-
tion effect.

Exercise 5 Using the simulation toolat the Web site, compare the performancesofa 2 X 2
block STC,i.e., Radon-Hurwitz, with QPSK modulation to the performances of two receive
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antenna selection diversity and MRCinfive-tap Rayleighfading chanels. Using Equation 4.61,
modify the 2 x 2 block STCfunction and repeat the experiment above but now comparethe per-
formancetofour receive antenna selection diversity and MRC.

Multidimensional Space-Time Codes
The design criteria given earlier in the “Transmit Diversity Design Criteria for Fading Channels”
section werederivedstarting with the pairwise error probability. This led to a determinantcriteria
for code design. To improve the performanceofthe coding gain of a constituent STC,the mini-
mum squared distanceofthe signal constellation AZ, must be increased without increasing the
average energyfor the signal constellation. One simple way to accomplish this is to increase the
dimensionality of the signal constellation.

Example 6 Consider a fully connected, two-antenna space-timetrellis with Q states and Q
transitions. This simpletrellis is designed such thattransitions leaving a state differ in thefirst
symbol, andtransitions enteringastate differ in the second symbol. The codeword difference
matrix for the shortest error event path in thistrellis is easily shown to be

Dee,ey=|"9 ° (4.68)c,e) = .
0 Ay

Clearly, the outer product of matrix D(c,e) is also diagonalwith eigenvalues and geometric mean
equal to Aj. Thus, increasing the minimum distance between codewordsalso increases the cod-
ing gain proportionately for this simpletrellis.

In addition to maintaining the average energy,it is also desirable to minimize the peak to average
powerratio (PAPR)ofthe transmitted symbols. A large PAPR requires the input signal powerto
the amplifier, located at the transmitter, to be “backed-off” from its saturation level, resulting in
pooroverall DC powerefficiency. The combination of these two requirements lead to spherical
codes as a natural choice for an OFDMsystem.

Spherical Coding
A k-dimensionalspherical codeis a set of points in R* that lie on the surface of a k-dimensional
unit radius sphere. Mathematically, the points on the surface ofa unit radius k-dimensional
Euclidean sphere are defined as

_ k,

a,-| K = (21,27 -.5.34) ERY: (4.69)I[x\|? =x, + x5 feet xe =]

Collectively, (x,, x, ...,x;,) is referred to as a k-tuple . The parametersofinterest are dimension,
minimum distance, and size. The dimension is the smallest integer k such that © c Q,- Usually,
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we describe the spherical code @ with respectto the smallest possible basis, where the dimension
equals the numberofcoordinates. The minimum squared distance of the code © is

d?,,(@) = min, -x;| (4.70)
The maximumtheoretically attainable minimum squared distanceis the quantity

(d¥i,) = max(din) (4.71)
Thesize,finally, is simply the numberofpoints in the set © denoted by M.

Remark 1 Any signaling scheme used in code construction should differ in all or as many
coordinates as possible to improve diversity. Rotation ofa spherical code © aboutits coordinate
axes does not change a?in for the code. Therefore, diversity for a particular spherical code © is
optimized whenall coordinates differfor each symbolin the k-dimensional space.

Remark 2 Ideal coordinate interleavingfor a k-dimensional spherical code providesa k-fold
improvementin diversity level compared to ideal symbolinterleaving.

Remarks 1 and 2 lead the authorsin [71] to believe that concatenation of spherical coding with
STC,termed spherical STC (SSTC), will provide substantial diversity gains.

SSTC in an OFDM Framework
A simplified diagram of SSTC implementedin a conventional OFDM is shown in Figure 4.10.
Thespherical space-time decoder depicted in Figure 4.10 is comprised ofthe trellis STC decoder
followed by a multidimensional symbol mapper. Thelatter function mapsoutput code symbols of
the trellis space-time encoderto points in R* thatlie on the surface of a k-dimensional unit radius
sphere. L complex samples are formed fromLpairs of coordinates from p output coded symbols,

_ FaPeVE

and [e| representsthe ceiling operation. The complex samples are interleaved andserially fed
into the N—pt. IDFT, where N > L. After the IDFT operation, an cyclic prefix is prepended to the
transformed symbols to form an OFDM symbol. Finally, each OFDM is transmitted over a sepa-
rate antenna in every time epoch.

where

Atthe receiver, the cyclic prefix is removed. Next, the remaining complex samplesare buffered
and fed into a DET.The output of the DFT is de-interleaved and the pairs of coordinates are
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re-groupedinto k-tuples. The k-tuples are passed to the spherical space-time decoderthat outputs
an estimate of the transmitted data stream.

  

FIGURE 4.10

SSTC decoding in an OFDMframework.

To illustrate the benefits of SSTC,J. Terry and J. Heiskala compared the 24 Mbps modeof the
IEEE 802.11a with a SSTC operating also at 24 Mbps. The system parameters for the SSTC were
two transmit antennas, one receive antenna, 16-ary spherical code defined over four dimensions,
and delay diversity STC trellis, ie. Q states with Q transitions, which has no coding gain in
AWGNchannels. The spherical codes used for the signal mapper was found from a computer
search based on maximizing the minimum Euclidean distance between symbols and symbol
coordinates. The gainforthis codeis approximately 4.77 dB over uncoded. The systemsare eval-
uated over an AWGNchannelanda five-tap slowly fading indoor channel. The channelstatistics
follow a lognormaldistribution and thetaps are spaced 50 nanosecondsapart. Figure 4.11 dem-
onstrates that the SSTC outperforms the considered 24 Mbits/sec mode of IEEE 802.1 1a for the
error rates of interest. SSTC benefits from both coding gain anddiversity gain as seen from the
approximately 4 dB improvement over IEEE 802.1 1a in indoor fading channels and 2 dB over
AWGNchannels.

To summarize, the authors in [71] were able to demonstrate that a multidimensional signal map-
per can be an effective methodfor providing both coding and diversity gains with STC.In gen-
eral, as the dimensionality of the signal mapperis increased,the spectral efficiency decreases but
the coding anddiversity gains increase. Alternately,lattice codes rather than spherical codes can
be investigated as multidimensional signal mappers. Based on the inherentstructure of lattice
codes, potentially simplified encoder and decoderstructures can be conceived.
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FIGURE 4.11

Performance comparison of 24 Mbit/sec modesfor SSTC(1I6,4) and IEEE 802.1 1a.

Water-Filling for Single Antenna Systems
In this section, we consider a diversity technique referred to as water-filling, which assumes
known channelstate information at the transmitter. We begin with a review of the single antenna
case in this section and generalize to the multi-antenna system in the nextsection. Note, whenthe
channel frequency responseis not ideal, the frequency componentsof transmitted signals observe
different channel gain. This meansthat the frequency attenuation is not uniform forall the
frequency componentsof the signal. Moreover, in channels which have severe nulls in their fre-
quencyresponseor there is powerful narrow-bandnoise,the signal frequency components are
completely canceled out in those frequencies.It is obvious that transmitting energy in these fre-
quencies is a waste of the power. Therefore, to approach the capacity of these channels,a kind of
spectral shaping should be applied to transmitted signal. Correspondingly, new diversity schemes
that are adapted to the frequency response ofthe channel are required (29, 30, 31, 72]. In other
words, the output powerandinformation should be distributed over frequency in such a waythat
achieve maximum capacity. This is the essence of water-filling. Typically, water-filling is per-
formedin two steps: powerallocation and bit loading.
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PowerAllocation

Let P(f) and N(f) denote the power spectral densities of the transmitted signal and the noise,
respectively. Also, let H(f) stand for the channel frequency response. The channel SNRfunction
is defined as

2

V(f)= eo (4.72)
Intuitively, the preferred transmission bandis where 7(f)is largest. Using information theory,
the total capacity of the system is described by:

C= flogs + P(Aaf (4.73)
where B is the channel bandwidth. Maximizingthis capacity with respect to P(f) subjectto the
following powerconstraint

I, P(f)df < P (4.74)
and by employing Lagrange multipliers, results in an adaptive powerdistribution whichis called
“spectral water-filling” or power allocation and defined by

]

Y(f)

where x is found suchthat, P,,,,(f) satisfies the powerconstraintin Equation 4.74 with equal-
ity; the function (J clampsall the negative valuesto zero. Substituting P,,,.(f) in Equation
4.73 results the optimal capacity

 

Patef)=|~ , feB (4.75)

Copimin = J [logs (uyfT"af (4.76)
The capacity-achieving bandBis the most importantfeature of the water-filling spectrum. For
many practical channels, B is a single frequency interval. However, in other cases, e.g., in the
presence of severe narrow-bandinterference, it may consist of multiple frequency intervals as in
an OFDMsystem.

Bit Loading
Let’s assumethatthe channel has been decomposedinto N disjoint subchannels, i.e., B = NAf.
Let P, be the powerassigned to subcarrier i, 1 <i < N . Then,the total transmitted poweris
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N

p= ¥P (4.77)
i=]t

It is obviously seen from Equation 4.75 that those subchannels which have higher SNR have been
assigned more powerandthey are able to carry more information. The maximum amount of
information in bps/Hz, whichis possible to be sentreliably through each subchannelis deter-
mined from Equation 4.76. The total numberofbits that can be supported by a particular channel
realization H(f) is Rrotat = Coptimum®- Furthermore, since we are considering digital modulation
schemes, we should find a set of integer bits per subchannelR, such that the total numberofbits
sent for any channelrealizationis maximized,i.e.,

N

Rroat = >, Ri (4.78)
i=t

with respectto P, subject to Equation 4.77. The algorithm, which maximizes Equation 4.78 under
the stipulated constraints, is referred to as bit loading.

If an M-ary QAM modulation set is combinedwith a channel code C; to be used with subcarrier
i, it can be shown that for a given error rate €,, power P,, and y(i) for each subchannel, the max-
imum numberofbits that can be transmitted through subchanneli, satisfying the given require-

ments is defined by [9, 48]

Y@P.R, =) 14+——" 4.79i on OR. ( )
where

3
T(C;,€;) = (4.80)

keg (C;a"(2)
is called the capacity gap , where kg and €; are the effective coding gain and requirederrorrate,
respectively. Q in Equation 4.80 denotes the complementary errorfunction defined as

Q (x)= aleear (4.81)
Therefore, the inverse complementary errorfunction Q”' is given by

O'(x)= {in2%ay” (4.82)
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By increasingthereliability, the capacity gap increases and the spectral efficiency decreases.

 

To keep the overall error rate as small as possible,all the subcarriers should have the same error
rate. Otherwise, the subchannel whichhas the maximumerrorrate will dominate. Assumingthat
the coding gain anderrorrate overall the subcarriers be the same and denoted by Cand ge,
respectively; let’s define [ =I°(C, €) as the capacity gap overall subchannels. Now substituting
Equation 4.79 in Equation 4.78, the total numberofbits over all subchannels become

. WP,Rrotal = 2 loga{1 +o } (4.83)
Maximizing this with respect to P,’s subject to the power constraint in Equation 4.77, we get [8,
19]

r +n={u-) , tefl-,N} (4.84)¥@

This is similar to Equation 4.75 except the capacity gap thatis defined by the requiredreliability
and codinggain.It is analagous to saying that before applying water-filling, the SNR ofall the
subchannels y(i) should normalized by a constant [—indeed, prior evento selecting py to satisfy
the powerconstraint.

Water-Filling for Multi-Antenna Systems
Nowconsider a quasistatic flat fading MIMOchanneldescribed by Equation 4.16. Recall, as
mentioned in previous sections, when channelstate information (CSD)is not available in trans-
mitter (open loop systems), STCs should be used to get diversity and coding gain. Likewiseto the
single-input single-output (SISO) systems, when CSIis available in the transmitter, we can
increasethe efficiency of the system optimal powerandrate adaptation in the transmitter.

Let the singular value decomposition of H be H = UXV", where U and Vare unitary matrices
and 2 be a diagonal matrix with positive real values on diagonal elements standing for the singu-
lar values of the channel. If the transmitted vectoris premultiplied by V in transmitter and
received vector is post multiplied by U” in receiver, then (4.16) could be rewritten as  

y=ix+7 (4.85a)

where ¥ and 7) denote the received vector and noise vector after postmultiplication by U. Note
that becauseUis a unitary matrix, there is no noise amplification and the noise vectors remains
spatially white. Thus, the error rate of maximumlikelihood decoder remainsthe sameasit was for
decoding Equation 4.16, but its complexity is significantly reduced becausetheentries of x are de-
coded separately. Ifp denotes the rank of X, then this MIMO channelis a set of parallel of SISO
channels
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Ve = OAM kL (4.85b)

where o;,is the gain of kth channel and 7, is white Gaussian noise.

The total capacity of the MIMO channelis equal to the aggregate capacity ofall these SISO
channels. Considering that if spatial water-filling is applied for this MIMO channel, the capacity
of this MIMOchannelis the sum of the capacities described by Equation 4.2. In the previous sec-
tion, powerallocation andbit loading were suggested for coding schemesachieving the maxi-
mum capacity over SISO fading channels. Here the capacity could be optimized by spatial-
frequency waterfilling and bit loading. The spatial-frequency waterfilling would operate essen-
tially as described in “Water-Filling for Single Antenna Systems.” The next section explores
potential bit loading algorithms.

Adaptive Modulation
Recall that in Chapter 3 several popular modulation and coding schemeswerediscussed. In that
chapter, none of the modulation and coding techniques discussed adapted to fading conditions.
These nonadaptive methods requirea fixed link margin to maintain acceptable performance when
the channelquality is poor. Thus, these systems are effectively designed for the worst case chan-
nel conditions, resulting in insufficientutilization of the full channel capacity. Adapting modula-
tion to the signal fading allows the channelto be used moreefficiently since power and rate can
be allocated to take advantage of favorable channel conditions. For the purposeof our discus-
sions, adaptive modulation shall function as the bit loading algorithm associated with multi-
antenna water-filling techniques.

Thebasic idea behind adaptive transmission is to maintain a constantbit error rate by varying the
transmitted power level, symbol transmissionrate, constellation size, coding rate/scheme, or any
combination of these parameters [29, 30, 72]. Thus, withoutsacrificing bit error rate (BER),
these schemesprovide high average spectral efficiency by transmitting at high speeds under
favorable channel conditions, and reducing throughputas the channel degrades. Adaptive coded
modulation does not require interleaving sinceerrorbursts are eliminated by adjusting the power,
size, and duration of the transmitted signal constellation relative to the channel fading. However,
adaptive modulation does require accurate channelestimatesat the receiver which are fed back to
the transmitter with minimal latency.

There are several practical constraints that determine when adaptive modulation shouldbe used.
If the channel is changing faster than it can be estimated and fed back to the transmitter, adaptive
techniques will perform poorly, and other meansof mitigating the effects of fading should be
used. It has been shown in [30] that, to achieve a low target BER, the BER remainsatits target
level as long as the total delay of the channel estimator and feedbackpath is less than Doppler
period Tpoppler> 12-5

Tpoppler =
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where Vis the vehicle speed andA is the signal wavelength. However, a higher BERtarget loos-
ens the delay constraint. Furthermore, hardware constraints and pulse shaping considerations
may dictate how often the transmitter can changeits rate and/or power.

Cellular systems exploit the powerfalloff with distance of signal propagation to reuse the same
frequency channelat spatially separated locations. While frequency reuse provides moreefficient
use of the limited available spectrum within a given area,it also introduces co-channelinterfer-
ence, which ultimately determinesthe data rates and corresponding BERsavailable to each user.
Thus,although adaptive modulation techniques increase the spectralefficiency (bits/s/Hz) of a
single channel, these techniques may also increase co-channelinterference levels in a cellular
system, thereby requiring a higher reuse distance to mitigate this increased interference power.
Adaptive modulation may therefore reduce the area spectral efficiency [30]. As stated before, the
inherent problem in fading channelsis that the transmitted signal undergo a variable gain in
transmission;this results to a time variant SNR in receiver. AS a result, the instantaneous capacity
is arandom variable. Assumingthat the fading gain is an ergodic random process, we can expect
that the temporal average capacity of the channel be equal to the expected value of the instanta-
neous capacity.

If the channelstate information (CSI)is not available at the transmitter, the optimal poweralloca-
tion is to distribute it uniformly over time or subchannels. As the result, the achievable channel
capacity is described by [5]:

Crcgi = E, (log. (1+ P,,v)} (4.86)

=|p,(”)log, (1+ B,.ndy (4.87)
where y = = is the channel SNR function and E, is the statistical expectation with respect to y.n

In contrast, if the CSI is available at the transmitter, it can adapt its output power P, with respect
to 7 to increase the spectral efficiency. Therefore, under the power constraint Ey{P,(y)} = Pav?

the maximum achievable capacity is achieved by temporal water-filling, which is described by

Poy) =| - 4 (4.88)Yo Y¥

where 7, is chosen so that P?(y)satisfies the powerconstraint. This adaptation of the output
powerresults in the following equation for channel capacity [5]:

Crrosi = b[eZ] (4.89)

poe,

| 9
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ChannelInversion

An alternate suboptimal approachis to invert the channelat the transmitter, referred to channel
inversion. Channel inversion is very commonin spread—spectrum systems with near—far inter-
ference imbalances. It is also very simple to implement, since the encoder and decoder are
designed for an AWGNchannel, independentofthe fadingstatistics. However, it can exhibit a

large capacity penalty in extreme fading environments. For example, in Rayleigh fading, the
capacity gap E|+} is infinite, and thus the capacity with channel inversionis zero. The power
adaptation for channeliinversion pi (Y) is given by [31]

 P.

Pe) =—#% (4.90)vE(;)

andthe resulting achievable capacity for channel inversion powerallocation Cfresi is

P.

Crrcst = log,| 1+) (4.91)(y)

Consequently, a truncated channelinversion policy that only compensates for fading abovea cer-
tain cutoff fade depth level 7g is defined as [31]

P
—_—_ ; Y > Y0

Ply) = 47] pear (4.92)
0.7 <Yo

For decoding this truncatedpolicy, the receiver must know when y < Y). The maximum capacity
in this case is obtained by maximizing overall possible 7,

Pyci = max log,| 1+——_**——_ 4.93Tres!=2 a i1 DY)7 (4.93)
A moredetailed analysis and also numerical simulation for each of these methods has been done
by Goldsmith in [31]. Assumingtheflat fading channel described by Equation 4.14, the general
system model for an adaptive modulator that transmits message m from transmitter to receiver is
illustrated in Figure 4.12. The message is encodedinto the codeword x, which is transmitted over
the time variant channel as x(i) at time index i. The channel gain g(i) changes overthe transmis-
sion of the codeword. Theperfect instantaneous channel power gain g(i) is assumed to be known
in both transmitter andreceiver. This allows the transmitter to adapt x(7) to the channel gain at

time indexi, and is a reasonable model for a slowly varying channel with channelestimation for
transmitter feedback.
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FIGURE 4.12

Generalblock diagramfor an adaptive coding scheme. © 1997 IEEE.

The modulation schemethat the encoder should useis defined by the poweradaptation method
selected by transmitter. For example, if channel inverse poweradaptation (Equation 4.90) is to be
used, the encoder may use any modulation and coding schemeshave been developed for AWGN
channels. In the case, truncated channelinverse (Equation 4.92) is used for poweradaptation, the
encoderuses a kind of on/off channel encoder. Howeverif the optimum powerfilling (Equation
4.88) is used, a more complex coding schemeis needed.It is obviousthat the encoderfor the first
methodhasthe least complexity and the encoder forthe later one has the most complexity.

The generalstructure of an adaptive coded modulation, which has been introduced by Goldsmith
[29], is shown in Figure 4.13. Specifically, a binary encoder operates on k uncodeddatabits to
produce k +r codedbits, and the coset selector uses these codedbits to select one of the

2**"cosets from a partition of the signal constellation. For the nonadaptive modulation, n — k 4
additional bits are used to select one of the 2”~* signal points in the selected coset, while in the
adaptive modulator n(7) — k, additional bits are used to select one of the 2™”-* preselected sig-
nal points out of the 2”~* available signalpoints in the selected coset. The preselection is done in
such a way that maximize the minimum distance between signals.

In a fading channel, the instantaneous SNR varies with time, which will cause the distance
between signals to vary. The basic premise for using adaptive modulation with coset codes is to
keep these distances constantby varying thesize of the signalconstellation relative to y, subject
to an average transmit powerconstraint P,,,. Therefore, by maintaining a constant minimum dis-
tance dj,iq, the adaptive coded modulation exhibits the same coding gain as coded modulation
designed for an AWGNchannel with minimum codeddistance dnin«
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FIGURE 4.13

An adaptivetrellis-coded modulation scheme. © 1998 IEEE.

The modulation segment of Figure 4.13 works as follows. The channelis assumedto be slowly
fading so that 7, is relatively constant over many symbolperiods. During a given symbolperiod
the size of each cosetis limited to 2"”-*, where n(7) is a function of channelfading gain.A sig-
nal in the selected coset is chosen using n(7) — k additional uncodedbits. The selected point in
the selected coset is one of M(7) = gnytr points in the transmit signal constellation. By using an
appropriate M(y) and P,(/), it is possible to maintain a fixed distance between points in the
received signal constellation corresponding to the desired minimum distance dinin- The variation
of M(/) with respect to ycauses the informationrate to vary, so the uncodedbits should be buff-
ered until needed. Since r redundantbits are used for channel coding, log, M(y)—r bits are sent
over each symbolperiod for a fading gain of 7. The averagerate of the adaptive schemeis thus
given by

R= I. (log M(y)- r)py (yay (4.94)
where ¥ = 0 is a cutoff fade depth below transmission is suspended (M(7) = 0). This cutoff
value is a parameterof the adaptive modulation scheme. Since yis knownboth in transmitter and
receiver, the modulation and coding is suspended while 7 < Yo.

At the receiver, the adaptive modulationis first demodulated, which yields a sequence ofreceived
constellation points. Then the points within each cosetthat are closest to these received points are
determined. From these points, the maximum-likelihood coset sequence is calculated and the
uncodedbits from the channel coding segmentare determined from this sequencein the same
manneras for nonadaptive coded modulation in AWGN.The uncodedbits from the modulation
segment are then determined by finding the points in the maximum-likelihood coset sequence
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which areclosest to the received constellation points and applying standard demodulation to
these points.

The adaptive modulation described aboveconsists of any mapping from yto a constellation size
M(y), and output power P,(v) for which d.,,, remains constant. Proposed techniques for adap-
tive modulation maintain this constant distance through adaptive variation of the transmitted
powerlevel and constellation sizes are available in [29]. It has been shownthatfor iid. fading,
using the channel information just in receiver has a lower complexity and the same approximate
capacity as optimally adapting to the channel. However, for correlated fading, not adaptingat the
transmitter causes both a decreasein capacity and an increasein encoding and decoding com-
plexity. It is also shown that the two suboptimal adaptive techniques channel inversion and trun-
cated channel inversion, which adapt the transmit powerbut keep the transmission rate constant,
have very simple encoderand decoder designs, but they exhibit a capacity penalty that can be
large in severe fading.

To summarizethe chapter, the trade-off between these adaptive and nonadaptive techniquesis
therefore one of both capacity and complexity. Assumingthatthe channelis estimated at the
receiver, the adaptive techniques require a feedback path between the transmitter and receiver
and some complexity in the transmitter. The optimal adaptive technique uses variable-rate and
power transmission, and the complexity of its decoding techniqueis comparable to the complex-
ity of decoding a sequenceofadditive white Gaussian noise (AWGN)channels in parallel.
For the nonadaptive technique, the code design must make useof the channelcorrelationstatis-
tics, and the decoder complexity is proportionalto the channel decorrelation time. Oneofthe var-
ious forms of STCis likely to be incorporatedin a future high rate OFDMsystem in conjunction
with one ofthe receive diversity techniques discussed. While optimal adaptive techniques always
have the highest capacity, the increase relative to nonadaptive transmission using receiver side
information only is small when the fading is approximately i.i.d. The suboptimaladaptive tech-
niques reduce complexity at a cost of decreased capacity.

Lastly, antenna diversity, as mentioned in the introduction, will play an important role in future
generation systems. The material presented herein is meant only to introduce someof the more
popular techniquesin theliterature. It is by no means an exhaustive all-inclusive summary ofall
available techniques applicable to future generation systems.
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is for OFDM WLAN

In this chapter we examinethe effects of nonlinear distortions on OFDM waveformscaused by
the radio frequency (RF) subsystems. Earlier chapters focused on the basebandsignal representa-
tion. Butthe true test of the practicality of the system design is measured by the performance of
the bandpass signal under impairments caused by the RF subsystems. In this chapter, we will see
that as robust as OFDM systemsare to some synchronizationerrors, they are equally sensitive to
some nonlinear distortions. The distortions examined are amplitude-to-amplitude (AM/AM) and

amplitude-to-phase (AM/PM)distortions caused by large peak-to-average power ratio (PAPR)at
the input of high power amplifiers, phase noise of the oscillators in the baseband converter, clip-
ping noise from limiting the peak amplitude of the OFDM waveform,filtering at the transmitter
to reduce out of bandspectral emission,and,finally, the effects of imbalance of the inphase and
quadrature componentsof the basebandsignal. In addition, we review methodsin theliterature
for mitigating someoftheseeffects such as clipping noise and AM/AMdistortion. The remaining
portion of this chapter is organized as follows: first, components of the RF subsystem are intro-
ducedto familiarize readers with their basic operations and purpose; second,a brief review of
topologies of amplifier design is presented and their corresponding distortions that are intro-
duced; third, methodsfor mitigating the effects of clipping noise and AM/AM distortionsare pre-
sented; and,finally, the latter two sections ofthis chapterbriefly review the effects of phase noise
and IQ imbalance.

Components of the Radio Frequency Subsystem
The RF subsystem consists of the in-phase and quadrature (IQ) modulator, power amplifier (PA),
baseband converter, and spectralfilter subsystems. The operations of the RF subsystem, proceed-
ing from left to right in Figure 5.1, are the following. The IQ modulator takes the input data
stream andsplit it into two separate data stream. Onedata stream x, multiplies a sinusoidal wave-
form; the other data stream Xo, a cosinusoidal waveform. These two waveforms are summed
together to form a modulated intermediate frequency(IF) carrier. The envelope ofthe IF carrier,
A, is given by

A= xp +x (5.1)

The modulated IFcarrier is converted to RF carrier frequency via the baseband converter, which

is comprised of a multiplier and localoscillator. The spectrum of the modulated RF carrier1s
shapedusingthe spectralfilter. The purposeofthisfilter is to limit the bandwidth of the modu-
lated RF carrier and meet spectral emission requirements of the Federal Communications Com-
mission (FCC). Finally, the PA serves to generate the required transmit power needforreliable
transmission ofthe information. The next subsection discusses classifications of amplifiers and

the resulting distortions associated with eachclassification.
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A block diagram ofRF subsystem.

Amplifier Classification and Distortion
A brief overviewofclassifications of amplifiers and harmonic distortions are instructive to
understanding the impacts of their nonlinear distortions on an OFDM signal. An amplifieris a
three port device—collector, base, and emitter. The inputof the amplifier is defined by its base
and emitter ports; the output of the amplifier is defined by its collector and emitter ports. The
classification of amplifier dependssolely on the quiescent operating point of the amplifier,
whichis determined byits collector current J.. The behaviorofthe collector current I, shown
in Figure 5.2 is governed by

I, = Le ¥ee! Ym (5.2)

where J, is the reverse saturation currentthat is device dependent, Vp, is the thermal voltage,
whichis a function of temperature, and Vp, is the input voltage of the amplifier. Interested read-
ers are encouragedto read the text [20] for more details.

The most commonclassifications for an amplifier are A, AB, B, and C operations. Class A opera-
tion entails continuous flow ofcurrentatall time, whichis depicted in Figure 5.2. Class A oper-
ates essentially over the linear portion ofits power transfer characteristic. The linear portion of an
amplifier is shown in Figure 5.3. The linear region of operation is the region over whichthe input
poweris related to the output power by a proportionality constant, either a loss or gain. The con-
versionefficiency for class A, however,is very poor. The conversion efficiency is a measure ofan
active device ability to convert DC power into AC power. Class A has a conversion efficiency of
25 percent. In other words, for every milliwatt of output power, 3 mW are consumed in DC
power.

2
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FIGURE 5.2 P g
Illustrations of Class A, B, and C amplifier operating points.

Class B operation offers better conversion efficiency at the expenseoflinearity. During class B
operation, current flows during half a sinusoidal period as depicted by the middle graph in
Figure 5.2. During class B operation, the amplifier behaves morelike a rectifier rather than a
poweramplifier. Again, with reference to the middle graph in Figure 5.2,it is illustrated the con-
duction cycles of the amplifier based onits bias point; conduction occurs during onehalf cycle, in
the linear regionofits powertransfer curve, and shuts off during the next one half cycle, in the
noise-limited region of the powertransfer curve. The noise-limited region is the region where the
minimum detectable signal is below the noisefloor, which is given by

N, =kTB (5.3)

when matchedto a resistive load. In Equation 5.3, k is Boltzmannconstant (k = 1.3806568 x
10-JK~'), T is room temperature in Kelvins, and B is the bandwidth of the amplifier. The
advantages of class B as compared with Class A operation are greater power output and high
conversion efficiency. For these reasons, in systems where the power supply is limited, Class B
might be preferable if the harmonic distortions from rectification can be suffered. Class AB is not
shownin Figure 5.2, since its operation is simply defined between the two extremes for class A

*A rectifier is a device whose outputequals its input for positive input values and zero
otherwise.
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and Class B. Hence,the output signalis zero for part but less than one half of an input sinusoidal
signal cycle. Finally, Class C operation is defined suchthat the output current is zero for more
than onehalf of sinusoidal period. Again, as with the case of Class B operation, Class C is very
efficiency however suffers from harmonic distortions.
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Powertransferfunction.

To better appreciate the effects of harmonic distortions, consider the case when twosinusoidsare

presentin the passbandof the amplifier. These signals mix with one another and generateinter-
modulation products as seen at the outputof the PA in Figure 5.4. From thefigure, there is evi-
denceof intermodulation (IM) products that occur very near to and far away from the two input
sinusoids. These near-in IM products cause the most problems because of the difficulty with fil-
tering them out. Anothersituation of equal importance is when the harmonicdistortions are
causedbythe input signal driving the amplifier into its saturation region.In the saturation region,
an increase in inputdrive level does notresult in an increase in output powerlevel. Most defini-
tionsfor the beginning ofthe saturation regionis specified relative to the 1 dB compression point.
In Figure 5.3, the 1 dB compression pointis labelled P,j, and is defined as the point at which a
1 dB increase in input powerresults in 1 dB decrease in the linear gain of the amplifier. The
dynamic range of amplifier, which also correspondsto the linear region of operation for an
amplifier, is defined between the noise-limited region and the saturation region.  
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FIGURE 5.4

Example of intermodulation products caused by harmonicdistortions.

Anotherperspective of harmonic distortions in terms of a modulated carrier can be seen from the
AM\AMand AM\PM modulations onto a complex waveform. Consider a QPSK modulated car-

rier, whose input drive level operates in the saturation region of an amplifier. The output signal
will experience modulation of its envelope and phase asillustrated in Figures 5.5 and 5.6. In
general, the distortions caused by AM\PM areeasily tracked and\or compensated usingpilot
tones or well-known phase recovery algorithms. AM\AM distortions are another matter entirely.
AM\AM distortions are a major focus of research with OFDM systems. Because ofthe large
numberof carriers used in an OFDM system,the dynamic range for the output of the signal can
be quite large. Thus, system designers are faced with the problem of minimizing the amount of
harmonic distortions caused by driving the amplifier into saturation yet maintaining an efficient
operating point as to not severely drain the DC powersupply. Furthermore, many of the PAs used
in communication systemsthat operate in the 1-5 GHz bandsare subject to damageif a certain
inputdrive level is exceed. Therefore,it is very important to limit input drive level of an amplifier
not only for system performancebut to protect the device as well. In the next section, a survey of
the techniques that have been publishedin the literature to handle this problem is presented.
These techniques can be broadly categorized as predistortion techniques or coding techniques. In
an effort to help understand some of the concepts presented in this chapter, we suggest some sim-
ple exercises at the end of somesections that can be performed using the simulation tool on the
Website or Matlab directly.
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Exercise 1 The amountofdistortion generated by amplifier dependsonits input drive level
and the numberoffrequencies present in its passband. Generate a signal, which is the sum of two
sinusoidal wavesforms in Matlab,i.e.,

s(nT) = Asin(2nnf,T) + Asin(2nnfyT) (5.4)

Determine appropriate values for T, f, A, and, f, such that near-in IM productand thefirst har-
monic of the appears in the power spectrum, as in Figure 5.4, when s(nT)is the input signal to
the amplifier model provided at the website. Hint: Review the topics in “Source Formatting,” in
Chapter I.

Exercise 2 Reproduce Figures 5.5 and 5.6, using the amplifier modelprovidedat the Website,
for 16QAM and 64QAMconstellations, whose average energy is equalto E(A’) for the A found
in Exercise 1,

Predistortion Techniques for Nonlinear
Distortion Mitigation
Predistortion techniques attempt to compensate for non-linear distortions by modifying the input
signal characteristics. These modifications can be either non-adaptive or adaptive. The most com-
monnon-adaptive technique studiedin the literature and used in practice is amplitude clipping.
Amplitude clipping limits the peak envelopeof the inputsignal to a predetermined value, or
otherwise passes the input signal through unperturbed,i.e.,

x)= x, |x\SA 5.5[giao io 69
The distortions caused by amplitude clipping can be view as another noise source. Furthermore,
the resulting noise caused by clipping falls both in-band and out-of-band.If clipping is performed
on a Nyquist sampled signal (refer to “Source Formatting,” in Chapter 1), all the clipping noise
will fall in-band. On the other hand, if clipping is performed on an oversampledsignal, then the
in-band noise is reduced but out-of-band noise will be introduced. The in-band distortion cannot

be reducedby filtering and results in degradation in the bit error rate (BER) performances while
the out-of-band noise reduces the spectral efficiency. Filtering after clipping can reducethe out-
of-band noise, but may also cause some peak regrowth. Clearly, extensive analyses are needed to

quantify the effects of clipping with filtering on the performance of an OFDM wireless commu-
nication system.

Li and Cimini [18] examined the out-of-band noise caused by clipping and the effectoffiltering.

Evident in Figure 5.7 are the in-bandsignal attenuation and out-of-band noise emission power.
Notice that for a clipping ratio (CR), defined as the ratio the clipping level A to the root mean

\
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squared value of the OFDMsignal, of 1.4 the out-of-band emission is only 16 dB below the sig-
nal power. Afterfiltering, the out-of-band emission poweris greatly reduced as seen in Figure
5.8. Thefiltering, however, causes a 1 dB ripple across the band but does not cause any serious
degradation when forward error-correcting codes are used as demonstratedin Figure 5.9 for

 
CR > 1.4.
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FIGURE 5.7

Power spectral density ofunclipped and clipped OFDMsignals. © 1998 IEEE.

Asnoted earlier, clipping causes in-band noise, which degrades the BER performanceofthe sys-
tem.In Figure 5.9, the BER performance is shown as a function ofsignal-to-noise ratio (SNR),
averaged across all the subchannels, with clipping andfiltering over additive white Gaussian
channels. For CR 2 1.4, the penalty is less than 1 dB for a BERlevel of 1072. The degradation
from clipping can becomequite severe as evident from Figure 5.9. Hence, researchers have pro-
posedseveral adaptive methodsto recover the clipping amplitudesat the receiver.

Exercise 3 Using the graphicaluser interface (GUI) providedat the website, select QPSK
modulation, 16X oversampling, bandpass representation. Specify an IF equal to 4X the modula-
tion rate. Plot the power spectrum ofbandpass signal with and without a transmit pulse shaping
filter. Hint: The pulse shapingfilter can begenerated using any of the following Matlab com-
mands: rcosine, rcosfir, rcosiir.  
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Powerspectral density of the clipped andfiltered OFDMsignals with a CR=1.4. © 1998 IEEE.
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FIGURE 5.9

BERofclipped andfiltered OFDM signals. © 1998 IEEE.
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A Decision-Aided Method forClipping
Amplitude Recovery
Kim and Stiiber [16] proposed a technique called decision-aided reconstruction (DAR)to miti-
gate the clipping noise. Assuming knowledgeofthe clipping amplitude A at the receiver, the
algorithm is outlined as follows:

1. Given the received frequency domainsignal Z, = @,,H,,Y, + W,, where H,, is the complex
channel gain for the nth subchannel, Y, is the transmitted modulation symbol, a, is a multi-
plicative distortion factor from the clipping operation, and W, is the additive white Gaussian
noise process. The clipped signal }, is found and stored in memory by performing IFFT on
Y,, where

 

¥,=—, O<n<N-1 (5.6)n

2. Decisions on the transmitted symbols are made in the frequency domain as

X, = min|Z,” — H,X|, 0<n<N-1 (3.7) 

where J representsan iteration numberwith aninitial value of I = 0, and Z.”= Z,,.

3. The decisionsin step 2 are converted back to the time domain using an IFFT, yielding {2!) L
4. The clipped samples are detected and a new sequence {5{? } is computed as

~() _ Yeo [| SA
= OsksN-1 5.82), 2|>a ©8)

n

where the sequence {},} is retrieved memory in step1.

5. The sequence {5{!) } is converted to the frequency domainyielding {¥¢?\
6. Incrementthe index number J < J = 1 and compute

ZO =H, O<nsN-1. (5.9)

7. Go back to step 2. Decisions are madeyielding {x\ This completes the /th iteration of the
DARalgorithm.

8. Repeat steps 3-7 until algorithm converges.

Kim andStiiber offer this intuitive explanation for the DAR algorithm. When the clipping noise
is large compared to the AWGN,the performanceis limited by an errorfloor due to the clipping
noise. However, even with this errorfloor, the clipping noiseis mitigated significantly when the
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decisions are made in the frequency domain. When the symbol decisions are converted back to
the time domain, the OFDM signal samplesthat were clipped will restore their original values
prior to clipping. Hence, an improvement can be madeby replacing the clipped samples with
these decisions within the above algorithm. Since decisions madein the frequency domain are
converted back to the time domain, the symbolestimates are noisy and may miss a few of the

clipped samples (miss detection) or falsely replace unclipped samples (false detection).

Performance of DARtechniqueis difficult to analyze becauseofits highly nonlinear nature.
From simulations shownin Figures 5.10—5.12,it was found that DAR technique achieves the
most improvement when the numberof clipped samples and decision errors within a block are
nottoo large.It should be noted that the DAR technique rapid converges to a stationary point as
indicative of the use only twoiterations in these simulations.If the total of these two impairments
exceed certain thresholds, the effect of decision error feedback becomes prominent and the

improvement using DAR decreases. These thresholds are determined by the CR. The minimum
CR of 4 dB was found experimentally for 16- and 64-QAM constellations.

<3- - -¢) Without DAR, N=256
A A Without DAR, N=512
%- - --& Without DAR, N=1024
© © DAR,l=2, N=256
/o——\_ DAR, |=2, N=512
3 DAR, l=2, N=1024

Lower bound

Symbo!ErrorRate 
20 21 22 23 24 25 26 27 28

E/N, (4B)

FIGURE 5.10

64-QAM over an AWGNchannel with CR = 5 dB. The lower boundis achieved when clipping is not used. © 1998 IEEE.
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FIGURE 5.11

16-QAM over6 tap static fading channel with CR = 4 dB, N = 1024. © 1998 IEEE.
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FIGURE 5.12

64-QAMover6 tapstaticfading channel with CR = 4 dB, N = 1024. © 1998 IEEE.  
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Exercise 4 Create a scriptfile that performs the DAR algorithm. Add module to receive chain,
per instruction at the Web site, and compute the BER performance of QPSK modulated signal
with and without the DAR algorithm activated.

Bayesian Inference MethodforClipping
Amplitude Recovery
Declercq and Giannakis [7] proposed to modelthe clipping operation as a Bayesian inference.
The received signal after channel equalization as in Equation 5.6 and conversion backto the time
domainis given by

j, =i, +&, (5.10)

where <,, is the output of the clipping operation and ¢,is the additive complex white Gaussian
noise process found from

é, = wreFe. (5.11)Hn

The presumption that ¢, is white Gaussian noise is predicated on precise knowlegde of the chan-
nel amplitudes H,,. The clipped amplitude x,, is modelled as

fax(I-£)+Aeme, (5.12)

where £, is an indicator function, which specifies whether the sample at time n has been clipped
(2, =1) or not (2, = 0). Also, A is the amplitude saturation levelof the soft limiter usedto clip
the signal. Declercq and Giannakis view ¢, as augmented random variablesthat need to be esti-
mated jointly with the input signals x, for n €[0: N —1]. By modelling the clipping amplitude
as in Equation 5.12, the nonlinear problem is converted into a conditionally linear problem. The
disadvantage of the approachis that it increases the number of parameters to be estimated, which
limits the use of maximumlikelihood or maximum a posteriori (MAP)[2] estimators. The

authorsin [7] recognize that direct maximization of the full posterior distribution with respect to
all variables is impossible since the parameter spaceis too large. Hence, Declercq and Giannakis
considered iterative MAPalgorithms that update the parameters sequentially. Thefirst is the
Monte Carlo Markov Chain (MCMC)[30] algorithm; the second, an extension of the stochastic

Expectation Maximization (EM)strategy [8-9]. Although both ofthese algorithms provide esti-
matesofall parameters, the only parameters ofinterest are X,,,, the Fourier transform of x,,. Thus,
ahybrid algorithm called Stochastic EM for Data Augmentation (SEM-DA)was proposed by the
authors in [7]. Unfortunately, the algorithmic development presented therein [7] is well beyond
the scope ofthis text. The basic principles governing the algorithm can be summarized as
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follows.First, prior densities for each of the parameters to be estimated were specified for the
MAPestimators. Each parameter is updated by exploiting Bayes’ theorem,” i.e.,

Foip (OB)fp(B)
5.13Sg (@) O19)pia Blor) =

in eachiteration. In other words, the MAPestimator for each parameteris computed sequentially
while holding the other parameters constant. This is continue until the SEM-DA algorithm con-
verges. Note that convergence of SEM-DAtoastationary pointof the posterior density is guaran-
teed, yet the stationary pointis not necessarily the global maximum of the posterior density,
which implies the algorithm is very sensitivetoits initialization point. We now proceedto the
results and comparison given in the paper.

Comparison of SEM-DA and DARAlgorithms
SEM-DAis compared to DARalgorithm,described earlier in this section, in terms of perfor-
mance and complexity. DAR is computationally moreattractive than SEM-DAsinceits complex-
ity is of order O(KNlog N), where K is the numberofiteration andNis the FFT size. SEM-DA,
on the other hand, has a complexity of order O(KN(QN + log N)) = O(KQN? ). With regards to
performance, DAR and SEM-DAwere comparedin terms of symbolerror rate (SER) versus
SNR over Rayleigh fading channels. The channel modelconsists of five complex Gaussiantaps.
The channeltaps are normalized suchthat energy of the channelof unity. In Figures 5.13-5.14,
the SER transmission with high power amplifier (HPA) is shown as the dashed lines. The
improvements gained from using DAR and SEM-DAaswellas the SER transmission over a

linear channel. As expected, whentheclipping is not too severe, as shownin Figures 5.13 with an
input backoff (IBO) of 2.92 dB, the SEM-DAprovideslittle improvement compared to DAR.For
low SNRand smallclipping effects, the DAR methodis preferred becauseofits lower complex-
ity and slightly performance degradation compared to SEM-DA.At high SNR, however, the
DARmethodinterprets the clipping as noise while SEM-DAtries to compensate forit. SEM-DA
is preferable to DAR whenthe clippingnoise is significant relative to the backgroundnoise as
illustrated in Figure 5.14 with an IBO of 1.58 dB at high SNR.

Let’s summarize. Clipping is the simplest and most commonnon-adaptive predistortion tech-
nique used to mitigate nonlinear distortion associated with operating HPAin the saturation
region. Althoughclipping helpslimits the peak amplitudeofthe inputsignal,it also introduces an
additionalnoise source called clipping noise. Asit turns out, clipping noise can greatly degrade
the BER and SERperformancesof a system. Thus, many researchers have attempted to produce
methods to removetheeffects of clipping noise at the receiver. The alternative is to reducethe

“In manyiterative stochastic algorithms, the denominatorof Equation 5.13 is ignored since it is
assumed to remain constant throughouttheiterative process.
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amountclipping noise by increasing the clipping level of the soft limiter. This leads an increase
in PAPRand, consequently, nonlinear distortions unless the amplifier is backed off. Thus, a
vicious loopis established; reduction in nonlinear distortion from one sourceleads to the addition
other nonlinear distortions from a different source. To avoid this cycle, the clipping amplitudes

must be recovered at the receiver and then mitigated.

Input Backoff = 2.92 dB

SER(indB)
= 2.

linear channel
nonlinear channel

SEM-DA 
20. 21 22 23 24 25 2 27 28 29©30

SNR(in dB)

Figure 5.13

SER versus SNR with low clipping noise. © 2000 IEEE.

The DAR method works well in situations where the background noiseis greater than the clip-

ping noise, and the transmitted symbols are recovered with high probability. Using the estimates
of the transmitted symbols enablesus to estimate when clipping occurred at the transmitter and
compensateforit. Note, however, that this method is subject to error propagates when incorrect
decisions are used to estimate the clipping phenomenon. SEM-DAusesa different approach by
modelling the transmitted sequence as a conditional linear estimation problem with a large
parameter space. The SEM-DAis proposedin lieu of the full maximumlikelihood solution
whichis intractable for this problem. Yet, SEM-DA remains more complex than the DAR method
in terms of implementation. The benefits of SEM-DA are greatest when the clipping noiseis
large relative to the background noise, which is the situation when the DAR methodfails or
results in minor improvements in BER and SER performances.In this next section, we survey
another adaptive receiver techniques used to mitigate nonlinear effects without amplitudeclip-
ping on the performance of OFDM systems.
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Fiaure 5.14

SER versus SNR with high clipping noise. © 2000 IEEE.

Effects of Amplifier Nonlinearities Without
Amplitude Clipping
E. Costa et al [6] examined the effects of amplifier nonlinearities on OFDM transmission without
clipping. The input-output relationship of the amplifier is given by

y(t) = G(|x(2)))x(t) (5.14)

where

AM/AM(x(2))) exp{jAM/PM(\x(0)))}
G([x())) = (5.15)OD ito)

The AM\AMdistortion model [28] is given by

Ut
AM/AM(t) = -——_-—_—_, _AM/PM =0 (5.16) 5

[i+ (ar lay?| =

whereA is the saturation level of the amplifier, 1 is the small-signal gain, and p is an integer. As
p — ©, the AM\AMcurve approachesthe ideal soft limiter nonlinear transformation described

in previous sections, namely AM\AM(t) = ut, for 0 < tT < WA, and AM\AM(t) = A for t> HA.  
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Nonlinear distortions depend on the input backoff, IBO, or output backoff, OBO. IBOisthe dif-
ference in the current input drive level from that need to drive the amplifier into compression or
saturation region while OBO measuresthe difference in current output powerandthe saturation
power. Note that IBO and OBO candiffer by several dBs for the same amountof distortion
reduction. In other words, a 1 dB change in OBO doesnotresult in 1 dB change in IBO, or
vice versa.

Noting that OFDM signals are accurately modelled as bandlimited zero-mean Gaussian random
processes and beginning with the basic definition of the autocorrelation of x(t),

r,(6) A E{x(t + €)x"()) (5.17)

the authors arrive at a complicated closed form equation for the output autocorrelation for a
soft limiter, which is not repeated here. Interested readers can peruse the original paper for the
derived equation for the autocorrelation function r,(€). The important point is that closed-form
equation for the autocorrelation is used to compare with simulated data. The autocorrelation
function r,(&) is then used to compute the powerspectrum density,i.e.,

RyA FFT(r,(8)) (5.18)

The distortion only component x,(t) is given by

Xq(t) = y(t) — Nx(t) (5.19)

where 77 is a complex scalar factor accounting for the AM\AM and AM\PM distortions. Using
the definitions of autocorrelation function (Equation 5.17) and power spectral density (Equation
5.18) and Equation 5.19, the powerspectral densities of distortion signal x,(r), the input signal to
the soft limiter x(t), and outputof the soft limiter y(t) are given in Figure 5.15. The input backoff
is IBO = 6 dBandthe asymptotic phase distortion AM\PM,, — 1/3. The dashedline represents
the spectrum of the input OFDM signal, a perfect brickwall spectrum.

Reviewing Equation 5.19, we would like 7 to be chosen such that the distortion poweris mini-
mized. Thestraightforward solution is

 _ rh (0)
770) (5.20)

The amplifier nonlinearity causes two effects on the detected samples:

* Constellation warping—amplitude and phase distortions as shown in Figures 5.5-5.6

¢ Nonlinear distortion that causes a cluster of received values around each constellation point

rather than a single point
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FIGURE 5.15

A comparison of the power spectra of the nonlineardistortion caused by amplifer, input, and output signals ofthe
amplifier. © 1999 IEEE.

Whenthesignal constellation points for each subchannelis drawn from a QAM constellation,
both amplitude and phase distortions degrade the performanceof the system. To overcomethis
effect, a one tap equalizer can be used. The optimum valueforthe tap is the reciprocal of 7 given
in Equation 5.20. Figure 5.16 demonstrates theoretical predictions compared to simulatedresults.
In the figure, variouslevels of IBO are examined with and withouta one tap equalizer. Good
agreement betweentheoretical and simulatedresults are shown.In closing, E. Costa et al were
able to derive an analytical expression for predicting the effects of HPA on an OFDM waveform.
The model wasbased onstatistical properities of the OFDM waveform andthe resulting distor-
tion introduced by the HPA. Since the OFDM waveform is well-approximated by a Gaussian pdf,
E. Costa et al show that the autocorrelation of the output of the amplifier, y(2),is given bya tetra-
variant Gaussian pdf. The details of this developmentareleft for the reader to investigate in the
original paper. In this next section, we survey someofthe adaptive predistortion techniques for
OFDMsystems.
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FIGURE 5.16

Simulated and analytical BERfor an OFDM system with 16-QAM modulation scheme, solid state amplifier, with and
without one tap equalization. © 1999 IEEE

Exercise 5 Using the GUIprovided at the Website, select one of digital modulation available
and enable the nonlinear amplifier in the transmit chain. Run an AWGN simulation using the
GUI. Store simulation results and input/output ofamplifier x(t)/ y(t), respectively. Find n as in
Equation 5.20. Create a scriptfile that performs 1 tap equalization,i.e.,

0) =+y0)
nN

an add module in transmit chain, per Web site instructions, before simulating channel effects. Re-
run AWGNsimulation andplot againstthe earlier results. Investigate using the effects ofvarying
the numberofsamples to compute 1).

Adaptive Predistortion Techniques
Heretofore, the adaptive techniques presented have beenreceiver algorithms. These techniques
were derived to mitigate the noise associated with clipping. Herein, we consider adaptive tech-
niques at transmitter or adaptive predistortion algorithms. Thefirst technique reviewed, devel-
oped by H. Kangetal in [14], considers a predistortions algorithm for a cascade of HPA and
linear filter. In the approach, the memoryless HPA precededbya linear filter, as shown in Figure
5.17, is modelled as a Wiener system [11]. Precompensation is achieved via adaptive algorithm
derived using a stochastic gradient decent method [11].
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FIGURE 5.17

A simplified block diagram of the baseband equivalent OFDM transceiver. © 1995 IEEE.

Consider the simplified block diagram of the baseband equivalent system for an OFDM system
shownin Figure 5.17. The serial-to-parallel block converts a QAM input data stream to a block
of N symbols, which modulates the corresponding subcarrier. After the OFDM modulation is per-
formedby the IFFT, the guard interval that is longerthan thelargest delay spreadis inserted to
remove the ISI and ICI. Thelinear filter in Figure 5.17 represents the transmitter pulse shaping
filter. The HPA is widely used in wireless communicationssinceit is considered a frequency
independent memoryless nonlinearity. Thus, HPAsare completely characterized by theirAM\AM
and AM\PMconversions.Thefirst step in the adaptive algorithm is a system classification or
estimation performed by the system estimator block in Figure 5.18. The HPA is modelled bya
memoryless nonlinear subsystem preceded by an adaptivelinear filter, illustrated in Figure 5.18.
The next step in the procedure is to develop an adaptive predistorter that compensatesfor the
constellation warping andreducesISI effects on the OFDMsignal. Ideally, the adaptive predis-
torter is the inverse of the Wiener system foundinthefirst step. To proceed, a polynomial approx-
imation is used to model the HPA,i.e.,

N, N, i

¥(n) = »a“fy A(k)u(n -— 6] (5.21)I=1 k=l

where N, and N,,, respectively, denote the memory length of the linear filter i(k), and the order
of the nonlinear filter a(/). Also, u(n) denotesthe input signalofthe linear filter. Using only the
input and output signals of the system,the coefficients of the system estimator h(k) and a(I) are
adjusted to minimize the mean squared error (MSE), T, = Elle} where

e,(n) = y(n) — y(n) (5.22)
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An adaptive predistorterfor HPA precededby a linearfilter. © 1995 IEEE.
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Asan aside, there are well-known optimization techniques for minimizing I), but those tech-
niques are beyondthe scope ofthis book. Interested readers are directed to [11] as an excellent
reference. After the correct parameters of the Wiener system have been estimated, the adaptive
predistorter can be designed. An appropriate structure of the predistorter is easily shown to bethe
Hammerstein model [19]. The predistorter in Figure 5.18 is constructed by a memoryless nonlin-
ear inversefilter followed by a linear inverse filter. Using a polynomial form of finite order for the

memoryless nonlinear inverse filter, the predistorter can be expressed as

Np Ns

u(n) = ¥' POY!sx — iy! (5.23)
i=l j=l

where x(n) is the input OFDMsignal, NV, denotes the memory length of the linear inversefilter
p(i), and N, denotes the order of the nonlinear inversefilter s(j). The error of the total system is
defined as

er(n) = d(n)— y(n) (5.24)

where the desired signal d(n) is the delayed version of the input signal x(n) by 6 samplesto
accountfor causality of the predistorter. The coefficients of the predistorter are obtained by

minimizing the MSE, I’; = Elle,(n)}, of the system.
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The validity of the proposed predistortion technique is demonstrated via computer simulation
using a block-oriented model[14]. Theserialto parallel converter in Figure 5.17 transfers a block
of 1024 16-QAM symbols to the OFDM modulator, which uses an 800 of 1024 subchannels of
IFFT to modulate them. Thefirst and last 112 subcarriers are set to zero to avoid spectrum over-
lapping. Effectively, this provides a 224 subcarrier guard band between adjacent OFDM systems.
To monitorthe effect of the predistorter, the channel is assumedperfectly equalized. The param-
eters of the Wiener system werefirst estimated by the system estimator. The order of the nonlin-
ear filter is N, = 5, and the memory length ofthelinear filter is N,, = 3. Figure 5.19 showsthe
learning curve of the system estimator, obtained by averaging 200 independenttrials. The coeffi-
cients ofthe linear filter and the nonlinear filter, h(k) and a(J), respectively, are updated simulta-
neously using the stochastic gradient method[11]. The step-size constants, which determine
convergence speed and MSEafter convergence, were set to 0.0067 for the linear filter and 0.27
for the nonlinear filter. With zero initial conditions, about -45 dB in the MSE was obtained,
resulting in a fairly accurate estimation offilter coefficients for the Wiener system undertest.

After the checking for convergence of the Wiener system, the adaptive algorithm that minimizes
the MSEofthe system is applied. The order of the nonlinear inversefilter N,, and the memory
length ofthe linear inverse filter Np were set to numbers large enough to model inverse function,
7 and 10, respectively. The step-size parameters for the nonlinear inversefilter and linear inverse

filter were set to 0.5 and 0.1, respectively. The input amplitude, output amplitude, and phase-shift
are all quantized oversix bits. The required memory used for this approach is 64 wordsof12 bits
each. By comparing the two curves in Figure 5.19, one can clearly see that proposed approach
has a faster convergence speed and smallerfluctuation than the techniques reported in [15]. Fig-
ure 5.20 shows the BER comparison for the proposed approach with and withoutpredistortion
when the OBO =6dB. Theeffects of quantization is also demonstrated in Figure 5.20.

Althoughtheresults given by the authors are encouraging[15], there are several questionsleft
unanswered. First, how much doesthe performance degrade whenfading characteristics are con-
sidered in the problem. Second,is there sufficient time or data available for the various algo-
rithms to converge in a real-time implementation? Finally, what happensif one of the adaptive
algorithms misconvergeto a local not global minimum? Hence, from an academic standpoint,
adaptive predistortion of this type can help mitigate effects of nonlinearity in HPA. In practice,
the actual benefits remain uncertain.
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Learning curves for(a) system estimator with (N, = 3, N, = 5) and (b) predistorter with (N, = 7, N, = 10; OBO = 6 dB).
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BER Performancefor OBO = 6 dB. © 1991 IEEE.
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Otherresearchers [12—15] have proposed methodsforestimating the inverse characteristic for the
HPA.Theauthorsof [15] use Volterra series [10] to approximate the combinedcharacteristics of
the transmitfilter and HPA. Using this model, the adaptive predistortion can be regarded as an
inverse nonlinear estimation with memory problem.It is noted by the authors that the exact
inverse of a nonlinear system with memory does not always exist, but existence ofa finite-order
inverse is guaranteed, where the pth-order inverse F,, is the system which, whencascaded with a
nonlinear system G described by Volterraseries, results in a system thefirst-order Volterra Kernel
is a unit pulse. Further, the second- pth-order Volterra Kernels are all zero. The proofof this theo-
rem and the remaining material presented [15] are beyond the scopeofthis text. The important
outcomeof this researchis the interest it has sparked with other researchers (12, 14].

Finally, W. G. Jeon et al [12] noted that the approach in [15] is unsuitable when the input signal
constellation is finite. The input levels of the HPA shownin Figure 5.17 can be nearly infinite
depending onthe size and type of the QAM constellations. By limiting the number of possibili-
ties for the input levels of the HPA in Figure 5.17, the data-predistortion problem becomes more
tractable. In orderto design data predistorter for the HPA in an OFDMsystem,the magnitude
and phaseofthe input and output signals of the HPA is quantized uniformly overQbits

Q-1

0<i, = ¥'5,2! <22-] (5.25)
j=0

where the binary signal b,; denotesthe jth bit correspondingto the amplitude of the nth input
signal x,, which is a sampled versionof the input x(t). With reference to Figure 5.21, the com-
plex inputsignal x, can be re-written in polar form as

X_ = Pnel* (5.26)

Ideally, the content of RAM(r,,6,,) addressed by the corresponding index i,, will represent the
amplitude and phase required to linearize the HPA. Thus, the predistorted value applied to the
HPAis

Vn =e (5.27)

where 7, = p,7, and y,, = @, + @,. Hence, the response of HPA to the predistorted signalis
given by

Zz, = Ret (5.28)

where R, = A(Y,,)+v, and ¥, = ®(y,,) +, + w,. Here, A(-) and ®() are the AM\AM and
AM\PMcharacteristic of the HPA, respectively; and Vv, and w, represent measurement noises
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for the amplitude and phase, respectively. The amplitude and phase errors AA, and AP,, respec-
tively, are defined asthe difference between the desired signal and the HPA output,i.e.,

AA, =ZXP,—-— Ry (5.29)

AP, =o, —Wp (5.30)

where ¥ denotes the desired gain, taking into accountthe linear gain of the HPA and the coupling
factor of the sampling directional coupler. The least mean squared (LMS)algorithm [11] to
update the RAM is given by

hai rth + HAA, (5.31)

Oni =O, + HgAP, (5.32)

denotestep sizes for amplitude and phase, respectively. Once the step sizes for the LMSalgorithms
are fixed, the convergence rate of the predistorter is determined mostly by the size of the RAM
since only the content of RAM corresponding to the inputlevel is update each time. For an OFDM
system with block size N > 22, the content in each address will be updated N/ 22 times during
NT, seconds (one block) on the average. For instance, for the OFDM system with N = 512 and
Q = 8, each contentwill be updated twice per block on the average. This extremely slow conver-
gencecharacteristic of the predistorter in the OFDM system limits its real-time implementation.

 

 Memory i
Mapping

zn
Quadrature

Demodulator, (A)

FIGURE 5.21

Block diagram of the proposed adaptive date predistorter using RAM or memory lookup. © 1995 IEEE.

Thevalidity of the proposed adaptive data predistortion technique for compensation of an HPA in
an OFDM system is demonstrated by computer simulation. For close examination of the pro-
posed predistorter, only AWGN is assumedto be present in the channel. The block size N and the
numberof bits for quantization Q are set to 512 and 8, respectively. The convergence constants

H, and jig are set to 0.04 and 0.08, respectively. The typical performance measure for quantify-
ing the effect of nonlinear distortion in HPA is the total degradation (TD) in dB, defined as

TD = SNRyp, — SNRawon + OBO (dB) (5.33)
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where SNRyp, represents the SNR to obtain a specific BER whenthe HPA is used, and SNRAWGN
is the required SNR to obtain the same BER over a AWGNchannel without HPA. Equation 5.33
relates a linear degradation, OBO,to a nonlinear degradation, SNR,p, Via fixed system parame-
ter, SNR,wey- Since the computersimulationsare performedfora fixed BER, the SNR,woy also
remainsfixed. As the OBOis increased linearly in decibels, the SNRyp, improves exponentially
up to the SNR,wey. At which point, no further improvements in SNRyp, is achieved, yet, to
maintain the specified BER, more output power is needed to compensate for the OBO. In other
words, every decibel of OBO requires a decibel of output powerin the linear region of operation
of the HPA to maintain the fixed SNR,yoy requirement. Clearly from Figure 5.22,the effects of
the predistorter can be seen from the lower TD for OBOsof4-13 dB. The optimum backoff for
this HPA is approximately 5.5 dB. Notice, also, that the OFDM system with the proposed data
predistortion achieves a gain of 5 dB over a system withoutthe data predistortion.

 
4 5 6 7 8 9 10 11 12 13 14

Output Back-off (dB)

FiGURE 5.22

Total degradation versus HPA OBO (BER = 10-4), © 1995 IEEE.

Coding Techniques for Amplifier Nonlinear
Distortion Mitigation
In this section, the popular coding techniques for mitigating nonlinear distortion caused by HPA
are reviewed. The three most popular techniquesin the literature are partial transmit sequences
(PTS), selective mapping (SLM), andblock coding. Note that each of these methods require side
information to be transmitted to the receiver.
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Partial Transmit Sequence Techniques
PTS wasfirst introduced by S. Muller and J. Hiiber [21]. The conceptis fairly simple and effec-
tive. The following notation is used throughoutthis development. The nth transmit symbol
modulating the jth subcarrier is denoted by X(1). The input data block at time instance n is
formed as

X(n) =[Xo(n), X,(n),... Xya] (5.34)

and corresponding OFDM symbolis

x(n) = IFFT{X(n)} (5.35)

Now,S. Muller and J. Hiiber define an OFDM symbolcrest factor as

¢ max|X(n)|
"* JE(X()))

where E(.) denotesthestatistical expectation. Note that the PAPRis simply the squareof ¢,,.
Finally, the performancecriterion used to assess the algorithm is the complementary cumulative
distribution function, F,i.e.,

forn=0,...,.N-1 (5.36)

Pe (Oo) A Pro > Sn) (5.37)

The PTSalgorithm is pictorially illustrated in Figure 5.23 and outlined as follows:

  Serial
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FIGURE 5.23

PTSfunctional block diagram. © 1997 IEEE.
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Partiton the input data block X into M disjointsets or clusters, denoted by X,,, m=1,2,...,M.
For simplicity, the clusters are assumed contiguous and of equal size. Optimally combine the M
clusters such that the crest factor ¢,, is minimized,i.e.,

M

x’=)°b,X,, (5.38)
m=1

where {b,,,™ = 1,2,...,M} are weighting factor of pure phase rotations. Computing the IFFT of
X,, provides us with the so-called partial transmit sequences, i.e.,

x’= SY bnXm (5.39)

Again,the phase rotations are chosen to minimizethe crest factor of x’. One immediately notices
that one rotation factor can beset to unity without any performance,e.g., b, = 1. The remaining
phase terms can be found from

M

bn = argimo +Ye m=2,...,M (5.40)m=2

where arg min(-) achieves the global minimum for the peak power optimized transmit sequence.

Using four blocks of 128 subcarriers, QPSK modulation on each subcarrier, and phase factors
limited to {+1,+/}, the crest factor improves by 3 dB and 4 dB for Pe(Cy) = 1% and 10, respec-
tively. The authors [21] claim this improvementis accomplished with a surprisingly moderate
additional complexity at the transmitter. The argumentforthis claim is that the IFFTs shownin
Figure 5.23 can be performedin parallel. In addition, further computational saving can be gained
if the transform makesuseofthe fact that a large fraction of input values are zero.

Modification of the PTS Algorithm
After publication of [21], other researchers [5, 29] have proposed refinements or modifications of
the PTSalgorithm.In [5S], Cimini and Sollenberger proposed a suboptimal combiningalgorithm,
whichuses only binary weighting factors. The algorithm is summarized as follows:

. Assume b,, =1 for m=1,2,...,M and compute PAPR™,
m= 2.

. Invert: b,, = —1 and recompute the PAPR™.

. If PAPR™> PAPR, retain b,, = 1; otherwise, b,, =—1.
m=m+l.

. Repeat Steps 3-5 until m =m +1.  
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In Figure 5.24, the complementary cumulative distribution function Pfor an 256 carrier OFDM
system partitioned into16 clusters each composed of 16 subcarriers. Each subcarrieris modulated
with QPSK data symbols. The transmit signal is oversampled byafactor of four. In the simula-
tion, 100,000 random OFDMblockswere generated to obtain the P, as defined in Equation 5.37.
The unmodified OFDMsignal has PAPR which exceeds 10.4 dB for less than 1% of the blocks.
By using the PTS approach with optimum binary phase sequence for combining, the 1% PAPR
reduces to 6.8 dB. Moreover, the slope has been improvedso that the reduction would be even

greater at lower P, values. The optimatization process has been reducedto 16 sets of 16 addi-
tions, a considerable saving over determining the optimum phasefactors, while suffering only 1
dB lost in performance. The performanceat each iterative step is greatly effected by the number
of clusters and phasestates as well as the data constellation size. Increasing the numberof clus-
ters and phasestates impact the complexity of implementation. On the other hand, decreasing the
numberofclusters decreases the improvement. Yet, increasing the numberofphasestates, say
from 2 to 4using {+1,+/}, with 16 clusters only nominally improve the performance.Finally,
using a 16-QAMconstellation rather than QPSK constellation on each subcarrier results in negli-
gible difference from the QPSKcase.

03Pr[PAP>PAP,]
01

003

001

 
PAP, (dB)

Figure 5.24 \

Comparisonofiterative and optimum combining strategies. © 2000 IEEE.
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C. Tellambura [29] argues that results obtained by Nyquist sampling doesnot lead to true peak
factor (PF) rather, what they call the low PF or discrete PF. To get a better estimate, the input sig-
nal to the IFFT X,, needs to be oversampled byafactor of 8 to obtain the true PF (TPF). Further-
more, to make the optimization proceduretractable, the observation spaceis typically limited to
discrete points as in [5-21]. Now,if we attempt to minimize the maximum of [X(x)| for
n=0,...,N—1, the TPF of |X(¢)|, Q, willlikely occur between sampling points. The perfor-
mance, however, can be improved by using a bound on Q,whichisrelatedtoits aperiodic
autocorrelation r,(k),

N-k

re (k) =)" X(n + UX" (n) for k=0,....N—1 (5.41)
n=l

by

2

Q<1+Ful (5.42)
Based onthis bound,C. Tellambura proposesthe following optimizationcriterion:

N-1

by, = arg nnmax{Src m= 2,...,M (5.43)™ kel

This criterion entails computing the sum of autocorrelation sidelobe amplitudes of PTS for every
possible phase factor combination ofdiscretize phase weighting andselecting the phase factor
that minimize the sum. To summarize, comparingthis methodto previously discussed version of
PTS,both requires searching over L”~ phasepoints; here it is assumed the phase factor have be
quantized to L discrete values. On the other hand, computing the IDFT isless complex than com-
puting the sum of the autocorrelation amplitudes. Yet, Equation 5.40 leadsto the discrete PF or
low PF. Thus, in terms of performance, C. Tellambura’s algorithm is slightly superior; in terms of
complexity, the methods presented in both [21] and [5] are superior. Based on the 0.5 dB perfor-
mance improvement shownin Figure 5.25,it hard to justify the additional complexity of C. Tel-
lambura’s algorithm.

Exercise 6 Create simple Matlab scriptfiles, which implements PTS and the modified PTS
algorithms. Using QPSK modulation andfour subgroupsofIFFT, determinethe sizes of the
IFFT, where the each algorithm becomesintractable.
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FIGURE 5.25

Comparison PTS using bounded PF and discrete PF optimizations. © 1998 IEEE.

Selective Mapping
The next coding scheme examinedis selective mapping (SLM). R. W. Baiimi eralfirst intro-
duced SLM [3]. The conceptis very straightforward. Given M statistically independent OFDM
symbols conveying the sameinformation,select the symbol with the lowest PAPRfor transmis-
sion. The M statistically independent OFDM symbols are generated by weighting the OFDM
symbols with M random sequencesof length N. Onepossibility is to use Walsh sequencesas sug-
gested in [5]. Anotherpossibility is to use a random interleaver on the data sequence as proposed
in [3]. These two methods of SLM are comparedwith the iterative approach in [5] and shownin
Figure 5.26. Theresults show that the use of 16 random sequencesleadsto the same performance
of the iterative approach. The Walsh sequence oflength 16 results in only additional 0.3 dB
degradation. We concludethis section on coding techniques for amplifier nonlinear distortion
mitigation with an examination of block coding techniques. The block coding approachesentail
selecting only those codewords with small PAPRat the expenseof increasing the transmission
bandwidth needed for the coding redundancy [13]. In [1], it was noted that the proper design of
the block code should provide error protection as well as PAPR reduction.

The system block diagram with the proposed block code is depicted in Figure 5.27.
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Comparison ofSLM with PTS. © 1998 IEEE.
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The schemeachieves the minimum PAPRfora system using 4 subcarriers and QPSK modulation
on each subcarrier. The rate of the block coding schemeis 4/8=1/2. The algorithm utilizes 4x8
generator matrix G" followed by a 1x8 phase rotation vector b to yield the encoded output x,

x=uG+B (5.44)

whereuis the input data vector to be encoded. G and b are found by examining all possible,
4* = 256, combinations of QPSK input sequences. Next, the 16 symbol combinations, which
yield the minimum PAPRof 7.07 W after the IFFT,is selected. For this case,

10010110

Ge 01010101 5.45“10 0110011 (6.45)
00001111

and

b=[(0 000001 ] (5.46)

In the receiverof the system, the inverse functionsof the transmitter are performed as depictedin
Figure 5.27. In particular, the proposed decoder H in Figure 5.27 is similar to a standard parity
check matrix used for block decoding. That is to say that H is chosen such that

s=GH’ =0 (5.47)

wheres is the syndrome vectorand0 is the 4x4 zero vector. In the proposed system,the effects of
the phaserotation vector is removed prior to computing the syndromeofthe received vector and
error correction. For comparison, the PAPR for a conventional OFDMis provided,

PAPR=10log,,3(N) dB (5.48)

where N is the numberof subcarriers. For N = 4, the PAPR for a conventional OFDM system is

6.02 dB comparedto 10 logig (3) = 2.58 dB for the proposed scheme.

In conclusion,the various coding techniques provide methods for PAPR reduction at the expense of
bandwidth. The usefulness of these techniques are limited to OFDM systems with a small number
of subcarriers and small constellation sizes; otherwise, the required exhaustive search for the block
codesis intractable. Furthermore, to achieve PAPR reduction when thereis a larger numberof sub-

carriers or large constellation size, the code rate becomes very low. Thus, the actual benefits of cod-
ing for PAPRreduction for practical OFDM systemsofinterest are extremely small.

“Herein, uppercase and lowercase boldface variable are used to denote matrix and vector quan-
tities, respectively.
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In the next two sections, we discuss other RF distortions—phase noise and IQ imbalance, which
have not received the sameattentionin the literature as the amplifier nonlinearity has, but are as
equally important.

Exercise 7 Implementthe block coding scheme described above and verify that is provides
both PAPR reduction and coding gainfor a OPSK modulated OFDM system.

Phase Noise

Mostofthe discussionsin this chapter have been presented with the baseband representation. Yet,
to transmit information across a wireless channel,it is necessary to modulate the baseband infor-
mation onto a RF carrier. Thus,an oscillator is required to generate the RF carrier. Like all real
devices, the oscillator is a source of noise in the system. This section is dedicated to the develop-
mentof this noise, and its effect on a OFDM system. To develop the noise associated with oscil-
lators, a model is needed. D. P. Newkirk and U. L. Rohde [22] modelan oscillator as a feedback
system, which is comprised of a phase modulator cascaded with an amplifier and resonator as
shownin Figure 5.28. The transfer characteristics of the phase modulator are determined by the
flicker noise, whichis a noise that varies inversely with frequency (1/f), i.e,

Sp(Af) = Noli + &) (5.49)
where Npis the noise density at the outputofreal unity gain amplifier, Ar is the frequency off-
set, and f, is the corner frequency of zero in the magnituderesponseof the phase modulator.
Recall from basic circuit design [20], the corner frequencyis the frequencyat whichtheidealized
magnitude responses changes slopes by +20 dB/decade for every zero and pole, respectively, in
the magnitude response. The resonator has a lowpasstransfer function depicted in Figure 5.29
and given by

1

OTEHyTq)“ee
where f, is the pole of resonatorin radians/secondandequalto half the bandwidth of the resona-
tor. According to Equation 5.50, the phase noise passes unattenuated through the resonatorup to
the half-band width point. The closed loop responseof the phase feedback loop for the system in
Figure 5.29 is given by

 

m

oO

10ag(Af)=(14 — Jaeucan (5.51)jo
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Oscillatorfunctional block diagram.
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FIGURE 5.29

Equivalent lowpass representation for resonator.

Thus, the power spectral density of the phase noise at the output of the resonator becomes

f 2Se,our (AS) = h + (4) |uatas) (5.52)
which foundby a directly applying the result offiltered random processgiven in “Filtering Ran-
dom Processes,” in Chapter 1. Substituting the definition for Sp;,,(Af) given in Equation 5.49
yields the overal transfer characteristics

2

So,ou (Af) = Noli + La) ; + (ze) | (5.53)
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Equation 5.53 does not account for the thermalnoise floor, as seen in Figure 5.30, whichis
present in all physical devices.

BER

Seovr C,) 
 SNR

Af

FIGURE 5.30

Powerspectral densityfor phase noise.

Weillustrate, in Figure 5.31, the performance degradation, which can occur from phase noise, by
examining uncoded BPSK and 16 QAM with andwithoutphase noise. The noise bandwidth of
the resonatoris set to 40 KHz and 100 KHz,thenoiseflooris set to —132 dBc/Hz,” and the slope
of the phase noise powerspectral density is -84 dBc/Hz. For BPSK,thereis no perceivable deg-
radation in performance for the phase noise generated. For 16 QAM,thereis about 0.5 dB and
1.5 dB degradation at noise bandwidths of 40 KHz and 100 KHz, respectively. Partial compensa-
tion for phase noise can be done with phase lock loop (PLL) techniques, which is beyond the
scope of this book; however, some techniquesare outlined in the textbook [22].

Exercise 8 Using the simulation tool provided at the website, vary the slopeofthe phase noise
power spectral density and noise floor. Investigate the resulting degradation in BERfor QPSK,
16QAM, and 64 QAM.

“dBcis the powerin dB relative to the carrier.  
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Figure 5.31

Performanceevaluation ofBPSK and 16 QAM with phase noise bandwidths of40 KHz and 100 KHz.

IQ Imbalance
The final RF subsystem discussed in this chapter is the in-phase and quadrature (IQ) modulator
shown in Figure 5.1. A functional block diagram of a real IQ modulator is shownin Figure 5.32.

Thefigure showsthe DC offset that can occur on either the I or Q branch.Ideally, these values
are zero. Also, the amplitude and phase imbalances are denoted by € and @, respectively. Let’s
examine the effects of these imbalance. Given an input data sequence x. The ideal complex mod-

ulate carrier waveform y(t) is

y(t) = x,(nT) cos(@t) + 7X9 (nT) sin(a@r) (5.54)

while the IQ imbalanced modulated waveform ¥(t) is

H(t) = x(nT) cos(@t) + 6; + 5g — EXg(nT)sin(at + 9) (5.55)



RF Distortion Analysis for OFDM WLAN 

 Input
Data
 
 Quadrature

Data Xg

 
Q-DCbias 8, -€sin(@ttd)

FIGURE 5.32

A block diagram ofa real IQ modulator.

Equation 5.55 simplifies after adjustmentfor the DC offset terms to

¥(t) =[x, (nT) - exg(nT) sin()|cos(wt)
a (5.56)

—ell+ cos($)xy (nT) sin(@t)y(t) = y(t) — (6, + 59)

Atthe receiver, the synchronization mustbe performed with y(t) rather y(t) (refer to Chapter 2
for more details on synchronization). The effects of IQ imbalance on a 16 QAMconstellation is
depicted in Figure 5.33. This is a severe case of IQ imbalance,butis, nonetheless, likely to occur
if the IQ modulatoris not properly designed.

The problem is further complicated since the imbalancedsignalis in general subjectedto fre-
quencyoffset, channel fading, and receivedin the presence ofadditive white noise process.
Recall in Chapter 2, the channelestimation, packet detection, and freqency offset algorithms
exploit the phase information of the training sequence. Unfortunately, the phase of the imbalance
signal @ny

bur = -arGD — EX9 (nT)= 6.57)efi+ cos($) |X(nT)

differs significantly from a properly balance signal par

__ -1 x;(nT)Opa =—tan [210oD (5.58)
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Impacts of1Q imbalanceon the signal constellation.

Thus, potentially, IQ imbalancecan limit the ability of the receiver to achieve synchronization,
which would be devastating! One solution to combatthis distortion is the perform the IQ modu-
lation digitally. This requires the the baseband system to be sampledat a sufficiently high rate to
generate an appropriate intermediate frequency (IF), which can be later modulated onto a RF car-
rier using a single conversion branchrather than two. The disadvantageto this approachis that
additional processingis required to run at this high rate as well as impact the hardware design in
several areas. Chapter 8 discusses someof those issues andinterested readers are referred there
for more detail. Other more sophisticated techniques can be used in the receiver to compensate
for the IQ balance, but those techniques are well beyond the scope ofthis book.
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The throughput of a WLAN is impacted not only by the channel quality, SNR, and diversity in
the PHY layer but also by the medium access control (MAC)protocol. The MACin JEEE 802.1 1a
WLANsassumessignificance owing to the specific nature of a wireless medium. Unlike in wired
media, the channel in a wireless OFDM system changes dynamically, leading to unpredictable
fading and to a highbit error rate (BER). The high BER often degradesfurther owing to the
inability to detect an impending collision in a wireless medium [1, 2]. Typically, a packet error or
collision incurs an expensive retransmission. These considerations imply that the throughputin a
wireless LANis limited largely by high error rates and packet retransmissions[3, 4]. Under such
circumstances, the MAClayer, whichis the focus of this chapter, can play a crucialrole in
enhancing the overall data throughput.

In addition to controlling medium accessto enhance the data throughput, the MACalso acts as an
interpreter of data moving between the physical (lower) and network(higher) layers. The MAC
provides this seemingly less importantbut indispensable service by introducing structure and
protocol into the communication process between two IEEE 802.11 mobile stations. Withoutthe
MAC,the physical layer merely specifies how to use the air interface to exchangebits of infor-
mation. The MACisthe logicalentity that adds grammar and syntax to the raw alphabet(bits and
bytes) that the physical (PHY) layer helps transmit. In fact, no WLAN baseband design is consid-
ered complete unlessit is accompanied with a MAC. The development of a MACis as special-
ized as that of a baseband-PHY,and needsa significantly different approach as well as skill-set.
From the world of complex number-crunching equalizers, encoders and decodersusedin the
PHY-layer, we transition to a world of protocols, rules, and nonlinear state-machines: the MAC
layer.

In this chapter, the IEEE 802.11 MACandits functional components are described. The empha-
sis is on the services provided by the MACto support the communicationprocess, as well as on
the MACframesthat enable these services. For a systematic implementation of the MAC,the
readeris advised to refer to the comprehensive Standard document.

MAC Overview

The MACcan beinterpreted as an engine that works closely with the PHYtofacilitate reliable
and efficient data communication. Functionally, the MAC layer can be construed asa set of
diverse services to accomplish information exchange, power-control, synchronization, and ses-
sion management. These MACservices are implemented through the exchangeof suitably
defined MAC frames. Each MAC frameconstitutes several bit fields which together encode the

identity as well as purpose of the MAC frame. The different MAC frametypes defined are data,
control, and management frames. Typically, data frames are interspersed with control frames and
management frames. The formerserve to logically terminate data exchanges while thelatter pro-
vide managerial support. Thus, the MAC can be viewedas providingvital data and management
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services for the network via well structured frame exchangesbetweenstations. Finally, to store 6
information regarding the dynamicstate of the network on an ongoingbasis, the MAClayertyp-
ically uses an information repository called the Management Information Base (MIB). The orga-
nization of the MAClayercan thus be succinctly specified in terms ofthree basic components:

¢ MACServices

¢ MAC Frames

* MACInformation Management

 
Therelationship between the three MAC components mentioned aboveisillustrated in Figure 6.1.
In the sections that follow, the basic notions behind each of these components are introduced.

MACData MAC Management
Services Services 
LTT OT) EE

MACData & Control MAC Management
Frames Frames

MAC

Management Information
Base
 

FIGURE 6.1

The interplay between MACservices, MACframes and MAC managementinformation base (MIB)is illustrated here. The
MACservices are delivered by means ofMACframes based on the information stored in the MIB.

MACServices

The term MACservicesis typically used to refer to the services that are specifically provided by
the MAClayerto otherlayers in the protocol stack or to sustain the normal operation of the net-
work. There are several services that the MAC layeris designedto offer, all of which can be
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categorized under MACdata services and MAC managementservices. The OFDM-based
WLAN is primarily attempting to effect data communication betweenstations (both asynchro-
nously and synchronously). Asynchronous data communicationtypically involves the MAC allo-
cating the channel to contending users based on a predetermined protocol. Synchronousdata
services, on the other hand;are often effected in a contention-free manner. The associated MAC
functions are designated as MAC dataservices.

The MACalso offers several managerial services to the terminals communicating with each
other. These managerialservices range from simple session management and power management
to synchronization. Session managementrefers to such book-keeping activities as association
and authentication of a terminal to a network, addressfiltering upon data delivery, privacy and

information protection. Power-managementservices are essential for two reasons.First, extend-
ing battery life takes precedence in portable devices, and WLANsare prime candidates. Second,
power-control assumeseven greater significance in an OFDM-based WLAN since the peak-to-
average powerratio (PAPR)is often a problematic issue. At high PAPR,one is forced to operate
at low powersleading, sometimes, to decreased datareliability. Conserving powerfor potential
retransmissionsis therefore very desirable. The wireless interface for data exchange makespri-
vacy an important concern as tapping into RF waves is much simplerthan into a sheathedcable.
The MAC addressesthis through encryption algorithms used for data protection, as part of MAC
managementservices. Finally, synchronization between station clocksis of significance in just
the same way as the PHY layerneeds to keep a transmitter and receiver in sync. MAC services
related to synchronization will be our other focus.

MAC Frames

As mentioned in the beginningof this section, MAC framesconstitute the bricks and mortar used
to implement the MACprotocolandto effect data communication. They comein three types:
data frames, control frames, and managementframes. The function of the latter two is to support
the smooth and efficient exchangeof data frames between stations. Within each type of MAC
frame, there are several subtypes. Each frame subtype accomplishes a specific objective and
identifies itself by encoding its subtype using a few bits within itself. These MAC framesubtypes
will find mention again in the MACdata services as well as the overall MAC managementser-
vices (i.e., power management,synchronization, session management andprivacy)sections.
Rather than describe all the frame types and subtypesin the frame formats section, an attemptis
madeto put the relevant MAC framesin context by mentioningthe chief subtypes and their func-
tion soon after the MACprotocolpertainingto their function is described. For instance, the MAC
data frames and MACcontrol frames get mentioned in the MACdata services since they directly

pertain to exchange of data betweenstations.
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MACInformation Management
The MAClayer needsto keeptrack of several variables thatreflect the state of the network as a
whole as well as that of any mobile station in question. The information ofinterest is different
for a mobile station and an AP. A central repository that maintains a database of these network-
related parameters is the MAC management information base, or MIB. In practice, there is a
separate MIB for the PHY and the MAClayers. The MAC MIB itself is a collection of twosets

ofattributes. Some of them (station managementattributes) configure MAC Operation and help in
station management, while others (MAC attributes) measure MAC performanceandtuneit ina
desired direction. Notably, several of these attributes in the MIB can be probed and determined
by an agentthat is externalto the station-MAC or AP-MACthatis housing the MAC MIB of
interest. Someofthe details of these attributes and the functions they control are described in
greater depth in the “MAC ManagementInformation Base”section,later in the chapter.

 
In therest of this chapter, the MAC componentsoutlined in this section are presentedin their log-
ical sequence. At the outset, system architectures from a MAC viewpoint are presented. MAC
frames and frame formats (which constitute the MAC alphabetand vocabulary) will be presented
before the MACservices and protocols (which constitute the language of the MAC)are dis-
cussed. This will hopefully give the reader a better appreciation of MAC frames and frame sub-
types, while also setting groundfor their usage in the different MACservices.

MACSystem Architecture
Before details of the MACservicerelated protocols are presented, somearchitectural details of the
system pertinent to the MAClayerwill be briefly described. From an architectural standpoint, a
WLANcanbe configured as a basic service set or as an extendedserviceset. Several potentially
overlapping WLANs,each of whichis a basic service set, constitute an extendedserviceset.

Basic Service Sets

The WLAN in the most generic configuration comprisesthree entities: the station, the access
point (AP), and the wireless medium.A collection of stations that communicate with one another
is said to form a Basic Service Set (BSS). A simple BSS typically lacks an AP,andstations in the
BSSdirectly communicate between themselves without mediation by an AP. Such an IEEE ©
802.11 WLANconfiguration,illustrated in Figure 6.2, is often referred to as an independent BSS,
andis limited in scope. For instance, two stations have to be within range of each other in order
to be able to communicate. This is because stations donot relay data packets in an independent-
BSS(Id-BSS). Whenthe BSSis slightly more complex andis mediated by an AP,the setup is
referred to as an infrastructure BSS (If-BSS). The APin an If-BSSfacilitates data exchange
within the BSS (through relay of data packets) as well as acts as the gateway for communication
with stations outside the BSS.
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FiGURE 6.2

A Basic Service Set (BSS) is the simplest configuration in which an IEEE WLANcanexist, wherein a set of independent
stations communicate directly with each other.

Aninfrastructure BSS with an AP is desirable for several reasons (as opposed to an independent

BSS). Firstly, the reach of an infrastructure BSS is by design far greater, and of a longer-lived
nature than an independent BSS.The presence of an AP can enable contention-free modes of
operation. Such contention-free modes often form the basis of communication for delay-sensitive
or real-time data betweenstations. Real-time data requires guaranteed Quality of Service (QoS)
due to the very nature of the associated applications. By placing an AP in charge of medium
access control and directingall traffic throughit, reasonable guarantees of QoSare feasible in a
WLAN setup. An AP can also enable vitally significant power-save modesthat elongate battery
life in portable stations. Since an AP is often better equippedthanastation,it is capable of buff-
ering data (in memory) for different stations belonging to an If-BSS, and delivering the data to
the stations at a convenient time. The advantageofthis schemeis that a majority of the stations
can operate in power-save (sleep) mode, awakeningto receive buffered data every once in a
while. The obvious (andsignificant) benefit of this is longer battery life for typical WLANusers.
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Extended Service Sets

The real potential of a portable devicein finding ubiquitous connectivity is only fulfilled when
several concomitant BSSs provide wide area coverage by communicating between each other
through a backbone network. Such a configuration of interconnected BSSsis referred to as an
Extended Service Set (ESS) and the associated backbone networkis called the Distribution Sys-
tem (DS). An ESScan havepotentially overlapping BSSs interconnected as shown in Figure 6.3,
so long as adjacent BSSsuse different frequency bandsto avoid interference.

 

 
BSS-2

FIGURE 6.3

An Extended Service Set (ESS) isformed by several BSSs interconnected through a Distribution System (DS) which could
be wiredor wireless. The AP acts as the port ofentryfor each BSS within an ESS.

In the ESS model, multiple BSSs are interconnected via access points (APs). The APacts as
the entry point to the BSS,filtering and forwarding any frames coming from outside the BSS.
Assumingall APs are on the same subnet, one can roam from one BSSto another withoutloss of
connection. When an APis used andthe individualstations are putin infrastructure mode, each
station associates with one AP, chosen asthe one with the strongest signal. Furthermore, each AP
has an ESSID (ESSIdentifier) programmedintoit, which is intended to represent the subnet the
APis attached to. Adjacent APsare set up so that their frequencies do not overlap with those of
their neighbors, and thus interference is minimized. While in infrastructure mode,a station com-
municates only with its associated AP.



 
Each of the component BSSsuses the asynchronous communication protocol defined in the stan-
dard for medium access coordination. In addition, for synchronousdata transfer, within every BSS

the AP periodically polls eachofits associated stations to see if they have anything to transmit.
This allows each station to transmit non real-time as well as real-time traffic at somefixed,

dependable rate for time-sensitive applications such as voice.It is the function of the APs within
an ESSto forward data packets from one BSSto another, and to facilitate mobility of stations
between adjacent BSSs. That is also why the MAClayer requires that each BSSin such an over-
lapping set be an If-BSS. The ESS could span any numberof such If-BSSs, and the DS could
potentially be wired or wireless.It is the duty of the IEEE MACtoensurethat these finer architec-
tural details are taken care of during the BSS’s setup and existence.

MAC Frame Formats

The IEEE 802.11 MAC fundamentally exists to facilitate exchange of data frames fordifferent
applications between two WLAN stations, employing the support of the PHY layer. A typical
instance mightbe twostations exchangingafile using the FTP program. The FTP program is
then the application, and thefile to be exchanged is broken down into small data chunkscalled
MACservice data units (MSDUs). The MAC layer accepts MSDUsand adds headersandtrailers
to create MACprotocol data units (MPDUs)andpasses them overto the PHY layer for transmis-
sion. In the world of MAC frames,it is convenient to think of these MPDUsas so-called data

frames.

The exchangeof data frames with suitable headers andtrailers enables the passage of raw infor-
mation in a meaningful way from onestation to another. However, the MAC world wouldfall
apart if it were not for two other frame types—namely, control frames and management frames—
that bring so muchorder to the MAC. Control frames assist in performing the handshakesthat
punctuate a typical exchange of data frames. Managementframes, on the other hand,take care of
bookkeeping functions that are such an integral part of any network of communicating entities.
Together, control frames and managementframeshelp accomplish exchange of data frames in an
efficient and reliable manner.

Each MACframe, whetherit is data, control, or managementtype,is an aggregation of specific
bit fields, along with a headerandtrailer. Details of the MAC frames andformats are discussed in
the following sections.

IEEE 802.11 Frame Format

The general IEEE 802.11 frame formatis shownin Figure 6.4. In the design of frame formats
one attempts to balance twothings:efficiency and functionality. The IEEE 802.11 standard MAC
frame formatis considered the best design balancing both efficiency and functionality.
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FIGURE 6.4

The general IEEE 802.11 MACframeformatis shown here. Each frame consists ofa frame header, aframe body, and a
frametrailer also called the frame check sequence. Theframe body can take up to 2312 bytes when not encrypted.

The frame begins with a MAC header. The frame headerconsists of the frame controlfield, a
duration ID field, three addressfields followed by the frame sequence information and,finally,
the fourth addressfield. It may appear that the MACheaderis very long; however, notall these
fields are usedin all frames. Following the MACheaderis the frame body. The frame body con-
tains the MSDUfrom the higherlayer protocols. Thefinalfield in the MAC frameis the frame
check sequence. Eachofthesefields will be discussed below along with the pertinent subfields.

Frame Header

Thefollowing sections describe the componentfields that make upthe frame header.

Frame Control Field

The framecontrolfield is a sixteen-bit field that comprises the information the MACrequiresto
interpret all of the subsequentfields of the MAC header. The subfields of the frame controlfield

are the Protocol version, Frame Type and Subtype, To DS, From DS, More fragments, Retry,
Power management, More data, Wired Equivalent Privacy (WEP), and Order. See Figure 6.5.

 
FIGURE 6.5

Illustration ofdifferent components of the frame controlfield. This field encodes several important subfields that
determinetheframetype, subtype, whether theframe has been encrypted, whetherit is the lastfragment within a burst,
and whetherit camefrom within a BSS.



 
Protocol Version Subfield

The Protocol Version subfield is two bits in length. It is used to identify the version of the
IEEE 802.11 MACprotocol used to construct the frame. The station uses this field to

determineif the frame was constructed with a version of the protocol that the station
understands.

Frame Type and Subtype Subfields

The Frame Type and Subtypefields identify the function of the frame and which other
MACheaderfields are present in the frame. There are three frame types: control, data, and

management. The fourth frame type is currently reserved. Within each frame type there are
several subtypes.

To DS and From DS Subfields

The To DSsubfield is a single bit in length. It is used only in data type framesto indicate
that the frame is destined for the DS. The From DSsubfield is a single bit in length.It is

also used only in data type framesto indicate that the frame is being sent from the DS.
Whenboth subfields are zero, the frame is a direct communication between two mobile

stations. The other extreme, when both subfields are one, is used for a special case where

an IEEE 802.11 WLANis being used as the DS. These details are summarized in Table 6.1.

TABLE 6.1. Address Field Functions

Function To DS From DS Address1 Address2 Address3 Address4

Id-BSS 0 0 RA=DA SA BSSID N/A

From AP 0 1 RA=DA BSSID SA N/A

To AP 1 0 RA=BSSID SA DA N/A

WirelessDS=1 1 RA TA DA SA

* More Fragments Subfield

The More Fragments subfield is a single bit in length. This subfield is used to indicate that
this frameis not the last fragment of a data or management frame that has been fragmented.

Retry Subfield

This subfield is a single bit in length. It is used to indicate whether a data or management

frameis being transmitted for thefirst timeorif it is a retransmission. The receiving MAC,
to enable it to filter out duplicate received frames, uses this subfield, along with the

sequence numbersubfield.



Medium Access Control (MAC) for IEEE 802.11 Networks |

CHAPTER 6

Power ManagementSubfield

This subfield is a single bit in length. A mobile station uses the power managementsubfield
to announceits power managementstate. The value of the subfield indicates the power man-
agementstate that the station will enter when a successful frame exchange is completed. A
zero in this subfield indicates that the station is in the active mode andwill be available for

future communication. A onein this subfield indicates that the station will be entering the
power management modeandwill not be available for future communication.

More Data Subfield

The More Datasubfield is a single bit in length. The AP uses this subfield to indicate to a
mobile station that there is at least one frame buffered at the AP for the mobile station. In

multicast frames, the AP mayalsoset this subfield to one to indicate that there are more
multicast frames buffered at the AP.

WEPSubfield

The WEPsubfield is a single bit in length. Whensetto one,it indicates that the frame body
of the MACframehas been encrypted using the WEPalgorithm. This subfield may be set
to one only in data frames and managementframes of subtype authentication. It is zero in
all other frame types and subtypes.
Order Subfield

This subfield is a single bit in length. Whensetto one, this subfield indicates that the con-

tent of the data frame was providedto the MACwith a requestfor strictly ordered service.
This subfield provides information to the AP and DSto allowthis service to be delivered.

 

Duration/ID Field

The Duration/ID field is 16 bits in length.It alternately contains duration information for updat-
ing the NAVor a short ID,called the association ID (AID), used by a mobilestation to retrieve
framesthat are buffered for it at the AP. Because of performance-related reasons, the maximum
allowable value for the AID is 2007. All values larger than 2007 are reserved. When bit 15 of the
field is zero, the value in bits 14-0 represent the remaining duration of a frame exchange. This
value is used forvirtual channel sensing to minimize the probability of collisions.

Thevalue of the Duration/ID field is set to 32,768(i.e., bit 15 is one andall other bits are zero) in
all frames transmitted during the CFP. This value is chosen to allowastation that did not receive

the beginning of the CFP to recognize that a CFP is ongoing andto preventit from interfering.

AddressFields

The IEFE 802.11 MACframe formatcontains up to four addressfields. These additional address
types are used to facilitate the level of indirection that allows transparent mobility and to provide
a mechanism forfiltering multicast frames. A single bit Individual/Groupfield allows to ascertain
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if a MACframeis destined for an individual MAC orfor a group (multicast). These important

address subfields are described below with their purpose.

BSS Identifier Subfield

The BSS Identifier (BSSID)is a unique identifier for a particular BSS of IEEE 802.11
WLAN.In an If-BSS, the BSSID is the MAC addressof the AP. In an Id-BSS, the BSSID

is a locally administered, individual address that is generated randomly bythe station that
starts the BSS.

Transmitter Address Subfield

The transmitter address (TA) is the address of the MACthat transmitted the frame onto the
wireless medium.

Receiver Address Subfield

The receiver address (RA)is the address of the MACto whichthe frameis sent over the

wireless medium. This address may beeither an individual or group address.

Source Address Subfield

The source address (SA)is the address of the MACthatoriginated the frame. This address

is always an individual address.

Destination Address Subfield

The destination address (DA) is the address of the final destination to which the frame is

sent. This address may be either an individual or group address.

Sequence Control Field
The sequence controlfield is a 16-bit field comprising two subfields: The subfiledsare a 4-bit
fragment numberand a 12-bit sequence number. As a whole,this field is used to allow a receiv-
ing station to eliminate duplicate received frames. The sequence numbersubfield holds the 12-bit
sequence numberassigned sequentially to each MSDUtransmitted. The fragment numbersub-
field holds the fragment numberassigned to each fragment of an MSDU within a fragmentburst.

Frame Body
The frame bodyfield contains the information specific to the particular data or management

frames. Thisfield has variable length. It may be as long as 2304 bytes, without WEP encryption.
The maximum lengthofthis field is defined by the sum (MSDU + ICV + IV), where ICV and IV
are the WEP encryption components.

There are a large numberof frames for which the frame body is empty. These are control frames
and management frames. Data frames typically have their frame body carrying the MSDUor
fragments thereof. It is not unusual to use a Null Data frame in which the frame body is empty.
Such a frame can be used to estimate the channel, expending very little overhead for the purpose.



 
Also, when a MAC framebodyis carrying payload for a data frame, the frameis typically called
a MACservice data unit, or MSDU.Ifit is carrying payload for a management frame,it is
called a MAC managementprotocol data unit (MMPDU).

FrameTrailer

The frametrailer, also called frame check sequence (FCS)field,is 32 bits in length. It contains
the result of applying the CCITT CRC-32 polynomialto the MAC headerand frame body. Thisis
the same polynomial used in other IEEE 802 LAN standards. The frame check sequence in an
IEEE 802.11 frame is generated in the same wayasit is in IEEE 802.3. The generator polynomial
for the CRC is the standard polynomial of degree 32 given by

G(x) = 0? 47 pe 4 x7 4 Hl Pgly0G ETEtxt a rexel (6.1)

MAC Frame Subtypes
In whatfollows, the complete list of frame subtypes for data, management, and control frames
are listed along with the context of usage for each subtype.

Data Frame Subtypes

Table 6.2 depicts the different forms in which data frames are employed along with the 4-bit sub-
type valuein the frame controlfield for each frame. Notably, the format of individual data frames
stays the samei.e., same as the canonical JEEE 802.11 frame format. In its simplest manifesta-
tion, a data frame consists of a header with an all-zero subtype value and has no payloadin the
frame body. Also called a Null-frame, the data framein this form can be used for channel assess-

ment by the PHYlayer. The frame body can also be empty for the CF-ACK (no data), CF-Poll
(no data), and CF-Ack+CF-Poll (no data) frames. Frames of subtype Data (see Table 6.2) are
usable in contention as well as contention-free modes. All frames of subtypes Datat+CF-X
(where, X=ACKorPoll) are usable in the contention-free period. Wenote that there are several
frame subtypes that have been reservedfor as yet unseen purposes.

Control Frame Subtypes

Control framesare typically lightweight, punctuating framesthat appear in between or following
data frames. The motivation to keep them lightweightis to reduce the overhead imposed on MAC
data by the transmission of these accompanying control frames. The Request to Send (RTS),
Clear to Send (CTS), and Acknowledgment (ACK) framesare, as their names suggest, used to
signal the impending transmission or successful reception of a data frame. The contention free
(CF)-End and CF-End+CF-ACKframesare used within the contention-free periodsto signal the
end ofthe session and/or the reception of a data frame. Again, a good numberof frames are
reserved for future purposes. See Table 6.3.

 



TABLE 6.2 Data Frame Subtype Descriptions

Subtype Description

Data

Data + CF-ACK

Data + CF-Poll

Data + CF-ACK + CF-Poll

Data + Null function (no data)

Data + CF-ACK (no data)

Data + CF-Poll (no data)

Data + CF-ACK + CF-Poll (no data)

Reserved

Reserved

Type Description

Data

Data

Data

Data

Data

Data

Data

Data

Data

Data

TABLE 6.3 Control Frame Subtype Descriptions

Subtype Description

Reserved

Power Save (PS)-Poll

Request To Send (RTS)

Clear To Send (CTS)

Acknowledgement (ACK)

Contention Free(CF)-End

CF-End + CF-ACK

Management Frame Subtypes

Type Description

Control

Control

Control

Control

Control

Control

Control

Subtype Value

0000

0001

0010

0011

0100

0101

0110

0111

1000-1111

0000-1111

Subtype Value

0000-1001

1010

1011

1100

1101

1110

1111

 

Type Value

10

10

10

10

10

10

10

10

10

11

Type Value

01

01

01

01

01

01

01

For the purposes of network management,there are different management frames defined. For
instance,the tasks of association, reassociation (one for request and one for response each), dis-

association, and authentication are accomplished by the exchange of frames that go by the same
namesrespectively. Timer synchronization and power-save modes are managed by the exchange
of so called beacon and announcementtraffic indication map (ATIM)frames. Finally, the task

of scanning (which could be active or passive) is carried out by the exchange of probe frames
(again, one for request and one for the response). The subtypesof all these management frames
are defined in Table 6.4.
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TABLE 6.4 ManagementFrame Subtype Descriptions

Subtype Description Type Description Subtype Value Type Value

Association Request Management 0000 00

Association Response Management 0001 00

Reassociation Request Management 0010 00

Reassociation Response Management 0011 00

Probe Request Management 0100 00

Probe Response Management 0101 00

Reserved Management 0110-0111 00

Beacon Management 1000 00

Announcement TIM (ATIM) Management 1001 00

Disassociation Management 1010 00

Authentication Management 1011 00

Deauthentication Management 1100 00

Reserved Management 1101-1111 00 

Frame Fragmentation
Wediscussed upfrontthat the wireless nature of the connecting media in IEEE 802.11 WLANs
poses sometoughissues for the MACas well as the PHY layer. These challenges are com-
poundedbythe presence of competing stations, overlapping BSSs, and other appliances in the
global industrial, scientific, and medical (ISM) band at 2.4 GHz. Fragmentation is a MAC-level
proposition that essentially tries to minimizethe risk of suffering a frame error duetoadifficult
terrain presented by the PHY. Theideais that a longer frame is moreerror pronethan a shorter
frame in a noisy andinterference ridden environment. So, the MAC layer chooses to transmit
longer frames in severalrelatively short bursts by breaking up the frame into smaller fragments.
This is calledframefragmentation. A frame being fragmentedis shown in Figure 6.6.

Fragmentation
Fragmentationis a size related function, and is implemented for frames above a certain threshold
size. The threshold size for fragmentation is specified by the dot1 1FragmentationThreshold, a
MACMIB parameter. The tradeoff, of course, (like in the RTS-CTS scheme)is thata slightly
higher MACoverheadis incurred due to a greater number of ACK frames(in addition to MAC
headers) that require to be transmitted with fragmentation.
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FIGURE 6.6

Fragmentation of a lengthyframe to decrease error probability at the expense ofgreater overheadis depicted. Notice
how the overhead (MAC HDR + CRC)keeps adding up as we break down a single MSDUinto severalparts.

Frames longer than the fragmentation threshold are fragmented prior to the initial transmission
into fragments no longerthan the value of the dot] 1FragmentationThreshold MIB attribute. A
frame thus gets split into one or more fragments equal in length to the fragmentation threshold
and at most one fragment smaller than the fragmentation threshold. The default value ofthe frag-
mentation threshold is such that no frames will be fragmented. The value may be changed to

begin fragmenting frames, depending on the nature of the PHY encountered. If the interference
source is known, such as from an adjacent BSS or from an appliance in the same band,the value

of the fragmentation threshold may be calculated from the transmission characteristics observed
in the PHY. The process of transmitting a large frame in fragmentsis pictorially depicted in Fig-

ure 6.7. Typically, fragmentation is applied to unicast frames alone.

FragmentBurst

 
Destination

FIGURE 6.7

Transmission of large packets is broken downinto multiple fragments to improve data reliability in an error-prone
wireless medium. Eachfragment isfollowed by an ACKframe separated only by a SIFS to ensure the burst takes place
uninterrupted.”

Defragmentation
The process by which frame fragments (MPDUs)in a burst are recombined to form an MSDU
or an MMPDUis termed defragmentation. Defragmentation is accomplished at every frame

“From IEEEStd. 802.1 1a-1999. Copyright © 1999 IEEE.All rights reserved.
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reception point. In order to defragment a frame,all fragments mustfirst be successfully received.
Thus, the MAC allows for the usual ACK mechanism to ensure that a failed transmission is

retried, until all fragments are received. The numberof attempts before a fragmented MSDU
or MMPDUisdiscardedis specified by the dot11ShortRetryLimit and aLongRetryLimit param-
eters. Each successfully transmitted fragment has a Sequence Controlfield consisting of a
sequence number and fragment number. The More Fragments subfield of the Sequence Control
field indicatesif a fragmentis the last onein the burst of fragments. Thus, the Sequence Control
field is key to defragmentation.If a fragmentis not delivered onthefirst attempt, subsequent
fragments are nottransmitted until the previous fragment has been acknowledged.If a fragment
is not acknowledged, the normalrules for retransmission of frames apply.

MAC Data Services

In this section, MACdata services, which are responsible for carrying out data frame exchanges
between WLANstations, will be presented. First, the MAC data communication protocolwill be
described, for both nonreal-time and real-time datatraffic. A special type of protocol using RTS
and CTScontrol frames(typically used to reduce collision probability) will then be presented.

Distributed Coordination Function

The fundamental access method used by the MAC for an IEEE 802.11 OFDM WLANisa dis-

tributed control mechanism, wherein eachstation (i.e., terminal) has a fair chance of accessing
the medium. This technique, sometimescalled distributed coordination function (DCF), is based
on a carrier sense multiple access (CSMA)with collision avoidance (CA) or CSMA/CA proto-
col. The DCFconstitutes the basic access mechanism in IEEE 802.11 LANs,andis the basis for
all other protocols defined. In the CSMA/CA-based DCF,a station senses activity on the
medium;if the medium is foundidle, the station transmits data; if the medium is found busy, the
station does nottransmit so thata collision is avoided. In order to avoidacollision, the station
(which attempts to transmit but detects activity) picks a random backoff timein multiples ofslot-
times and waits until the backoff clock reaches zero again. CSMA/CAisboth equitable and suit-
able for a wireless network (where collision detection is not feasible),

Carrier Sense Mechanism

The physical mechanism to detecta carrier(i.e., transmission activity) on the medium constitutes
the first step in the DCF. In practice, a station also has a virtual carrier sense mechanism built-in.

This is by virtue of the Network Allocation Vector (NAV), which always hasthelatest informa-
tion possible on scheduledtransmissions on the medium. The NAVacts as a backup mechanism
to avoid collisions—if perchancea carrier is not sensed by physical means (dueto shadowing
effects), the NAV can hopefully provide correct information on medium activity. Thus, a station
does not attempt to transmit until both physical and virtual carrier sense mechanisms concur on
the medium beingidle.
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Backoff Procedure

The DCF protocol mandates that every station that attempts to transmit (but just stops short of
transmission upon sensing a busy medium) or successfully transmits a frame must execute a
backoff. During backoff the station releases occupation of the medium for a random amount of
time. This ensures low probability of collision and fair access opportunities for other aspiring
stations. The value picked for the backoff clock is a uniformly distributed random numberin the
contention window [0, CWmax], where the units are slottimes. The backoff procedureis dictated

by a binary exponential backoff algorithm, wherein each successive attempt to transmit the same
packet is preceded by backoff within a windowthat is double the size used previously. A sample
choice of backoff windowsis illustrated in Figure 6.8. The backoff clock is decremented during a

given slottime only if the medium is detected to be idle. Althoughit is an equitable procedure, the
DCFis notvery suited to real-time applications. A good performance evaluation of asynchronous
data transfer protocols for WLANs,throughput studies and some basic improvements can be
found in[5,6].
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FIGURE 6.8

Illustration of the truncated binary exponential backoffalgorithm: the doubling of backoffwindow with every successive
attemptto transmit the sameframe for typical asynchronous datatransfer is shown. Normally, a frame is dropped if not
transmitted within a finite (2-3) number ofattempts.

Interframe Spacings
The notion of interframe spacings becomes immediately apparent when oneis faced with a need
to provide multiple priorities for medium access. For instance, in the next section, a method of
medium accessfor real-time data called PCF is described which typically has higher priority over

DCF(dueto the data being time-sensitive). How does one ensurethat stations implementing PCF
have higherpriority over DCF? The answerlies in the interframe spacings mandated by the MAC
protocol.



Medium Access Control (MAC) for IEEE 802.11 Networks 
CHAPTER 6

According to the IEEE 802.11 MAC, successive frames mustbe separated by a minimum inter-
frame spacing (or separation) defined as the short interframe spacing (SIFS). A SIFSis the mini-
mum time-gap between any two frames, no matter what type. A DCF interframe spacing (DIFS)
is the relevant IFS when applied to DCFstations. Thus, a frame sequence by any DCFstation
must begin at least a DIFSinterval after any other frame sequence. Similarly, a PCF interframe
spacing (PIFS)is the least spacing that must be allowedbya station implementing PCF,
following any other frame sequence. Lastly, an extended IFS (EIFS) is the spacing required
betweena station’s attempt to retransmit a failed packet and any preceding frame sequence.

Clearly, it would be desirable to have SIFS < PIFS < DIFS < EIFS to ensure a higher priority of
PCFover DCF,andof a fresh DCFtransmission over a DCF retransmission. Indeed,the value of
SIFS = 16S, PIFS = 25uS, DIFS = 34uS, and EIFS = 43uS with an incrementofa slottime =
9uS every step. Thus,as illustrated in Figure 6.9, by meansofa suitable set of IFSs employed in
the system, one ensuresthatdifferentpriorities are implicitly assigned to different requests for
medium access.

FragmentBursts
Asseen in the previoussection, “MAC Frame Formats,”a large frameis often fragmented into
smaller frames andsent outin a burst of successive fragments, separated by acknowledgment
frames. The motivation for this is primarily to reduce the likelihood of the frame going in error
(since longer frames are more error prone). The purpose of fragmentation is served by keeping a
fragmentburst uninterrupted, and this is accomplished by ensuring that consecutive frames in a
fragmentburst only need to be separated by a SIFSinterval, the shortest possible IFS. Normal
IFS rules take over once the fragmentburstis over.

Relevant Frame Sequences
In Table 6.5, we summarizethe list of valid frame sequences that can take place for data ex-
change during the DCF modeofoperation. The shortest sequenceconstitutes a broadcast or
multicast data frame. The longest frame sequence (i.e., with maximum overhead) comprises a
fragment burst, with several interspersed acknowledgments,andstarting with an RTS and CTS
frame exchange (more of which in an upcoming subsection).

TABLE 6.5 Data frame exchange descriptions within DCF and RTS-CTS mode of operation.
Items enclosedin [. .] may occur zero to manytimes, whereas items enclosed in {. .} may occur
zero to one time in a sequence.

  Frame Sequence Frame Sequence Usage

Data (broadcast/multicast) Broadcast or multicast MSDU

Data (dir)-ACK Directed MSDU

[Frag-ACK-]Last-ACK Directed MSDU or MMPDU

{RTS-CTS-} [Frag-ACK-]Last-ACK Directed MSDU or MMPDU—_—_———anennnkn=»
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Point Coordination Function

Apart from DCF,the other access method based on priority is a centrally controlled one. Referred
to as the point coordination function (PCF), this technique employs a contention-free period
during which stations with higher priority are permitted to access the medium.In this access
method, control vests with a centralized coordinator, usually the access point. For this reason, the

APis also referred to as a point coordinator (PC), and PCF requires that a BSS be infrastructure
type. PCF is preferred when supporting time-bound services. PCF worksbypolling stations for
contention-free traffic, and if a station has any CFdata, it is collected by the PC during PCF and
routed to the destination within the same BSSorto another BSS.
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FIGURE 6.9

Different interframe spacings (IFS) in the distributed coordinationfunction employedfor asynchronousdata transfer. The
SIFS is the shortest spacing that needs to exist between any twoframes; DIFSis used to start a DCF exchange, and PIFS
is employed to begin a PCF exchange.”

Medium Access Mechanism

The basic access method during PCFis controlled by the PC resident in the AP. The PC gains

control of the medium using DCFrules at the beginning of a CFP. It retains control of the

medium throughout the CFP by waiting a SIFS shorter than the rest of the DCFstations(recall,
PIFS = DIFS-Slottime < DIFS). Every station, whetherit is party to the CFP or not, takes note of
the CFP’s intended length (i.e., maximum duration) from the PC andstoresit in the NAV, and

that helps in reducing contention during PCF. After the initial Beacon frame announcing thestart
of a CFP, the PC waits a SIFS period and transmits one of the following: a CF-Poll frame (polling
stations for CF-data frames), a Data frame (transmitting buffered CF-traffic for a station),
Data+CF-—Poll frame (for buffered traffic in addition to a frame polling all stations), or a CF-End

frame(to signal that the CFP is null, and that the CFP ends immediately). Following the CF-End
frame, stations resume DCF functionality in contention mode again.

“From IEEE Std. 802.11a-1999. Copyright © 1999 IEEE. All rights reserved.
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Contention-Free Polling
During the CFP, in an infrastructure BSS, the AP maintainsa polling list which is simply a roster
ofall stations that are eligible to receive CF-Polls. Notably, the CF-Polllist helps the PC deter-
mine whichstation has (uplink) CF-data to be transmitted. The PC does not need a CF-Polllist to
transmit (downlink) data to stations. The stations listed on the CF-Poll list are called CF-Pollable
stations. The CF-Poll list is obviously a logical construct that is invisible to all but the MAC in
the AP. The AP issues CF-Poll frames during the CFP in ascending order of Association ID
(AID)value within the CF-Pollable stations. Different stations themselves are supposedto indi-
cate their CF-Pollability within the Capability Informationfield of their Association and Reasso-

ciation Request frames while joining a BSS. Should their CF-Pollability status change, they are
supposed to perform a reassociation and in the process indicate the changeofstatus. In order to
maximize the efficiency, the AP always considers piggybacking CF-Poll frames along with Data
frames and acknowledgmentframessent in the downlink.

 
Frame Exchange Procedure
PCFstandsin stark contrast to DCF in respect of frame exchange procedure and bandwidth effi-
ciency. DCFoffers truly distributed control, but access to the channelis subject to user-density
(i.e., numberofusersin the BSS)as well as aggregate networktraffic. Although DCF never guar-
antees access to the medium,it delivers a data packetto the destination in just one hop (in the
best case), as shown in Figure 6.10. In contrast, PCF offers almost guaranteed accessto the
medium with assured QoS. However, from a bandwidth perspective,it is half as efficient as DCF
since each data transmission is routed through the AP andtakes two hops from sourceto destina-
tion: source station to AP and then AP back to destination station. Thus, one cantrade off
dependable accessto the medium for bandwidthefficiency and vice versa by choosingthe right
protocol between DCF and PCF.

CFP Timing Structure
It is possible to have both DCF and PCF within the same network, with alternating time slots for
DCFand PCFoperation. In such a scenario, the PCF will have a higherpriority over the DCF at
all times. The ratio of contention-period and contention-free periodsis typically fixed in propor-
tion to the expected DCF and PCFtraffic, respectively. In Figure 6.11, weillustrate how, ideally,
the contention period and CFP alternate periodically with a period given by the CFrepetition
interval. Also notice how the NAVis set at the beginning of the CFP andresetat its end. Within
each period (DCF and PCF), the fragmentbursts are spaced a SIFS apart; however, the beginning
of the DCF and PCFis marked by a DIFS and PIFSspacing asdepicted in Figure 6.11. Also,
within the PCF, notice that in the absence of a response to a CF-Poll (which is expected soon
after a SIFS interval), the PC resumes CF-Polling otherstations after a PIFS interval. All timing
windowsare carefully defined to provideprioritized access and to minimize contention where
possible.
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FIGURE 6.10

An Id-BSS and an If-BSSare contrastedin this diagram. Within an independent BSS, one tradesoff reliable medium
access for better bandwidth efficiency when comparedto an infrastructure BSS.



Medium Access Control (MAC) for IEEE 802.11 Networks

 

  

     
 
 

   
 

Qe SCCRepetition Interval ,
Contention-Free Period Contention Period

i¢ pit

STES SIFS PIFS>

Beacon||D1-+Poll "| [Paes | [Davron CF-End+Poll

J U1+Ack t U3+Ack
* ‘+ Noresponse > “¢-

PIFS SIFS to CF-Poll SIFS SIES
nav} _ NAV
Se L Reset

FIGURE 6.11

The timing structure ofa CFP whenit is overlaid on a regular system implementing pure DCFis shown. The sum of the
contention-free period and the contention period determine the CFP repetition interval.”

Relevant Frame Sequences
The permitted frame sequences within the PCF modeofoperation arelisted in Table 6.6. We find
that data frame sequences during the CFPtendto occur on a queried basis. A frameis sent up to
the AP only in response to a CF-Poll, never otherwise. Also, every data frame needs an ACK,
whetherin the uplink or downlink. In order to minimize the MAC overhead associated with these

additional frames, the MACis designed to exploit piggyback modes whenever applicable, as
opposed to sending individual data frames, CF-Polls or ACK frames.

TABLE 6.6 Data frame exchange descriptions within PCF mode of operation. Items
enclosed in [. . ] may occur zero to many times, whereasitems enclosedin {. .} may occur zero
to one time in a sequence.

 Frame Sequence Frame Sequence Usage

Data(dir)+CF-Poll{+CF-ACK}- Poll and ACKsent with MPDUs
Data(dir)+CF-ACK-{CF-ACK(nodata)}

Data(dir)+CF-Poll{ +CF-ACK}- Poll of STA with empty queue, insufficient time
CF-ACK(nodata) for queued MPDU,ortoolittle time remaining

before dwell or medium occupancy boundary to
send a queued frame

CF-Poll(no data) {+CF-ACK}- Separate poll, ACK sent with MPDU
Data(dir)-{CF-ACK(no data)}

CF-Poll(no data) {+CF-ACK }- Polled STA sends to STA in BSS
Data(dir)-ACK

Continued

"From IEEEStd. 802.1 1a-1999. Copyright © 1999 IEEE.All rights reserved.
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TABLE 6.6 Continued 

Frame Sequence Frame Sequence Usage

CF-Poll(no data) {+CF-ACK}- Separate poll, STA queue empty,or insufficient
Null(no data) time for queued MPDUortoo little time remain-

ing before a dwell or medium occupancy bound-
ary to send a queued frame

Data(dir) { +CF-ACK}-ACK ACKif not CF-Pollable or not polled 

Frame Exchange with RTS/CTS
The use of RTS/CTS handshaking messagesis particularly advantageous in the presenceofhid-

den terminals,i.e., pairs of terminals which may notdirectly hear one another due to signal fad-
ing and attenuation. RTS/CTS handshaking can be shown to improve MACefficiencyfor larger
MPDUseven whenterminals are not hidden from each other. Consider the medium utilization

overhead involved in RTS/CTS handshaking. This is given by the sum of length of the RTS and
CTSframes and twice the SIFS,as seen in Figure 6.12. This leadsto:

Overheadprs; crs) = RTS + CTS + 2SIFS

! 1 I ! !
I | ! { |

| , |
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The use ofRTS and CTSframes for a typicalframe sequenceis illustrated here. At the expense ofa little overhead, the
use ofRTS/CTS can guarantee an uninterrupted channel leading to a high probability ofsuccessfulframe transmission.

If RTS/CTS handshakingis not used, the MPDU maybetransmitted immediately foliowing the
DIFS. However, when a collision occurs, the other stations waiting to transmit would require to
wait for the entire MPDUto be transmitted, instead of merely the RTS message exchange. Thus,

the extra duration of time which is wasted by transmitting the MPDU without an RTS/CTS

exchangeis given by P.,.,, x (MPDU — RTS), where P.,,, represents the collision probability.
Thus, it can be seen that when this expected time exceeds the RTS/CTS overhead,it is better to
use RTS/CTS handshaking. Rearranging terms, one can see that RTS/CTS handshakingis profit-
able when
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MPDU > RTS +RES+CIS+2SIFS_ ppy,
coll

resh

where MPDU,,,¢s, 18 a threshold value for the MPDU,exceeding which RTS/CTS handshaking
may be used for greater efficiency.

MAC ManagementServices
In this section, the most significant MAC managementfunctions from an OFDM-WLANstand-
point such as MAC power management, synchronization, MAC session management, and data
privacy are described.

Power Management
Mucheffort has been devoted in recent times to make portable devices more powerefficient.
These efforts have been in designing efficient power amplifiers, designing low-power CMOS
VLSIcircuits to do baseband processing as well as designing batteries with longerlife. An
importantstep in the same direction has been the developmentof power-save algorithms. The
incentives to save powerare potentially significant because true portability requires standalone
operation on battery power. The power managementschemeslisted in the IEEE 802.11 standard
are arguably also the most complex. MAC power managementallows mobile stations, in either
an Id-BSS oran If-BSS, to enter low power modesof operation where they turn off their receiv-
ers and transmitters to conserve power.

The MAC power managementservices comprise mainly two parts which are distinctly different:
MACpower managementfor an Id-BSS and MAC power managementfor an If-BSS.Let us
recall that an Id-BSScanjust be a set of communicating stations, whereas an If-BSS requires an
AP. The frames used for the power managementfunctions as wellas the basic protocol are
described below for the two setups.

Power Managementin an Independent BSS
Power managementin an Id-BSSis a fully distributed process, managed by the individual mobile
stations. Power managementis accomplished in twoparts: a station announcingits intentto enter
a low-poweroperating mode and the functions executed by the remainingstations of the Id-BSS
to communicate with the station in power-save (PS) mode. An IEEE WLANstation enters a low-

poweroperating state, whereinit turns off the receiver and transmitter to conserve power, whenit
successfully completes a data frame handshakewith anotherstation with the power management
bit set in the frame header. There is no requirementonthe other PS station to complete this hand-
shake.If the station has no data to send, it may use the null function subtypeofthe data frame for
this handshake. The station must remain awake until this frame handshakeis completed success-
fully. A station may enter PS-modeanytimeit desires. Once the station has successfully
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completed the frame handshake with the power managementbit set, it may enter the powersav-
ing state. In the PS state, the station is in touch with the network by waking up to every Beacon
transmission. Thestation in fact stays awake for a period of time after each Beacon,called the
announcementor ad hoctraffic indication message window (ATIM). The earliest momentthat
the station may go back to the PSstate is at the ATIM window.It is during the ATIM window that
other stations attempting to send framesto it will announce those frames. Uponreceipt of a TIM
frame,it is incumbent on the PS-station to acknowledge that frame and remain awake until the

end of the next ATIM window,following the next Beacon frame, in order to allow the othersta-
tion to send its data frame.

A natural question that arises is, how does onestation desiring to send a frame to another station
in an Id-BSSassess the PS-state of the latter? The estimate of the PS-state of another station may
be based on the last data frame received from the station and on other information local to the

sending station. How exactly the sendingstation creates its estimate of the PS-state of the
intended destination is not described in the Standard. If the sending station determines that the

intended destination is in the PS-mode, the sending station may not transmit its frame until after

it has received an acknowledgment of an ATIM frame, sent during the ATIM window,from the
intended destination. Once an acknowledgmentof the ATIM is received, the station will send the
corresponding data frameafter the conclusion of the ATIM window. The sequence of frame
exchanges for power-saving in an Id-BSSisillustrated in Figure 6.13.

Multicast frames must also be announcedby the sending station during the ATIM window before
they may be transmitted. The ATIM is sent to the same multicast addressas the data frame that
will be sent subsequently. Because the ATIM is sent to a multicast address, no acknowledgment
will be generated, nor is one expected. Anystations that wish to receive the announced multicast
data frame muststay awakeuntil the end of the next ATIM window,after the next Beacon frame.
The station sending the multicast data frame may sendit at any time after the conclusion of the
ATIM window.

It is evident that the power managementprotocol described aboveplacesa slightly heavier bur-
den on the sending station than on the receiving station. Sending stations must send an announce-
ment frame in addition to the data frame they desire to deliver to the PS-destination. Sending
stations mustalso buffer the frames meant for the PS-destination until the PS-station awakens

and acknowledges the ATIM.Because ofthe nature of the wireless medium,it may require sev-
eral attempts before an ATIM is acknowledged. Each transmission of an ATIM consumes power
at the sending station. The receiving station must awaken for every Beacon and ATIM window,
but need not make any transmissions unless it receives an ATIM frame. Such a power manage-
ment protocol could yield reasonable power savingsin all mobile stations. However, there is a
minimum duty cycle required of both senders and destinations, in the ratio of the time of the
ATIM windowto the time of the beacon period, that limits the maximum powersavings that may
be achieved.
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Power managementillustratedfor an independent BSS comprising severalstations that alternately transmit Beacon
frames and ensure thatat least one station stays in the awake mode.”

Power Managementin an Infrastructure BSS
In contrast to an Id-BSS,the APin an infrastructure BSS holds the key to power management.
While this necessitates the presence of a significantly more capable AP within the BSS,it takes
the onusoff from the stations to execute power-save protocols. An AP-centric power manage-
mentprotocolalso allowssignificantly greater power savings for mobile stations than does the
protocol used in Id-BSSs. The APin an infrastructure BSS assumesall the burden of buffering
data frames for power savingstations and delivering them whenthestations request, allowing the
mobile stations to stay in PS-modesfor substantially longerperiods.

The responsibilities of the mobile stations in an infrastructure BSS are to inform the AP,in its
association request, of the numberof beaconperiodsthatthe station will be in its power saving
mode, to awakenat the expected time of a Beacontransmissionto learn if there are any data
frames waiting, and to complete a successful frame handshake with the AP, while the power

"From IEEEStd. 802.1 1a-1999. Copyright © 1999 IEEE. All rights reserved.
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managementbit is set, to inform the AP whenthestation will enter the power saving mode. A
mobile station can achieve much deeper powersavings here than in the Id-BSS, becauseit is not
required to awaken for every Beacon,nor to stay awake for any length oftime after the Beacons
for which it does awaken. The mobile station must however awakenat times determined by the

AP, when multicast frames are to be delivered. This time is indicated in the Beacon framesas the

delivery traffic indication map (DTIM).If the mobile station is to receive multicast frames,it
must be awake at every DTIM.Theprocess of power-control using DTIMsis shownin Figure 6.14.
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Power managementin an infrastructure BSS wherein a DTIM-bearing Beacon frameis transmitted once every three TIM-
bearing Beacon frames(i.e., DTIM interval = 3 x TIM interval). This allows sleep modes wherein a station can bein
sleep mode most of the time, except when a DTIM-bearing Beaconis expected. .

The AP,aspart ofits responsibilities, will buffer data frames for each PS-modestation thatit has
associated with.It will also buffer all multicast framesif it has any stations associated that are in
the PS-mode. The data frames will remain buffered at the AP for a minimum timenot less than

the number of Beacon periods indicated in the mobile station’s association request. The IEEE
802.11 Standard specifies that an AP may use an aging algorithm to discard buffered frames that
are older than it is required to preserve, although a specific algorithm is not described. Once the
APhasframes buffered for a power saving station, it will indicate this in the traffic indication
map (TIM)sent with each Beacon frame.

The actual mechanism usedto indicate, buffered traffic by the AP to the station is based on the

AIDfield in the association response frame. Every station that is associated with the APis
assigned an AID during the association process. The AID indicates a single bit in the TIM that
reflects the state of frames buffered for that station. Whenthe bit in the TIM isset, there is at least

“From IEEE Std. 802.1 1a-1999. Copyright © 1999 IEEE.All rights reserved.
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one framebuffered for the corresponding station. Whenthebit is clear, there are no frames buff-
ered for the corresponding station. A special AID, AID zero, is dedicated to indicating the status
of buffered multicast traffic. The AP will send the TIM, updated with the latest buffer status, with
every Beacon.

If an AP has any buffered multicast frames, those frames are sent immediately after the Beacon
announcing the DTIM.If there is more than one multicast frame to be sent, the AP will indicate
this fact by setting the More Databit in the Frame Controlfield of each multicast frame except
for the last to be sent. Following the transmission of any buffered multicast frames, the AP will
send framesto active stations andto those stations that have requested the delivery of frames
buffered for them. A mobile station requests delivery of buffered frames by sending a PS-Poll
frameto the AP. The AP will respond to each PS-Poll by sending oneframeto the requesting sta-
tion. In the Frame Controlfield of the frame sent in response to the PS-Poll, the AP will set the
more databitif there are further frames buffered for the station. The station is required to send a
PS-Poll to the AP for each data frameit receives with the More Data bit set. This ensures that the
station will empty the buffer of frames heldfor it by the AP. The Standarddoesnotstate any time
requirementfor the station to send the PS-Poll after seeing the More Data bit. Thus, some imple-
mentations mayrapidly retrieve all buffered frames from the AP and others may operate at a
more leisurely pace.

An APthatis also a point-coordinator running a contention-free period (CFP) will use the CFP to
deliver buffered frames to stations that are CF Pollable. It may also use the CFP to deliver multi-
cast frames after the DTIM announced.

Synchronization
In orderto reliably communicate, stations within a BSS needto have their clocks synchronized
(at least every so often). Synchronization is the process by which the MAC keepsstation clocks
in step. The processinvolves transmitting Beacon frames to announcethe presence of a BSS, and
stations scanning to find a BSS. Oncea station finds a BSSasa result of the scan,it joins the BSS
and thereafter keepsits clock in step with that of other membersin the BSS. The process of keep-
ing the clocksin step relies on a commontimebase,provided by a timer synchronization function
(TSF). The TSF maintains a 64-bit timer running at 1 MHz,andperiodically updatesit employ-
ing information from otherstations.

Synchronization, as in power management, can be entirely distributed betweenthestationsorit
could be centrally coordinated by the AP. Thus, the procedureis distinctly different for indepen-
dent and infrastructure BSSs. The tasks accompanying synchronization—namely, scanning and
joining a BSS—tendto besimilar in both independentandinfrastructure BSSs. Synchronization
procedures for the two types of BSSs will be presentedfirst.
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Timer Synchronization in an Infrastructure BSS
At the heart of synchronization is the periodic transmission of Beacon frames. In an infrastruc-
ture BSS(If-BSS), the AP is responsible for transmitting a Beacon frame periodically. The time
between Beacon framesis called the beacon period andits value is embedded within the Beacon
frame, in order to inform stations receiving the Beacon whento expect the next Beacon. The AP

attempts to transmit the Beacon frame atthe target Beacon transmission time (TBTT); i.e., when
the value of the TSF timer of the AP, modulo the beacon period is zero. Note, however,that the
Beaconis like any other frame, and is sent using the samerules for accessing the medium. Thus,
the Beacon could be delayed beyond the TBTT owingto inaccessibility of the medium and back-
off delays. In a lightly loaded BSS, the Beaconis usually sent at the TBTT andis spaced apart by
exactly the beacon period. As the load increases in the BSS, the Beacon tendsto get delayed
beyond the TBTT more often.

The TSFtimer within an APis reset to zero upon initialization of the AP and is then incremented
by the 1 MHzclock of the AP. At the time of each Beacon, the current valueof the timeris
inserted in the Beacon frame. A mobile station updates its TSF timer with the value of the timer
in the Beacon frame from the AP, modified by any processing time required to perform the

update operation. Thus, in an If-BSS, the timers in all the mobile stations receiving the Beacon
are synchronized to that of the AP.

Timer Synchronization in an Independent BSS
In an independent BSS (Id-BSS),since there is no AP, the mobile station that starts the BSS
begins byresetting its TSF timerto zero and transmits a Beacon, choosing a beacon period. That
establishes the basic beaconing process for an Id-BSS. After the BSS has established, each sta-
tion in the Id-BSS attempts to send a Beaconafter the TBTTarrives. To ensure that at least one
Beacon frame is sent during each beaconperiod, and to minimize collision of multiple Beacon
frames on the medium,eachstation in the BSS chooses a random delay value whichit allows

to expire after the TBTT. This process of variable-delay beacon generationisillustrated in
Figure 6.15. If the station receives a Beacon from anotherstation in the BSS before the delay
expires, the receiving station’s Beacon transmission is cancelled. If, however, the expiry of the
delay clock coincides with the station receiving a Beacon, the Beacon transmitter proceeds to
send another beacon. Theresulting collision of Beacons could potentially lead to poor reception
of the Beacon for somereceivers and good reception for others. Also, some receivers may receive
more than one Beaconin a single beacon period. This operation is permitted in the Standard and

causes no degradation or confusion in receiving stations.

Beaconing in an Id-BSScan also interact with power managementalgorithms. The Standard
requires that the station, or stations, that send a Beacon frame must not enter power-save mode
until they receive a Beacon frame from anotherstation in the BSS. This simply ensures that there
is at least one station in the Id-BSS awake and able to respond to Probe Request frames.
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The generation ofBeaconsin an Id-BSSis subjected to CSMAdeferrals, which can cause a perceptible deviation between
actual Beacon arrivals and their nominal occurrence time.”

In an Id-BSS,a station updates its TSF timer with the valuein the received Beacon frameif the
received value, after modifying it for processing times, is greater than its currenttimer value. If
the received value is less than (i.e., outdated comparedto) the local timer value, the received
valueis discarded. Theeffect of this selective updating of the TSF timer andthedistributed
nature of beaconingin an Id-BSSis to spread the value of the TSF timerof the station with the
fastest running clock throughout the Id-BSS.Clearly, the speed with whichthefastest timer value
spreadsis dependent on the numberofstations in the BSS and whetherall stations are able to

communicate directly. For a lightly loaded Id-BSS, the spread of the fastest timeris quick, and
the propagation tends to slow downas the network load increases.

Scanning
For a station to begin communication,it mustfirst locate either stations within an Id-BSS or an

APwithin an If-BSS. This process of finding anotherstation or APis called scanning. Scanning
can be either a passive or an active process. Passive scanning typically involves only listening for
TEEE 802.11 traffic, whereas active scanning requires the scanningstation to transmit andelicit
responses from other IEEE 802.11 stations and APs.

Passive scanning is designed to locate a BSS while minimizing the power expended.A station
achievesthis end by nottransmitting, only listening. During passive scanning, a station moves to
a channel and listens for Beacon and Probe response frames, extracting a description of a BSS
from each ofthese frames received. The station repeats this operation by “scanning” different
channels, untilit finds lock with a BSS. While passive scanning conserves power, the process
tends to be slow compared to active scanning.

“From IEEE Std. 802.11a-1999. Copyright © 1999 IEEE.All rights reserved.
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Active scanning allows a station to find a BSS while minimizing the time spent scanning. The
station achievesthis by actively transmitting queriesthat elicit responses from stations in a BSS.
In an active scan, the station movesto a channeland transmits a Probe Request frame.If there is

a BSS onthe channel that matches the SSID in the Probe Request frame, the station that sent the
latest Beacon frame within the said BSS responds by sending a Probe Response frameto the
scanningstation. In an If-BSS, this would be the AP, while in an Id-BSSit wouldbethe last
station to send a Beacon.

Joining a BSS
A successful scan that results in location of one or more BSSsis usually followed by the station

joining one ofthe BSSs. Thejoining processis a purely local process, and occursentirely inter-
nal to the IEEE 802.11 mobile station.

Joining a BSS requiresthat all the portable station’s MAC and PHY parameters be synchronized
with the desired BSS.First, the station must update its TSF timer with the value of the timer from
the BSS description, modified by adding the time elapsed since the description was acquired.
This will synchronize the TSF timer to the BSS.In addition, the station needsto adopt the BSSID
of the BSS, the parameters in the capability information field, the Beacon period, and the DTIM
period. Once this process is complete, the mobile station is said to have joined the BSS andis
ready to begin communicating with the other stations in the BSS.

Session Management
An IEEE 802.11 WLAN bringsto fore issues not encountered previously in wired media. The
convenience that a wireless medium provides is also accompanied with a vulnerability that
requires special managementcapabilities in the MAC layer. These combined managementcapa-
bilities supported by the WLAN’s MACare termed session managementin this chapter simply
because theyassist in reliably and securely conducting a communication session within a BSS.

An intermittent connection to the wireless medium (unlike an “always ON” connection) consti-

tutes the first challenge posed by the wireless medium in a WLAN.Exposureto potential eaves-
droppersis the second challenge leading to the need for authentication of users and for data
privacyor encryption. Thethird challengeis to handle the potential portability of a WLAN
device across BSSs. To meet these challenges, the IEEE 802.11 MAC defines specific functions
such as authentication, association, address filtering and privacy. Someof these topics will be the
focus of this section and the next.

Authentication

In order to prevent unauthorized WLANusersto participate in the network, a WLANprovides
for authentication, wherein a station provesits identity to another station in the WLAN. Authen-
tication consists of an exchange of questions, proofs, assertions, and results. If the proofs
exchanged are acceptable, each station would then tell the other thatits assertion of identity is
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believed. Authentication can be used between anytwostations. However,it is most useful when
used between a mobile station and an AP in aninfrastructure LAN.In an If-BSS, the APis the
point of entry for any mobile station into the ESS and, possibly, into the wired LAN behind the
ESS.

The IEEE 802.11 Standard makes two authentication algorithmsavailable. Thefirst algorithm,
open system authentication,is not really an authentication algorithmatall. It is a placeholderfor
those users of IEEE 802.11 that do not wish to implement the WEP algorithms necessary for
stronger authentication. Typically, station A would assert its identity to station B,and station B
would respond with a successful result for the authentication. There is no verification of the iden-
tity of either station.

The second authentication algorithm is the shared key authentication algorithm. This algorithm
dependson both stations having a copy of a shared WEP key. This algorithm uses the WEP
encryption option to encrypt and decrypta “challengetext” as evidencethatthe stations share the
same key. Beginning the authentication process, station A sendsits identity assertion to station B.
Station B respondsto the assertion with an assertion ofits own and a requestto station A to prove
its identity by correctly encrypting the challenge text. Station A encrypts the challenge text (actu-
ally the entire frame bodyofthe authentication management frame) using the normal WEP
encryption rules, including use of default and key mapping keys, and sends the result back to
station B. Station B decrypts the frame using the appropriate key and returns an authentication
managementframeto station A with the successorfailure of the authentication indicated.If the
authentication is successful, the standard says that each station is authenticated to the other.

Notably,this algorithm only authenticatesstation A to station B. The IEEE 802.11 Working
Group believed that the AP somehow occupied a more privileged position than the mobile sta-
tions whenit cameto authentication, sinceit is always the mobile station that initiates the authen-
tication process.It is for this reason thatit is only the mobile station that performs the encryption
operation on the challenge text. This leaves the IEEE 802.11 WLAN open to somepotential
security problems.In particular, a rogue AP could adopt the SSID of the ESS and announceits
presence through the normal beaconing process. Once mobile stations manage to authenticate
with the rogue,the rogue station can assumethe role of the AP and deny accessat will to other
stations.

Association

A WLANrequiresa station to “associate” itself with a BSS because, unlike in wired media, the
stations can move from one BSSto another. Associationis the process of a mobile station “con-
necting” (and, requesting for service) to an AP within a BSS, and through association, a station
lets the network knowofits currentposition in the ESS. Association may only be accomplished
after a successful authentication has been completed. When a mobile station requests to be con-
nected to the WLAN,it sends an association request to an AP. The association request includes
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information onthe capabilities of the:station, such as the data rates it supports, the high rate PHY
optionsit supports, its contention-free capabilities, its support of WEP, and any request for
contention-free services. The association requestalso includes information aboutthe length of
time that the station maybe in a low-poweroperating mode. The information in an association
request is used by the AP to decide whether to grant the association for the mobile station. The
policies and algorithms used by the AP to makethis decision are not described in the Standard.
Considerations to granting association include supporting the required data-rate modes needed in
the BSS, requirementfor contention-free services, power-save modesdesired bythestation, the
ability of the AP to provide buffering support, and the overall CFP traffic already being handled
by the AP. When the APrespondsto the mobile station with an association response, the response
includes a status indication. Thestatus indication provides the mobile station with the success or
failure of the association request. If the requestfails, the reason for that failure is in the status
indication. Onceastation is associated, the AP is responsible for forwarding data frames from the
mobile station toward their destination.

Because thestation is mobile and also because the mediumis subject to both slow and fast varia-

tions, the mobile station will eventually lose contact with the AP. When this occurs, the mobile
station must begin a new association in order to continue exchanging data frames. Because the
DS must maintain information about the location of each mobilestation, and because data frames

may havebeensent to an AP with which the mobile station no longer can communicate, a mobile
station will use a reassociation requestafterits initial association. The reassociation request
includesall of the information in the original association request, plus the address of the last AP
with which the station was associated. The last AP’s address allows the AP receiving the reasso-

ciation requestto retrieve any frames at the old AP and deliver them to the mobile station. Once
the AP grants the reassociation, the mobile station’s older association is terminated. The mobile
station is allowed to have only onelocation in the ESSso that there is no ambiguity as to where
frames destinedfor that mobile station should be sent. Thus, the station is permitted only a single
association.

Relationship Between States
The state of a given portable station in a WLAN from a MACservices perspectiveis threefold:
[unauthenticated, unassociated], [authenticated, unassociated], and [authenticated, associated].
The currentstate of existence of two communicating IEEE MACstations determines the scope of
their relationship, and the frame exchangespossible between them.In Figure 6.16, weillustrate
these possibilities, with the frames groupedinto three classes; the states shown encircled refer to
the state of the sending station with respect to the intended receiving station. As shownin Figure
6.16, the framesare mostrestricted (to Class-1 frames only) in State 1, and least restricted (per-
mitting Class-1, Class-2 and Class-3 frames) in State 3. Class-1 framesare least restricted frames
relating to very elementary functions such as RTS/CTS, ACK,Beaconsetc., while Class-3
frames are mostrestricted such as data frames, deauthentication, and power-save mode (PS-Poll)
frames. This hierarchy turns outto be logical with State 3 being the mostprivilegedstate.
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A hierarchical state diagram showing the validframe exchanges possible under different states ofauthentication and
association within a BSS. State 1 is the least privileged allowing minimal exchanges, while State 3 is most Privileged
permitting several types offrame exchanges.”

AddressFiltering
The addressfiltering mechanism in the IEEE 802.11 WLANis a bit more complex than that of
other IEEE 802 LANs. Ina WLAN,it is not sufficient to make receive decisions on the destina-
tion address alone. There may be more than one IEEE 802.11 WLAN operating in the sameloca-
tion and on the same medium and channel.In this case, the receiver must examine more than the
destination address to make correct receiver decisions. IEEE 802.11 incorporates at least three
addresses in each data and managementframethat maybereceived byastation. In addition to
the destination address, these frames also include the BSSidentifier. A station must use both the
destination address and the BSSID in makingreceivedecisions, according to the standard. This
ensures the station will discard frames sent from a BSS other than that whichit is associated.
Filtering on the BSSIDis particularly important to minimize the numberofmulticast frames with
whichthe station can deal.

 

"From IEEEStd. 802.11a-1999. Copyright © 1999 IEEE.All rights reserved.
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Privacy
The need for secure communications is perhaps nowhere stronger than when a wireless medium
is used.It is far easier to compromise the security of a wireless system employing a simple
antenna and suitable transceivers following the RF chain. The IEEE 802.11 MAC-level incorpo-
rates privacy mechanismsto protect the content of data frames from eavesdroppers. The IEEE
802.11 Wired Equivalent Privacy (WEP) mechanismis designed to provide a protection level that
is perceived as being equivalentto that of a wired LAN.

WEPis an encryption mechanism that takes the contentof a data frame, and passesit through an
encryption algorithm. The result then replaces the frame bodyof the data frame andis transmit-
ted. The data frame so encrypted has its WEP bit in the frame controlfield of the MAC headerset
to indicate it is encrypted. The receiver of an encrypted data frame passes the encrypted frame
body through the same encryption algorithm used by the sending station. The result is the origi-
nal, unencrypted frame body. Thereceiver then passes the unencryptedresult up to the higher
layer protocols. Notably, only the frame body of data framesis encrypted. This leaves the com-
plete MAC headerofthe data frame,andthe entire frame of other frametypes, unencrypted and
available to even the casual eavesdropper. Thus, WEPalone offers no protection agains threats to
a LAN suchastraffic analysis.

The encryption algorithm used in IEEE 802.11 is RC4, which was developed at RSA Data Secu-
rity, Inc. (RSADSI). RC4is a symmetric stream cipher that supports a variable length key. A
symmetric cipheris one that uses the samekey andalgorithm for both encryption and decryption.
A stream cipheris an algorithm that can processan arbitrary numberofbytes. This is contrasted
with a blockcipherthat processes a fixed numberofbytes. The key is the one piece of informa-
tion that must be shared by both the encrypting and decryptingstations.It is the key that allows
every station to use the same algorithm,but only those stations sharing the same key can cor-
rectly decrypt encrypted frames. RC4 allowsthe key length to be variable, up to 256 bytes, as
opposed to requiring the keyto be fixed at a certain length. IEEE 802.11 has chosen to use a
40-bit key.

The IEEE 802.11 Standard describes the use of the RC4 algorithm and the key in WEP. However,

key distribution or key negotiation is not mentionedin the standard. This leaves muchof the most
difficult part of secure communicationsto the individual manufacturers of IEEE 802.11 equip-
ment. In a secure communication system using a symmetric algorithm, such as RC4,it is impera-
tive that the keys used by the algorithm beprotected, that they remainsecret. If a key is
compromised,all frames encrypted with that key are also compromised. Thus, whileit is likely
that equipment from many manufacturerswill be able to interoperate and exchange encrypted
frames,it is unlikely that a single mechanismwill be available that will securely place the keys in
the individual stations.
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Relevant Frame Sequences
In the preceding subsections, the various managerial duties of the IEEE MAC layer were
described, with special consideration being given to power management, synchronization, ses-
sion management and privacy. The frame subtypes employed to accomplish the associated tasks
were summarized in Table 6.4. These frames are generally referred to as MAC managementpro-
tocol data units (MMPDUs). The allowed frame sequences for MMPDUsare summarized in
Table 6.7.

TABLE 6.7 Managementframe exchange descriptions. Items enclosedin [. .] may occur
zero to many times, whereas enclosedin {. .} may occur zero to one time in a sequence.

LL’ZO8334]YOsOVIA)104LNOD
 Frame Sequence Frame Sequence Usage
Mgmt(broadcast) Broadcast MPDU

Memt(dir)-ACK Directed MMPDU

PS-Poll-ACK Deferred PS-Poll response
PS-Poll-[Frag-ACK]Last-ACK Immediate PS-Poll response
DTIM(CF)-[CF-Sequence]-{CF-End} Start of Contention Free Period

Beacon(CF) Beacon during Contention Free Period

MAC ManagementInformation Base
The IEEE 802.11 managementinformation base (MIB) can be construed as an SNMP Managed
object with several configuration controls, option selectors, counters,and status indicators. These
differentattributes permit an external management agent to determine the status and configura-
tion of an IEEE 802.11 station, as well as gaugeits performance andtuneits operation. The MIB
in a station comprises two major sections, one for the MAC and onefor the PHY. The focus of
this section howeverwill be on the MAC MIB. The MAC MIBis a collection of attributes
arranged in tabular format, which together coordinate matters that are related to a single MAC
function.

The MAC MIBconsists of two sets ofattributes: the station managementattributes and the MAC
attributes. While the station managementattributes are associated with operation of MACstation
management, the MACattributes pertain to the operation of the MAC andits performance.

Station ManagementAttributes
Somestation managementattributes that assist in the MAC managementof the station and con-
figure the options of the JEEE 802.11 MACarelisted below.
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dot11StationID: A 48-bit attribute that is designed to allow an external managerto assignits
ownidentifier to a station, for the sole purpose of managingthestation.

dot11MediumOccupancyLimit: This attribute provides a limit to the amountof timethat the
PC may control access to the medium.After the limit is reached, the PC mustrelinquish control
of the medium to the DCF, allowingat least enough time to transmit a single maximum-length
MPDU,with fragmentation, before taking control of the medium again.

dot11CFPollable: A Boolean flag that indicates the capability of the station to respondto the
CF-Poll frame.

dotli1CFPPeriod: Attribute defines the length of the CFP, in units of the DTIM interval, which,
in turn is in units of the beacon period, that is measured in TU.To determine the time value of the
CEP, multiply the value ofthis attribute by the DTIMinterval (foundin the Beacon frame) and
multiply the result by 1024 microsecs.

dotllICFPMaxDuration:Thisattribute is modified by the MLME-Start.request primitive thatis
used to initiate a BSS.

dotllAuthenticationResponseTimeout: Attribute places an upper limit, in TU, on the time a
station is allowed before the next framein an authentication sequence is determined not to be

forthcoming.

dot11PrivacyOptionImplemented: A Boolean indicator of the presence of the privacy option.
This attribute simply indicates that the option is implemented,notthatit is in use.

dotlIPowerManagementMode:Thisattribute indicates the state of power managementin the
station. This attribute is would likely indicate to an external managerthat the station is alwaysin
the active mode,never in the power saving mode.

dotlIDesiredSSID: Indicates the SSID used during the latest scan operation by the station. Typi-
cally, this attribute will take the same value as the SSID of the IEEE 802.11 WLAN with which
the station is associated.

dot11DesiredBSSType:Indicates the type of BSS that the station sought during the latest scan
operation.

dot11OperationalRateSet:Is a list of data rates that may be usedbythe station to transmit in
the BSS with which it is associated. The rates listed are a subset of those in the

dotl1 SupportedRates in the PHY section of the MIB.

dot11BeaconPeriod: Controls the time that elapses between target beacon transmission times.
This attribute is set by the MLME-Start.requestprimitive.

dotlIDTIMPeriod: Controls the number of beacon periodsthat elapse between DTIMS. This
attribute is also typically set by the MLME-Start.requestprimitive.
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dot11AssociationResponseTimeout: Places an upperlimit on the amountoftimethat a station
will wait for a responseto its association request.

dot11DisassociateReason:Indicates the reason code receivedin the most recently received dis-
association frame. The dot] 1DeauthenticateReason and dot] 1DeauthenticateStation are used
similarly to track deauthentications in the WLAN.

dot11AuthenticateFailReason and dot11AuthenticateFailStation: Provide similar information
about failures during the authentication process.

 
dot11AuthenticationAlgorithm:This holds an entry for each authentication algorithm sup-
ported by the station. Every station must support the open system algorithm.If the station also
supports the shared key algorithm,the table will hold an entry for that algorithm.

dot11 WEPDefaultKeyValue: An attribute holding one of the WEPdefault keys. There can be
as many as four default keys in a table in the station.

dotliKeyMappingWEPOn:A Boolean value which indicates whetherthe key mappingkey is to
be used when communicating with the station with the corresponding address. dotllKeyMap-
pingValue is the key to be used when key mapping is used to communicatewith the station with
the corresponding address.

dotllPrivacylInvoked: A Booleanattribute that indicates when WEPis to be used to protect data
frames.

dotlIWEPDefaultKeyID: Identifies which of the four default keys are to be used whenencrypt-
ing data frames with a default key.

dot11WEPKeyMappingLength:Indicates the numberofentries that may beheld in the key
mapping table. The minimum valueforthis attribute is 10.

dot11ExcludeUnencrypted: A Boolean attribute that controls whethera station will receive
unencrypted data frames. Whenthis attribute is true, only received data frames that were
encrypted will be indicated to higher layer protocols.

dotlIWEPICVErrorCount: Attribute tracks the number of encrypted frames that have been
received and decrypted, but for which the ICV indicates the decryption was not successful. This
counter can indicate when an excessive number of decryption errors are encountered.

The station managementportion of the MIB also includes three notification objects, the
dot] 1 Disassociate object, the dot] 1Deauthenticate object, and the dot] 1 AuthenticateFail object
whichare activated whena station receives a disassociation frame, whenthestation receives a
deauthentication frame, and when thestation does not complete an authentication sequence
successfully.
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MACAttributes

The MACattributes monitor the performance of the MAC andtune the MACprotocol perfor-
mance andprovide identification of the MAC implementation. Some important MAC attributes
and their basic purposeare listed below:

dotlIMACAddress: This is the unique, individual address of the MAC.It is this address that the
MACconsidersto be its own and for whichit will pass received frames to higher layer protocols.

dotlIRTSThreshold: Controls the transmission of RTS control frames prior to data and manage-
ment frames. Thevalueofthis attribute defines the length of the smallest frame for whichthe
transmission of RTS is required; set by default to 2347 octets.

dot11ShortRetryLimit: Controls the numberoftimes a frame thatis shorter than the dotlIRT-
SThreshold will be transmitted without receiving an acknowledgmentbeforethat frame is aban-
doned anda failure is indicated to higher layer protocols.

dot11LongRetryLimit: Controls the numberof times a framethatis equal to or longer than the
dotlIRTSThresholdwill be transmitted without receiving an acknowledgment beforethat frame is
abandoned anda failure is indicated to higher layer protocols. The default value of this attribute
is 4. It may be modified by local and external managers.

dot11FragmentationThreshold:Attribute defines the length of the largest framethat the
PHYwill accept. Frameslarger than this threshold must be fragmented. The default value of
this attribute is dependent on the PHY layer parameter aMPDUMaxLength.If the value of
aMPDUMaxLengthis greater than or equalto 2346, the defaultvalue is 2346.If the value
of aMPDUMaxLengthis less than 2346, the default value is one aMPDUMaxLength.

dotlIMaxTransmitMSDULifetime: Controls the length of time that attempts to transmit an
MSDUwill continueafter the initial transmission attempt. Because a frame may be fragmented

and theretry limits apply to only a single frameof the fragment stream,this timerlimits the
amountof bandwidth that may be consumedattempting to deliver a single MSDU.The default
value is 512 (Tus), or approximately 524 ms.

dotlIMaxReceiveLifetime: Controls the length of time that a partial fragment stream will be
held pending reception of the remaining fragments necessary for complete reassembly ofthe
MSDU.

dot11ManufacturerID: A variable length characterstring that identifies the manufacturer of the
MAC.

dot11ProductID: A variable length characterstring that identifies the MAC.Thisattribute may
contain other information, at the manufacturer’s discretion, up to the maximum of 128 characters.

dot11TransmittedFragmentCount: A counter that tracks the numberof successfully transmit-
ted fragments. An MSDUthatfits in a single frame without fragmentationis also considered a
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fragmentand will incrementthis counter. A successful transmission is an acknowledged data
frameto an individual addressor any data or managementframe sent to a multicast address.

dot11MulticastTransmittedFrameCount: A counterthattracks only transmitted multicast
frames. This counteris incremented for every frame transmitted with the groupbit set in the des-
tination MAC address.

dotllFailedCount: This counter tracks the numberof frametransmissions that are abandoned
because they have exceededeither the dot] 1ShortRetryLimit or dot] 1LongRetyLimit. This
counter, along with the retry and multiple retry counters can provide an indication of the health of
a BSS,

 
doti1RetryCount: A counterthat tracks the numberofframesthat required atleast one retrans-
mission before being delivered successfully. The dot1 1MultipleRetryCountis a counterthat
tracks the numberofframes that required more than oneretransmission to be delivered
successfully

dotlIRTSSuccessCount:A counterthat increments for each CTS received in response to an RTS.

Dot11RTSFailureCount: A counter that increments each time a CTSis not received in response
to an RTS.

é

dotlIACKFailureCount: A counterthat tracks the numberoftimesa data or managementframe
is sent to an individual address and doesit result in the reception of an ACK frame from the
destination.

dot11ReceivedFragmentCount: A counter that tracks the number of fragments received.

dot11MulticastReceivedCount: A counterthat tracks the numberof frames received by the
station that match a multicast address in the group addressestable or were sentto the broadcast
address.

FCSErrorCount: A counterthat tracks the number offrames received, of any type, that resulted
in an FCSerror.

dot11TransmittedFrameCount: A counterthat tracks the number of MSDUsthat have been
transmitted successfully. It incrementsonly if the entire fragmentstream required to transmit an
MSDUissent and an acknowledgmentis received for every fragment.

dotlIWEPUndecryptableCount: A counterthat tracks the numberof frames received without
FCSerrors and with the WEPbit indicating that the frameis encrypted, but that can not be
decrypted due to the dot11WEPOn indicating a key mapping keyis notvalid or the station not
implementing WEP. Whenthis counter increments,it indicates either that the receiving station is
misconfigured, has somehow gotten into a BSSthat requires WEP, or has missed a key update for
a key mappingstation.



 
dot11ResourceTypelDName: Anattribute required by IEEE 802.1F.It is a read-only,fixed-
Iength characterstring. Its default value is “RTID.”

dot11ResouncelnfoTable: Contains four moreattributes required by IEEE 802.IF. These
attributes are the dot] 1manufacturer, dotllmanufacturerName,dotl 1manufacturerProductName,
and dotl1 manufacturerProductVersion. These attributes are read-only. dotl 1manufacturerOUI

contains the IEEE-assigned 24-bit organizational unique identifier that forms half of a globally
administered MAC address. The dotl1manufacturerNameis a variable length characterstring

containing the name of the manufacturer of the MAC. The dot! 1manufacturerProductName is
also a variable length characterstring that identifies the version information for the MAC.
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HiperLAN/2 is a 5 GHz WLANstandardspecified in European Telecommunications Standards
Institute (ETSI) Project Broadband Radio Access Networks (BRAN). The medium access control
(MAC)for the IEEE 802.11 and HiperLAN/2is the primary difference between the two OFDM
WLANstandards. As discussed in Chapter 6, theIEEE 802.11 MACis a carrier sense multiple
access with collision avoidance (CSMA/CA)protocol, whereas the HiperLAN/2 MACis a time
division multiple access/time division duplexing (TDMA/TDD)protocol. In other words, the
IBEE 802.11 MACis a random access protocol, whereas the HiperLAN/2 MACis a scheduled
protocol based on transmission of fixed-size messages. That is why it has been regularly com-
paredto a wireless asynchronoustransfer mode (ATM)standard. The Mobile Multimedia Access
Communication (MMAC)supports both of these protocols. This chapter focuses on the MAC
layer andits functionalities. First we will describe the basic message formats. That is followed by
the rules for the composition of the MAC frame and description of the basic MAC operation.

The basic approach taken with HiperLAN/2 wasto standardize only the radio access network and
someof the convergence layer functionsto different core networks. The core network-specific
functions wereleft to the corresponding forums(e.g., ATM Forum and IETF). Asa result, the
scope of the HiperLAN/2 Technical Specificationsare limited to the air interface, the service
interfaces of the wireless subsystem,the convergence layer functions, and the supporting capabil-
ities required to realize the services. The HiperLAN/2 Technical Specifications describe the
physical (PHY)and data link control (DLC) layers, which are core network independent, and the
core network-specific convergencelayer. The scopeofthe standardisillustrated in Figure 7.1.

 

 
OT NY

Network Network Network

 
FiGURE 7.1

HiperLAN/2 standard scope [1].

Thefirst set of all the specifications was published by spring 2000. The lowest layer of the open
system interconnect (OSI) stack is defined in the physicallayer specification [2]; the second layer
for Data Link Control (DLC) consists of two basic specifications:
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Part 1: Basic Data Transport Functions [3]

Part 2: Radio Link Control (RLC) Sublayer[4]

Extensionsfor different applications of the DLCare specified in DLCextensiontechnical
specifications:

Part 3: Extension for Business Environment

Part 4: Extension for Home Environment

Part 5: Profile for Home Environment

The interworking with higher layers is handled by convergence layers (CL) on top of the DLC
layer. Packet and cell based convergence layers have been defined.

Network Architecture

HiperLAN/2hastwobasic operation modes: centralized modeanddirect mode. Centralized
modeis used to operate HiperLAN/2 asan access networkviaa fixed access point (AP). All data
transmitted or received by a mobile terminal passes the access point or centralized controller,
evenif the data exchange is between mobile terminals associated to the same access pointor cen-
tralized controller.

 
In direct mode, an additional capability for direct link communication is provided. This modeis
used to operate HiperLAN/2as an ad-hoc network without relying on a cellular network infra-
structure. In this case, a central controller (CC), whichis dynamically selected among the porta-
ble devices, provides the samelevel of quality of service (QoS) support as the fixed AP. Data
exchange between mobile terminals associated with the same AP or CC takes place withoutpass-
ing the AP or the CC.All the data exchangesarestill under control of the AP or the CC. So,all
the radio resource control and scheduling algorithms are always run in a centralized manner
either in the access pointor in the central controller.

Theprinciple of the operation and thedifferences in the basic protocol in the two modesareillus-
trated in Figure 7.2. Even thoughthefigure is a very simplified example of the operation it does
bring outthe basic differences between the two modes. No matter whatis the modeof the opera-
tion,all the resources are centrally controlled. Only the data can be exchanged directly between
terminals.

All the information exchangeis based on transmissions over DLC connections. A DLC connec-
tion carries user or control data andis identified by a DLC connection identifier (DLCC ID)that
is assigned to a connection by the AP RLC entity during connection setup. Before the MT is
allowed to set up any connections,it has to associate [4] to the AP. During the association, an AP
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RLCentity assigns each MT a MACIDthatis unique for the AP. This ID together with the
DLCCID forms a DLC User Connection ID (DUC ID), whichis unique in a radiocell. It is used

to identify which connection an MTis requesting and the AP/CC is granting resources.
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FiGURE 7.2

Information exchange principles in a centralized mode(left-hand row) and in a direct mode (right-hand row).

DLC Functions

The basic HiperLAN/2 DLCfunctionsspecified in [3] are for the purpose oftransporting data
and controlinformation between HiperLAN/2 devices. These functions can be divided into two
functional entities: Medium Access Control (MAC) and Error Control (EC). Their locations in

the Hiperl.AN/2 protocolstack as wellas relations to other functionalities are illustrated in
Figure 7.3.

The EC is responsible for detection of and recovery from transmission errors on the radiolink.
Moreover,it ensures in-sequencedelivery of data packets. The role of the MAClayeris to format
information from higherlayers into valid transmission packets to be delivered for the PHY layer
for transmission, and vice versa.
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FIGURE 7.3

MACin HiperLAN/2 protocolstack. [3]

MAC Overview

The MACis based on a dynamic TDMA/TDDschemewith centralized control. The MAC frame
appears with a period of two milliseconds (ms). The allocation of resources is controlled by an
APor CC.It is assumed that one MACentity with oneinstance is provided per AP or per mobile
terminal (MT). The MAC IDsare also used to administer broadcast and multicast services. The
relation between MACentities is created by a MAC ID,whichis unique in a radio cell. To con-
trol the allocation of resources, the AP or CC needsto knowthestate of its own buffers and of the
buffers in the MT. Therefore, the MTs report their buffer states in Resource Request (RR) mes-
sages to the AP or CC. Using this mechanism, the MTs request for resources from the AP, which
are specified in terms of transmission capacity. Moreover, an optional feature is to negotiate a
fixed capacity allocation over multiple frames. The AP allocates the resources accordingto the
buffer states on a fair basis and,if required, takes quality of service parameters into account. The
allocation of resources is conveyed by Resource Grant (RG) messages. RRs and RGsare defined
on a per-connection basis. Data and controlinformation are mapped onto transport channels. The
transport channels are the basic elements to construct protocol data unit (PDU)trainsthat are
delivered to and received from the physical layer. Six types of PDUtrainsare allowed: Broadcast,
FCH-and-ACH, Downlink, Uplink with short preamble, Uplink with long preamble, and Direct
Link PDUtrain.
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Basic MAC Message Formats
MACdeals with all the information in three different formats. First, there are ten logical channels
that are defined fordifferent kinds of data transfer services offered by the MACentity. Each log-

ical channel typeis defined by the type of informationit carries and the interpretation ofthe val-
ues in the corresponding messages. Logical channels can be considered to operate between
logical connection end points and betweenlogical entities. They are referred to with four-letter
abbreviations, e.g. BCCH. The namesofthe logical channels will mostly be used when message
contents and their meaning are addressed and the namesof the transport channels shouldreflect
message lengths, rules to assemble a MACframe, and access methods. In some other systems,
logical channels are called simply messages with various messagetypes and subtypes.

Thelogical channels are mapped onto transport channels that are referred to with three-letter
abbreviations, e.g. BCH. They describe the basic message format, while the message contents
and their interpretation are subject to the logical channels. Thusthe transport channels are just a
kindof link in information delivery from higher layers to the physical layer. They are useful in
describing the mapping from logical channels onto radio bursts the physical layer deals with.
“Logical Channels,” Later in this chapter, describes the most important logical channels.

Transport channels are concatenated to construct PDUtrains. PDUtrains are used in data
exchangeswith the physical layer. The PHY layer maps the PDUtrains provided by the MAC
onto the PHY bursts. Six different kinds of PDUtrains are defined to be usedin different parts of

the MACframe.“Transparent Channels”provides a more detailed description of the transport
channel.

All ten logical channels are listed in Table 7.1 and all six transport channels are listed in Table
7.2. The logical and transport channels are listed in Tables 7.1 and 7.2, respectively, as they
appear within the frame. Figure 7.4illustrates all the possible mappings between logical and
transport channels for the downlink (DL),the uplink (UL), and the direct link (DiL) cases sepa-
rately. The six PDUtrain types are listed in Table 7.3.

TABLE 7.1. Logical Channels in HiperLAN/2er

 

Direction

Logical Channel Abbreviation DI/UL/DiL

Broadcast Control Channel BCCH DL

Frame Control Channel FCCH DL

Random Access Feedback Channel RFCH DL

RLC Broadcast Channel RBCH DL/DiL

Dedicated Control Channel DCCH DL/UL/DiL
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TABLE 7.2 Continued

Logical Channel

User Broadcast Channel

User Multicast Channel

User Data Channel

Link Control Channel

Association Control Channel

Abbreviation

UBCH

UMCH

UDCH

LCCH

ASCH

TABLE 7.3 Transport Channels in HiperLAN/2

Transport Channel

Broadcast Channel

Frame Channel

Access Feedback Channel

Long Transport Channel

Short Transport Channel
Random Channel

TABLE 7.4 PDU Trains in HiperLAN/2

PDUtrain

Broadcast PDUtrain

FCH-and-ACH PDUtrain

Downlink PDU train

Uplink PDU train with short preamble

Uplink PDUtrain with long preamble
Direct link PDU train

Abbreviation

BCH

FCH

ACH

LCH

SCH

RCH

Transport
Channels

BCH/FCH/ACH

FCH/ACH

SCH/LCH

SCH/LCH/RCH

SCH/LCH/RCH

SCH/LCH

Direction

DL/UL/DiL

DL/DiL

DL/DiL

DL/UL/DiL

DL/UL/DiL

UL

Direction

DL/UL/DiL

DL

DL

DL

DL/UL/DiL

DL/UL/DiL

UL

Direction

DL/OL/DiL

DL

DL

DL

UL

UL

DiL
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Logical
Channels BCCH FCCH RFCH LCCH RBCH DCCH UDCH UBCH UMCH

Transport ~BcH =FCH ACH SCH LCHChannels

(a)

Logical
Channels UDCH DCCH LCCH ASCH

Transport LCH SCH RCHChannels

(b)

Logical
Channels UDCH UBCH UMCH DCCH RBCH LOCH

Transport
Channels LCH SCH

(c)

FIGURE 7.4

Mapping between logical channels and transport channels for (a) the downlink, (b) the uplink, and (c) the directlink.

Transport Channels
Thetransport channels are the basic elements to construct PDUtrains and they describe the basic
message format.In the case of the RCH,the random access method and thecollision resolution
schemearealso properties of the transport channel. Transport channels carry a fixed amountof
data, except the FCH thatcan carry a variable amount. A short description of each transport chan-
nel and their characteristics are given in the following. Their characteristics are given in Table 7.4.

BCH: The BCH carries only the BCCHandis broadcasted in downlink direction.Its
length is fixed and equal to 120 bits. One BCHis sent per MAC frameper sector
antenna. .

FCH: The FCH carries only the FCCH andis broadcasted in downlink direction. The
FCH comprisesof fixed size information element (IE) blocks. Every block contains
three IEs, each with a length ofeight octets, and a 24-bit CRC calculated over the
three IEs of the block. The FCHstructure is shown in Figure 7.5.

IEs carry resource grants in downlink direction. Resource grants are used to com-
municate resource allocation information to mobile terminals and are responses to

resource requests from the terminals. All the IEs are discussed in more detaillater
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RCH:

FIGURE 7.5

 
in the chapter describing the logical channels. The access point or centralized con-
troller determines the numberof the blocks on the basis of the resource allocation
status in the frame.

The ACHis used for sending RFCH in downlink direction.It has a totalsize of nine
octets. The formatis identical to the SCH format described below. ACHsare identi-
fied by a typefield with binary coding 0110atits beginning.

The LCHtransports user data for the connectionsrelated to the granted user chan-
nels (UDCHs, UBCHs, and UMCHs).Further,it conveys control information for
the connections related to the DCCH and RBCH. The LCHconsists of 54 bytes.
Thetwofirst bits indicate the LCH type. Only two typesare defined: one for the
logical channels mapped onto the LCH andanotherfor a dummy LCH.Theactual
payload is alwaysfixed in length and equals to 406bits. The last three bytes of the
LCHare for 24-bit CRC.

The SCHcarries short control information for three control channels: DCCH,
LCCH,and RBCH.It consists of nine bytes of which thefirst four bits are to deter-
mine the type of information in the channel. The following 52 bits are for informa-
tion delivery andthe last two bytes are for 16-bit CRC.

The SCHis primarily used to convey resource requests for both uplink and direct
link, and to deliver RLC messages both in downlink and uplink.It is used also as a
feedback channel in automatic repeat request (ARQ), and to deliver encryption
information in downlink direction.

The RCHis used by a terminal to send control informationto the access point or
centralized controller when it has no granted SCHavailable. It consists of nine
bytes and its formatis identical to the one of the SCH. Only a subset of the SCH
messagetypes are defined for RCH transport.It is used to convey resource requests
for both uplink and direct link. Further, it can be used to convey RLC messages to
the access pointor centralized controller.
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TABLE 7.5 Transport Channel Characteristics

 Transport Channel PHY Mode Length [bytes]

BCH BPSK,r=1/2 15

FCH BPSK,r=1/2 N**27

ACH BPSK,r=1/2 9

LCH Set in FCCH 54

SCH Set in FCCH 9

RCH BPSK,r=1/2 9

“N is an integer. 

PDU Trains

PDUtrainsrepresent the interface between the MAC and the PHY. They consist of a sequence of
transport channels. Each of the six PDU trainslisted in Table 7.3 is shortly described in the
following.

Broadcast PDU Train

The format of the Broadcast PDU train depends on the numberof sectors the access pointuses.
In the case of multiple sectors, each BCHis transmitted using an individual Broadcast PDU train.
Otherwise, the PDU train consists of BCH, FCH, and ACH. Both these casesareillustrated in
Figure 7.6.

Numberof sectors per AP = 1

BCH Numberof sectors per AP > 1

FIGURE 7.6
Possible Broadcast PDUtrains.

FCH-and-ACH PDUTrain

FCH-and-ACH PDUtrainis used only whenthe accesspoint uses more than one sector. Then the
APtransmits one FCH-and-ACH PDUtrain per each sector. The FCHis not transmitted if no
traffic is scheduled for that sector in the current frame. Both of these casesare illustrated in

Figure 7.7.



 
FCH ACH

FCH

FIGURE 7.7

Possible FCH-and-ACH PDUtrains.

Downlink PDU Train

Downlink PDUtrain consist of a sequence of SCHs and LCHs belongingall to the same termi-
nal. All the SCHs belongingto a particular user connection are transmitted before the LCHs
belongingto this connection. Only a single PDUtrain per terminal per MAC frameis transmit-
ted. An example is shownin Figure 7.8.

MT, connection, MT, connection, MT, connection,
—oooTNFReeeo —

o

FIGURE 7.8
Possible Downlink PDUtrain.

Uplink PDU Train with Long/Short Preamble
Uplink PDUtrains consist of a sequence of LCHs and SCHs belonging all to the same terminal,
or a single RCH from the terminal. All the LCHsbelonging to a particular user connection are
transmitted before the SCHs belongingto this connection. Thedifference between the two
Uplink PDUtrain typesis in the length of preambles added by the PHY layer. The MAClayer
doesn’t specify the PDUtrain type.It is determined at the PHY layer. An example is shown in
Figure 7.9.

MT, connection, MT; connection, MT;connection,,
oonamy ieee

~~

RCH

FIGURE 7.9

Possible Uplink PDUtrain.
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Direct Link PDU train

A Direct link PDUtrain consists of all LCHs and SCHsbelongingto the same pair of source and
destination MACentities. All the LCHsbelonging to a particular user connection are transmitted
before the SCHsbelonging to this connection. Only one PDUtrain per terminal per MAC frame
can be transmitted. An example is shown in Figure 7.10.

MT, =>MT, conn, MT; =>MT, conn, MT; =>MT;, conn,
SFTooep=er eT7

Figure 7.10
Possible Direct Link PDUtrain.

Logical Channels
Logical channels define the message contents andtheir interpretation. That’s why in manysys-
temsthey are called simply as data messages or control messages, depending on the content of
the message. The most importantlogical channels are described below. Detailed message formats
and descriptions about other logical channels can be foundin [3].

Broadcast Control Channel (BCCH)
The Broadcast control channelis used in downlink direction to convey generic control informa-

tion concerning the wholeradio cell. Its length is fixed 120 bits containing informationlike frame
counter, network, and APidentifier, and power control information. Additionally, it contains
pointers to FCH and RCHtransport channelsfor that sector.

Frame Control Channel (FCCH)
The frame control channel is used in downlink direction to convey information that describes the
structure of the MAC framevisible at the air interface. The structure is announced by resource

grants that are carried in information elements (IE) in the FCH transport channel(see Figure 7.5).
There are [E-types for each ofthe three possible resource grants: downlink RG,uplink RG, and
direct link RG.In all these cases, the schedule addressing is implemented with three basic param-

eters: start pointer, number of SCHs, and number of LCHs.All the SCHsare transmitted with the
same PHY modeandthereis an information field in the JE to signalthat.

All the LCHsare also transmitted with the same PHY mode which, can be different from the one

used with SCHs. Thus, there is a PHY modeindicator for the LCHsalsoin the IE. TEs are
ordered in the FCCH according to the order of their occurrence in the MAC frame as shownin
Figure 7.11. A more detailed and thoroughdescription of the schedule addressing is given in
“Schedule Addressing.” The orderingis valid individually for each sector. The length of the
FCCHis variable and depends on the amount of TEs sent per MAC frameper sector.
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 Remaining part of the frameelepe[eeb
FIGURE 7.11

Order of the IEs in the FCCH andtheir occurrence in the MACframe.

Random Access Feedback Channel (RFCH)
The random access feedback channelis used to inform the terminals that have used the RCH in
the previous MACframe aboutthe result of their access attempts. It contains a 32-bit field in
whicheachsingle bit indicates whether the respective RCH of the previous frame was received
correctly or not (collision oridle channel).It is transmitted once per MAC framepersector and
carried over ACHtransport channel.

User Data Channels
For unicast user data transmissions, the HiperLAN/2 standard has a user data channel (UDCH).It
can be usedboth in centralized and direct mode andinall the links to transmit data from a source
to a destination. The message formatused is simple, containing just a sequence numberfor the
error correction purposes and a 396-bit payload. The whole message is protected with a 24-bit
CRCatthe end of the message.

Otherlogical channels used for the user data transmission are user broadcast channel (UBCH)
and user multicast channel (UMCH).

MAC FrameStructure

The basic MACframestructure for a single sector system is shownin Figure 7.12 a. Each MAC
frame consists of the transport channels BCH, FCH, ACH andat least one RCH. If user data is to
be transmitted, a DL phase and/or an UL phaseare provided. If direct mode is used and data has
to be transmitted, it contains also a DiL phase between the DL and UL phase. Theduration of the
BCHis fixed. The duration of the FCH, DL phase, DiL phase, UL phase and the numberof
RCHsare dynamically adapted by the AP/CC depending onthe current traffic situation.

Theorder of the subcomponents is BCH - FCH - ACH - DLphase - UL phase- RCHsfor central-
ized mode, or BCH - FCH - ACH - DLphase- DiL phase - UL phase - RCHs for direct mode
from the point of view of an MT.It’s importantto note that the given orderis really from an MT
point of view. The samestrict order of DL and UL phases doesn’t apply to the AP. An AP may,
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for example, have several DL and UL phases and mix phases randomly,as longas the orderis
kept for each individual MT.

MAC Frame MAC Frame MAC Frame

DiL phase

 

  
 

  
 

MAC Frame MAC FrameMAC Frame  

 

 
 

 

 
   

 
(b)

FIGURE 7.12

Basic MACframestructurefor (a) a single sector system, (b) multiple sectors (n=numberofsectors used by the AP).

An example of the basic MACframestructure from the AP’s point of view in the case where
multiple sectors are used is shownin Figure 7.12 b. Each MACframeconsists of a sequence of
BCHs. The number of BCHsis equalto the numberof sectors the APis using. After the sequence
of BCHsthat have a fixed duration, a sequence of FCH-and-ACH PDUtrainsfollows for each
sector. The FCH shall not be transmittedif no traffic is scheduledfor that sector in the current

frame. A sequence of RCHsis located after the uplink phase. At least one RCHpersectoris
always present. The frame also contains at least one DL phase and/or UL phasefor a particular
sector if the corresponding FCHis present.

If direct modeis used and datais to be transmitted, the frame also contains a DiL phase. The DiL
phase is located between the DL and UL phase.The duration of the FCH, DL phase, DiL phase,
ULphase, and the number of RCHsare dynamically adapted by the AP depending on the current
traffic situation.
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Orderof the Transport Channels
For a single sector in the AP/CC,the order ofthe transport channels from an MT’s pointof view
is BCH - FCH — ACH — DL phase — (DiL phase) - UL phase — RCH. The DiL phase can only
exist if both AP/CC and MTsupport it. All possible combinations of the MAC frame for an AP or
CC usingasingle sector are depicted in Figure 7.13.

For an AP with n sectors, the sequence of channels is BCH1, BCH2,..., BCHn, FCH1,
ACH1, ..., FCH #k, ACH #n, DL #i, ..., DL #k, UL #i, ..., UL #k, RCHs #1, RCHs #2, RCHs
#n. Several RCHscan beallocated for a particular sector. Support for multiple sectors is manda-
tory for MTs but optional for the AP.

No matter whethera single or multiple sectors are used,all granted LCHs and SCHsfora single
MTare always grouped together. All RGs in the FCCH belonging to one MAC ID in CM,or
belonging to the samepair of source and destination MAC IDs in DM,are grouped such that they
result in a single PDUtrain.

FCH

ACH

ACH

BCH ACH

BCH ACH

BCH ACH

BCH ACH

FiGuRE 7.13

All possible combinations ofa MACframefor an AP using a single sector.

ACH DL phase DiL phase UL phase RCHs

DiL phase UL phase RCHs

DL phase UL phase RCHs

UL phase RCHs

DL phase DiL phase RCHs

DiL phase RCHs

DL phase RCHs

RCHs

Schedule Addressing
Thebasic time unit of the MAC frame,called a slot, has duration of 400 ns. The position of the

transmission of channels and messages in the MAC frameis indicated by pointers given in the
FCCH and BCCH.Thepointer in BCCHindicatesthe start position of the FCCHfor the respective
sector. Pointers in the FCCHindicate the start positions of the DLC connectionsof the terminal.
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The reference point of an MTforall start pointers is the first sample of the first BCH preamble of
a MACframe.Thefirst BCH preamble is addressed with a value of 0 in the start pointer. This
applies also to the case with multiple sectors. This ruleis illustrated in Figure 7.14.

 
400 ns

Reference point

FIGURE 7.14

Reference pointfor the start of the preamble definition.

Whencalculating the pointers, the AP has to take both the PHY layer preambles and the needed
guard times into account. The preamblesare different for different PDU trains and they can be
found in [2]. They have to be taken implicitly into account by the MT when evaluating the point-
ers. Three different guard times for radio settling and propagation delays are used:radio turn-
around time, sector switch guard time, and propagation delay guard time. Maximum turn-around

time is 6 ms and the maximum timeto switch sectors is 800 ns. The guard time between different

PDUtrain types and PHY bursts varies. They can be found in [2].

An example of pointers for the uplink and downlink phasesis given in Figure 7.15.

 
<——

2 DLCCs to MT; 1 DLCCto MT,

Aminimum
guard space

<>
 

2 DLCCsto MT; 1 DLCCto MT,

FIGURE 7.15

Pointers for the downlink and uplink.
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Building a MAC Frame
Each MACframeis started with a sequence of BCHs. The number of BCHsis equal to the num-
ber of sectors used by the AP. BCHsare transmitted according to the ascendingsector identifier
number. A single BCHis used persector and they are transmitted periodically every two ms,
except in cases where the AP is performing its own measurementsrelated to the dynamicfre-
quency selection (DFS) procedure [4]. In that case, some BCHs maybeleft out to allow the AP
to perform measurements related to channel selection. BCHsare always transmitted using BPSK
and coding rate 1/2.

The FCH followsdirectly after the BCH in the caseof one sector. In the case of more than one

sector, a pointeris used in the BCCHto identify the starting point of the FCH.If the FCH does
not exist, the starting point in the BCCHidentifies the location of the ACH.In the case the num-

bers of sectorsfield in the BCCHissetto 0, a single sectored antennais applied and the FCH fol-
lowsdirectly after the BCH. The pointer in the BCCHstill points to the location of the FCH.  
If a single sector is used, the FCH is present and has a minimumlength of36 ps. If there are not
enough information elementsto fill the FCH, one or more padding information elements is
inserted. The minimum length of the FCH is 0 in the case where multiple sectors are used. FCH
with length 0 is used for each sector where no Downlink, Uplink, or Direct Link PDUtrains are
allocated in FCCH.

Whenever padding information elements are to be inserted, they are allocated at the end ofthe IE
blocks. Not more than one FCH per sector per MAC frameis transmitted. Information elements
are ordered in the FCH accordingto the orderof their occurrence in the MAC frame,i.e. with
increasing start pointer values as shown in Figure 7.11. An exception is the information element
for empty parts, which contain two start pointers. Forthis IE,the first start pointeris used for the
purposeofordering the IEs in the FCH. Not more than one RGsis used per user connections per
direction per FCH. The orderingis valid individually for each sector.

The FCHis followed by an ACH (RCHfeedback). The AP/CCprepares an ACHforevery sector.
The ACHis either part of the Broadcast PDUtrain (single sector AP) or part of the FCH-ACH-
PDUtrain (multiple sector AP). The ACH uses BPSK andcoding rate 1/2.

The ACHcontains feedback to the RCHsof the previous frame. No explicit resource grantis
needed for the ACH. An ACHthat has not been received correctly, for whatever reason, leads to a
behavior of an MT equalto that for an unsuccessful access attempt to an RCH andresults in a
new random access contention cycle.

Next in the transmission order within the MAC frameis the downlink phase, which consists of a
sequence of SCHs and LCHs. The AP formsthe respective PDUtrains as defined andsignaled in
the FCCH.Samerule applies both to the direct link phase and the uplink phase. The FCCHtrans-
mitted early in the frame dictates the order and position of the SCHs and LCHsin these phases of
the frame.
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The last part of the frame is for RCH. At least one RCHis allocated per sector in each MAC
frame. The RCHsforall sectors are clustered together; that is, the RCH phasesfor different sec-
tors follow directly each other. The RCH uses BPSK with coding rate 1/2. Between RCHsthere
is a space for preamble and guard time. A terminal uses not more than one RCH per MACframe.

MAC FrameProcessing
The role of the MAClayeris to build valid TDMA/TDD MACframes. TDMA/TDD MACcon-
structs frames based on the information elements and their formats given earlier in this chapter.

Three parallel running processes can be identified:

¢ Scheduler

* Transmission and reception process

¢ Control information exchange between MACentities

Scheduler is an algorithm that assigns the transmit and receive slots for MT,but its implementa-
tion is beyond the scope of the standard andthis chapter. Its implementation is entirely up to the
device manufacturer as long as all the rules given in the standard and described shortly in this
chapter are followed.

Access Point

Before being able to start transmitting a MAC frame,the access point and the central controller
have to calculate the frame composition according to the rules given earlier. After that, it can pre-
pare and transmit the BCH, FCH, and ACHin appropriate PDU trains. A BCH containstheposi-
tion and length of its associated FCH as well as the position and the number of the RCHs. With
IEs of the FCH,it transmits resource grants for the transmission of PDUsin the logical channels
of this frame. The IEs can also contain an indication of empty parts of a frame.

Next the AP/CC prepares an ACH for every sector. Depending on the numberofsectors, the ACH
is either part of the Broadcast PDUtrain or part of the FCH-and-ACH PDUtrain. ACHsare fol-
lowed by PDUsfrom logical channels in downlink phase. The order and the location of the PDUs
and logical channels are according to the current frame composition indicated in the FCH.If the
CCis involved in direct mode operation,it also transmits PDUs from logical channels in the
direct link phase.

After downlink and direct link transmissions, the AP/CC receives and processes the PDUstrans-

mitted by the terminals in the uplink phase. If the CC is involved in direct mode operation,it also
receives and processes the PDUs meantforitself which are transmitted by another terminal in the
direct link phase.

At the end of the MAC frame, the AP/CC receives and processes PDUstransmitted by the termi-
nals in the RCH.
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Mobile Terminal

MACframeprocessing in an MT is much morestraightforward and simple than in an AP. While
the AP hasto determine the schedule to the MACframes, the MTacts according to the generic
and specific control information transmitted by the AP.

First, in the MAC frame, the MT receives and processes the BCH and the FCH.It evaluates the
FCCHwith respectto the logical and transport channels relevantto it. After that, if the MT has
used the RCHin the previousframe, it evaluates the ACHto get feedback from the usage of the
random channel. Thefinal phase in reception modeof the MTis to receive and process PDUs
transmitted either by the AP/CC during the downlink phaseor by other MTs duringthe direct
link phase. After receiving all the scheduled transmissionsto it, the MT preparesto transmit
PDUsfrom logical channels at the scheduled time.First in time are the transmissions in direct

link. Finally after the uplink transmission the MT mayaccess the RCH if needed.

To close, the HiperLAN/2 MACisan efficient method for data transport, which provides a spec-
ified capacity resource for each user. This features makesit attractive for delay-sensitive traffic
types such as streaming video or audio. In contrast, the IEEE 802.11 MACis better suited for

delay insensitive traffic types with large packet length. Since the overhead of the medium access
protocolis independentofpacket length, the frame efficiency—theratio of the data bytes to the
total frame length—increasesas the packet length increases.

 
Bibliography
[1] ETSI TR 101 683 (V1.1.1): “Broadband Radio Access Networks (BRAN); HIPERLAN

Type 2; System Overview”

[2] ETSITS 101 475 (V1.2.2): “Broadband Radio Access Networks (BRAN); HIPERLAN
Type 2; Physical (PHY) Layer”

[3] ETSITS 101 761-1 (V1.2.1): “Broadband Radio Access Networks (BRAN); HIPERLAN
Type 2; Data Link Control (DLC) Layer; Part 1: Basic Data Transport Functions”

[4] ETSITS 101 761-2 (V1.2.1): “Broadband Radio Access Networks (BRAN); HIPERLAN
Type 2; Data Link Control (DLC) Layer; Part 2: Radio Link Control Protocol Basic
Functions”





 



——<+

278
_ CHAPTER 8

_ Rapid Prototyping for WLANs 

In the interest of quicker time-to-market, it is important to be able to rapidly prototype new tech-
nologies enabling the technology transfer necessary for product development. The rapid proto-
typing methodology reduces the risk involved when deciding whether to implement new
algorithms for a product and allows the validation of research ideas in hardware long before
production commitments.It is a relatively low-cost way of determining the viability of products
prior to spending millions of dollars on full-scale production. Rapid prototyping also gives a
companya lot of leverage in setting the standards for new technologies;it is difficult to argue
with a working prototype. For these reasons, rapid prototyping is becoming a standard among
leading technology companiestrying to keep up with a rapidly changing marketplace.

This chapteris divided into three sections. In the first section, an overview of system modelingis
presented along with a rapid prototype design flow which includes a description of the hardware
and software tools involved with its implementation. In the second section, a short overview of
gooddigital design practices is presented describing some of the implementation issues with tak-
ing a system design downtosilicon and gettingit to run real-time. In the last section, a case study
is presented describing a rapid prototype design flow applied to the prototypingof a real-time
implementation of an IEEE802.11a WLAN (Wireless Local Area Network) basebandradio sys-
tem. The prototyping methodology presented in this chapter was developed in conjunction with a
research project focused on advanced IEEE 802.11a basebandalgorithms; these algorithms,
which were validated in the prototype described in the case study served as the reference design
for productization in an ASIC (Application Specific Integrated Circuit).

Introduction to Rapid Prototype Design
Rapid prototyping is any design methodology whereby a system-level design specified in a high-
level description languagelike C is quickly translated to a hardware implementation. The essen-
tial aim of rapid prototyping is to quickly produce a working system without going through the
traditional time-consuming process of separately defining a firm system specification and then
handingit over to a design team to implement. A commonproblemin translating a system-level
design to a hardware implementation is bridging the gap between system engineering and hard-
ware design. System engineeringtraditionally specifies a system in the form of documentation,
pseudo-code, and so on and defines the partition between hardware and software. These specifi-
cations are then handedoff to the respective hardware design groups whichtranslate the system-
level specification to an HDL (Hardware Description Language) such as VHDL(Very high-speed
integrated circuit Hardware Description Language) [11] or Verilog. The advantage of using an
HDLlike VHDLorVerilog is that it allows hardware designers to describe the architecture of
their design without worrying aboutthe transistor-level implementation. This requirement to
redescribe the high-level system design in a hardware description languagecreatesa rift between
system engineers and hardware engineers since this is done in a different development environ-
mentand generally only the hardware engineers understand their HDL implementation. As well,
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the translation to HDL inherently creates the possibility for errors and inconsistencies in the
design as hardware designers are forced to reverse engineer the high-level system design.

To bridge the gap between system engineering and hardwaredesign,a lot of time and effort is
expendedto write the specifications as clearly as possible and resolve any inconsistencies in the
design. In large projects with deliverables in the 12-24 month timeframe, this system flow has
been used in many companies; however,in a rapid prototype design flow with deliverables in the
6-12 month timeframe,this processis not the mostefficient. With rapid prototyping,it is critical
to streamline this process so that system engineering comescloser to specifying the actual hard-
ware implementation.

In an effort to bring system engineering and the hardware/software design closer, several EDA
(Electronic Design Automation) companies have developedtools that make the translation from
system algorithm to silicon design flow, creating the so-called system-on-chip (SoC), as seamless
as possible. A number ofleading system housesare supporting the Open SystemCInitiative
(OSCD[8], which uses a standardized subset of the C++ programming language to model hard-
ware at the system level, behavioral level, and register transfer level (RTL). SystemC [9] provides
a C++ based platform, which gives system engineers and hardware engineers a common develop-
ment environment to model hardwareat a high level of abstraction thereby bridging the commu-
nication gap between the two. This SystemC code-based hardware modelcan then be translated

to HDL andthen synthesized to a target hardwarearchitecture. Because C/C++ lacks the syntax
to adequately describe hardware, EDA companies havetraditionally developed their own propri-
etary extensions to C/C++, which has fragmented the market for system level design tools. The
OSCIseeks to make SystemC a standard for system-level design much like VHDLandVerilog
are standards for hardware design. Once standardized, SystemC is an approach that can make
rapid prototyping of new technologiesand faster time-to-marketa reality.

Another approachfor system-to-silicon design that makes rapid prototyping possibleis a
graphical HDLentry design flow which allows designers to capture their high-level design in
schematic-like block diagrams. Like the SystemC approach,this hierarchical, block diagram
approachalso attempts to bridge the gap between system engineering and hardware design by
providing system and hardware engineers a common developmentenvironment in which to com-
municate. This commonenvironment enables simple system model comparison andvalidation
and ensures a more accurate hardware implementation.In the graphical entry approach, behav-
ioral and architectural system design blocks are wired together graphically in a CAD (Computer
Aided Design) environmentand simulatedforverification. Following the verification of the
design, synthesizable RTL can then be generated to target a specific hardwarearchitecturelike an
ASIC or FPGA (Field Programmable Gate Array). This design flow allowsa fairly small group
of system engineers to build complex systems in hardware without a thorough knowledgeof
hardware design. This design fiow essentially allows the designers to focus on the design as
opposed to the target hardware implementation. This rapid prototype design flow will be the
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primary focusfor this chapter concluding with a case study of a project that successfully used the
design flow in developing a real-time IEEE 802.1 1a basebandradio.

An Example of a Rapid Prototype Design Flow
An exampleofthe rapid prototype design flow that is based on a graphical entry RTL tool called
HDS(Hardware Design System) is shown in Figure 8.1. The design flow shown inthe figureis
the design flow used in the rapid prototype case study presented later in this chapter. The design
flow begins with floating-point modeling and simulation in MATLAB (www.mathworks.com),
which is a tool commonly used in the research and development of communication systems.
MATLABallowsthe rapid verification of communication algorithms before any fixed-point
modeling is done where BER (Bit Error Rate) and PER (Packet Error Rate) curves are generated
and compared to ideal system performance.

 
 
  

 

Floating-Point Modeling and Simulation
MATLAB

Fixed-Point Modeling and Simulation
Hardware Design System (HDS)
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FIGURE 8.1

Example ofa rapid prototype design flow.

Oncealgorithms have been optimizedin the floating-point environment using MATLAB, the
next step in the design flow is to do the fixed-point modeling of the floating-point algorithms. As
described earlier, SystemC is one approachfortranslating the floating-point algorithmstofixed-
point models and eventually HDL code. Another approach for doing fixed-point modeling is to
directly translate the floating-point MATLAB code to HDL and perform simulations using an
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HDLsimulator. As described earlier, this approach creates a chasm between the system engineer
and hardware designer because HDLis not a commonlanguage betweenthe two. Asaresult,
there is the possibility for errors in implementing the system design in hardware. This direct
translation approach also requires a good knowledge of the chosen HDL language andthe
resources to code and simulate the HDL. Since creating HDLis a part of any prototype design
flow that targets either an FPGA or ASIC,the issue becomes howto create it. The fixed-point
modeland simulation tool chosen in the example rapid prototype designflow is a graphical entry
RTLtool called HDS (Hardware Design System), whichutilizes the fixed-pointlibrary within
Cadence’s SPW (Signal Processing Worksystem) (www.cadence.com/datasheets/spw.html).

HDSoffers the advantage ofallowing the graphical entry of an RTL design similar to schematic
capture and directly generating the HDL, either VHDL orVerilog, within the tool. This provides
a common language for both system and hardware engineersthat allows designers withouta
good knowledgeof a particular HDL to design complex systems. For this reason, HDSis a good
choice for a rapid prototype design flow becauseit bridges the gap between system engineering
and hardware design. As shownin Figure8.1, the HDL generated from HDScan alsobe simu-
lated in any of the various HDL simulation tools on the market, such as Modelsim by Model
Technology (www.model.com), which is owned by Mentor Graphics, and NC-VHDL by
Cadence (www.cadence.com), prior to RTL synthesis. The one drawbackis that the HDL gener-
ated within the tool provides few comments andis noteasily read, so this VHDLis not readily
transferable to other design groups. Since HDSis a component of SPW, mixed modesimulations
with both floating-point and fixed-point blocksare also possible enabling the complete verifica-
tion of system-level designs. The HDL generated within HDS can bedirectly synthesized to tar-
get a specific hardware architecture either an FPGA or ASIC.In the example design flow of
Figure 8.1, Synopsys Design Compiler was chosen as the RTL synthesis tool based onthefact
that Design Compiler is commonly used to synthesize ASIC designs from HDL.

Thenextstep in the prototype designflow is to place and route the design on the target hardware
using the vendor-specific tools. In the example design flow, Xilinx Virtex-E FPGAs[12] were
chosenas the target hardware. Other high-density FPGA vendors include Altera, Lucent, and
Atmel[5]. FPGAsarethe ideal choice for a rapid prototype design flow. The real advantage
FPGAsoffer over ASICs is that FPGAs can be reprogrammed asthe design changes, whichis
expected to happenseveral times in prototyping a new design. Changing an ASIC design requires
a complete respin of the ASIC costing time and money. Also, FPGA technology has advanced to
the pointthat very large digital designs can be routed on a single FPGA and run atreal-time
speeds. In terms of cost, FPGAs are much cheaper than ASICsin low volumescharacteristic of
prototype designs.

An FPGAessentially consists of several programmable logic blocks, each capable of implement-
ing some arbitrary combinational function.It is these configurable logic blocks, along with the
surrounding routing matrix, that are used to implementa digital design. In a rapid prototype

 

 



282 Rapid Prototyping for WLANs  CHAPTER 8

design flow, changes in the design need to be quickly verified in hardware so reconfigurable hard-
ware such as SRAM (Static Random Access Memory)-based FPGAs[3] which can berepro-

grammed many times make an ideal choice. In terms of speed, FPGAsare well-suited to the
implementation of modern communication systems such as the IEEE 802.11a baseband design
presented in the case study described in the nextsection. As specified in the IEEE 802.1 1a stan-
dard, the baseband can support data rates of up to 54 Mb/s. To support this high data rate, the
baseband design requires at least 15 GOPS (giga operations per second). One of the fastest DSP
processors available in 2001, the Texas Instruments C64x, supports less than 5 GOPS [10]. Cur-
rent DSP microprocessors, even with advanced architectural extensions like VLIW (Very Long
Instruction Word) or super-scalar processing, do notsatisfy the arithmetic processing require-
ments of a modern communication signal processing engine. On the other hand, current FPGAs
like the Xilinx Virtex series can support up to 20 GOPSdue to the highly parallel processing
nature of an FPGA. This makes FPGAsthelogical choice for prototyping the IEEE 802.11la

baseband design.

Another reason for choosing FPGAsin a rapid prototype design flow is design size. FPGA tech-
nology has come a long wayin thelast five years in termsof the size of the design that can be
supported on a single FPGA.Thesizeof digital designs is typically described in termsof the
numberof “equivalent gates” or just “gates.” A “gate” is defined as a two-input NAND gate
which equates to 4 CMOS (Complementary Metal Oxide Semiconductor) transistors; so, for
example, a 10K gate FPGA design is equivalent to 1OK NANDgates or 40K transistors (4]. In
1996, a high-end FPGA could support designs of around 25K gates. This numberincreased to
100K gates in 1997 and jumped to 2M gates in 2000. The Xilinx (www.xilinx.com) Virtex II
family of FPGAsintroduced in 2001 can support designs of around 10M system gates (13]. With
this system-on-chip capability, current FPGAs can support the more complex DSP algorithms
associated with the next generation wireless technologies. Being able to build an SoC design
avoids the problemswith partitioning the design over multiple FPGAsand/orplatforms and
makes system integration mucheasier. For the example rapid prototype design flow shownin
Figure 8.1, the Xilinx Virtex-E FPGA [12] was chosenas the target hardware in the rapid proto-
type case studyasit is currently one of the most advanced FPGAson the market supporting large
designs of around two million system gates. There are several over FPGA vendorsoffering simi-
lar SRAM-based FPGAs{5]. For example, Altera (www.altera.com) offers their APEX II family
of FPGAswhich supports large designs of around 4M gates. The choice of Xilinx over Altera or
other FPGA vendors was based mainly on FPGAavailability and compatibility with the Aptix
system. Using a large FPGAlike the Xilinx Virtex FPGA minimizesthe partitioning of a base-
band design, thereby reducing the complexity and greatly increasing the overall speed of the
design. Xilinx place and route softwareis used to do the final routing of the synthesized netlist on
the target Virtex FPGA before porting the design to hardware. The place and route software gen-
erates a mapping to the FPGA I/O andbinary file for programming the FPGA.
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The Aptix MP3C System Explorer (www.aptix.com) was chosen as the FPGA prototypeplat-
form in the rapid prototype design flow shown in Figure 8.1. The Aptix system provides the
mechanism to program androute the FPGA modules enablingreal-time functionalverification of
a digital design possibly partitioned across several FPGAs. Routing between FPGAson the Aptix
platform is constrained by the bus speeds on Aptix, which are currently around 35 MHz;faster
speeds can be achieved by hardwiring the FPGAstogether to bypass the Aptix internal routing.
The Aptix system is an ideal choice for a rapid prototype design flow. The Aptix platform sup-
ports manyof the high-density FPGAscurrently available including Xilinx and Altera. The real
advantage of using the Aptix system is that it provides for the flexible routing between FPGAs
which allows the system and hardwaredesignersto focus on the actualfixed-point design as
opposed to the time-consuming board-level PCB (Printed Circuit Board) design and trouble-
shooting thereby decreasing the prototype development turnaroundtime. In addition to providing
a platform for FPGA-based designs, the Aptix system allows the probing of signals within the
design with a logic analyzer. The data captured from the Aptix system on the logic analyzer can
be retrieved and compared to the fixed-point design in HDS. Anydifferences in the hardware
implementation versus the fixed-point simulations, shown as comparisonresults in Figure 8.1,
can then beresolved and the design flow can be repeated with a new design. This design flow
allows several versions of an algorithm to be evaluated quickly. Thislast verification step in the
rapid prototype design flow essentially closes the loop on the baseband design verification.

In summary,the design flow after the floating-point modeling and simulation in MATLABisto
first model and then simulate the fixed-point design in HDS. After the fixed-point design has been
verified, synthesizable VHDLis generated within the HDS tool. This VHDLis then synthesized
in Synopsys Design Compilerto target a vendor-specific FPGA. After completing synthesis, the
resultant netlist is routed on the target FPGA using the vendorplace androute software. The
FPGAdesignfiles are then downloadedto the Aptix prototypeplatform using the Aptix software,
which supports the download of the designfiles to the FPGAs, the routing between the FPGA
modules, and the programmingofthe logic analyzer for capturing the data and comparing the
data to HDSsimulation results. With the aid ofscripts, this design flow is very efficient in terms
of the cycle-time to get a system-level design to hardware and reachclosurein the design
verification.

 
The sloweststeps in the rapid prototype design flow described are the fixed-point modeling and
simulation in HDSandthe tool-driven place and route of the design on the target FPGA(s),
which could take from a few minutesto several hours depending onthesize of the design. Once
a baseline system modelis establishedat the fixed-point modeling level, changes can generally
be madeto the fixed-point model and verified in FPGAs onthe Aptix platform in a single day,
whichis very fast considering it takes a few months to tape-out an ASIC or design a prototype
evaluation board. The rapid prototype design flow is a way to reducetherisk in productizing new
technologies.It is a relatively low-cost way to determinethe viability of algorithms before
committing to production. Projects with tight time-to-market schedules that require real-time
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verification would benefit greatly from rapid prototyping. A key aspect of the rapid prototype
methodologyis bridging the gap between system engineers and hardware designersto create a
commonlanguagethat is understood by both groups. This enables a very smooth transition from
system-level design to hardware implementation.

Good Digital Design Practices
It is important to understand good design practices to improve the speed and reliability of
designs. More extensive coverage of gooddigital design practices, as well as exercises to help the
reader understand the concepts better, can be found in the references for this section. The design
practices presented here can be applied to any digital design and should be followed early in the
design flow to save time andeffort later. These design practices should be considered in doing the
fixed-point digital design regardless of whetherthe target hardware is an FPGA or ASIC. As
described earlier, HDS, as part of a rapid prototype designflow, is a tool that is intended to be a
commonlanguage between system and hardware engineers. Part of this language is understand-
ing some of the implementation issues with regard to speed andreliability of the final design in
hardware. Digital design engineers typically understand these implementation issues, but this
may notbe the case for system engineers. Oneof the biggest issues in any design is trying to get
it to run in real-time. Depending on the design, typical FPGA implementations have maximum
clock speeds of 40 to 50 MHz while ASIC implementations have typical operating speeds of 80
to 100 MHz[5]. For this reason, it is important to use good design practices that can help

improve design speed especially for FPGAs. Poor design practices early in the design cycle can
make a big difference in the final implementation.

One wayto improvethe speed ofa digital design is throughthe use of pipelining whereby several
stages of combinatorial logic are broken into sections separated by registers [3]. Pipelining is a
commontechnique to accelerate the operation ofcritical datapaths in a design. Pipelining
increases the overall speed of a design due to fewer combinatorial stages between registers at the
cost of increased latency in the design. An example of pipelining is shown in Figure 8.2 where a

pipeline stage is added in an HDSdesignto increase the speed of the implementation.

This example design withoutthe pipeline stage synthesized to target an FPGA has 826 logic
gates at a maximum clock speed after routing of 68 MHz. With the pipeline stage added, the
design synthesized to 982 logic gates, and the maximum clock speed increased to 103 MHz.
Usingpipelining in this example design gave a 51% improvementin speedat the cost of an 18%
increase in logic gates. More pipeline stages could be addedto this example design to increase
the speed even more. Adding extra pipeline stages for high-performance data paths makes sense
in so far as the delays of the registers become comparable to the combinationallogic delays [3].
Given this small example, it should be clear that using pipelining especially in large designs can
give significant improvements in design speeds. This technique was extensively usedin the rapid
prototype case study describedin the next section to achieve real-time system performance.
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Another technique that can improve the speedof a design is reducing fanout. Fanoutis defined as
the numberof load gates that are connected to the output of a driving gate [3]. When a gate has a

large fanout, the added load can degrade the performanceofthe driving gate, leading to problems
with the speed andreliability of the overall design. One technique to reduce fanoutis to insert a
buffer between the driving gate and the fanout. A variation of this technique is shown in the HDS
design of Figure 8.3 where the 1-bit RESETnetis registered eight times and divided into eight

separate nets.

In this case, the register acts like a buffer to drive the separate nets which reduces the fanout of
the RESETnetin the design. This technique wasusedin the rapid prototype case study described
in the next section to improve the speed andreliability of the design.

There are some commondesign practices that can ensurethe reliability of the final design. The
first practice is registering the output of each block in a design hierarchy. This ensures the follow-
on modules have a knowntiming budget with which to work [2]. Figure 8.4 shows the example

HDSdesign from Figure 8.2 with the output at point “B” tapped directly off the output of the
multiplexer as opposed to the register making the timing of the follow-on modules dependant on
the variable combinatorial delay of the output as opposed to the knowntimingof the register. By
registering the output, the designers of the follow-on modules have a known timing budget with
which to design.

Bynotregistering the output of a hierarchical block, logic synthesis becomes more complicated
because appropriate timing constraints will need to be specified for all destinations receiving this
output signal. Another design practice that should be avoided is having uninitialized storage
devices in a design such as registers or RAMs. Whenstorage devices are uninitialized, the initial

state is unknownleading to possible errors in the implementation of the design. Different simula-
tion tools handle the floating initial state problem differently. The HDSsimulation tool used in

the rapid prototype design flow presented earlier initializes all storage device states to 0, thereby
hiding the problem of uninitialized blocks. Most RTL simulation tools, however, use whatis
called MVL (multi-value level) logic, which includes not only 0 and 1 but also indeterminate (X)

and undefined (U) values. This allows designers to more easily troubleshoot this problem. This
problem can be very difficult to debug in hardware becausetheinitial state can vary from one
implementation to another causing random errors. An example of a FIR (Finite Impulse
Response)filter implemented as a TDL (tapped delay line) design with uninitialized registers is
shownin Figure 8.5

Without resetting all the registers in the design, an unknownstate is inducedat the output of the
filter. Although any initial errors in the filter would disappear after a few clock cycles, the unini-

tialized filter would no longerbe linear or time-invariant.
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Thedesign practices discussedare well-known techniquesfor increasing the speed andreliability
of a digital design and should be followed when appropriate to improve design speed and save
time in the debugging phase. Using good design practices early in the design process can save a
lot of effort later in the implementation phase. All the techniques described were applied to the
design in the case study in the next section to achieve real-time performance on FPGAsforthe 54
Mb/s IEEE 802.11a baseband implementation.

Rapid Prototyping of a WLAN System
In this section, the rapid prototype methodology presented in the previous section is applied to
the design of an IEEE 802.11a basebandradio. Briefly, IEEE 802.11a is a standard for WLAN
radios in the 5GHz unlicensed band [1]. The standard based on OFDM (Orthogonal Frequency

Division Multiplexing) uses 48 data subcarriers in a 20 MHz bandwidthto support data rates of 6
to 54 Mbps. The topic of OFDM and the IEEE 802.11a standard is coveredin detail in earlier
chapters. Following the rapid prototype design flow of Figure 8.1, the fixed-point designfor the
baseband radio is done in HDSbasedonthefloating-point model and simulation in MATLAB.
Once the HDSdesignis verified, VHDLis generated for each design block, which is then synthe-
sized at the RTL synthesis stage to target an FPGA.After the place and route of the resultant
netlist on the target FPGA,the design can be downloaded directly to the target FPGA forverifi-
cation against the HDS model.

~ After someinitial timing analysis in HDS, it was determined that the clock speed for the design
neededto be at least 60 MHzto perform real-time signal processing. Reaching the target clock

speed of 60 MHz would be a challenge in FPGAssince like most DSP designs, the WLANbase-
band design uses several complex arithmetic operations that can slow downthefinal implementa-
tion. The RTL generated for the fixed-point arithmetic blocks (adders, subtracters, multipliers,
and dividers) modeled in HDSare all combinatorial blocks where each operation is performed in
one clock cycle. This results in a much slower implementation due to the numberof operations
that must be performedperclock cycle. A highly pipelined architecture in whichthearithmetic
blocks have registered outputs as well as internal registers between intermediate operations
results in a muchfaster implementation at the cost of a few clock cycles of latency depending
on the operation.

In order to meetthe real-time speed requirement of 60 MHzfor the IEEE802.11a baseband
implementation in FPGAs,it was absolutely necessary to use a highly pipelined architecture in
the design. To achieve this goal, most of the arithmetic blocks in HDS were replaced with FPGA
core library math blocks, which are pipelined and optimized for the specific FPGA architecture.
In HDS, these cores are modeled as “black boxes.”Inside these “black boxes,” the behaviorofthe
actual cores are modeled for simulation purposes only and are not expanded until the FPGA
place androute stage in the design flow. At the place and route stage, the actualnetlist for the
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cores replace the “black boxes.” The HDSsimulationsarebit and cycle-true simulationsof the
actual hardware implementation,so it is important to accurately emulate the timing and latency
of the core “black boxes.” If the core behavior is not modeled correctly in HDS,the resultant
implementation will have timing errors causing unnecessaryiterations through the design flow.

In the IEEE 802.1 1a prototype implementation,a lot of time was spent going through the design
flow to optimize the design for speed andfixing timing errors in the FPGA implementation. In
terms of optimizing the basebanddesign for speed, following gooddigital designpractices, like
pipelining, and using the FPGAcorelibrary blocks contributed to a 300 to 400 % improvement
in overall design speed.

The motivation for choosing a 60 MHzclock speed was based primarily on the processing time
required for the 64-point complex FFT (Fast Fourier Transform) block, whichis used in both the
transmitter and receiver of the IEEE 802.1 1a baseband. To eliminate the need to design the FFT
in HDS, an FPGAcore library FFT was chosen. Using an FFT core, provided a netlist which is
optimized specifically for the target FPGA and guaranteed to run at 60 MHz. The IEEE 802.1 1a
standard defines the IFFT / FFT period to be 3.2 microseconds, whichis very difficult with cur-
rent DSP technology dueto the serial processing nature of DSPs; this is one reason FPGAs were
chosenas the target hardwarein this design flow. The core FFT provides a result vector every 192
clock cycles which equates to 3.2 microseconds at 60MHz.The chosen 64-point transform
engine employs a Cooley-Tukey radix-4 decimation-in-frequency (DIF) FFT [7] to compute the
DFT of a complex sequence. The input-data for the core is a vector of 64 complex samples where
the real and imaginary components of each sampleare represented as 16-bit 2’s complement
numbers.

In addition to the FFT core, another core that is used extensively in the baseband design is the
core RAM and ROMblocks. The Xilinx Virtex FPGA chosenasthe target hardwarein this
design has several on-chip RAM blocks (80 KB for the Virtex 2000E), which are optimized for
speed; however, the RTL generated from HDS for RAM and ROMblocksis generic and does not
specifically target these on-chip RAM blocks. So, the RAM blocks in HDS mustbesubstituted
with Xilinx core RAM blocksusing the “black box” approach discussed earlier. To optimize the
design for speed, this rule was also applied to all RAM, ROM,and dual-ported RAM blocksin
the design.

A small groupof research engineers was able to successfully implement the IEEE 802.11a base-
bandin real-time on FPGAsin less than 12 monthsusing the rapid prototype methodology in
Figure 8.1. Besides the actual fixed-point design in HDS, mostof the effort in implementing the
design on FPGAswasfocused on optimizing the design to reach the 60 MHz target speed for
real-time operation. The specific implementation of the IEEE 802.11a transmitter and receiveris
presented in the next few sections.
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IEEE 802.11a Transmitter

The baseband transmitter design is a straightforward implementation of the IEEE802.11a WLAN
standard [1]. Each subcarrier is modulated using either BPSK, QPSK, 16-QAM,or 64-QAM
modulations. The transmitter generates data symbols using these modulations and either a 1/2,
2/3, or 3/4 puncturing rate to support bit rates from 6 to 54 Mbps. The baseband transmitter block
diagram is shown in Figure8.6 with the estimated FPGA gate countfor each block shown above
the respective blocks. The transmitter data flow begins with bits being generated from a random
bit generator as the input to a convolutional encoderwith rate 1/2 and constraint length 7. A ran-
dom bit generator is used to provide the input stimulus for the system instead of having data from
a MAC (Medium Access Control) layer. The output from the encoder is puncturedto either 1/2,
2/3, or 3/4 rate according to the IEEE 802.11a mode by removingbits from the encoded data
stream. The datais then bit interleaved accordingto the interleaver pattern specified in the stan-
dard. This block is implemented using a LUT (Look-Up Table) ROM block for the interleaver
patterns. The symbol mapper block mapsthe bits to BPSK, QPSK, 16-QAM,or 64-QAM con-
stellation points depending on the mode. The symbol mapperoutputs the 48 complex values
comprising one OFDM symboleach consisting of an inphase(I) and quadrature (Q) component.

The addpilots block addsthe four pilot symbols and zero-pads the OFDM symbolaccordingto
the standard prior to the 64-point inverse FFT. The inverse FFT outputs a symbolevery 192 clock
cycles, which meets the standard requirement of 3.2 microsecondswith a clock speed of 60
MHz.The inverse FFT outputis the time-domain representation of the frequency-domain OFDM
symbol. In the add guard block, the last 16 data symbols are cyclically prependedto the begin-
ning of the 64 data samples for a total of 80 data samples in one OFDM symbol.Finally, the pre-
amble block generates the IEEE 802.11a preamble, which consists of long and short training
symbols for packet detection, frequency offset, and channel estimation at the receiver. According
to the standard, the transmitter is required to generate an OFDM data symbolevery four micro-
seconds which equates to a 20 MHz symbolrate. This output rate requires that the baseband
transmitter operate at a system clock rate of 60 MHzduetothe cycle latency of the 64-point FFT.
In a separate FPGA,the output data is interpolated from 20 MHz to 60 MHzto matchthe sample
rate of the DAC (Digital to Analog Converter) in the RF stage. This interpolated data is thenfil-
tered using a 24-tap FIR low-passfilter to remove the images generated from the interpolator.
Finally, the resultant signal is amplitude-limited to limit the peak to average powerof the output
signal prior to going to the RF.

The IEEE 802. 11a baseband transmitter shownin Figure 8.6 utilizes a total of 585K FPGAgates
which includes 57K logic gates and 528K gates of FPGA core RAM blocks. The design uses 33
of the core 4Kb RAM blocksin a Virtex 2000E FPGA. Maximizing the use of the on-chip RAM

blocks decreases reliance on the Virtex FPGA logic gates which are separate from the RAM
blocks. The RAM blocks can be configured as single-port RAM,dual-port RAM, or ROM blocks
and are used in various parts of the baseband transmitter design.
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For example, ROM blocks are used for LUTsin the interleaver, puncturer, and add preamble
blocks. Dual-port RAM blocksare used in the FFT core block. The transmitter design of 57K
logic gates utilizes 14% ofthe available logic of a Virtex 1000 FPGAandutilizes 33 RAM
blocks, but the Virtex 1000 only has 32 RAMblocks. Based on the number of RAM blocks, the
design was migrated overto a Virtex 2000E which has about 33% morelogic gates and 160 RAM
blocks. In a Virtex 2000E,the transmitter design utilizes 9% of the available logic and 21% of the
available RAM blocks. After placement and routing on the Virtex 2000E FPGA,the transmitter
meets the 60 MHz system clock speed required for real-time operation.

 
 240 60 182K 210K 1K 65K
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FIGURE 8.6 3s
IEEE 802.1 1a baseband transmitter with FPGA gate counts. se

. SS
IEEE 802.11a Receiver ez
The received IEEE 802.1 1a packet consists of short and longtraining symbols,a signalfield fol-
lowed by data symbols. Thetraining symbols are used for packet detection, frequency offset, and
channelestimation. The signalfield contains the rate and packet length informationfor the
packet. The input to the receiver comes from the ADC (Analog-to-Digital Converter) in the
analog baseband. Theinput from the ADCis 10 bits inphase and quadrature channels at 60 MHz.
In a separate FPGA,the data is decimated to 20 MHz andsentthrough a low-pass filter similar to
the one used in the transmitter. The digital baseband receiver block diagram is shownin Figure
8.7 with the approximate FPGA gate counts for each block. Thefirst block in the receiver chain

performsthe functions of packet detection, time synchronization, and removalof the symbol
cyclic prefix or guard interval. This first block detects the beginning of the packet using a win-
dowed moving average correlation with the IEEE 802.1 1a short training symbols. With a prop-
erly set threshold, the algorithm can detectthe start of a packet within a few samples. This block
generates the processing control signals for the received packet whichresets the receiver and trig-
gers the fine-time-synchronizer block also within the first block. The fine-time-synchronizer
block determines the exact start point of the received packet’s long training symbols by correlat-
ing the incoming packetwith the known longtraining symbols. Finally, the cyclic prefix of the
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data symbols is removed. Theblock also changesthe data rate by buffering one OFDM symbol,
so the output is synchronized at 60 MHz which is the processingrate for the basebandreceiver.

After the fine-time-synchronizer block, the synchronized signal goes to the FFT block. Like the
inverse FFT in the transmitter block, this block performs a 64-pointfixed-point complex FFT in
192 clock cycles. The synchronizedlongtraining symbols at the output of the FFT are used in the
frequency-offset estimation and channel estimation blocks. The frequencyoffset estimation
block estimates the amount of frequency modulation caused by the clock skew betweenthe trans-
mitter and the receiver. It does this by calculating the phase shift in the long training symbols
then taking the arctangentofthis phase to obtain the corresponding frequencyoffset. The arctan-
gent operation is performed by using a LUT.A sinusoidal waveform generated with another
ROM LUT is then used to generate the compensation signalto the front-end ofthe receiver to
correct the frequency offset in the frequency correction block. The channel estimatorblock esti-
mates the channel impulse response by comparing the received long training symbols at the out-
put of the FFT with the known longtraining symbols. The channelestimation result calculated
from the preamble is then used forthe entire packet. The removepilots block removesthe pilot
carriers and reorders the data carriers from the FFT block. The channel correction block corrects

the channel distortion by dividing the data carriers by the estimated channel impulse response
determined in the channel estimator block.

In parallel, the phase error for the received data symbolsis determined in the phase tracker block
by comparingthe received pilots with the known pilots. The phase error is removed by multiply-
ing the data carriers by a correction vector. The demodulator demodulatesthe corrected signal
into the four different IEEE 802.11a modes either BPSK, QPSK, 16-QAM,and 64-QAM.The

4-bit soft decisions are determined by the distance between the carrier and several decision
thresholds based on the signal constellation. The demodulated soft decision vector then goes to
the deinterleaver which uses a LUTto determinethe order forthe bit deinterleaving reversing the

interleaver operation in the transmitter. The depuncturer block inserts dummyzerosin the soft-
decision stream according to the designated puncturing schemeeither no puncturing, 2/3 punc-
turing, or 3/4 puncturing. The output of the depuncturer is two 4-bit soft-decision data streams
which are the input to the Viterbi decoder. The Viterbi decoder designed in HDSis a 64-state
4-bit soft-decision decoder with a traceback length of 64. The Viterbi decoder usesthe input soft
decisionsto calculate the path metrics; the hard decisions are determined using the traceback
throughthetrellis.

The IEEE 802.11a basebandreceiverutilizes a total of 948K FPGA gates, which includes 228K

gates of logic and 720K gates associated with the core RAM blocks. The design uses 45 of the
core 512 byte RAM blocksin the Virtex FPGA. The FPGAgate count for each block in the base-
bandreceiver is shown in Figure 8.7. Like the transmitter design, the receiver design maximizes
the use of the on-chip RAM blocks whichdecreasesreliance on the Virtex FPGAlogic gates. The
receiver design utilizes 81% of the available logic of a Virtex 1000 FPGA and 45 RAM blocks.
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The highlogic utilization for a Virtex 1000 makes routing difficult, and the Virtex 1000 FPGA
has only 32 on-chip RAM blocks. Becauseofthis, the design was migrated over to a Virtex
2000E[12].

 Separate FPGA
375K

 
 

RF Stage

FIGURE 8.7

IEEE 802.11a basebandreceiver with FPGA gate count. 8 
In a Virtex 2000E,the receiver designutilizes 52% ofthe available logic and 28% of the available
RAM blocks. A lot of time was spent optimizing the design for speed by reducing fanout and
using a morepipelined architecture especially in the HDS implementation of the Viterbi decoder.
As a result of this optimization effort, the design speed increased from less than 20 MHzto the
target speed of 60 MHz, which enabledreal-time data processing.  
IEEE 802.11a Baseband Demonstrator

With the completion of the IEEE 802.1 1a digital baseband design, the next logical step was to
integrate a discrete-componentRFfront end to the design with the goalbeing to build a complete
IEEE 802.1 1a basebandradio. Using this demonstrator system,it was possible to characterize the
performanceof the baseband algorithms in an actual system prior to transferring the design to a
production group. The IEEE 802.11a baseband demonstrator with the interface to the RF boards
is shownin Figure 8.8. It is composed ofthe IEEE 802.1la digital baseband design implemented
in Xilinx Virtex FPGAs on separate FPGA platforms with a parallel port interface to a laptop
computer to set the mode and packet length information for the transmitter and to capture the
BER(Bit Error Rate) and PER (Packet Error Rate) performanceat the receiver. The laptop also
has an interface to control the AGC and program the PLL (Phase Lock Loop) on the RF boards to
set the LO (Local Oscillator) to 5.785 GHz on the transmit and receive RF boards. The FPGA

platform used in the demonstrator is the Aptix MP3C System explorer which provides the pro-
grammingandrouting of the Xilinx Virtex FPGAsusedin the design flow.
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IEEE 802.11la baseband demonstrator.

For the basebandinterface to the RF boards, 10-bit Inphase and Quadrature channels with a sam-
pling rate of 60 MHz were chosenfor the DAC onthe transmitter RF and ADC(Analog-to-Digi-
tal Converter) on the receiver RF. Since the outputrate of the transmitter is 20 MHz, a 60 MHz
sample rate equates to three times oversampling. The LO for the RF boards was specified to be
5.785 GHz whichis the upper end of the 5 GHz unlicensed band [1]. Due to the sample rate of
the DAC,the data from the transmitter had to be interpolated to 60 MHz which requires the inser-
tion of 0’s between data samples followed by the application of a LPF (Low PassFilter). This
LPF was implemented as a 24-tap FIRfilter. This interpolation andfilter block is followed by an
amplitude limiter block which limits the peak-to-average powerofthe transmitted OFDM sym-
bol. These blocks shownin Figure 8.6 were designed on a separate FPGAastheinterface to the
DAC onthe transmitter RF board. Likewise, in the receiver shown in Figure 8.7, there is a deci-

mation and LPF block on a separate FPGA to decimate the incoming ADC data from 60 MHz
down to 20 MHzfor the basebandreceiver processing. So, there are 2 FPGAsusedonthe trans-
mit and receive platforms,onefor the interface to the RF and onefor the baseband processing.

Fromthe digital baseband side, one ofthe key issues in designing the baseband demonstrator was
clearly specifying the digital basebandinterface to the RF including ADC output, DACinput,
AGC(Automatic Gain Control), sample/reference clock(s), and enable/disable controls. These
issues should be addressed during the RF board design and obviously effect the digital baseband
design. For the basic IEEE 802.11a baseband demonstrator shown in Figure 8.8, the baseband
interface only includes the 10-bit I and Q channels, the ADC and DAC sample clocks, and a 10
MHzreferenceclock. For simplicity in the baseband demonstrator, all the remaining RF inputs
are controlled from a laptop interface, which allowsthe user to set the AGC level and program
the LO. Amongtheissues to consider in designing the baseband-to-RF interface is DC offset,
which could beseen at the output of the ADC dueto the cumulative effects of the RF compo-
nents. This DC offset causes problems in the receiver basebandas it changes the threshold level
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at which a packetis detected. Since the accumulated data samples from the ADC should addto
zero, the DC offset correction can be implemented by accumulating the data samples and sub-
tracting the result from each data sample.

With this IEEE 802.11a demonstrator, it was possible to characterize the performanceof the
baseband implementation in a working system. Using attenuators after the receiver antenna,it
was possible to adjust the SNR (Signal to Noise Ratio) and plot the associated BER and PER.
With the demonstrator setup shownin Figure 8.8, where the resultant BER/PERdata is captured
and processed ona laptopat the receiver, it was possible to run five IEEE 802.11a packets per
second with up to 4KB of data per packet whichis faster than the MATLAB system simulation.
Actual BER and PERperformancepoints were generated from this system and comparedto the
floating-point model in MATLAB. Someinteresting results were found when these comparisons
were made. In comparing the PERresults for the QPSK and 16QAM modesin the final demon-
strator, there was about a 5 dB implementation loss whichis to be expected in any fixed-point
implementation. In the course of developing the baseband radio demonstrator, numerous fixed-
point implementation errors were found andcorrected in the FPGA implementation while inter-
mittent random errors did not appear until several thousand packets were run throughthe base-
band demonstrator and PER performance was evaluated. These random errors were usually
caused by overflow in fixed-point arithmetic operations. In cases where the PER performance of
the demonstrator was far worse than expected, the fixed-point algorithms were reevaluated and
fixed accordingly. Final performance data gathered from the demonstrator was used to further
improve the baseband algorithms and make recommendationsto product groups on the deploy-
ment of the system prior to production. The developmentandevaluation of this IEEE 802.1 1a
baseband demonstrator proves the value of rapid prototyping as the design and deploymentrec-
ommendations could avoid costly production commitments.

The real-time implementation of the IEEE 802.11a baseband demonstrates the viability of rapid
prototyping as a meansto test new algorithms and makethetransfer of technology from research
to product development muchfaster. The complete IEEE 802.11a baseband design was imple-
mented in FPGAsin less than 12 monthsby a small group of research engineers, which shows
the efficiency of rapid prototyping as a design methodology. This baseband design was taken a
step further by integrating it with an RF aspart of a basebandradio demonstrator. The perfor-
mance data captured from this baseband demonstrator was used to make recommendations on the
viability of the IEEE 802.1 1a radio system prior to production, which showsthe value of rapid
prototyping from a business strategy point of view.

Althoughrapid prototyping with FPGAshas beenthe focus ofthis chapter, there are other issues
to considerin a product design flow targeting an ASIC ina product. Although the cost and recon-
figurability of FPGAs make anidealchoice for prototyping a new technology, the cost in volume
and powerefficiency may notbeideal for productization since ASICs are cheaperin large
volumes and much more powerefficient than FPGAs[4]. As well, the recommended design

 

0

SNV1MOs SNMWALOLOUddidvy



Rapid Prototyping for WLANs  CHAPTER 8

practice of piplining to increase the speed of an FPGA designis not necessarily applicable to
ASIC designs, which are inherently faster. FPGA designs can be changed, so complete verifica-
tion ofall test cases is notcritical, but if an ASICis the goal, the verification of the design prior to
fabrication must be exhaustive to avoid the added cost and time associated with a redesign. As a

result, the ASIC design methodology should include several verification checkpoints to ensure
first-pass silicon. Theissues of chip size, package type, power consumption,designing fortest-
ability, and the inclusion of other processor cores, among others, should also be considered for
the final product. In termsof the design, a prototype can haveartificialities like the laptops in the
baseband demonstrator to control the RF boards; whereas, in an ASIC design, the functionality

necessary to integrate the baseband to the MAC and RFboards should be addressed. Although
the rapid prototype design flow presented in this chapter has advantages in terms of efficiently
verifying a new design in FPGAs,it may not be the most complete design methodology for tak-
ing a system-level design to an ASIC for a product.
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nism, 231

fragment bursts, 233

frame sequences, 233

interframe spacings,
232-233

frame exchange with
RTS/CTS,238-239

point coordination function
(PCF), 234-238

CFPtiming structure,
235-237

contention-free polling,
235

frame exchange proce-
dure, 235



frame sequences,
237-238

medium access mecha-

nism, 234

DCF interframe spacing
(DIFS), 233

decision-aided method

(clipping amplitude),
181-184

decision-aided reconstruc-

tion (DAR), 181-182

decoder, 24

decoding convolutional
codes, 113-114

defragmentation, 230-231

deinterleaving, 103-104

delay diversity, 139-140

delay power spectrum
(channels), 30

delays, interleaving and,
102-103

delivery traffic indication
map (DTIM), 242

demodulation, 88

demodulator, hard deci-

sion, 97

design practices, digital

fanout example, 286-287

HDSdesign example,
284-285, 288

initialization example, 289

Destination Address (DA)
subfields, 226

detection theory, 88

deterministic signals, 2

DFT(Discrete Fourier

Transform), 11-12

Differential Amplitude
Phase Modulation

(DAPSK), 99-101

differential encoding,
98-99

differential modulations,
detection of, 101

Differential Phase Shift

Keying (DPSK), 99

digital communication
systems, 12-31

basic elements, 13

channel coding, 19-24

channel model, 28-31

divide and conquer
Strategy, 12

modulation, 25

multiple access techniques,
25-28

quantization and encoding,
16-17

sampling and reconstruc-
tion, 14-15

source coding, 18-19

source formatting, 13-14

digital design practices

fanout example, 286-287

HDSdesign example,
284-285, 288

initialization example, 289

Digital to Analog
Converter (DAC), 62

divide and conquerstrategyeSEee

Direct link PDU train, 268

direct tink resource grant
(RG), 268

Discrete Fourier

Transform (DFT), 11-12

discrete peak factor, 201

discrete-time signal pro-
cessing, 6-12

Discrete Fourier Transform

(DFT), 11-12

discrete-time signals, 6-7

discrete-time systems, 7-8

filtering random processes,
9-11

distance/rankcriterion,
142

distortion analysis. See
WLANRFdistortion

analysis

distributed coordination

function (DCF)

backoff procedure, 232

carrier sense mechanism,
231

fragmentbursts, 233

frame sequences, 233

interframe spacings,
232-233

Distribution System (DS),
221

diversity. See antenna
diversity

divide and conquer
strategy, 12
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DLC functions 

DLC (Data Link Control)

functions (HiperLAN/2),
258-261

double sliding window
packet detection, 51-53

Downlink PDU train, 267

downlink resource grant
(RG), 268

DSP microprocessors, 282

duration I/D fields, 225

E

encoding and quantiza-
tion, 16-17

ensemble averages, 3-6

equaleigenvaluecrite-
rion, 142-143, 149, 150

ergodic processes, 6

Error Control (EC), 260

ETSI/BRANstandard, 36

European Digital Audio
Broadcasting, 99

Expectation Maximization
(EM) strategy, 184

expected value (random
variables), 3-4

extended interframe

spacing (EIFS), 233

Extended Service Sets

(ESSs), 221-222

F

fading channels

Rayleigh channels,
138-139

Rician channels, 137-138

fading environments,
capacity limits in,
125-129

fanout design (example),
286-287

fast fading channels, 102

FCC (Federal
Communications

Commission), 26

FCH-and-ACH PDUtrain,
266-267

FDMA(frequency division
multiple access) tech-
niques, 25

FFT (Fast Fourier

Transform) blocks, 291

filtering random
processes, 9-11

fine-time-synchronizer
blocks, 293-294

Finite length Impulse
Response(FIR)
systems,9

flat selective fading
channels, 102

FPGA(Field

Programmable Gate
Array), 279, 281-284

fragmentbursts, 233

fragmentation, defined,
229-230

Frame control channel

(FCCH), 268-269

frame formats (MAC)

fragmentation and defrag-
mentation, 229-231

IEEE 802.11 format,
222-227

body field, 226-227

header, 223-226

trailer field, 227

MACframe subtypes

control frames, 227-228

data frames, 227

managementframes,
228-229

Frame Type and Subtype
subfields, 224

frames

body fields, 226-227

check sequence, 223

control fields, 223-225

exchange procedure, 235

headers, 223-226

address fields, 225-226

duration I/D field, 225

frame control field,
223-225

sequence controlfield,
226
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building, 273-274

processing, 274-275

sequences

distributed coordination

function (DCF), 233

for MMPDUs, 251

point coordination

function (PCF),
237-238

structure (MAC), 269-272

orderof transport chan-
nels, 271

schedule addressing,
271-272

trailer fields, 227

frequency domain
approach

time approach comparison,
80-81

using pilot subcarriers and

interpolation, 78-79

using training data, 77-78

frequencyerrors

effects, 41-44

estimation of

alternative techniques
for, 73

estimation algorithms,
72-73

post DFTapproachto,
70-71

frequencyselective fading
channels, 102

frequencyshift keying
(FSK) modulation, 31

frequency synchroniza-
tion, 66-76

carrier phase tracking

data-aided, 74-75

nondata-aided, 75-76

error estimation

algorithms, 72-73

alternative techniques,
73

post DFT approachto,
70-71

time domain approach,
67-70

From DSsubfields, 224

G-H

gates, 282

guard bands, 26

Hammerstein model

(predistorter), 192

Hammingdistance, 21,
111

Hamming weight, 21

hard decision detection

(coherent modulations),
97

harmonic distortions, 176

HDL (Hardware

Description Language),
278-279

HDSdesign (example),
288

HDS (HardwareDesign
System), 281

hidden terminals, 238

HiperLAN/2 (High
Performance Local Area

Networktype 2)

basics, 32-33

MACprotocolfor. See

MACprotocol for

HiperLAN/2 networks

preambles, 54, 56-57

receivers, 49

hyperplane, communica-
tion resource, 27

IEEE 802.11

networks, MACfor. See

MACprotocol for IEEE
802.11 networks

standard, 36-37, 59

IEEE 802.11 frame format

(MAC), 222-227

body field, 226-227

headers, 223-226

address fields, 225-226

duration I/D fields, 225

jramecontrolfields,
223-225

sequence controlfields,
226

trailer field, 227
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IEEE 802.11a

baseband demonstrator,
295-298

interleaving in, 104-106

performanceof, 114-117

preambles, 54-57

receiver, 293-295

transmitter, 292-293

Independent BSS (Id-BSS)

power managementin,
239-241

timer synchronization in,
244-245

Infinite length Impulse
Response(IIR)
systems, 9

information theory, 88

Infrastructure BSS(If-BSS)

power managementin,
241-243

timer synchronization in,
244

initialization design
(example), 289

Inphase(I) carrier waves,
93

input backoff (IBO), 188

interframe spacings,
232-233

interleaving, 102-106

block interleaver, 103

convolutional interleaver,
104

delays and, 102-103

depth, 103

diversity and, 102

in IEEE 802.11a, 104-106

inverse complementary
error function, 157

inverse DFT (IDFT), 11

iQ imbalance, 208-210

IQ modulator (diagram),
209

J-K-L

jitters, timing, 40-41

k-tuples, 20, 22

lattice codes, 154

layered space-time codes,
146-148

linear and nonlinear mod-

ulation, 101-102

linear block codes, 20-21

linear shift-invariant (LSI)

systems, 7

linearity, 8

link adaptation scheme,
36 ,

logical channels

Broadcast control channel

(BCCH), 268

Frame control channel

(FCCH), 268-269

HiperLAN/2, 262-263

random access feedback

channel (RFCH), 269

user data channels, 269

Low Density Parity Check
(LDPC) codes, 107

low peak factor, 201

M

MAC (Medium Access

Control) protocol

attributes, 254-256

frame subtypes

control frame subtypes,
227-228

data frame subtypes,
227

managementframe sub-

types, 228-229

frames, basics of, 218

information management,
219

services (IEEE 802.11),
217-218

for WLANstandards,
32-36

MAC message formats
(HiperLAN2)

basic formats, 262-266

logical channels

Broadcast control chan-

nel (BCCH), 268

Framecontrol channel

(FCCH), 268-269



random access feedback

channel (RFCH), 269

user data channels, 269

PDUtrains

Broadcast PDUtrain,
266

Direct link PDUtrain,
268

Downlink PDUtrain,
267

FCH-and-ACH PDU

train, 266-267

Uplink PDUtrain, 267

MACprotocol data units
(MPDUs), 222, 227

MACprotocol for
HiperLAN/2 networks,
258-275

building MAC frames,
273-274

DLCfunctions, 260-261

frame structure, 269-272

fundamentals, 269-270

order of transport chan-
nels, 271

schedule addressing,
271-272

fundamentals, 258-259

message formats

logical channels,
262-263, 268-269

PDUtrains, 263,
266-268

transport channels, 263,
264-266

networkarchitecture,
259-260

overview, 261

processing MAC frames

access point (AP), 274

mobile terminal (MT),
275

MACprotocol for IEEE
802.11 networks,
216-256

data services, 231-239

defined, 49

frame formats, 222-231

frame fragmentation,
229-231

frame subtypes,
227-229

IEEE 802.11 format,
222-227

managementinformation

base (MIB), 251-256

managementservices. See

managementservices

(MAC for IEEE 802.11)

overview

frames, 218

information

management, 219

services, 217-218

system architecture

basic service sets,
219-220

extended service sets,
221-222

management services

MACprotocol manage-
ment information base

(MIB)

MACattributes, 254-256

station management
attributes, 251-253

MACservice data units

(MSDUs), 222, 227

managementframe sub-
types (MAC), 228-229

managementinformation
base (MAC)

attributes, 254-256

station management
attributes, 251-253

managementservices

(MAC for IEEE 802.11),
239-251

power management

in Independent BSS,
239-24]

in Infrastructure BSS,
241-243

privacy, 250-251

session management

addressfiltering, 249

association, 247-248

authentication, 246-247

states, relationship
between, 248-249

timer synchronization

in Independent BSS,
244-245

in Infrastructure BSS,
244

 

 

 
 

 



 

 
 

 

 

 

management services

joining a BSS, 245-246

scanning, 245-246

MATLAB, 280

maximal ratio combining
(MRC), 126, 133-135

maximum likelihood

sequence estimator
(MLSE), 139-140

mean squared value
(random variables), 4

medium access control

(MAC) protocol. See
MAC (Medium Access

Control) protocol

medium access mecha-

nism, 234

memoryless sources, 19

message formats, MAC
(HiperLAN/2), 262-266

logical channels in
HiperLAN/2, 262-263

PDUtrains, 266-268

PDUtrains in

HiperLAN/2, 263

transport channels, 263,
264-266

message word, 107

MIMO (multiple-
input/multiple-output)
systems, 129-130

minimum distance (con-

stellations), 89

MMAC(Mobile
Multimedia Access

Communications), 32-36,
258

mobile terminals (MTs),
275

modulation

defined, 25

symbols, 37

modulations and coding,
88-122

channel codes, 106-120

block codes, 119

concatenated codes,
119

convolutional codes,
109-114

fundamentals, 106-109

IEEE 802.1 1a, perfor-

mance of, 114-117

Trellis Coded

Modulation (TCM),
118

turbo codes, 119-120

coherent modulations,
90-98

Amplitude Shift Keying

(ASK), 90-93

constellation points,

labeling, 96-97

hard decision detec-

tion, 97

Phase Shift Keying

(PSK), 93-94

Quadrature Amplitude
Modulation (QAM),
94-96

soft decision detection,
98

constellations and, 89

definitions and back-

ground, 88

interleaving, 102-106

block interleaver, 103

convolutional inter-

leaver, 104

delays and, 102-103

diversity and, 102

in IEEE 802.1 1a,
104-106

linear and nonlinear modu-

lation, 101-102

non-coherent modulations,
98-101

basics, 98-99

Differential Amplitude
Phase Modulation

(DAPSK), 99-101

differential modula-

tions, detection of,
101

Differential Phase Shift

Keying (DPSK), 99

Monte Carlo Markov

Chain (MCMC), 184

More Data subfields, 225

More Fragments sub-
fields, 224

multi-antenna systems
(water-filling), 157-158

multi-carrier modulation

(MCM), 31



multidimensional

space-time codes, 151

multidimensional symbol
mapper, 152

multipath (multiple trans-
mission path)

effects on transmitted sig-
nal, 28-31

intensity profile, 30

spread (channels), 30

symbol timing and, 59-62

multiple access tech-
niques, 25-28

CDMA(codedivision

multiple access) tech-

niques, 27-28

FDMA(frequency division
multiple access)

techniques, 25

TDMA(time division mul-

tiple access) techniques,
26-27

N

N-point DFT, 11

NetworkAllocation

Vector (NAV), 231

network architecture

(HiperLAN/2), 259-260

non-coherent detection

(RF carriers), 25

PDUtrains 

non-coherent modula-

tions, 98-101

basics, 98-99

Differential Amplitude
Phase Modulation

(DAPSR), 99-101

differential modulations,

detection of, 101

Differential Phase Shift

Keying (DPSK), 99

nonlinear and linear mod-

ulation, 101-102

Null Data frame, 226, 227

Nyquist Sampling
Theorem, 14

O

OFDM(orthogonalfre-
quencydivision multi-

plexing)

standards, parametersof,
36

system (block diagram),
203

transceiver (diagram), 191

WLANoverview

MACfor WLAN, 32-36

physical layer specifi-
cations for WLAN,
36-38

open system interconnect
(OSI) stack, 258

OpenSystemCInitiative
(OSC), 279

309

Ordersubfields, 225

oscillator, 205-206

outage capacity, 143

output backoff (OBO),
188

P

packet detection, 49-57

doublesliding window,
51-53

fundamentals, 49-50

HiperLan/2 preambles,
56-57

preamble structure, using
for, 53-56

received signal energy
detection, 50-51

packeterror rate (PER)
effect, 107, 116-117, 280,
295-296

partial transmit

sequences (PTS), 197-199

passive scanning, 245-246

PCF interframe spacing
(PIFS), 233

PDU trains (HiperLAN/2)

Broadcast PDUtrain, 266

Direct link PDUtrain, 268

Downlink PDUtrain, 267

FCH-and-ACH PDUtrain,
266-267

Uplink PDUtrain, 267
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peak factor 

peak factor (PF), 201

peak-to-average power
ratio (PAPR), 218

phase lock loop (PLL)
techniques, 207, 295

phase noise, 205-208

phase references, noisy,
41-44

Phase Shift Keying (PSK),
93-94

physical layer specifica-
tions (WLANstandards),
36-38

pilot subcarriers, 64, 74,
78-79

pilot symbols, 62, 64

pipelining technique,
284-285

point coordination func-
tion (PCF), 234-238

CFP timing structure,
235-237

contention-free polling,
235

frame exchange procedure,
235

frame sequences, 237-238

medium access mecha-

nism, 234

point coordinator(PC),
234

post DFT frequency error
estimation algorithm, 72

powerallocation (water-
filling), 155-156

power management

in Independent BSS,
239-241

in Infrastructure BSS,
241-243

Power Managementsub-
fields, 225

preamble structure, for
packet detection, 53-56

predistortion techniques

adaptive, 190-197

nonlinear distortion

mitigation, 178-190

amplifier nonlineari-
ties, 187-190

Bayesian inference
method, 184-187

decision-aided method,
181-184

privacy in wireless sys-
tems, 250-251

Probe Request frames,
244-246

product determinant
criterion, 142

protocol data units
(PDUs), 33-34

Protocol Version subfield,
224

PSDU (Physical Layer
Service Data Unit), 35

pseudonoise (pseudoran-
dom signals), 28

PSK modulations, dis-

tance properties of, 94

PTS algorithms, 199-202

puncturing convolutional
codes, 111-113

Q-R

QAM modulations,dis-

tance properties of, 96

QPSK symbol, 37

Quadrature Amplitude
Modulation (QAM), 9
4-96

Quadrature (Q)carrier
waves, 93

quantization, encoding
and, 16-17

quasi-stationary channels,
102

radio frequency (RF)
carriers, 25-26

radio frequency sub-
systems (components)

amplifier classification and
distortion, 173-178

basics, 172-173

Radio Link Control (RLC),
259

Radon Hurwitz (R-H)

unitary transform, 149

RAM blocks, 292-293

random access feedback

channel (RFCH), 269

random signals and vari-
ables, 2-3



slow fading channels  

rapid prototype design

basics, 278-280

design flow example,
280-284

Rayleigh channels, 30,
125, 127-128, 138-139

RC4 algorithm, 250

receive diversity, 131-135

maximal ratio combining,
133-135

selection diversity, 131-133

received signal energy
detection, 50-51

Receiver Address (RA)
subfields, 226

receivers (IEEE 802.11a),
293-295

Reed-Solomon(RS) codes,
119

Request to Send (RTS)
frames, 227

resonator, 205-206

Resource Grant (RG)

messages, 261

Resource Request (RR)
messages, 261

Retry subfields, 224

RF distortion analysis. See
WLANRFdistortion

analysis

Rician channels, 137-138

“rob/stuff” block, 66

RTS/CTS handshaking,
238-239

S

sampled data signals, 13

sampled waveform spec-
trum, 15

sampling

frequency error, correct-

ing, 65-66

frequency error, estimat-

ing, 64-65

reconstruction and, 14-15

scanning, station, 245-246

scattered pilots, 78

schedule addressing
(MAC frames); 271-272

selection diversity, 127,
131-133

selective mapping (SLM),
197, 202-205

SEM-DA(Stochastic EM

for Data Augmentation)
algorithm

DARalgorithm compari-
son, 185-187

defined, 184-185

Sequence Controlfields,
226, 231

session management
(MAC)

address filtering, 249

association, 247-248

authentication, 246-247

States, relationship
between, 248-249

311

Shannon's capacity, 143

shift-variance, 8

short interframe spacing
(SIFS), 233

sifting property, 7

signal-to-noise ratio

(SNR). See SNR(signal-
to-noise ratio)

signals

analog, 12-13

deterministic and

random, 2

fade in strength of, 28

pseudonoise or

pseudorandom, 28

sampled data, 13

single antenna systems
(water-filling), 154-157

bit loading, 156-157

powerallocation, 155-156

single carriers versus
OFDM systems, 38-44

frequencyerrors, effects
of, 41-44

fundamentals, 38-40

synchronization errors,
40-41

“single-shot” synchroniza-
tion, 48

SISO (single-input/single-
output) system, 124

slicer, hard decision, 97

slot (time unit), 271

slow fading channels, 102



 
SNR

SNR (signal-to-noise
ratio), 16-18, 44

soft decision detection

(coherent modulations),
98

Source Address (SA)
subfields, 226

source coding, 18-19

source entropy, 18-19

source formatting, 13-14

space-time codes (STC)

block, 148-151

layered, 146-148

multidimensional, 151

trellis, 140-146

spacial diversity, 130-131

spectral diversity, 130-131

spherical coding, 152

SSTC in OFDM frame-

work, 152-154

stability, system, 8-9

standard arrays, 21

states (stations), 248-249

station clocks, synchro-
nization of, 243-246

station management
attributes (MAC),
251-253

stationary random
processes, 6

STC design criterion,
142-146

stochastic processes, 2-6

ensemble averages, 3-6

random variables, 3

surviving paths, 24

symbol timing, 57-62

in continuous transmission

systems, 62

defined, 57-58

in multipath channels,
59-62

for WLAN receivers,
58-59

symbols,pilot, 62

synchronization

errors, 40-41

timer, 244-246

synchronization algo-
rithms, 48-85

channelestimation, 77-81

enhancing channel esti-
mate, 81

frequency domain
approach, 77-79

time andfrequency

domain analysis,
80-81

time domain approach,
79-80

clear channel assessment

(CCA), 81-82

frequency synchronization,
66-76

carrier phase tracking,
73-76

Frequency error estima-
tion, 70-73

time domain algorithm,
68-70

time domain approach,
67-68

signal quality, 82-83

timing estimation, 49-66

packet detection, 49-57

sample clock tracking,
62-66

symbol timing, 57-62

syndromes, defined,
20-21

Synopsis Design Compiler,
281

system architecture
(MAC)

Basic Service Sets (BSSs),
219-220

Extended Service Sets

(ESSs), 221-222

system-on-chip (SoC), 279

T

tapped-delay line, 289

target Beacon transmis-
sion time (TBTT), 244

TDMA(timedivision

multiple access)
techniques, 26-27

temporaldiversity,
130-131



time domain algorithms,
68-70

time domain approach

channel estimation, 79-80

frequency approach com-
parison, 80-81

for frequency synchroniza-
tion, 67-68

timer synchronization

in Independent BSS,
244-245

in Infrastructure BSS, 244

joining a BSS, 245-246

scanning, 245-246

timer synchronization
function (TSF), defined,
243

timingerrors (jitters),
40-41

timing estimation, 49-66

packet detection, 49-57

double sliding window,
51-53

fundamentals, 49-50

HiperLAN/2 preambles,
56-57

preamble structure,

using for, 53-56

received signal energy
detection, 50-51

sample clock tracking,
62-66

basics, 62-64

sampling frequency
errors, 64-66

symbol timing, 57-62

in continuous transmis-

sion systems, 62

defined, 57-58

in multipath channels,
59-62

for WLANreceivers,
58-59

To DS subfields, 224

transceiver, OFDM (dia-
gram), 191

transmit diversity,
136-164

adaptive modulation,
158-164

channelinversion,
160-164

Jundamentals, 158-160

block space-time codes,
148-151

delay diversity, 139-140

fading channels

Rayleigh channels,
138-139

Rician channels,
137-138

layered space-time codes,
146-148

multidimensional space-
time codes, 151

spherical coding, 152

SSTC in OFDM frame-

work, 152-154

trellis space-time codes

trellis space-time codes,
140-146

distance/rank criterion,
142

equal eigenvalue crite-
rion, 142-143

Product determinant
criterion, 142

STC design criterion,
142-146

water-filling (multi-

antenna systems),
157-158

water-filling (single
antenna systems),
154-157

bit loading, 156-157

powerallocation,
155-156

Transmitter Address (TA)
subfields, 226

transmitters (IEEE

802.11a), 292-293

transport channels

(HiperLAN/2), 264-266,
271

Trellis Coded Modulation

(TCM), 107, 118, 162

trellis diagrams, 23-24

trellis space-time codes,
140-146

distance/rank criterion, 142

equal eigenvaluecriterion,
142-143
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A Theoretical and Practical Guide 
Orthogonal Frequency Division Multiplexing (OFDM)
is the physical layer specification for next generation
wireless LAN standards such as IEEE 802.1 1a,

HiperLAN/2, and Mobile Multimedia Access
Communication (MMAC). With the growing interest
in OFDM for high data rate wireless communications,
in particular wireless LANs, this book is intended for

e RF and system engineers who must learn the
basics of OFDM andthe requirements imposed
by OFDM modulation on RF systems

¢ Network engineers who are active in designing
OFDMwireless LANs and need to expand their
wireless communications knowledge

¢ Product developers who must thoroughly under-
stand the system design issues and requirements
associated with OFDM

e Engineers whoare interested in active research
topics for OFDM wireless LANs
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Research Center in Dallas, TX. He is active in the
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and generated six pending patents related to OFDM
wireless LANs. Dr. Terry is the vice-chair of the
[EEE 802.11 Task Group g andserves as a technical
reviewer for several conference and journal publica-
tions of the IEEE in wireless communications.-»

IN OFDM WIRELESS LANS: A

THEORETICAL AND PRACTICAL
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