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Chapter 7

Touch, Gesture, and Marking

This chapter investigates input to computer systems. Although
there has been much progress since the pioneering Sketchpad
system of the early 1960s (Sutherland, 1983 video), this is still an
area of human-computer interaction in which there is great
potential for further improvement.

Our discussion will focus on what we call haptic input. This
term haptic comes from a Greek word having to do with contact.
Hence, haptic input is input that involves physical contact
between the computer and the user. This contact may be via the
hands using a mouse, feet using a pedal, or even the tongue
using a special joystick.

There are also nonhaptic means of input. The main one,
speech, is covered separately in Chapter 8. Eye-tracking is
another possibility. Since it is still more of a future technology
than something that can be used today in mainstream applica-
tions, we shall merely refer the reader to Hutchinson et al. (1989),
Jacob (1991), Koons, Sparrell, and Thorisson (1993), and
Thorisson, Koons, and Bolt (1992 video).

We can't discuss haptic input without at least also mentioning
output. Every haptic input device also provides output through
the tactile or kinesthetic feedback it gives to users. The quality
and appropriateness of this “feel” may be very important in deter-
mining 2 device's effectiveness and acceptance. Some devices,
Such as certain joysticks, actually provide force feedback (Iwata,
19%0). Others, such as devices producing output in Braille, even
use the haptic channel solely for outpul.

What we are not going to do in this chapter is provide a com-
plet‘e catalogue of input devices and how they work. This infor-
Mation is available in sources such as Chapanis and Kinkade
2:17?' Seibel (1972), Sherr (1988), Greenstein and Amaut (193§).

Otasnak (1988). A condensed presentation can be found in
hapter § of Foley et al. (1990). The focus of our discussion will
O the human use rather than on the mechanics of the tech-
Y. We shall begin by looking at sample tasks by which
V'8¢ can be compared. We shall also present a axonomy of

ln .
fuf‘:[ that helps differentiate devices along dimensions meaning-
O the designer,

no|

movement Time Prediction in Human-Computer Interfaces

¢+ Movement o T narlomputer Interfaces . .. ... ... ... e . . 483
+ 1. Scott MacKenzie

: Chunking and Phrasing and the Design of Human-Computer Dialogues. . ...........c000un e . 494
. William Buxton

*

! stylus User Interfaces for Manipulating Text. . ............... ... 000 iieee....500
*  David Goldberg and Aaron Goodisman T

+ Tivoli: An Electronic Whiteboard for Informal Workgroup Meetings . ................... teeee.. 509
*  Elin Renby Pedersen, Kim McCall, Thomas P. Moran, and Frank G. Halasz

+ A Taxonomy of See-Through Tools. . . . . ., el e N eeateas et asesacanenebansanruseanes .. 517
. Eric Bier, Maureen C. Stone, Ken Fishkin, William Buxton, and Thomas Baudel

RELATING TASK AND TECHNOLOGY

Each input device has its own strengths and weaknesses, just as each
application has its own unique demands (Gaver, 1991). With the wide
range of available input devices, a problem confronting the designer
is 10 obtain a match between application and input technology. The
designer must recognize the relevant dimensions along which an
application’s demands can be characterized, and must know how
each technology being considered performs along those dimensions.
These topics are addressed below and in Buxton (1986a).

One way to try and understand these issues is to experiment
with a diverse set of representative tasks. Each task has its own
idiosyncratic demands. We can determine which properties are
relevant to a particular application, and then test the effectiveness
of various technologies in their performance. This allows us to
match technology to the application. Furthermore, the set of rep-
resentative lasks provides a reminder of what dimensions should
be considered in the selection process,

We shall now describe a basic set of generic tasks. Like any
such list, this one is not complete. It was chosen to reflect the
types of 2D tasks typically found in graphical user interfaces, such
as those illustrated in the excellent collection of widgets compiled
in Myers (1990 video). Text entry and 3D input are not empha-
sized. We leave it as an exercise for the reader to expand the list.

Pursuit Tracking

In this test, a target (a fly) moves over the screen under computer
control (Figure 7.1). The operator uses the control device to track
the fly’s motion. Feedback about the operator's performance is
given by a tracking symbol in the form of a fly swatter. The idea
is to see how many times the fly can be killed by positioning the
swaller over the fly and pushing a button device.

The main statistic in this test is how many times the fly can be
swatled in a given lime interval. A number of parameters should be
variable in order to develop an understanding of their influence on
task performance. One of these is the speed that the larget moves.
Another is the control:-display (C:D) ratio. The C:D ratio is the ratio
between the distance the controller must be moved in order o
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470 Touch, Gesture, and Marking

cause lhe'tracker (o move a given distance on the display. For
example, if the C:D ratio is 2:1, two centimeters of motion by the
controller result in only one centimeter of motion by the tracker.

w tracking.‘A mouving target (a fly) over the screen. The
tracking symbol is a fly swatter. When the swatter is over the Sy, the
user pushes a button device 1o swat the fly.

<

A high C:D ratio is useful for fine cursor positioning, and for
users who do not have well developed motor coordination (such
as the aged or physically disabled). A low C:D ratio permits one
to traverse the display with relatively little motion of the controller.

Notice that with devices that use the same surface for both con-

trol and display, such as touch screens and light pens, the C:D ratio
is almost always 1:1. Such devices therefore have a directness not
shared by most other technologies (Nelson, 1983 video; Minsky,
1985; Pickering, 1986; Potter, Shneiderman, and Weldon, 1988;
Potter, Berman, and Shneiderman, 1989; Plaisant and Shneiderman,
1991 video; Sears and Shneiderman, 1991; Shneiderman, 1991;
Plaisant and Wallace, 1992 video), which makes them particularly
appropriate for systems to be used by anyone who walks up to
them, such as information and museum kiosks.

With appropriate technology, the C:D ratio may be changed.
Sometimes this is done by the user, and in other cases it is
changed automatically. The C:D ratio also need not be linear. On
the Macintosh computer, for example, the C:D ratio varies, based
on the speed that the controller (the mouse) is moved. In effect,
the C:D ratio is governed by an “automatic transmission."

One other parameter to consider in this test is the button push that
is required to swat the fly. For example, can this be activated with the
same hand that is providing the spatial control? This may be difficult
if a trackball or a touch tablet (Buxton, Hill, and Rowley, 1985) isused.

Target Acquisition
In this task, the user must select each of a number of rectangles dis-
played on the screen (Figure 7.2). A rectangle is selected by position-
ing the tracking symbol over it and signaling the system with a button
event. Rectangles should be selected left to right, top to bottom,

SR LGOPNGRDOOONGIBS

Target acquisition. Select each rectangle in turn, left o right, p to
boitom. Notice how selection time is related to target size.
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The most interesting statistic is how long it takes to select the
full set of targets. One should also examine how target size affects
the speed of target acquisition. The smaller the target, the longer
it will take to acquire, because of the fine motor control required,
This is generalized as Filts’ Law (Fitts and Peterson, 1964), and
was first used to study HCI in Card, English, and Burr (1978) (see
also English, Engelbart, and Berman, 1967).

Fitts's Law states that the movement time, M7, to acquire a tar-
get with a continuous linear controller is fun_ction of the dis-
tance over the target size. More precisely, the time MT o move
the hand to a target of width W, which lies at distance Daway is

MT =a + b log, (D/W + 1)
where @ is a constant, and (according to Card, Moran, and
Newell, 1983, p. 241) b= 100{70~120] msec/bit.

The most current and thorough discussion of Fitts' Law is
MacKenzie (1992a). The reading by MacKenzie (1992b) summa-
rizes important points for the practitioner and presents examples
of how this law can be applied.

As in the pursuit-tracking task, issues such as C:D ratio and
what button device is used will affect performance. There are a
number of variations on this basic task. Each brings to light
important aspects of the input technology:

o Homing time: If an application involves frequently moving
between a text entry device (usually a QWERTY keyboard)
and a pointing device, this movement affects user perfor-
mance. This is the homing time discussed in the keystroke
model (Card, Moran, and Newell, 1980). To get a feeling
for the effect of homing time, have the user push a key on
the keyboard (the spacebar, for example), after each
square is selected. Also, using the same tablet, what is the
difference in performing this task between using a puck
and a stylus?

* Number of dimensions: Filts' Law deals with movement in one
dimension. Some studies have used it to predict and analyze
performance in higher dimensional tasks. The two main ques-
tions are, (a) What is the effective target width in two or more
dimensions? and (b) What is the effect of approach angle? The
former question can be understood by considering selecting a
word, which is graphically short in the vertical dimension but
wide horizontally. Should the width or height be used? The
second question has to do with whether or not we can move
more effectively horizontally or vertically. These are points dis-
cussed in MacKenzie (1992b), and more fully in MacKenzie
and Buxton (1992).

* Dragging and rubber-band lines: In this variation, an
object is dragged (or a rubber-band line is streiched) from

Square Lo square. As shown by MacKenzie, Sellen, and
Buxton (1991), dragging between targets is also a Fitts'
law 'Lask, and the act of maintaining the dragging state (by
holding down a button on the mouse, for example) can
n.egatively affect the acquisition of the target. In particular,
dxffercnl devices are affected to different degrees by state
mainienance. Hence, if dragging is an important part of the
m::action style, devices should also be evaluated in this
mode.

o Left bamjl v right band. 1t is interesting to see how devices
pcrfqrm in Fitts’ Law tasks when carried out using the left of
the right hand. Kabbash, MacKenzie, and Buxton (1993)
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found that the degradation in moving from the dominant 1o
pondominant hand varied across devices. The lesson is to be
sure that devices are evaluated in the context in which they

are to be used.

free-Hand Inking
Atempling [0 input 2 facsimile of your handwritten signature
laces yet another set of demands on the input technology. To
get 2 feeling for the degree to which various devices lend them-
selves to this type of task, present the user with a screen ruled
with lines of decreasing spacing. Have users sign their names
once in each space (Figure 7.3). Use a simple subjective evalua-
tion of the quality of signatures as a means of comparing devices.

*  Free-band inking. A device’s ability to capture a good fm

.
¢ your signature is a good measure of its effectiveness for inking and
drawing tasks. Comparisons should be made for different sizes.

'TEETEEEE R RS B R BN

The attributes of this handwriting exercise are relevant to sev-
eral other common tasks, such as those seen in drawing programs,
marking interfaces, and systems that utilize character recognition.

Tracing and Digitizing

Inapplications such as cartography, computer-aided design, andthe
graphic arts, it is important to be able to trace material previously
drawn on paper, or digitize points from a map. Relative devices such
2s mice and trackballs are almost useless in this regard. Absolute
devices such as tablets vary widely in how well they can perform
sucha task. Demands on resolution and linearity vary greatly across
applications. In cartography, for example, the accuracy of digitiza-
tion required is often far beyond what is needed t0 digitize a sketch.

Constrained Motion
]nsf)me applications it is important to be able
rapidly along a straight-line path. One exam
scrollbar mechanism of some systems. Another is where you wa nt
10 use the motion of a mouse in one dimension, say Y, 0 control
One parameter, without changing the value of another parameter
ing controlled by motion in the X dimension- Different devices
vary in the ease with which this can be done. X/Y thumbwheels,
for example, would outperform a mouse in this task if the motion
were along the primary axes.
ma:?s?;e"ample task of Figure 7.4, the trac
obiect gged along a linear path defined by two
Hog, .- 10 move along the path without crossing
is speed affected by the input device used an

to move the tracker
ple is in using the

king symbol is 2 ball
parallel lines. The
the parallel lines.
d the path width?

€ Similar results obtained if the path is vertical Of diagonal?
‘:‘:fialion_ of the previous example is [0 S
igur N specify a circular motion within a co
gUIe 7.5). This type of control is useful in

Obje
bj cts, for example, and is described in Evans,

ee how well the
nstrained region
manipulating 3D
Tanner, and Wein
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(1981). As in the previous example, different results will be
obtained from different devices. Results will also vary according
to C:D ratio and the width of the path.

Constrained linear motion. How quickly can the ball be moved

5 along the straight path withows crossing the lines?
»
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Constrained circular motion. How fast can the tracking symbol be
moved around the circular shaded path without crossing the borders?
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Three-Dimensional Input and Interaction
All of the tasks discussed thus far involve 2D control. As the
power of graphics displays increases, 3D interfaces are becoming
increasingly important to the user interface designer. Issues that
used to concern only computer graphics specialists are now rele-
vant to designers of general applications.

One consequence of this is that designers need to devise the
3D equivalents of the representative 2D tasks discussed in the
previous section (sce, for example, Myers and Zeller, 1990 video).
Another is that the designer must decide what devices to use in
supporting applications of higher dimensionality. At one extreme
does one need special devices such as those described in Brook.;
et al. (1983 video) and Brooks et al. (1990), or the instrumented
gloves of virtual reality systems (Zimmerman et al, 1987,
Zacharey, 1987 video; Weiner and Ganapathy, 1990 video)? Or
can one support 3D interaction using the same, relatively nonin-
trusive devices found in conventional 2D interfaces?

A number of important studies show that the latter is often pos-
sible. One of the more compelling examples is the Information
Visualizer described in Mackinlay, Card, and Robertson (1990),
Mackinlay, Robertson, and Card (1990), and Mackinlay, Card, and
Robertson (1990 video) and discussed more fully in Chapter 6.

Chen, Mountford, and Sellen (1988) is a good introduction to
the problem of controlling 3D worlds with 2D devices. It intro-
duces a novel new technique, the virtual 3D trackbali. 1t also con-
tains an excellent comparative evaluation of a number of tech-
niques, many of them deriving from earlier work by Evans, Tanner
and Wein (1981; see also Evans, Tanner, and Wein, 1981 video; ané
Shoemake, 1992, for a variation of the virtual 3D trackball)) '
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472 Touch, Gesture, and Marking

Other publications dealing with novel 3D input devices, inter-
action techniques, and experimental studies include Schmandt
(1983), Ware and Jessome (1988), Ware and Osborne (1990), Hill
and Hollan (1992 video), MacKenzie and Ware (1993), and Zhai,
Buxton, and Milgram (1994).

Finally, the reader should compare two different approaches to
a 3D drawing package. Gargoyle 3D (Bier and Pier, 1987 video;
Bier, 1989 video; Bier, 1990) and 3-Draw (Sachs, Stoop, and Roberts,
1989, 1990 video) are similar in that they use constraints and “snap-
ping” techniques, but they differ greatly in how input is handled.

A TAXONOMY OF INPUT DEVICES

The examples of the previous section highlight how different devices
lend themselves to different tasks. In this section, we develop a
categorization of input devices that is based on the properties that
cause these differences. OQur approach is shown in Figure 7.6.

The table uses a hierarchy of criteria to organize the devices.
It is limited, considering only continuous, manually operated
devices. Hence, the first two (implicit) organizational criteria are

e continuous versus discrete

« agent of control (hand, foot, voice, etc.)

Tasonomy o ingis devices. Continsous manual inpul devices are categorized. The first-order categorization s property sensed (rous)

The table is divided into a matrix whose primary partitioning
into rows and columns delimit

o what is being sensed (position, motion, or pressure)

o the number of dimensions being sensed (1, 2, or 3)

These primary partitions are delimited by solid lines. For exam-
ple, both the rotary and sliding potentiometers fall into the box
associated with one-dimensional position-sensitive devices (top
left-hand comer). These primary rows and columns are then fur-
ther subdivided by dotted lines into secondary regions that group

« devices that are operated using similar motor skills (subcolumns)

« devices that are operated by touch versus those that

require a mechanical intermediary between the hand and
the sensing mechanism (subrows)

Grouping by motor action can be seen in examining the two-
dimensional devices. Since they are in the same subcolumn,
Figure 7.6 implies that tablets and mice utilize similar types of
hand control and that this motor action is different from that used
by joysticks and trackballs, which appearina different subcolumn.

The use of different subrows to differentiate between devices
that are and are not touch-activated can be seen in comparing the
light pen and the touch screen. While each utilizes similar motor
control, the light pen requires the use of a stylus.

*  and number of dimensions (columns). Subrows distinguish between devices that bave a mechanical intermediary (such as a stylus)
Y between the band and the sensing mechanism (indicated by "M"), and thase which are touch sensitive (indicated by "T"). Subcolumns
| : dtsungwdsbdevicatbatuseconpamble motor control for their operation (Buxton, 1983).
* Number_of Dimensions
®
‘I 2 1 i ; . 3
.ll b 1 ] [ ]
H » 1 ]
h : g| Rotary | siiding | Tablet & Tablet a,: Light PenE wotome | b sovericd M
: % | Pot 1 Pot Puck '+ Stylus , Joystick aysliol
Yy Wk ------ I I i == L
® o ) | R
a o ] ]
- ] ] TO h 1 ]
. . . uch | Touch
: 1 Tablet
: E : : a : Screen : T
= ‘g 1 [l 2 1
® ] ] ) 1
. 2| | Continuous ! ' ' '?g;l:,:?ck
3 Treadmill] Mouse ' ' '
. %. | Retary Pols ! ' ' Trackball 8D Trackball M
% Ok =« « e o == e o == e eoes e b e oo I = @« = =« = e e e e - ol e -
. e = : ' ' A T
: . Ferinstat ; X :
: 1 1 ' ' X/Y Pad T
& 1 1 2 [}
: o ! ' ] -
]
S a 'é::;l;er " X ' \ Isometric
2 0 ' ' ' v Joystick T
M e ] ] 2 ]
: L ] ] ' ]
P [] ] [] 1
»
E rotary linear puck stylus  stylus small small
: flnqer finger fixed fixed with
4 horiz. vertical location  twist
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Thus we see that the table models the structure that exists in
the domain of input devices. It helps in finding appropriate
equivalencies, which is useful in dealing with issues of device
independence (to be discussed below). It also helps us relate
devices to one another. For example, a tablet is to a mouse what
ajoystick is toa trackball.

Furthermore, if the taxonomy can suggest new transducers in
a manner analogous to the way the periodic table of Mendelev
has predicted new elements, then we can have even more confi-
dence in it. We make this claim and cite the “torque sensing” one-
dimensional pressure-sensitive transducer as an example. To our
knowledge, no such device exists commercially. Nevertheless it is
a potentially useful device, an approximation of which has been
demonstrated by Herot and Weinzapfel (1978).

Three novel input devices demonstrated on video are the bicycle
as workstation (Roberts, 1989 video), the pointing stick (Rutledge
and Selker, 1990 video), and the cue ball (Theil, 1991 video).

Generality and Extensibility

Choosing the input technologies to be used with a workstation
often involves a trade-off between two conflicting demands.
Every task has specialized needs that can be best addressed by a
specialized technology, yet each workstation is used for multiple
tasks. Supplying the optimum device for each task is generally
impossible, so a trade-off must be made.

Devices must be chosen to give the best coverage of the
demands of the range of tasks. An important criterion in compar-
ing devices, therefore, is how broad their coverage is. Stated dif-
ferently, how many squares in Figure 7.6 can a particular device
be used to fill? For example, graphics tablets can emulate many
other transducers (Evans, Tanner, and Wein, 1981). The tablet is
what could be called an extensible device. This property of exten-
sibility is an important but seldom considered criterion that
should be used in device selection.

Relative versus Absolute Controllers

Another important characteristic of input devices is whether they sense
absolute or relative values. This has a very strong effect on the nature
of the dialogues that the system can support with any degree of flu-
ency. As we have seen, 2 mouse cannot be used to digitize map C00r-
or trace a drawing because it does not sense absolute position.
An example taken from process control, the zulling problem, occurs
When absolyte transducers are used in designs where one controller
must be used for different tasks at different times (Buxton, 1986a).

What Qur Taxonomy Doesn’t Show

Perhaps the main weakness of the taxonomy presented above is
Lit considers only the continuous aspect of devices. As the
"mple tasks discussed earlier in this chapter illustrated, other fac-
% Such as the integration of button devices with continuous
‘ontrollers, has 2 strong impact on a device’s performance. An
:Xample is the case of trying to “pick up” and drag an object with
ianUse (Where the button is integrated) compared 1 Perform—
hogld € $ame transaction using a trackball (where it 1S difficult to
n down the button, which is not integrated, with the same
Lis controlling the dragging motion). _

Buxy 4PProach to capturing this aspect of devices 15 found in
on (1990a). A three-state model is developed that can be
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used to characterize both input devices and tasks. By providing 2
common vocabulary to describe both, 2 means of arriving at an
appropriate match between the two is provided.

The reader is also referred to Foley, Wallace, and Chan (1984), an
important early approach to characterizing input; Card, Mackinlay,
and Robertson (1990, 1991), an excellent taxonomy of input devices
that extends the model developed above; and Lipscomb and Pique
(1993), a complementary means of categorizing input devices.

CHUNKING AND PHRASING

Much of the rest of this chapter deals with alternative ways of
articulating commands to the computer. The reading by Buxton
(1986b) is intended to lay a theoretical foundation for this. The
main thesis of the paper is that human-machine dialogues can
benefit by appropriate phrasing similar to that used in written and
spoken language, and in music.

Phrasing not only groups together things that are associated in
meaning or purpose, but also makes clear points of closure, that
is, points at which one can be interrupted, or take a break. Most
human-machine dialogues are compound, for example, selecting
and positioning, positioning and scaling, navigating and selecting
(Buxton, 1982; Buxton, 1984 video). The structure that emerges
from appropriate phrasing can accelerate the process whereby
novice computer users “chunk” together concepts, thereby build-
ing cognitive skill. Relevant to this issue is Mantei (1990 video), a
delightful and thought-provoking collection of short clips docu-
menting a variety of mouse use behaviors.

The reading discusses the nature of skill acquisition and the
use of phrasing in its acquisition. In so doing, it lays the founda-
tion for how some of the literature on cognitive modeling can be
extended to apply to the pragmatic and device levels of the inter-
face. Finally, it prepares the reader for the sections that follow—
those that deal with marking, gesture, and two-handed input.

Modes and Mode Errors

As originally defined by Norman (1981), a mode erroris the mis-
classification of a situation resulting in actions that are inappro-
priate for the true situation. Whenever a particular action has dif-
ferent consequences depending upon the state of the system,
mode errors may occur. The classic example of this is in text edi-
tors with command-line interfaces. Here, for example, typing the
word “add” may be interpreted as a command, indicating that
you are about (o add tex, or as just another word that you want
to enter into the document.

Reducing mode errors is one of the main attractions of direct
manipulation interfaces (Tesler, 1981). Yet mode errors still occur.
The best way to prevent them is to provide continuous and mean-
ingful feedback to the user. For example, pressure and movement
feedback has been shown to be effective in reducing mode errors
(Sellen, Kurtenbach, and Buxton, 1992).

MARKING

There is increasing interest in a style of interaction that has been
variously called “paperlike,” “pencentric,” “pen based,” “character
recognition,” or “gesture driven.” Yet many of these are not like
paper, and many do not use a pen. What all have in common s
that the user’s input is in the form of a stream of X,y coordinates
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474 Touch, Gesture, and Marking

that could be called digital ink Hence, we will refer to these as
marking interfaces, applications, or systems,

One of the main claims made for such systems is thal they are
more natural and easier to use. In many ways, we agree. Our dis-
cussion on chunking and phrasing emphasizes their potential,
However, it is important to realize that knowing how lo use a pen
15 no more a ticket 10 mastering marking systems than knowing
how to type 1s a ticket lo mastering Unix or MS-DOS, Most marking
systems are extremely difficult to learn and are very prone to mode
ervors. This is true even of the best of the currently available sys-
tems, such as Carr (1991) and Carr and Shafer (1991). A good dis-
cussion of problems with marking interfaces is Briggs et al. (1993).

Who Does the Recognition?

Recognition lies at the heart of marking systems, whether they
deal with block characters, cursive script, proofreader’s symbols,
or other annotations. Computer recognition is far from perfect,
even when user’s have training and are careful. This is not likely
to change in the near future. In many ways, computer recognition
isa “black hole” that has diverted energy and attention away from
other aspects of marking-based systems that in the long run may
be far more important than recognition.

This is because there are many benefits of electronic docu-
ments that do not require the computer to recognize their con-
tents—particularly when marking-based systems are used in
computer-mediated human-human interaction (see Chapter 11),
rather than just in human-computer interaction.

We should therefore pay more attention to applications where
recognition of the marks is done by a human rather than by a com-
puter. As with notebook applications, this may be where the “recog-
nizer” is also the author, or annotation systems, where the marked-up
document is read by someone else. The markings might be recog-
nized as they are written, as with electronic whiteboards (Elrod et al.,
1992), or at a later time, as in fax or e-mail type applications.

The Freestyle system discussed in Case C (Levine and Ehrlich,
1991, included as a reading; Wang Laboratories, 1989 video) is a
good example of how computer recognition can be sidestepped.
Electronic mail and voice mail are integrated with markings to
provide a creative system for annotaling electronic documents,

While both Hardock, Kurtenbach, and Buxton (1993) and the
reading by Goldberg and Goodisman (1991) show how Preestyle-
like systems can be augmented with recognition, we want to
emphasize that the application does not depend on it.

What Is Recognlzed?

If the computer does do mark recognition, this typically means
character or script recognition, An early system is shown in Ward
(1985 video). Good discussions of this topic can be found in
Pittman (1991), Plamondon, Suen, and Simner (1989), and Suen
(1?90), The reading by Goldberg and Goodisman (1991) gives a
brief introduction to character recognition, and a detailed analy-
sis of how to handle recognition errors,

' Recognizing characters and script is typically expensive both
in 'tc.rms of computational effort and the user’s investment in
trammg 'the System. Powerful applications can result when the
recognition focuses on higher-level marks such as proofreader
symbols.' Such marks are frequently easier to recognize and can
be user-independent. This is illustrated in the Tivolj clectronic

%

whiteboard application presented in the reading by Pedersen et
al. (1993). Apte, Vo, and Kimura (1993) show how recognition
can be applied to geometric shapes.

User-definable graphical marks have also been demonstrated
by some researchers (Rubine, 1991; Wolf, Rhyne and Ellozy, 1989,

1989 video).

Self-Revelation and Marking Menus

A "paperlike” interface has the potential to be almost indistin-
guishable from Unix or MS-DOS. Just consider the similarity
between a blank piece of paper and a screen that is blank other
than for a “%" or “A>" prompt.

Without some help, the user has no means of knowing what
state the system is in, or what options are available. So marking-
based systems often assume a form-filling style (see the intro-
duction to Part III), or a style similar to classical GUIs. Yet such
interface styles may not be appropriate. Consider, for example,
applications for very small displays, such as personal digital assis-
tants (PDAs), where screen real estate is not available.

Recently, another design option has been developed, that of
marking menus (Kurtenbach and Buxton, 1991, 1991b, 1993, 1994),
Marking menus are an extension of “pie menus” (Callahan et al,,
1988). The novice user presses down on a stylus and waits for a
short interval of time (approximately 1/2 second). A pie menu of the
available commands then appears directly under the cursor (Figure
7.7a). The user may then select a command from the pie menu by
keeping the stylus tip depressed and making a stroke through the
desired sector or slice of the pie. The slice is highlighted and the
selection is confirmed when the pressure on the stylus is released.

The other option is to “mark ahead” by making the mark without
waiting for the pie menu to pop up (Figure 7.7b). The physical move-
ment involved in selecting a command is identical to the physical
movement required to make the mark corresponding to that command.
For example, a command that requires movement up and to the right
for pie menu selection requires marking up and to the right in order to
invoke that command, The concept is similar to that of accelerator keys
in many of today’s applications. A user is reminded of the keystrokes
associated with particular menu items every time a menu is displayed
since the name of the corresponding keys may appear next to the
commands. With marking menus, the user is not only reminded, but
actually rehearses the physical movement involved in making the mark
every time a selection from the menu is made, We believe that this fur-
ther enhances the association between mark and command.

Marking menus. The transition from novice to expent reflected in
two ways of invoking commands (Kurtenbach and Buxion, 1991b).

(@) Prompted selection (b) Marking aheau
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menu selection. Users almost always wait for the pop-up menu and
mmﬂmdahtdsemrwmmeyﬁmmmeram
er. Yel Waiting for the menu takes time. Thus, s users begin 1o
pemorize the layout (as they become expert), they begin to mark
shesd to invoke the commands. We have also observed an inzer-
mediste stage where users may begin 0 make a mark, and then
wait for the menu 1o pop-up in order (o verify their choice of action.

Why not jusl use pie menus rather than marks? Marks are
faster after one has memorized the layout of the menu. Even # 2
user did not have to pause to signal for the menu 10 be popped
up, one would still have to wait for the menu 10 be displayed
before making a selection. In many systems, displaying the memu
can be annoyingly slow and visually disturbing. There is znecdo-
ul evidence that expert users avoid these problems by “mousing
ahead” in pie menu systems (Hopkins, 1991).

One disadvantage of this technique is that “reselection” is not
possible using marks, in other words, one lacks the ability to change
the item being selected before actually executing an item. For exam-

ple, one can pop-up the menu and highlight a series of items before
releasing the mouse button while on the desired item. Typically this
behavior is exhibited by novices who are unfamiliar with the memu
iems. However, once familiar with a2 menu, users rarely use rese-
lection. Hence an expert using marks has little need for reselection.
Working Within the Marking ldiom
In music, composers choose instruments that best match their
musical ideas, and then write in the appropriate wiom Problems
with current marking interfaces are sometimes caused by design-
ers not adequately conceptualizing the idiom of marking systems.

Let us assume, for example, that character and cursive script
recognition were 100% accurate. The systems might still not be suc-
cessful. Even cursive writing is much slower than three-fingered
typing. Why then write? Reasons include the ability to do free-form
layout, inchude sketches, and incorporate graphical aspects of text
layout. For example, it is faster to write “2% # 22° than (0 fype it on
a keyboard: Yet virtually none of the properties of these bmeﬁs
ar capuured by current recognizers, which force the user 0 wnie
rectilinear text, more often than not in little bounding boxes.

If one merely needs to enter linear text and a keyboard is not
available, it is faster to enter text with a stylus on a graphical key-

than it is to print it or to write it cursively. The text thus
entered will be more accurate and more legible than that which
S wiitten. (For example, there will be no more confusion
between the letter O and the digit 0) ‘

A graphical keyboard may not be appropriate or desirable. Ona

10p computes, for example, it would not fit unless the keys
Were inordinately small. If one is to enter [ext using marks, yet is
“oacemed with speed, then an alternative is to use While
izing tracitional shorthand has been investigated (Leedham &
at 1984), it is technically problematic. There are relaively few pec-
P'¢ Who hiave the skill, and the skill is not easy [0 acquire. In some
applmom, however, the designer can invent an effecive sjm
sho, Motation that does not have these disadvantages. The pnsc
"0 ilysirated in Buxton (1986b) is one such example. A more
g‘aﬂy applicable example s the Unistrokes shorthand Geveloped
dberg and Richardson (1993, 1993 video).
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The Unistrokes alphabet is shown in Figure 7.8. 12 keepiig
with the name, each character is represented Dy 2 single SUOLE
mark. The 2lphabet mus: be leamed, but this only kes 2001 22
hour, aided by the use of mnemonics (Figure 7.9)-

|
.

s The Unisrokes alobabe
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Unistrokes are interesting for at least two reasons beyond the
potential for faster input. Since each character is fully specified by
a single stroke, there is no segmentation problem. That is, the sys-
tem need not inves! any energy irying to figure out which strt;ke
belongs to which character. Hence there is no need 10 pant char-
acters within the confines of bounding boxes Charzcters can
even be recognized when the Unistrokes are written one on top
of the other. This would be useful in entering Gata inio 2 wrist.
watch computer by writing on 2 touch-sensitive watch face,
which may be superior 10 using the microkevboards now on
some wristwzlches.

Second, because of the lack of segmenration problems, one
need not look at the “page,” or display, when writing L'niss_r'okm
so “heads up” writing is possible. Unlike paper and pen tech-
nologies, one can visually attend to the whitebaard in 2 lecture
or a document which one is transcribing, and sill take iegxble
notes. So we obtain one of the key benefiis of touchtyping in z
marking interface.

Another aspect of the idiom is thar, unlike ds

rect ipula-
tion GUISs, it is natural for marking systems 19 nampula
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audu tratl of the user's actions, as shown In Hardock
Kurtenbach, and Buxton (1993), In thelr MATH system, unm:
mark annotations on electronic documents and then return them
(o the author. The author sees two views of (he document; one
with the annotated original text, the other with the madified, or
edited text (Figure 7.10). h

MATE in tncorporation mode, In ncorporation mode, a user can
view ihe annotated documant and seloct which an nolations to
ncorporate, Annotations (seon tn the loft window) that hava been
“executed” appear as thin lines (.8, “ed”). Annolatons that hae
not been executed appear as thick lines. Annotations are color
coded based on who mada them. Annotations that ropresent com-
mands can be exoculed by solocting them with the stylus,
Annotations that have been executod can bo “undona” by resolect-
ing them. Tha document's current state appears in tha right window.
The user can navigale (scroll) indopendenily or concurrantly in
each window (Hardock, Kurtenbach, and Buxion, 1993).

ANNOTATION ViEw

This is a aample ment
annotations mark gn It No
annotations coll o ing

commands

LOIT View

This is & sample document with sevr o
annctalons merhed on i Nole hal some
apand 10 wditing

Wheteas otheis are more geneal comments
Whateas others are more geners °

comments 8 t«

¥REFFEIAIT RSNV LRTRASGINBIOSVROSOIPUSRDLASRTDSD

Unlike Freestyle, the annotations can be invoked by the author
to effect the indicated change. This is done by a point/sclect opera-
tion on the annotation. When invoked, the annotation remains visi-
ble, but “grayed out” so as to be distinguished from annotations that
have not yet been acted upon. These grayed out marks represent the
audit trail of actions taken. The benefit comes when one wants (o
undo an action, This is effected simply by resclecting a grayed-out
mark. This differs from conventional dircct manipulation systems in
that it largely doesn’t matter when the undone command was origi-
nally invoked. Since all past operations are visible (as grayed-out
marks), one has an effective undo capability without needing (o be
too concerned about the order in which things were done.

Finally, one of the most important aspects of the marking
idiom is the figure/ground relationship that exists between
computer-printed vs, human-printed text, Even from a distance, it
is absolutely clcar which marks were made from the compuler
and which by hand. This property makes marking very powerful
in annolation applications,

Situated Design
Even if character and cursive script recognition were perfect, this
would not solve the problems of marking systems, No matier how
good the recognition, it is still usually fasier to find an address in
your address book than In your personal digilal assistant (PDA).
The same is true for checking appointments in a calendar, looking
up a word in the dictionary, or starting to take notes In a meeting,
When we specify systems, performance of the display, bus,
and disk drive are rigorously defined. It is strange that we do not
do the same in specifying applications, As an exercise, lake any of

the transactions described above (and others for which PDAs are
used) and time them with a slopwalch, The times obtained lfrom
the status quo paper and pen condition should set the mintmum
specification for the electronic version, or there had better he a
very good reason why not, 1t s not enough to have the “best® ¢ql.
endar program on the market. It must also be there when | need
Itand where | need it, and be superior 10 existing lechnologies,
Designers must, therefore, pay more attention to the context in
which tools are (o be used and the constrainis these contexts imply,

Summary
Marking interfaces have great potential. Por this potential to be real-
ized, we have 1o abandon the preoccupation with character and
script recognition, and also pay attention to other important issues,

The weaknesses of current systems is largely due to a lack of
user-centered design, We have already shown examples where
use and context should help define performance specifications,
‘Too much design is still carried out without real user involvement
and user testing (see Chapter 2). A notable exception is the work
by Wolf and her colleagues (Wolf, 1986, 1988, 1992; Wolf and
Morrel-Samucls, 1987),

A good way to monitor recent developments in mark-based
computing is to subscribe to the bimonthly newsletter Pen-Based
Computing (1995).

GESTURES

Many people use the term “gesture” (o refer to marking interfaces,
While every mark is based on a gesture, it is the resulting mark and
not the gesture that is used as input to the system. There is a dis-
tinct class of system in that it is truly the gesture itselfl which is rec-
ognized. Typically, such systems leave no marks and produce more
dimensions of input than the x,y point stream of marking input,

One common way 10 capture manual gestures, particularly in
virtual reality applications (Chapter 14), is using the instrumented
glove mentioned above, Fels and Hinton (1990) describe a novel
alternative, a protolype neural network system called Glovetalk,
which recognizes manual sign language as input and produces
continuous speech as output,

One of the pioncers in gesture-based input is Myron Krueger
(1991, 1985 video, 1988 video). What is novel about his work is
that it does not require any intrusive technology such as gloves.
The input is acquired by the system via a video camera. By cou-
pling the video signal with real-time image processing, the com-
puter is able to "see” and recognize the manual gestures.

Gesture is even more powerful when combined with other
modalitics, such as direct manipulation (Rubine, 1992 video), and
especially voice (Boll, 1984; Schmandt et al, 1984 video;
Thorisson, Koons, and Bolt, 1992 video; Koons, Sparrell, and
Thorisson, 1993; Koons and Sparrell, 1994 video). This is a topic
that we explore further in Chapter 9.

Gestures In Collaborative Work
Compuler-supported collaborative work (Chapter 11) is an area
that puts special demands on input. Effective meetings require
rapld and Muid interaction (Wolf et al., 1991; Elrod et al,, 1992).
In meetings where people are al different sites, however, the
remote  awareness  problem  arises.  Consider distributed
audio/graphic conferencing using shared view software such as the

e
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| system discussed in the reading by Pedersen et al. (1993). If
ple at the remote site want to point or indicate something,
.+ only means is via a remote cursor, or telepointer. What this
i« reduce their gestural vocabulary to little more than that of
il Although a great improvement over no pointing and ges-
ing, i falls short of what one can do in face-to-face meetings,
w What is missing is the superimposition of the hands’ and arms
res over the work surface. This shortcoming has been
. in innovative papers by Tang and Minneman (19912,
1991b). What they do is capture the image of the hands over the
work surface and transmit it to the remote site, where it appears
a5 a shadow. Hence far richer gestural interaction is possible.
Further advances in enriching machine-mediated gestural com-
munications may be seen in the elegant work of Hiroshi Ishii
described in Chapter 11 (see Ishii, Kobayashi, and Arita, 1994;
Ishii, Arita, and Kobayashi, 1992 video). What remains is to add
Krueger's recognition capabilities to these approaches.

TWO-HANDED INPUT

Consider how people use their hands in performing tasks in the
everyday world, such as painting, threading a needle, taking
notes, opening a book, and driving a car. Each is an example of
people’s ability to coordinate the action of their two hands. Each
contrasts with how the two hands are typically used today in
interacting with computers.

Both hands are certainly used in typing, but this is a single
task made up of discrete events. We also see two-handed usage
in activating function and/or accelerator keys with one hand,
while pointing with a2 mouse with the other. In this case, the but-
ton pushes are discrete and the pointing continuous. The class of
interaction rarely seen in interacting with computers, and illus-
trated by the real-world examples given above, has both hands
performing continuous tasks in concert. Incorporating such asym-
metrical bimanual action can greatly improve the quality of
direct manipulation interaction.

Guiard (1987) claims that bimanual asymmelric actions in the
everyday world can be characterized by three properties:

* The nondominant band determines the frame of action of

the dominant band. Two examples are holding a nail that

is to be hammered, and holding a needle that is to be
threaded.

* Te sequence of action is nondominant hand, then
dominany. This is seen in the nail and the needle examples,
4s well as that of a painter moving his or her paleetoa
convenient location, then dipping his or her brush into the
desired painy pot.

* The action, of the nondominant is coarse relative o the fine
action of the dominant band. This is seen in the example
of the painters palette. The positioning of the palette is
"otas demanding as the accuracy required in dipping the

Prich nto the appropriate paint pot.

1 e 4 o design our user interfaces to exploit everyday
an ﬁe these three characteristics suggest how lhfz two hands
Where :se dL lfuxmn (1990b) works through a MacPaint example,
of the "€ is "painting" and wants to continue to paint on a part
Page” that is not visible in the window. It contrasts the

77
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g using WO
complexity of scrolling the page and resuming painting using

techniques: the standard “hand” dragging tool, versus usmgsa
trackball in the nondominant hand. The former mkf:s elgh_[ st'ez).
the latter, one. The former interrupts the flow of action (pauntmla .
In the latter, as in the physical world, one does not have 10 1ay
the “paint brush” down in order to reposition the paper. p

The ideas underlying the previous example were tested ol:
mally in an experiment by Buxton and Myers (1986). Peopks
spontaneously used two hands in performing ComPOU_“d task
when there was a good match between task and action. Thl;
study refutes the often heard complaint about twq-haﬂde
action—"It is difficult to rub your stomach while tapping your
head.” Although there are cases where two-handed action 1s very
difficult and requires a high degree of skill, there are many
bimanual tasks in which users are already skilled. Buxton and
Myers demonstrated that these skills could be applied in per-
forming compound tasks, such as positioning and scaling, and
navigation and selection.

More recently, Bier et al. (1993) have developed a new Fwo-
handed paradigm of interaction that is consistent with Guiard.
The paradigm is called the see-through interface, and it uses
two new classes of widgets called tool glass and magic lenses.
It is best thought of as a 2 12 D interface that functions on three
planes:

o The desktop on which icons sit. This is consistent with con-
ventional GUIs.

*The cursorthat floats above the desktop and its icons. This
is typically manipulated by the dominant hand, with a
device such as a mouse. This is consistent with conven-
tional GUIs.

* The magic lens and toolglass sheets, which lie between
the cursor and the desktop. These sheets are much like
the plastic protractors and rulers that one gets with draft-
ing sets: you can see the tool and the markings on it, but
also see what is on the “paper” below them. The magic
lens and toolglass sheets are repositioned using the non-

dominant hand, using a trackball or small touch tablet
for example. l

The relationship among these three levels is illustrated in
Figure 7.11. The example shows a toolglass sheet with three
click-through bultons on it. Each represents a different texture
that might be assigned to the icon on the desktop. A particular
texture is assigned by aligning the cursor and the desired tool-

glass button over the icon (as represented by the vertical brok,
line in the figure) and clicking the mouse button. e

Magic lenses are also manipulated usin
: g the nondom;j
hand. They are visualization widgets that ¢ ominant

an
analogous to magnifying glasses with a diversebrea:;zufp LOf. .
properties. For example, they enable one 1o highlight v plical
provide X-ray views of scenes, or filter out all o ertices,
those of a particular color, Jects except
Bier et al. (1993), Stone, Fishkin i :
(1994), which is included as a re:;d?:;' i‘:(ri (113?94), Bier et a,
video) provide an expanded view of the design ser et al. (1994
Buxton, and Sellen (1994) presents an exPerimen‘:?}C\e' Kabbash,
the usability and utility of 100lglass widgets, at illustrateg

Scanned by CamScanner



478 Touch, Gesture, and Marking

4 Vi 8 By SRR eN
Click-through buttons. Three click-through buttons are shown on a
sheet of toolglass. Each button represents a different texture with
which icons can be coloured. The button with the desired texture is
aligned with the cursor over the icon. Clicking “through” the button
over the icon causes it to acquire that button's texture.

/ Cursor
(right hand)

Toolglass
(left hand)

Iconon
"desktop”

it * 22 0 4V R HS YRGS QRBIEDPOTRESTIIONRIEN

Asymmetric bimanual input will be supported by future GUIs.
It is perhaps the best way to improve both the “directness” and the
“manipulation” of so-called direct manipulation interfaces.
However, two hands is not always better than one. Opportunites
for bad design are everywhere, and this includes two-handed inter-
faces. Using two cursors, one for each hand, for example, should
be avoided, as is shown in Kabbash, Buxton, and Sellen (1994) and
in Dillon, Edey, and Tombaugh (1990). As with any interaction
technique, we need appropriate human-centered design.

REALIZING INPUT’'S FULL
POTENTIAL

Unfortunately, we are hard-pressed to use the haptic channel to
its full potential. We need more experience before this situation
can be altered. In many cases this experience is hard to obtain.
If, for example, we want 1o compare two devices systemalically,
we will very often find that they are incompatible physically, elec-
tronically, or logically. Hence, what should be a simple compari-
son turns into a logistical nightmare.

Yet things are slarting to improve, because of the introduction
of the Apple Desktop Bus (ADB). This is a standard bus for con-
necting input devices that was introduced by Apple (but available
on some other computers, such as from Silicon Graphics). Because
of its design, one can easily switch from one input device to
another, thereby enabling one to study their respective properties.

The ease with which devices can be exchanged in an interface
should be a prime consideration when choosing a platform for
studying HCI.

Transparent Access and the

Physically Disabled

For most users, the problems of connecting different input devices
10 a system, as outlined in the previous section, are an annoyance.
However, for users with physical disabilities, these problems can
determine whether or not they are able to use a computer at all,
and thus can have a major impact on their quality of life. To put
it in extreme terms, our discussion of two-handed input assumes
that users have the use of two hands. Clearly, designs have to

accommodate the special needs of those who do not,

For most common input devices there exist special-purpose
transducers that permit people with different physical disabilitjes
to supply comparable signals. A mouse may be replaced by a
tongue-activated joystick, or a button replaced by a blow-syck
tube. It is reasonable to expect disabled persons to acquire such
special-purpose devices. However, it is economically unreason.
able and socially unacceptable to expect them to be dependen
upon custom applications in order lo interact with their systems,

What is required is transparent access o standard applica-
tions. That is, existing applications should be able to be used by
simply plugging in the specialized replacement transducer. The
difficulties in providing transparent access are exactly the same
difficulties that we encountered above where we wanted (o
replace one input device with another for comparative purposes.
In recognizing that this is a problem “handicapping” all of us, per-
haps the achievement of generalized transparent access will
become a greater priority than it has been up to now. These and
related issues are raised in more detail in Chapter 10.

Device Independence and Virtual
Devices
Recently there have been some efforts to overcome some of the
problems that stand in the way of transparent access through
development of the concept of device-independent graphics.

Just as machine-independent compilers facilitated porting code
from one computer.to another, device-independent programming
constructs have been developed for input-output. With input, the
principle idea is that all devices more or less reduce to a small
number of generic vintual devices. For example, an application can
be wrilten in a device-independent way such that it nced not
know if the source of text input is via a keyboard or a speech-
recognition system. All the application need know is that text is
being inputted. Similarly, the application need not know what spe-
cific device is providing location information (in pointing, for
example). All that it need know is what the current location is.

This idea of device independence has been discussed by
Foley and Wallace (1974), Wallace (1976), Newman (1968), and
Rosenthal et al. (1982). It was refined and integrated into the stan-
dardized graphics syslems (GSPC, 1977, 1979; 150, 1983).

Within the Graphical Kernel System (GKS) standard (150,
1983), the virtual devices are defined in terms of the values that
they rewrn to the application program. The virtual devices for
input in GKS are

*locator: a pair of real values giving the coordinate of a

point in world coordinates

e stroke: a sequence of x/y coordinates in world coordinates

¢ valuator: a single real number

« pick: the name of a segment

e string: a string of characters

» choice: an integer defining one of a set of alternatives

For the designer of user interfaces, the main advantage of

device-independent graphics has been that one can experiment
with different devices without usually having to modify the _:IPP“'
cations code. All that needs to be changed (from the soll\\’ﬂ'f'
perspective) is the aclual device driver. The application doesn'

. . . ; o heeause Lthe
care what driver is being used for a particular device because thy

g
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sandard is defined in terms of the calling protocol and the num-
ber and type of parameters returned.

Device-independent graphics has aided us in rapidly prototyp-
ing ser interfaces (Chapter 2), yet it has also led to problems
hecause some practitioners have confused technical interchange-
ahility with functional interchangeability. Just because 1 can substi-
wte a trackball for a mouse does not mean that the resulting user
interface will still be satisfactory. As we have seen, devices have
iosyncratic properties that make them well suited for some tasks,
and not for others (to consider this issue in terms of text input, for
example, see Seibel, 1962; Conrad and Longman, 1965; Devoe,
1967: Klemmer, 1971; Kroemer, 1972, Owen, 1978; Rochester,
Bequaert, and Sharp, 1978; Montgomery, 1982; Norman and Fisher,
1982; Noyes, 1983; Darragh, Witten, and James, 1990; and Matias,
MacKenzie, and Buxton, 1993). Further discussion of problems with
the concept of device independence appears in Baecker (1980).

CONCLUSION

Although the difficulties of physically and logically interfacing input
devices to applications have impeded development, these logistical
problems are diminishing. Perhaps more significant is that many
people think about input only at the device level, as a means of
obaining improved time-motion efficiency through use of the sen-
sorimotor system. The reading (Buxton, 1986b) makes clear that this
is a big mistake. Effectively structuring the pragmatics of input can
also have a significant impact on the cognitive level of the interface.
This chapter has been directed towards exploiting that potential.
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