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Abstract—A scalable extension to the H.264/AVC video coding
standard has been developed within the Joint Video Team (JVT), a
joint organization of the ITU-T Video Coding Group (VCEG)and
the ISO/IEC Moving Picture Experts Group (MPEG). The exten-
sion allows multiple resolutions of an image sequence to be con-
tained in a single bit stream. In this paper, we introduce the spa-
tially scalable extension within the resulting Scalable Video Coding
standard. The high-level design is described and individual coding
tools are explained. Additionally, encoder issues are identified. Fi-
nally, the performance of the design is reported.

Index Terms—H.264/AVC, Scalable Video Coding (SVC), spatial
scalability.

I. INTRODUCTION

ITH the expectation that future applications will sup-Wao: a diverse range of display resolutions and trans-
mission channel capacities, the Joint Video Team (JVT) has
developed a scalable extension [1], [2] to the state-of-the-art
H.264/AVC video coding standard [3]-[6]. This extension is
commonly known as Scalable Video Coding (SVC)andit pro-
vides support for multiple display resolutions within a single
compressed bit stream (or in hierarchically related bit streams),
whichis referred to here as spatial scalability. Additionally, the
SVC extensions support combinations of temporal scalability
(frame rate enhancement) and quality scalability (fidelity en-
hancementfor pictures of the same resolution) with the spatial
scalability feature [2]. This is achieved while balancing both de-
coder complexity and coding efficiency.

Theresolution diversity of current display devices motivates
the need for spatial scalability. Specifically, larger format, high
definition displays are becoming common in consumerapplica-
tions, with displays containing over two million pixels readily
available. By contrast, lower resolution displays with between
ten thousand and one hundred thousand pixels are also popular
in applications constrained by size, power and weight. Unfortu-
nately, transmitting a single representation of a video sequence
to the range of display resolutions available in the market is im-
practical. For example,it is rarely justifiable to design a device
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with low display resolution with the capacity for decoding and
down-sampling high-resolution video material. Such a require-
mentcould increase the cost and power ofthe device to the point
ofexceeding the very constraints that determined its display res-
olution. In addition, sending the high-resolution details that are
ultimately not shown on the display for such a device is a waste
ofits receiving channelbitrate.

Diverse, limited, and time-varying channel capacity provides
a second motivation for spatial scalability. Here, the concern is
that channel capacity may preclude the reliable transmission of
high-resolution video to specific devices or at specific time in-
stances. Spatial scalability allows for the rapid bit rate adapta-
tion that can be a necessity in such scenarios. Thisbit rate adap-
tation is achieved without transcoding operations or feedback to
a complex real-time encoding process, both of which can intro-
duce unacceptable complexity and delay.

The purposeofthis paperis to discuss key concepts of spa-
tial scalability within the SVC extension. This project is the
fourth in a historical series of efforts to standardize spatially
SVC schemes (after prior efforts in MPEG-2 [7], [8], H.263
Annex O [9], and MPEG-4 part 2 [10]), although the prior de-
signs were basically not successful in terms of industry adop-
tion. This paper points out several ways in which the new design
addresses the problems of those prior approaches.

Therestof this paper is organized as follows. Section II pro-
vides an overview of H.264/AVCspatially scalable coding and
comparesit to alternative scalable approaches. In Section III,
the specific coding tools within the spatial SVC design are de-
scribed. In Section IV, encoder issues related to spatial SVC
are considered. In Section V, the performance of the spatial
SVC extension is presented. Finally, conclusions are provided
in Section VI.

II. OVERVIEW

The SVC extension of H.264/AVC provides a mechanism for
reusing an encoded lower resolution version of an image se-
quencefor the coding of a corresponding higher resolution se-
quence. This is shown in Fig. 1, where a diagram of a hypo-
thetical SVC encoder is provided. Subsequent sections discuss
the specific tools introduced in the SVC extension. However,
to better aid in the understanding of the SVC design, this sec-
tion focuses on higher level concepts. We begin by identifying
basic concepts and definitions necessary for discussion of the
SVC design. Then, we consider the high level spatial relation-
ship between resolutions in a bit stream. Finally, we summarize
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Fig. 1. High-level diagram ofspatial scalability in the SVC design. The “base layer” encoder takes a lower resolution video sequence as input and encodesit with
the H.264/AVC video coding standard while conformingtoa legacy profile. The enhancementlayer encoder takes a higher resolution sequence as input. The higher
resolution sequence can be encoded with ordinary H.264/AVCtechnologies. Moreover, inter-layer prediction can be used to provide additional coding choices. For
the case of intra-picture coded blocks in the base layer, reconstructed intensities provide a prediction for the enhancementlayer. For the case of inter-picture coded
blocks in the base layer, enhancement layer motion vectors and residual difference information can be predicted from the base layer. Further resolution layers can
be added in an analogous fashion and can utilize either the base layer or previously transmitted enhancementlayers for inter-layer prediction. Moreover, other
forms of SVC (temporal or quality) enhancement may also be present.

two key design concepts in the SVC extension—image pyra-
mids and single-loop decoding.

A. Basic Concepts

The basic mission of a scalable design is two-fold: 1) to min-
imize the codingefficiency loss relative to single-layer coding;
and 2) to minimize the complexity increase (especially for de-
coders) relative to single-layer coding. By single-layer coding,
we refer to the coding of a video sequence without providing
the scalability functionality. Unless a result with coding effi-
ciency significantly superior to a simulcast solution can be ob-
tained, a scalable solution with any complexity penalty is use-
less. By simulcast, we refer to the coding of both source video
sequencesofa scalable scenarioas entirely separate single-layer

bit streams and transmitting them using the sum of the two bit
rates. The challenge here is considerable—amongthe three typ-
ical basic forms ofbit stream scalability, i-e., spatial, temporal,
and quality, the spatial form seems to be the most difficult in
which to achieve significant superiority to a simulcast solution.
One dominant reason for this is the focus of the JVT on sup-
porting lower resolution versions of image sequences with high
visual quality, as opposed to lower resolution representations
that provide high codingefficiency.

The lowest resolution video data in a spatially scalable system
is sometimes referred to as the base layer (especially when it
is decodable by an ordinary nonscalable single-layer decoder),
and the higher resolution video datais often referred to as the en-
hancementlayer. Processes that determine or predict the value
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of enhancementlayer data from previously reconstructed data
of a lower resolution layer at the same time instance are re-
ferred to as inter-layer prediction processes, and the source for
the prediction is referred to as the reference layer. Other forms
of prediction include inter-picture prediction, involving predic-
tion operating temporally between different pictures of the same
resolution layer, and intra-picture prediction, involving predic-
tion operating spatially within the samepicture of one particular
resolution layer.

From a video coding specification perspective, the set of
data comprising a SVC representation is treated as a single
bit stream. However, from a systems multiplex orfile storage
perspective, the data might often be handled differently—as
distinct hierarchically related streams of content that are coor-
dinated using decoding timestamps or other such mechanisms.
In this fashion, a system can ease the handling of the data, such
as enabling channel bit rate adaptation or ensuring that legacy

decoders that do not support scalability are presented with only
the base layer for decoding.

Some degree of familiarity with the concepts of the orig-
inal H.264/AVC standard is assumed in the presentation pro-
vided herein, such as the concepts of macroblocks, motion par-

titions, biprediction, inter-picture prediction using multiple ref-
erence pictures, and reference picture lists. Readers unfamiliar
with this background information may benefit from referring to
[3]-[6]. Moreover, one topic that is somewhat neglected in this
presentationis that of interlaced-scan video content. Herein the
principles of the spatial SVC design are explained under the as-
sumption of frame-structured progressive-scan pictures, so that
the concepts can be described without the need to consider the
details of the handling of interlaced fields and frames. The ap-
plication of these SVC concepts to interlaced videois straight-
forward for those familiar with interlaced video coding using
H.264/AVC.For further information aboutinterlaced video sup-
port in the SVC context, the reader is referred to [11]. The
overview of SVC in general thatis found in [2] will also be of
interest to many readers.

An additional simplification used in much ofthe discussion

for this overview paper is to primarily considerabit stream con-
taining only two layers—a lower resolution base layer and a
higher resolution spatial scalability enhancementlayer. In fact,
the SVC design fully supports multilayer scenarios including
multiple spatial scalability layers and the mixing ofspatial scal-

ability layers with other layers that provide temporal or quality
scalability. Considerable flexibility is also provided in regard
to the selection of the reference layer for each enhancement
layer, such that a bit stream can contain branching dependency
structures.

As with prior international standards for video coding (scal-
able and nonscalable), the scope of the standard is limited to
specifying the decoding process and the format of the syntax.
Encoder designers are free to use any encoding algorithmsthey
wish, so long as the bit stream they produce conforms to the
format specification. Any kind of preprocessingis also allowed
prior to encoding, and decoding devices are allowed to contain
any sort of post-processing, error and loss concealment tech-
niques, and display-related customization.
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B. Inter-Layer Spatial Relationships and Profile Constraints

An important feature of the SVC design, from a high-level
functionality perspective, is the ability for the lower resolution
and higher resolution pictures in a spatially scalable bit stream
to represent different regions of a video scene. For example, a
system may transmit standard definition television content, with
a picture aspect ratio of 4:3, as a base layer and high definition
television content, with a picture aspectratio of 16:9, in a higher
resolution enhancementlayer. Such a use case requires crop-
ping and offsetting the origins of the picture regions in addition

to scaling, as the lower resolution layer signal may not repre-
sent the entire extent of the higher resolution sequence (and vice
versa). The common “pan and scan” technique used on stan-
dard-definition DVDs for converting wide screen data for dis-
play on a 4:3 display is an example of a more limited form of
such display adaptation. The SVC extension supports such ca-
pability in a flexible but straightforward manner. Relative posi-
tioning and windowing parameters are providedin picture-level
syntax structures, so that flexible cropping, scaling, and align-
mentrelationships can not only be supported but may be varied
on a picture-by-picture basis.

However, such flexibility can be constrained to simplify the
use cases for particular applications. In particular, the SVC
extension includes the definition of three profiles of the design.
These are the “Scalable Baseline”profile, the “Scalable High”
profile, and the “Scalable High Intra” profile. While the latter
two profiles support full spatial SVC flexibility, the Scalable
Baseline profile imposes the following constraints to enable
simplified application scenarios.

* The width and height of the scaled regions of lower res-
olution and higher resolution pictures must have the same
scaling ratio, andthis ratio can only have the value 1.5 or 2.

* The spatial offsets specifying the relative location of the
upper left corner of the lower and higher resolution pic-
ture regions must be multiples of 16 both horizontally and
vertically (i-e., they must be in units of macroblocks).

The case using a scaling ratio of 2 with spatial offset con-
straints as noted above is often referred to as dyadic spatial
scalability, whereas the more general case is knownas extended
spatial scalability [12].

C. Image Pyramids and Related Coarse-to-Fine Hierarchies

Image pyramids describe a relationship between lowerres-
olution and higher resolution versions of an image.! This re-
lationship is found in a variety of image and video processing
scenarios, and image pyramids have been incorporated into a
variety of applications, e.g., [13]-[19], as well as previous scal-
able efforts in the video coding standards [7]-{10]. In the SVC
extension, a coarse-to-fine hierarchy of imagesis also used for
spatial scalability. The original high-resolution image sequence
is converted to lower resolutions by filtering and decimating.
Then, the sequence ofpictures at the lowest of these resolutions
is coded in a mannersuchthat it can be decoded independently.
Eachhigher resolution video sequence is coded relative to a de-
coded lower resolution sequence.

1The terms picture and image are used interchangeably herein.
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The use of an image pyramid for video coding does not come
without penalties. Specifically, an image pyramid is an over-
complete decomposition. In other words, the numberof image
samples in the entire pyramidstructure is larger than the number
of samples in an original high-resolution image. Thisis in con-
trast to embedded representations that usecritically sampled de-
compositions. For example, wavelet decompositions are well
knownto provide inherent scalability and viable image coding
designs [20]-[24]. In the development of the SVC extension,
such critically sampled decompositions were also considered
[25]-[28]. However, the aliasing introduced by these decom-
positions, while suitable for still image coding, were deemed
problematic for video. Specifically, the aliasing can make effec-
tive motion compensated inter-picture prediction more difficult,
as well as lead to objectionable temporal artifacts. Additionally,
the wavelet design may be likely to require more computational
resources than the traditional block-based coding approach.

The decision to use an image pyramid in the SVC project
provides flexibility for encoder and application designers. The
down-sampling operation is not defined in the standard, so
that encoder designers are free to employ the down-sampler
that they consider most suitable. For example, applications
that are sensitive to encoder hardware costs would select a

down-sampler with minimum complexity for the specific im-
plementation architecture. Alternatively, in other applications,
additional computational complexity may be acceptable in
order to achieve a higher quality result. These applications
would choose a more sophisticated, and likely more complex,
down-sampling method.

D. Single-Loop Decoding Concept

The concept of image pyramids describes the relationship be-
tween images ofdifferent resolution. However, image pyramids
do not capture the evolution of that relationship between com-
pressed images through time in sequences of such images. To
understandthis relationship, we need to consider the concepts of
multiloop and single-loop decoding. Single-loop decoding,also
called constrainedinter-layer prediction [29|-{32],is a funda-
mental property of the new SVC design, andit is described in
the remainderofthe section.

In the family of ITU-T and ISO/IEC video coding standards,
which includes H.264/AVC, block-wise motion compensated
inter-picture prediction playsa critical role in improving coding
efficiency. This is accomplished by transmitting (or having the
decoder infer) one or more motion vectors to predict a block in
the current picture from the content of previously decoded ref-
erence pictures. Then, additional information aboutthe residual
difference between the prediction and the actual image data
may be sent. For natural image sequences, which often contain
slowly evolving features, the motion compensation process ex-
ploits the inherent characteristics of the image sequence.

In designing the SVC extension of the H.264/AVC standard,a
fundamental question was how to use the motion compensation
process within the context of spatial scalability. One potential
approach (used in all previous standardized designs) would be
to perform multiloop decoding. In this scenario, each low-res-
olution picture is completely decoded, including low-resolu-
tion motion-compensation prediction operations in particular.
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Then, the coarse-to-fine relationship of the image pyramid is
used to predict the lower frequency components of a higherres-
olution enhancement-layer picture using up-samplingofthe de-
coded lower resolution picture. Additionally, motion compen-
sated inter-picture prediction is performed again at the enhance-
ment layer. This predicts the high frequency components of the
enhancement layer.

Using a decoder with multiple motion compensation loops
does improve the coding efficiency of a scalable video codec,
but the benefit in coding efficiency turns out to be minimal
whenall available coded data is used effectively in other ways
(29]-[32]. Moreover, the multiloop decoding schemeincreases
decoding complexity. Motion compensation is performed at
each resolution and the reconstructed pictures of all levels of
the pyramid are stored for each time instant. This becomes
problematic in practice, as motion compensation requires
high memory bandwidths for many processing architectures
[33], and the extra decoding processes involved in multiloop
decoding add undesirable sequential dependencies to the de-
coding process as well as require extra encoder and decoder
implementation and debuggingefforts.

In the SVC design, a lower complexity approach is adopted.
Motion compensation is performed only at the target decoded
resolution (e.g., the displayed resolution). Thus, the decoding
structure of the SVC design is referred to as a single-loop design,
which simply meansthat only the operation of a single motion
compensation loop is necessary to reconstruct the image se-
quencefor any resolution layer. This provides an important fea-
ture, as it reduces the complexity ofmotion compensation to that
of a single-layer decoder—eliminating the major source of com-
plexity penalty in prior SVC designs. As will be seen in the next
section, good codingefficiency can still be achieved withoutre-
quiring multiloop decoding, by effectively propagating the in-
formation found in the coded motion vectors, mode information

and residual difference data from each lower resolution layer to
each next higher resolution layer. This propagation employs the
previously described image pyramid concept.

To further ease implementation, the syntax of the SVC ex-
tension has been designed in a way that it allows the separate
parsing of each layer of the syntax (without parsing other layers
and without operating the decoding processes of lower layers)
[34], [35]. Completing the full decoding process, of course, re-
quires further processing of someparsed data of each layer up to
the target decoded layer (but not full multilayer decoding, due
to the single-loop nature of the design).

Ill. CopING TooLs

SVCintroduces several design features to enable spatial scal-
ability. These tools include the calculation of corresponding po-
sitionsin different resolution layers, methodsfor inter-layer pre-
diction ofvarious data such as macroblock prediction modes and
motion vectors, an “I_BL” macroblock type that uses inter-layer
up-sampled image prediction, and a residual difference signal
prediction technique that uses inter-layer up-sampled residual
difference prediction. These tools are provided in addition to the
original single-layer coding tools, such as (spatial) intra-picture
and (temporal) inter-picture coding techniques, and an encoder
must determine when eachtool is most appropriate. Describing
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the new tools and how they are combined effectively with the
original H.264/AVCsingle-layer design features is the focus of
this section.

A. Calculation ofCorresponding Spatial Positions

Thefirst design feature that we will discuss in detail is the
calculation of corresponding positions in adjacent levels of the
pyramid hierarchy. This concept is used in several ways in the
spatial SVC extension.

Identifying sample locations in a lower resolution layer that
correspond to sample locations in the enhancementlayer is per-
formed at fractional-sample accuracy. Specifically, sample po-
sitions are calculated to 1/16th sample position increments and
derived using fixed-point operations as

 
BE, *D,+R

B, = Round(a)
B,, = Round (Aa) ()

where B, and B, are, respectively, the horizontal and vertical
sample coordinates in the lowerresolution (e.g., base layer) pic-
ture array, E, and E, are horizontal and vertical sample coordi-
nates in the high-resolution (enhancement-layer) picture array,
and R, and R, are higherprecision (1/2° sampleposition) ref-
erence offset locations for grid reference position alignment,
and D, and D, are scaled inverses of the horizontal and ver-
tical resampling ratios. .D, and D,, are specified as

25 + BaseWidth
D, = Round (=~oun (an)

25 » BaseHeightD, = Round (=———""5— 2= Noun ——) @)
where BaseWidth and BaseHeight denote the width and height
of the rectangular region of the lower resolution picture array to
be up-sampled, respectively, and ScaledBaseWidth and Scaled-
BaseHeight denote the width and height of the corresponding
region of the up-sampled lowerresolution picture array, respec-
tively. The precision control parameter S has been chosen to
trade off between precision and ease of computation; S is spec-
ified to be 16 for most uses to enable the use of 16-bit word-

length arithmetic, and to be a somewhat larger number opti-
mized for 32-bit arithmetic for enhanced-capability decoders
that support very large picture sizes. The basic design of these
formulas was proposed in [36], and some later refinements were
subsequently applied. The formulas are designed for computa-
tional simplicity as follows.

* The above formulas are specified for implementation using
two’s complement integer operations, most of which re-
quire at most 16 bits of dynamic range (for example, noting
that BaseWidth is always less than ScaledBaseWidth, D,
requires no more than S' bits).
Multiplication and division scale factors that are powers
of two are specified to be performed using left and right
binary arithmetic shifts.
Roundingofa ratio is accomplished by adding half of the
value of the denominator prior to right shifting.
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+ The D, and D, computations only need to be performed
once, with the results reused repeatedly for computations
of B, and B, for the entire image (or sequence of video
images).
When movingfrom positionto position from rightto left or
top to bottom in computing B,. and B, for a series of values
of F, and F.,, a multiplication operation can be converted
to an addition so that computation of each B, and B, can
be performed incrementally, requiring only one addition
and one right shift operation to obtain the result of each
formula.

This design supports essentially arbitrary resizing ratios (ex-
cept in constrained applications using the Scalable Baseline pro-
file), and the position calculation equations have low complexity
regardless of the ratio, in contrast to some prior standardized de-
signs in which only relatively simple rational ratios were prac-
tical due to the way the position calculations were specified.

B. Coarse-to-Fine Projection ofMacroblock Modes, Motion
Partitioning, Reference Picture Indices, and Motion Vectors

In the enhancement layer syntax for areas of the enhance-
ment layer that correspond to areas within the lower resolution
picture, a flag, called the base mode flag, can be sent for each
nonskipped macroblock? to determine whether the macroblock
mode, motion segmentation, reference picture indices, and mo-
tion vectors are to be inferred from the data at corresponding
positions in the lower resolution layer. The basic concepts of
this inference process were proposed for use with dyadic spatial
scalability in [37] and were extended to arbitrary spatial scala-
bility relationships in [38]-[40]. In some sense the projection
consists offirst projecting the sample grid ofthe finer level to
the coarser level of the pyramid and then using this projection
to propagate data from the coarser level to the finer level.

When the base modeflag is equal to 0, the macroblock pre-
diction modeis sent within the enhancement layer macroblock-
level syntax. Then, within each motion partition, a flag can be
sent for each reference picture list, called the motion predic-
tion flag, to determine whether reference picture indexes will
be sent in the enhancement layer or not and whether the mo-
tion vectors are to be predicted within the enhancementlayer or
using inter-layer prediction from the lower resolution layer mo-
tion data.

When the base modeflag is equal to 1, since the finest gran-
ularity of H.264/AVC coding decisions is at the 4 x 4 level,
the inference process is performed based on 4 x 4 luma block
structures. For each 4 x 4 lumablock, the process begins by
identifying a corresponding block in the lowerresolution layer.
Numbering the samples of the luma block from 0 to 3 both
horizontally and vertically, the luma sample at position (1,1) is
used to determine the block’s associated data. A corresponding
sample in the lower resolution layer for this sample is iden-
tified in a similar manner as described in Section III-A, but

2To save the need to repeatedly send the base mode flag in cases when an
encoder will not vary its value in applicable macroblocks, a default value for
the flag can alternatively be sent at the slice header level.

3To save the need to repeatedly send the motion prediction flag in cases when
an encoder will not vary its value in applicable macroblocks, a default value for
the flag can alternatively be sent at the slice header level.
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with nearest sample precision instead of 1/16th sample preci-
sion. The prediction type (intra-picture, inter-picture predictive,
or inter-picture bipredictive), reference picture indices, and mo-
tion vectors associated with the prediction block containing the
corresponding lowerresolution layer position are then assigned
to the 4 x 4 enhancementlayer block. Motion vectors are scaled
by the resampling ratio and offset by any relative picture grid
spatial offset so that they become relevant to the enhancement
layer picture coordinates. Then a merging process takes place
to determine the final mode and motion segmentation in the en-
hancement layer macroblock.

Tf all 4 x 4 luma blocksof the enhancement macroblock cor-

respond to intra-picture coded lowerresolution layer blocks, the
inferred macroblock type is considered to be “I-BL,” a mac-
roblock type that is described in the following section; other-
wise, motion segmentation, reference picture indices, and mo-
tion vectors then need to be inferred. (It should be noted that

because the prediction mode is determined from only one po-
sition in each 4 x 4 block, it is possible that a few samples in
enhancement layer LBL macroblock may have corresponding
locations in the lower resolution layer picture that lie in inter-
picture predicted regions of the lower resolution layer.)

In H.264/AVC,reference picture indexes have an 8 x 8 luma
granularity. To achieve this granularity, for each 8 x 8 luma
region of the enhancement layer, the reference picture index is
set to the minimum of the reference picture indexes inferred
from the corresponding constituent 4 4 blocks when per-
forming inter-layer motion prediction [38]-[40]. When some
lower resolution layer blocks are in a B-slice, the minimum is
computed separately for each of the two reference picture lists
and biprediction is inferred if both lists were used in the set
of 4 x 4 blocks. For 4 x 4 regions that did not use a selected
reference picture index (or indices, in the case of biprediction),
the motion vectoris set to that of a neighboring block that did
(so that some motion vector value is assigned that is relevant to
the selected reference picture index).

Then the values of motion vectors are inspected to determine
the final motion partitioning of the enhancement layer mac-
roblock (4 x 4, 4 x 8, 8 x 8, 8 x 16, 16x 18, or 16 x 16). Par-

titions with identical reference picture indexes and similar or
identical motion vectors are merged to make thefinal predicted
motion more coherent and reduce the complexity of the associ-
ated inter-picture prediction processing [41].

The result is predicted mode and motion data that fits with
the same basic structure of ordinary single-layer H.264/AVC
prediction.

C. LBL Macroblock Type and Inter-Layer Texture Prediction

The “I_BL” macroblock type provides an additional predic-
tion source for the scalable enhancement layer. When the use of
LBLis inferred as described above, the decoder performs the
following steps.First, it decodes the identified 4 x 4 co-located
blocks in the lower resolution layer and applies a deblocking
filter. Next, it up-samples the decoded samples of the lowerres-
olution layer to form a prediction. Then, when indicated by the
encoder, it receives residual difference information in the en-
hancementbit stream and addsthis residual difference data to
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the prediction. Finally, a deblocking filter is applied to the re-
sulting picture.

It is important to understand thatLBL macroblocks cannot
occur at arbitrary locations in the enhancementlayer. Instead,
the ILBL macroblocktype is only available when the lowerres-
olution layer is decodable without motion compensation.‘ This
is due to the single-loop design of the SVC extension. For the
case ofdyadic scalability, where the lower resolution and higher
resolution sequences differ by a factor of two in both dimen-
sions, this is equivalent to requiring the 8 X 8 submacroblock
region in the lower resolution picture that corresponds to the
16 x 16 macroblock region of the enhancement-layer to be in
an intra-picture coded macroblockofthe lower resolutionlayer.
For nondyadic scalability though,it is possible for regions that
correspondto the samples in the enhancement-layer macroblock
to span multiple macroblocksin the lowerresolution layer, and,
as previously mentioned, to even contain a few samples that
were coded using inter-picture prediction. In such a case, the
I_BL macroblock type is allowed and the up-sampling of the
decoded sample values of the lower resolution layer uses extrap-
olating repetition of the samples within the intra-picture coded
region.

To allow the use of theBL macroblock type without re-
quiring the decoding of inter-picture predicted regions of the
lower resolution layer, the lower resolution layer must be coded
using is the H.264/AVC feature known as constrained intra-
picture prediction, which makes the decoding process of the
intra-picture coded regions independentofthe content of neigh-
boring inter-picture coded regions. (However, the decoding of
some neighboring intra-picture coded regions of the lowerres-
olution reference layer may be necessary in order to decode the
blocks on which the enhancement-layer macroblock depends,
as the corresponding lowerresolution region may use intra-pic-
ture prediction from such neighboring regions. The number of
neighboring intra-picture coded regions that are needed to re-
construct the enhancement-layer macroblockis restricted as a
profile constraint.)

After the reference blocks in the lower resolution layer are
identified, their sample intensities are reconstructed (including
the application of a deblocking operation) and up-sampled to
the higher resolution grid. In the SVC design, the up-sampling
operation for the luma component consists of applying a sep-
arable four-tap poly-phase interpolation filter. The numerator
tap values for the filter are provided in Table I, and a rounding
right shift of five positions is performed to normalize the result.
The magnitude response of the poly-phase filter is presented in
Fig. 2. A significant amount of study was conducted to design
the filter for good performance with minimal complexity [42]
and to determine whether supporting additional alternativefil-
ters would be beneficial. However, no clear need for other such

filters was identified [43]. The chroma component ofthe signal
is also up-sampled but with a different (simpler) interpolating
kernel. This filter is shown in Table II (normalized in the same

4It is also possible to restrict the location of LBL macroblocks to be con-
strained by the slice boundaries of the reference layer. This restriction is indi-
cated by syntax signaled by the encoder at the sequence level. This can enable
better support ofparallel processing for encoding and decoding and can also be
useful for a distributed encoding functionality known as continuous-presence
multipoint.
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Fig. 2. Frequency response of the poly-phase filter for luma up-sampling. The
filter is used for up-sampling reconstructed luma values from a reference layer
to an enhancement layer for an I_BL macroblock.
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Fig. 3. Frequency response of the poly-phase filter for chroma upsampling.
The filter is used for up-sampling reconstructed chroma values from a reference
layer to an enhancement layer for an I-BL macroblock.

manner as for Table I) and corresponds to bilinear interpola-
tion. A frequency response plot is provided in Fig. 3. The use
of different interpolation filters for luma and chroma is moti-
vated by complexity considerations. In prior standardized de-
signs, the up-sampling filtering quality was only bilinear for
both luma and chroma,resulting in significantly lower luma pre-
diction quality.

When applying the up-sampling operator, the decoder must
select the appropriate phase from the poly-phase filter [44]. This
requires a standardized procedure to ensure that the encoder de-
cisions will properly affect the decoded picture results, and the
method consists of applying the fixed point position calculation
technique described in Section III-A above and then using the
least-significant four bits (the fractional part of the result) to de-
termine the phase selection index (left column of Tables I and
IL) while using the most-significant bits to determine which sam-
plesto filter (using the tap values in the row selected by the phase
index).

One importantissue to understandis that the up-sampling op-
eration performedin the decoding process can have implications
on the design of the down-sampler that is used for the generation
of the source image pyramid by the encoder [44]. In particular,
the phase characteristics of the encoder down-samplingfilterop-
erations should be designed to match the subsequentresults of
the decoding process. The phase of the low-passfiltering op-
eration results in the creation of effective spatial locations for
the down-sampled image samples, and then the phase of the
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TABLE I
INTERPOLATION FILTER FOR LUMA Up-SAMPLING
 

 

 

 

 
 

 

 

 

 

 

 

 

    
The I_BL mode projects reconstructed sample values in the lower-

resolution layer to a higher-resolution grid with a normative up-sampling
process. The up-sampling filter is a separable poly-phase filter with four taps
per phase horizontally and vertically.

TABLE II
INTERPOLATION FILTER FOR CHROMA UP-SAMPLING

 

 

 

 

 

 

 

 

 

 

    
The |_BL mode projects reconstructed chroma sample values in the lower-

resolution layer to a higher-resolution grid with a normative up-sampling
process. This up-sampling filter is bi-linear. This bi-linearfilter is also used
for up-sampling luma and chroma residual difference data (as described in
section III.D). The use of different filters for luma texture, versus chroma
texture and residual difference information was motivated by complexity
considerations

up-sampling filter in the decoding process results in the cre-
ation of an effective spatial location for the up-sampled image
samples. For a well-designed encoder, the picture sample pre-
dictions that result from that cascade of operations will be in
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Fig. 4. Nominal locations of luma and chroma samples for an H.264/AVC
frame picture. Luma sample positions are denoted with the symbol Ml, and
chroma sample positions are denoted with the symbol ¢. Note that the chroma
samplesare not vertically co-located with luma sample positions. Furthermore,
H.264/AVC (Annex E) additionally supports the ability for encoders to indicate
the use of a variety of alternative (different-than-nominal) alignments of luma
and chroma 4:2:0 sampling grids. Handling the variety of possible relative
alignments requires a flexible design for the texture and residual difference
up-sampling operations in the decoding process.

the same positions as the original samples of the higher res-
olution picture. Using an inappropriate filter in the encoding
process could result in reduced compression capability and vi-
sualartifacts.

Theorigin of the coordinate systems used in the up-sampling
process for the luma samplesis placed a half sampleto theleft
of the left-most luma sample horizontally and a half sample
above the top-most luma sample vertically. For the dyadic case,
this convention results in having exactly the same area covered
by a macroblock in an enhancementlayer as is covered by an
8 x 8 submacroblockin the lower resolution layer [44]. This re-
sults in the up-sampling operation in the decoding process using
alternating 1/4 and 3/4 phase offsets (phase indexes 4 and 12
in Tables I and I). For an encoder, this corresponds to using
a half-phase filter [a symmetric finite impulse response (FIR)
filter with an even numberoftaps] in the down-sampling process
(both horizontally and vertically).

Relative chroma positioning requires further careful atten-
tion. The chroma components of a video picture sequence are
typically represented at a resolution that is lower than that of the
luma component. Practical applications typically down-sample
the chroma planes by a factor of two in the horizontal direc-
tion and often also by a factor of two in the vertical direction.
This process results in the well-known 4:2:2 and 4:2:0 formats,
where 4:2:2 denotes a down-sampling factor of two horizon-
tally, and 4:2:0 denotes a down-sampling factor of two in both
dimensions.

The nominal H.264/AVC sample grid positions for the 4:2:0
chroma format are defined relative to the luma grid as shown
in Fig. 4. Alternative sampling grid alignments can also be
indicated by syntax supported in the standard. The positioning
shownin Fig. 4 corresponds to generating the lower resolution
chroma samples (starting with full-resolution 4:4:4 chroma
sampling) by application of a zero-phase horizontal filter
(a symmetric FIR filter with an odd number of taps) and a
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half-phase vertical filter (a symmetric FIR filter with an even
number of taps). Maintaining the relative chroma positioning
shown in Fig. 4 when constructing a lower resolution image
of a dyadic image pyramid using a half-phase lumafilter (as
described above) requires using a quarter-phase chromafilter in
the encoder horizontal down-sampling process and a half-phase
chromafilter in the encoder vertical down-sampling process.
Corresponding up-sampling processes alternate between the 1/4
and 3/4 phase positions both horizontally and vertically. Since
alternative sampling grid alignments are also supported in the
H.264/AVC standard, the SVC design provides syntax to allow
an encoderto slightly shift the phase positioning of the chroma
grid relative to the luma grid during the decoding process to
make the design flexible and allow it to be customized to fit
encoding characteristics.

Adjustments in the spatial correspondence formulas of
Subsection III-A for chroma have also been specified to support
the 4:4:4, 4:2:2, and 4:2:0 chroma sampling formats (with
support ofa variety of positioning alignments between the luma
and chromapicture grid positions), although the current gener-
ation of defined SVC profiles supports only 4:2:0 sampling.

After up-sampling and (when indicated by the encoder)
adding a additional inverse-transformed residual difference
signal, a deblocking filter is applied in the I-BL decoding
process that is similar to that of the ordinary H.264/AVC de-
coding process, but with altered boundary strength calculations.
The modification of the filter strength is motivated by the fact
that the lower resolution picture has also been deblocked prior
to up-sampling [45].

To concludethis subsection, let us summarize the -BL mac-

roblock type. The mode operates by reconstructing lower reso-
lution layer intensity values and then up-sampling the intensity
information to predict high-resolution samples. The up-sam-
pling operator employs a separable four-tap filter horizontally
and vertically for luma and a separable two-tapfilter for chroma,
and it is designed for reduced complexity and proper handling
of the chroma information. After up-sampling (when indicated
by encoded syntax), the SVC decoder also receives additional
residual difference information to refine the up-sampled predic-
tion. This refinement process is identical to receiving residual
difference data for other predicted modes. Finally, a deblocking
filter is applied to the decoded result.

D. Inter-Layer Residual Prediction

The previous subsection describes the-.BL macroblock type,
which uses prediction of higher resolution sample values from
lower resolution sample values. This reflects a traditional image
pyramid approach. However, as mentioned in the previous sub-
section, the single-loop design of the SVC extension restricts
the I_BL macroblock type to be available only when the cor-
responding lower resolution layer area is intra-picture coded.
For enhancement-layer regions that correspond to inter-picture
coded regions in the reference layer, an alternative method of
using the coded lowerresolution signal is provided by the SVC
design that does not require the reconstruction of the sample
values of the lower resolution layer picture. This is the inter-
layer residual prediction technique.
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Residual predictionis activated by a flag, called the residual
prediction flag, that can be sent in the macroblock level syntax
of the higher resolution layer for nonskipped macroblocks.
Residual prediction can also be activated for applicable skipped
macroblocks when adaptive changes of the base mode flag
are disabled and the default value of the base mode flag is 1
(otherwise, skipped macroblocks of the enhancementlayer will
be decoded using ordinary skip-mode temporal inter-picture
prediction within the enhancement layer). All combinations
of the residual prediction flag with the base mode flag are
allowed (although there are some restriction details—such as
prohibiting residual prediction when the base modeflag is 1 and
the inferred macroblock type does not use temporal inter-pic-
ture prediction). Whenresidual prediction is performed, instead
of fully decoding the picture samples of the lower resolution
layer, the residual difference data of the lowerresolution layer is
decoded and up-sampled and added to the motion compensated
prediction of the higher resolution layer (without using the
inter-picture prediction signal of the lower resolution layer).
Finally, additional residual difference data can be transmitted
in the enhancementlayer bit stream to refine the result.

The position calculations for the up-sampling process are
computed as described in Section III-A, and the up-sampling
of the residual difference signal is performed using a simple
bilinear up-samplingfilter as shownin Table II, as there was no
need demonstrated for using a more complexfilter in this case
(unlike for the up-sampling of luma texture signals in the LBL
macroblock type). The bilinear up-sampling is applied only
within each residual transform block of the base layer—such
that up-sampled positions that lie between different residual
difference transform blocks are generated by extrapolating
repetition of the values of the residual difference signal samples
along the block edge.

ITV. ENCODER ISSUES

The encodingstrategy for spatial scalability is not defined by
the standard. Nonetheless,it is a critical design problem and
deserves discussion. Unintelligent down-sampling and coding
of the lower resolution layer signals will affect the end-to-end
codingefficiency of both layers of the video content (and partic-
ularly that of the enhancementlayer). In this section, we com-
ment on relevant encoder issues.

Reference software was developed by the JVT in parallel with
the SVC extension. This software is publicly available as the
Joint Scalable Video Model, or JSVM [46]. The JSVM uses

a coarse-to-fine coding approach, where the lower resolution
layer sequence is first generated from the higher resolution data
and then coded without regard to the content of the higher res-
olution pictures. Subsequent encoding passes predict the higher
resolution information from the lower resolution layer when it
leads to improved codingefficiency. Further details of the JSVM
encoding algorithms are provided in [47].

With a coarse-to-fine coding strategy, one significant concern
is how to generate the lower resolution image sequence from the

5To save the need to repeatedly send the residual prediction flag in cases when
an encoder will always apply residual prediction to applicable macroblocks,
residual prediction can alternatively be enabled by default using syntax at the
slice header level.
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Fig. 5. Frequency response ofcosine-windowed sinc function at phaseposition
p = 0.5 with N = 3 and various D parameters to enable various cut-off
frequencies [12], [48].

high-resolution input. In the development of the SVC design,
primarily a fixed down-sampling operator was used. The down-
sampler was designed as a windowed sinc function [48], with
the following impulse response tap values:

h(i) = f(@ + p)/D) (3)

where D is a bandwidth control parameter and p is a phase con-
trol parameter such that 0 < p < 1 and

sin(7r)
W(a/N)
 

|x| << N
otherwise

f(x) = (4)

where N — 1 is the number ofside-lobes of the sinc function
that are included on each side and the window function is the

cosine window [48], given by

W(t) = cos(rt/2). (5)

As shownin Fig. 5, the D parameter can be used to control the
cut-off frequency of the low-pass filter and thereby enable filter
design for various downsampling ratios [48]. For the dyadic
case, the filter was designed with half-sample phase, i.e., p =
0.5 (both horizontally and vertically, and applied to both luma
and chroma).

Alternative down-samplers are anticipated in practice. For ex-
ample, some encoderdesigners may prefer a specific down-sam-
pler for its visual properties. A more sophisticated design might
also take more care in achievinga particular relative positioning
of luma and chroma as discussed in Section III-C. Optionally,
some implementations may design an alternative down-sampler
to better suit a particular architecture. No matter the motivation,
the SVC design uses a particular prediction mechanism to pre-
dict high-resolution samples and residual difference from cor-
responding decoded reference layer data. In view of the design
history, we suggest that using down-samplingfilters that have a
frequency responsesimilar to those defined in [44] may provide
reasonable coding efficiency.

More sophisticated down-sampling methods are also ex-
pected in the future. For example, the down-sampler may
be content dependent. Alternatively, it may be designed to
maximize coding efficiency for particular applications. One
example of this type offilter is considered in [49], where the
down-sampler design is posed as an optimization problem. The
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goal of the down-sampler is then to maximize the end-to-end
coding efficiency while maintaining adequate lower resolution
picture quality.

As a second direction for filtering improvement, it is also
anticipated that a means for motion compensated temporalfil-
tering [50], [51] can differentiate SVC devices. This is due to
the single-loop decoding methodology, where the motion vec-
tors, prediction modes, and residual difference data are pro-
jected to higher resolutions. By independently down-sampling
each picture in the image sequence, temporal relationships be-
tween pictures are ignored. Incorporating temporal information
into the down-sampling operation could increase the correlation
between motion vectors in the lower and higher resolution grids
and reducetheresidual difference that remains to be coded after

inter-layer prediction.
So far in this section, we have considered coarse-to-fine

encoding techniques, where the lower resolution sequence
is coded without regard to the content of the higher resolu-
tion data. This method is the most straightforward approach;
however, alternatives are possible, and are highly advisable to
consider. For example, a fine-to-coarse-to-fine strategy first
encodes the high-resolution data, then encodes the lowerresolu-
tion data with knowledgeof the high-resolution bit stream, and
then re-encodes the high-resolution sequence. The advantage
of this approach is that the lower resolution can be coded with
knowledge of the target, higher resolution data. This allows, for
example, the motion vectors and transform coefficients of the
lower resolution layer to be biased to provide better predictions
for the high-resolution sequence.

Additional permutations to the encoder strategy are also
conceivable, and the upper bound on performance would be
achieved with a joint optimization of the encoding decisions
across all resolutions. Preliminary results for such techniques
were reported in [52] and [53], where Lagrange optimization
techniques were applied to jointly optimize encoder decisions
for multiple scalability layers. Conceptually, such an approach
allows for a tradeoff between lower and higher resolution layer
quality. In [53] it was reported that it was feasible to keep the
quality of both layers within 10% of the coding efficiency of
single-layer coding with such techniques.

V. PERFORMANCE

The performance of the SVC extension requires careful anal-
ysis. In this section, we report the results of some coding ef-
ficiency experiments using the JSVM software that is main-
tained by the JVT [46], [47].6 This software provides both an
example implementation of an SVC encoder as well as an ex-
ample implementation of a down-sampling operation for gener-
ating lower resolution image sequences. It is important for the
reader to understand that the combination of example imple-
mentations is designed to maximize the quality and fidelity of
the lowerresolution sequences. Thus, the results in this section
provide an indication of system performance when the lower
resolution sequence is of primary importance and thus cannot
be degraded relative to a single-layer encoding. However, the

Specifically, we consider the JSVM_9_1 software version.
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authors anticipate that many practical scenarios allow for bal-
ancing the quality of the lower resolution sequence with other
performance parameters (such as end-to-end coding efficiency
or encoder complexity). For such scenarios, the reported results
provide only a lower bound on achievable performance.

In the rest of this section, we focus on a small number of ap-
plication scenarios. All are derived from test conditions utilized
by the JVT group during the development of the SVC exten-
sion [54]. Specifically, these test conditions consider: 1) a video
streaming example with two resolutions and dyadic scalability;
and 2) a surveillance, broadcast or storage example with three
resolutions and dyadic scalability. Additionally, an extended
spatial scalability example with two resolutions and nondyadic
scalability was also considered by the JVT [55].

Experiments make use of image sequences that are common
in the video coding community. Specifically, sequences consist
of the Bus, Foreman, Football, Mobile, Crew, City, Harbor, and
Soccertestdata. The spatial resolutionofthefirst four sequences
is 352 x 288 luma samples per picture (common intermediate
format, or CIF), while the remaining sequences have a spatial
resolution of 704 x 576 luma samples per picture (4CIF). All
image frames used 4:2:0 color sampling. Also, please note that
the 704 x 576 (4CIF)data is derived from cropped 1280 x 720p
material. It is therefore actually more representative ofso called
“high-definition” video content.

A. Video Streaming

As a first scenario, the JVT defined test conditions con-

sistent with a video streaming application. These tests made
use of the Bus, Foreman, Football and Mobile sequences
and represented the sequences in a two-layer bit stream. The
base layer of the bit stream contained image data with a luma
resolution of 176 x 144 luma samples per frame (QCIF) and
a temporal rate of 15 fps. The enhancement layer of the bit
stream contained image data with a lumaresolution of CIF and
a temporal rate of 30 fps. The down-sampling filter used to
generate the base layer sequence from the enhancement layer
sequence was the separable linearfilter kernel with tap values
{-8, 0, 24, 48, 48, 24,0,-8} (normalized by a 128 divisor
with rounding).

Rate points for the test sequences were also defined and
appear in Table III. The bit rates in the table were selected
to correspond to applications of practical interest. To achieve
the target bit rate, no rate control algorithm was used. Instead,
the quantization parameter was varied to adjust the output bit
rate. This required multiple encoding passes. Finally, while the
specific configuration files are available [54], we mention that
the image sequences were encoded with a hierarchical B-frame
structure [56], [57] and with only oneintra-picture coded frame
(located at the beginning of the sequence). The interval between
P-frames was 16 frames for Football and 32 frames for Bus,

Mobile and Foreman. (The difference was due to the relatively
high motion of the Football sequence.)

Representative results appear in Fig. 6, where rate-distortion
plots for the Bus and Football sequences are illustrated. Dis-
tortion values are reported for the enhancement layer, while
tate parameters represent the aggregate rate of the scalable bit
stream. For comparison,Fig. 6 also contains the rate-distortion
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TABLE Ill
TEST CONDITIONS FOR DYADIC SCALABILITY

Bit rates (Kbise)
QCIF 15Hz 96

Bi CIF 30Hz 384
192
768

4 96
192 384

QCIF 15Hz
CIF 30Hz

QCIF 15Hz
CIF 30Hz

Football

128
512

256
1024

192
768

384
1536

QCIF 15Hz 128

Mobile CIF 30Hz 2 512
QCIF 15Hz

CIF 30Hz
ACIF GOHz

QCIF 15Hz
CIF 30Hz

4CIF GOHz

Crew,
Harbour,
Soccer

256
1024 8 64

256

64 96
56 384

64 96

384
1536

Bit rates as defined by the JVT when developing the SVC extensions [54].
Rates are for dyadic tests and include the scenarios identified as "video
streaming" and "broadcast" in this paper.

performance for a single layer H.264/AVC encoding as well
as a simulcast scenario. The single-layer and simulcast results
were generated using the same software implementation and en-
coding algorithms, though reconfigured to encodea single layer
representation.

Visual evaluation of Fig. 6 provides insight into the system
performance. Moreover, delta peak signal-to-noise ratio
(PSNR) and bit rate measurements for all sequences are pro-
vided in Table IV. As can be seen from both the figure and
table, the JSVM encoder outperforms the simulcast solution
by an average of 9.6% in terms ofbit rate. Compared to single
layer coding, the JSVM encoder performs within 18% of the
single layer codec. Of course, the SVC solution provides a
lower resolution layer that can be easily extracted and decoded
by legacy decoders. As noted above, the 18% penalty relative
to single-layer coding may be partially attributed to the sub-
optimal “greedy” nature of the downsampling and encoding
algorithms used in the test, which algorithmically optimizes
only the lower resolution coding efficiency and thus represents
only a lower bound on whatis achievable.

B. Surveillance, Broadcasting or Storage (Dyadic)

As a second scenario, the JVT defined test conditions con-

sistent with a surveillance, broadcasting or storage application.
These tests make use of the Crew, City, Harbour and Soccertest
sequencesin a three-layer configuration. The first two layers of
the bit stream correspondto the two layers of the previoustest.
Specifically, the layers are QCIF and CIF resolutions, respec-
tively, with frame rates corresponding to 15 and 30 fps. The
third layer in the bit stream contains a 4CIF representation of
the image sequence operating at 60 fps. Generation ofthe image
sequences begins with the original 4CIF data. The CIF resolu-
tion is then constructed using the linear filter identified in the
previous subsection. The QCIF resolution is subsequently cre-
ated from the CIF data.

Rate points for the test sequences are also defined and pre-
viously provided in Table III. As before, no rate control algo-
rithm is utilized to achieve the bit rate. Instead, the quantization
parameter is varied to adjust the output bit rate. The image se-
quences are encoded with a hierarchical B-frame structure and
with an intra frame inserted every 64 frames. (This corresponds
roughly to a one second interval; it is also one of the notable
differences between the video streaming and broadcasting sce-
narios.) The interval between P-frames is 16 frames for Crew,

32 frames for Soccer and 64 frames for City and Harbour. These
intervals are derived heuristically.

Results appear in Fig. 7, where rate-distortion plots for the
Crew and Harbour sequences are provided. Additionally, delta
PSNRandbit rate measurements for all sequences are provided
in Table V. As can bee seen from both the figure and table, the
JSVM encoder outperforms the simulcast solution by an av-
erage of 10.5% in terms of bit rate. Compared to single layer
coding, the JSVM encoder performs within 10.3% of the single
layer codec on average. As before, the SVC solution provides a
lower resolution layer that can be easily extracted and decoded
by legacy hardware.

C. Broadcasting (Nondyadic)

The third scenario considered by the JVT is an application
that uses a nondyadic relationship between layers. The primary
difference between these nondyadic tests and previous dyadic
experimentsis the resolution relationships between base and en-
hancementlayers. Specifically, the up-sampling ratios 4/3, 3/2,
and 5/3 are considered. To be clear, these ratios denote the rela-

tionship between the horizontal (and vertical) dimension in the
enhancementlayer and the horizontal (and vertical) dimension
in the base layer. For example, a scaling factor of 3/2 denotes
that the base layer has a horizontal (and vertical) dimension
equal to 2/3 of the corresponding enhancementlayerdimension.
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Fig. 6. Results for the (a) Bus and (b) Football sequences using the dyadic VT
test conditions and emulating a video streaming scenario. The SVC, simulcast
and single layer solutions were all generated with the JSVM software main-
tained by the JVT.

TABLE IV
COMPARISON OF JSVM To SIMULCAST AND SINGLE-LAYER SCENARIOS

 

 
 
 

 

 
 

Simulcast
uence Delta Bitrate Delta PSNR| Delta Bitrate Sota PSNR Bus -8.9% -0.03 19.4% -0.03

Football -13.0% 0.06) 12.7% 0.06
Foreman
Mobile

Comparing the SVC extension to simulcast and single layer scenarios
illustrates the performance of the SVC extension when base layer quality is
uncompromised. Performance is sequence dependent but provides an average
bit rate reduction of 9.6% compared to simulcast.

 

The purpose of this third test is as much to stress the codec
as to mimic specific application requirements. Nonetheless, in
the spirit of comprehensive reporting, we provide results for
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Fig. 7. Results for the (a) Crew and (b) Harbour sequences in the dyadic JVT
test conditions that emulate a broadcasting scenario. The SVC, simulcast and
single layer solutions were all generated with the JSVM software maintained
by the JVT.
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TABLE V
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Comparing the SVC extension to simulcast and single layer scenarios
illustrates the performance of the SVC extension when base layer quality is
uncompromised. Performance is sequence dependent but provides an average
bit rate reduction of 10.5% compared to simulcast, Moreover, the scalable bit-
stream requires an average of 10.3% increase in bit rate compared to a single
layer solution, while providing three decodable spatial resolutions.

these test conditions here. (For more additional results consid-

ering nondyadic scalability, please refer to [55], [58].) Experi-
ments make use of the City, Crew, Harbour and Soccer image
sequences. Again, no rate control algorithm is used to achieve
the target bit rate. Instead, the quantization parameter is varied
to adjust the outputbit rate. Image sequences are encoded with
a hierarchical B-frame structure and with an intra frame present
every 32 frames. The interval between P-frames is 16 frames for
all sequences.

Results for the nondyadic test are provided in Table VI. Un-
like previous results though, the bit rates of the single layer and
SVC encodings are matched and so the comparison is performed
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TABLE VI

ComparISON TO A NONDYADIC SCALABLE SYSTEM TO A SINGLE-LAYER APPROACH

bitrate (Kbps) PSNR (Y)

Sequence Scaling Layer Resolution . Single en Single Delta
Ratio ID SVC ive Delta SVC Layer (dB)

528x432|1034.2 1028.1 33.54 2.353

448x384 715.1 on|672x576 991.7 1007.1 -1.53% 35.54 1.87
384x336

640x560 35.60 Lol
528x432

4CIF 36,52 1.22
448x384

672x576 36.46 0.66
384x336

640x560 1417.7 36.43 0.71528x432 a1456.2 32.56 Lgl

Harbour “a sf672x576 1484.3 32.75 1.26
384x336

640x560 32.93 1.35
528x432

4ClF 36.62 1,98
448x384

672x576 36.62 1.24
384x336

640x560 36.76 1.33

Average 1.46

 
Using a multiple pass encoder, results are generated that satisfy the bit rate targets in [55]. Compared to the single layer system, the scalable approach

decreases the PSNR of the output image by 1.46 dB on average while enabling additional, scalable functionality. Such non-dyadic uses also enable a
higher-resolution (and thus higher perceptual quality) for the base layer than a dyadic case would. Furthermore, such cases maybenefit from joint multi-
layer encoder optimization techniques more than the dyadic case (although such optimization techniques were not used in this test).

in terms ofPSNR instead ofthe delta bit rate. With this data, we

can observethat the scalable scenario performs within 1.5 dB of
the single layer bit stream on average while simultaneously sup-
porting both a lower resolution and higher resolution display.
Theloss relative to a single-layer bitstream is relatively large in
some casesin this test. However, we note the following aspects
of these results.

* From a functionality perspective, these nondyadic ratios
enable a higher resolution (and thus higher quality) base
layer for a given enhancement layer resolution than a
dyadic scalability scenario could deliver.

* Smaller up-sampling ratios more benefit more from joint
inter-layer encoding optimization techniques due to the
closer resolution correspondence between the layers. Such
techniques were not applied here, and the result provides
only a lower bound on what is achievable.

VI. CONCLUSION

The goal of this paper has been to introduce the spatial
scalability part of the new standardized SVC design. This ex-
tension introduces scalability capability to the state-of-the-art

H.264/AVC video coding standard. At the high level, the de-
sign is conceptually an image pyramid that uses a single-loop
design methodology. This has the rather significant advantage
of reducing decoder complexity, as an SVC decoder needs to
perform only one motion compensation loop regardless of the
enhancement layer being decoded. Even with the standard-
ization of the SVC extension, there is significant opportunity
for future work in the area of encoder design and resampling
operators. This includes multilayer rate control and motion
estimation algorithms, as well as improvements in down-sam-
pling and post-processing. Advances in these aspects of an
end-to-end SVC system will further improve applications, and
it is expected to further improve codingefficiency.
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