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5.10. Filesystems
5.10.1. What are filesystems?

A filesystem is the methods and data structures that an operating system uses to keep track of files on a disk or
partition; that is, the way the files are organized on the disk. The word is also used to refer to a partition or disk
that is used to store the files or the type of the filesystem. Thus, one might say ``I have two filesystems'' meaning
one has two partitions on which one stores files, or that one is using the ``extended filesystem'', meaning the type
of the filesystem.

The difference between a disk or partition and the filesystem it contains is important. A few programs (including,
reasonably enough, programs that create filesystems) operate directly on the raw sectors of a disk or partition; if
there is an existing file system there it will be destroyed or seriously corrupted. Most programs operate on a
filesystem, and therefore won't work on a partition that doesn't contain one (or that contains one of the wrong
type).

Before a partition or disk can be used as a filesystem, it needs to be initialized, and the bookkeeping data
structures need to be written to the disk. This process is called making a filesystem.

Most UNIX filesystem types have a similar general structure, although the exact details vary quite a bit. The
central concepts are superblock, inode , data block, directory block , and indirection block. The superblock
contains information about the filesystem as a whole, such as its size (the exact information here depends on the
filesystem). An inode contains all information about a file, except its name. The name is stored in the directory,
together with the number of the inode. A directory entry consists of a filename and the number of the inode
which represents the file. The inode contains the numbers of several data blocks, which are used to store the data
in the file. There is space only for a few data block numbers in the inode, however, and if more are needed, more
space for pointers to the data blocks is allocated dynamically. These dynamically allocated blocks are indirect
blocks; the name indicates that in order to find the data block, one has to find its number in the indirect block
first.

UNIX filesystems usually allow one to create a hole in a file (this is done with the lseek() system call; check the
manual page), which means that the filesystem just pretends that at a particular place in the file there is just zero
bytes, but no actual disk sectors are reserved for that place in the file (this means that the file will use a bit less
disk space). This happens especially often for small binaries, Linux shared libraries, some databases, and a few
other special cases. (Holes are implemented by storing a special value as the address of the data block in the
indirect block or inode. This special address means that no data block is allocated for that part of the file, ergo,
there is a hole in the file.)

5.10.2. Filesystems galore

Linux supports several types of filesystems. As of this writing the most important ones are:

minix

The oldest, presumed to be the most reliable, but quite limited in features (some time stamps are missing,
at most 30 character filenames) and restricted in capabilities (at most 64 MB per filesystem).
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xia

A modified version of the minix filesystem that lifts the limits on the filenames and filesystem sizes, but
does not otherwise introduce new features. It is not very popular, but is reported to work very well.

ext3

The ext3 filesystem has all the features of the ext2 filesystem. The difference is, journaling has been
added. This improves performance and recovery time in case of a system crash. This has become more
popular than ext2.

ext2

The most featureful of the native Linux filesystems. It is designed to be easily upwards compatible, so that
new versions of the filesystem code do not require re-making the existing filesystems.

ext

An older version of ext2 that wasn't upwards compatible. It is hardly ever used in new installations any
more, and most people have converted to ext2.

reiserfs

A more robust filesystem. Journaling is used which makes data loss less likely. Journaling is a mechanism
whereby a record is kept of transaction which are to be performed, or which have been performed. This
allows the filesystem to reconstruct itself fairly easily after damage caused by, for example, improper
shutdowns.

jfs

JFS is a journaled filesystem designed by IBM to to work in high performance environments>

xfs

XFS was originally designed by Silicon Graphics to work as a 64-bit journaled filesystem. XFS was also
designed to maintain high performance with large files and filesystems.

In addition, support for several foreign filesystems exists, to make it easier to exchange files with other operating
systems. These foreign filesystems work just like native ones, except that they may be lacking in some usual
UNIX features, or have curious limitations, or other oddities.

msdos

Compatibility with MS-DOS (and OS/2 and Windows NT) FAT filesystems.

umsdos

Extends the msdos filesystem driver under Linux to get long filenames, owners, permissions, links, and
device files. This allows a normal msdos filesystem to be used as if it were a Linux one, thus removing the
need for a separate partition for Linux.

vfat

This is an extension of the FAT filesystem known as FAT32. It supports larger disk sizes than FAT. Most
MS Windows disks are vfat.
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iso9660

The standard CD-ROM filesystem; the popular Rock Ridge extension to the CD-ROM standard that
allows longer file names is supported automatically.

nfs

A networked filesystem that allows sharing a filesystem between many computers to allow easy access to
the files from all of them.

smbfs

A networks filesystem which allows sharing of a filesystem with an MS Windows computer. It is
compatible with the Windows file sharing protocols.

hpfs

The OS/2 filesystem.

sysv

SystemV/386, Coherent, and Xenix filesystems.

NTFS

The most advanced Microsoft journaled filesystem providing faster file access and stability over previous
Microsoft filesystems.

The choice of filesystem to use depends on the situation. If compatibility or other reasons make one of the non-
native filesystems necessary, then that one must be used. If one can choose freely, then it is probably wisest to
use ext3, since it has all the features of ext2, and is a journaled filesystem. For more information on filesystems,
see Section 5.10.6. You can also read the Filesystems HOWTO located at
http://www.tldp.org/HOWTO/Filesystems-HOWTO.html

There is also the proc filesystem, usually accessible as the /proc directory, which is not really a filesystem at all,
even though it looks like one. The proc filesystem makes it easy to access certain kernel data structures, such as
the process list (hence the name). It makes these data structures look like a filesystem, and that filesystem can be
manipulated with all the usual file tools. For example, to get a listing of all processes one might use the
command
$ ls -l /proc
total 0
dr-xr-xr-x   4 root     root            0 Jan 31 20:37 1
dr-xr-xr-x   4 liw      users           0 Jan 31 20:37 63
dr-xr-xr-x   4 liw      users           0 Jan 31 20:37 94
dr-xr-xr-x   4 liw      users           0 Jan 31 20:37 95
dr-xr-xr-x   4 root     users           0 Jan 31 20:37 98
dr-xr-xr-x   4 liw      users           0 Jan 31 20:37 99
-r--r--r--   1 root     root            0 Jan 31 20:37 devices
-r--r--r--   1 root     root            0 Jan 31 20:37 dma
-r--r--r--   1 root     root            0 Jan 31 20:37 filesystems
-r--r--r--   1 root     root            0 Jan 31 20:37 interrupts
-r--------   1 root     root      8654848 Jan 31 20:37 kcore
-r--r--r--   1 root     root            0 Jan 31 11:50 kmsg
-r--r--r--   1 root     root            0 Jan 31 20:37 ksyms
-r--r--r--   1 root     root            0 Jan 31 11:51 loadavg
-r--r--r--   1 root     root            0 Jan 31 20:37 meminfo
-r--r--r--   1 root     root            0 Jan 31 20:37 modules
dr-xr-xr-x   2 root     root            0 Jan 31 20:37 net
dr-xr-xr-x   4 root     root            0 Jan 31 20:37 self
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-r--r--r--   1 root     root            0 Jan 31 20:37 stat
-r--r--r--   1 root     root            0 Jan 31 20:37 uptime
-r--r--r--   1 root     root            0 Jan 31 20:37 
version
$

(There will be a few extra files that don't correspond to processes, though. The above example has been
shortened.)

Note that even though it is called a filesystem, no part of the proc filesystem touches any disk. It exists only in
the kernel's imagination. Whenever anyone tries to look at any part of the proc filesystem, the kernel makes it
look as if the part existed somewhere, even though it doesn't. So, even though there is a multi-megabyte
/proc/kcore file, it doesn't take any disk space.

5.10.3. Which filesystem should be used?

There is usually little point in using many different filesystems. Currently, ext3 is the most popular filesystem,
because it is a journaled filesystem. Currently it is probably the wisest choice. Reiserfs is another popular choice
because it to is journaled. Depending on the overhead for bookkeeping structures, speed, (perceived) reliability,
compatibility, and various other reasons, it may be advisable to use another file system. This needs to be decided
on a case-by-case basis.

A filesystem that uses journaling is also called a journaled filesystem. A journaled filesystem maintains a log, or
journal, of what has happened on a filesystem. In the event of a system crash, or if your 2 year old son hits the
power button like mine loves to do, a journaled filesystem is designed to use the filesystem's logs to recreate
unsaved and lost data. This makes data loss much less likely and will likely become a standard feature in Linux
filesystems. However, do not get a false sense of security from this. Like everything else, errors can arise.
Always make sure to back up your data in the event of an emergency.

See Section 5.10.6 for more details about the features of the different filesystem types.

5.10.4. Creating a filesystem

Filesystems are created, i.e., initialized, with the mkfs command. There is actually a separate program for each
filesystem type. mkfs is just a front end that runs the appropriate program depending on the desired filesystem
type. The type is selected with the -t fstype option.

The programs called by mkfs have slightly different command line interfaces. The common and most important
options are summarized below; see the manual pages for more.

-t fstype

Select the type of the filesystem.

-c

Search for bad blocks and initialize the bad block list accordingly.

-l filename

Read the initial bad block list from the name file.

There are also many programs written to add specific options when creating a specific filesystem. For example
mkfs.ext3 adds a -b option to allow the administrator to specify what block size should be used. Be sure to find
out if there is a specific program available for the filesystem type you want to use. For more information on
determining what block size to use please see Section 5.10.5.
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To create an ext2 filesystem on a floppy, one would give the following commands:
$ fdformat -n /dev/fd0H1440
Double-sided, 80 tracks, 18 sec/track. Total capacity 
1440 KB.
Formatting ... done
$ badblocks /dev/fd0H1440 1440 $>$ 
bad-blocks
$ mkfs.ext2 -l bad-blocks 
/dev/fd0H1440
mke2fs 0.5a, 5-Apr-94 for EXT2 FS 0.5, 94/03/10
360 inodes, 1440 blocks
72 blocks (5.00%) reserved for the super user
First data block=1
Block size=1024 (log=0)
Fragment size=1024 (log=0)
1 block group
8192 blocks per group, 8192 fragments per group
360 inodes per group

Writing inode tables: done
Writing superblocks and filesystem accounting information: 
done
$

First, the floppy was formatted (the -n option prevents validation, i.e., bad block checking). Then bad blocks
were searched with badblocks, with the output redirected to a file, bad-blocks. Finally, the filesystem was
created, with the bad block list initialized by whatever badblocks found.

The -c option could have been used with mkfs instead of badblocks and a separate file. The example below
does that.
$ mkfs.ext2 -c 
/dev/fd0H1440
mke2fs 0.5a, 5-Apr-94 for EXT2 FS 0.5, 94/03/10
360 inodes, 1440 blocks
72 blocks (5.00%) reserved for the super user
First data block=1
Block size=1024 (log=0)
Fragment size=1024 (log=0)
1 block group
8192 blocks per group, 8192 fragments per group
360 inodes per group

Checking for bad blocks (read-only test): done
Writing inode tables: done
Writing superblocks and filesystem accounting information: 
done
$

The -c option is more convenient than a separate use of badblocks, but badblocks is necessary for checking
after the filesystem has been created.

The process to prepare filesystems on hard disks or partitions is the same as for floppies, except that the
formatting isn't needed.

5.10.5. Filesystem block size

The block size specifies size that the filesystem will use to read and write data. Larger block sizes will help
improve disk I/O performance when using large files, such as databases. This happens because the disk can read
or write data for a longer period of time before having to search for the next block.
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