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LUE 
PHYSI 

Name 

Room temperature 

Boltzman constant 

Electron charge 

Thermal voltage 

Intrinsic Carrier 
Concentration (Silicon) 

Permittivity of Si 

Permittivity of Si02 

Resistivity of Al 

Resistivity of Cu 

Magnetic permeability 
of vacuum 

(similar for Si02) 

Speed of light 
{in vacuum) 

Speed of light (in Si02) 

F MA 
C 

Symbol 

T 

k 

q 

<Pr=kT/q 

ni 

~ .. , 
Sox 

PAl 

Pcu 

J1o 

Co 

cox 

ERIA N 
ST NTS 

Value Units 

300 (=27°C) K 

1.38 X 10-23 J/K 

1.6 X 10-t9 C 

26 mV (at 300 K) 

1.5 X 1010 cm-3 (at 300 K) 

1.05 X 10-12 Flem 

3.5 X 10-13 Flem 

2.7 X 10-8 n-m 
1.7 X 10-s Q-m 

12.6x 10-7 Wb/Am 

30 crn/nsec 

15 crn/nsec 
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VALUES

PHYSICAL

Name

Room temperature
Boltzman constant

Electron charge.

Thermal voltage

Intrinsic Carrier

Concentration (Silicon)

Permittivity of Si

Permittivity of SiO,

Resistivity of Al

Resistivity of Cu

Magnetic permeability
of vacuum

(similar for 5103)

Speed oflight
(i vacuum)

Speed of light (in SiO,)

 

Symbol Value

T 300 (= 27°C)

k 1.38 x 10-8

g 16x 108

or = kTigq 26

ni; 1.5 x 1918

Eq 1.05 x 10°?

Ene 35x10

Pai 2.7 x 10%

Pcu 1.7 x 107%

Ho 12.6 x 1077

£9 30

c 15

MATERIAL AND

CONSTANTS

Units

x

VK

Cc

mV (at 300 K)

em™(at 300 K)

Fem

F/em

Onn

O-m

Wb/Am

cm/nsec

cro/nsec
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FORMULAS AND EQUATIO.NS 

Diode 

ID = ls(eVol9y - 1) = QD/'Cy 

c. = Cjo 
J (1- VDl$oY" 

MOS Transistor 

Vy= Vyo+rUl-2$F+ VsB1-Jl-2$FI) 

ID= k;'y(V05 -Vy)2(l+AVD5 )(sat) 

nkT/ -kT/ Vcs ( VDSJ 
ID = I 5e q l - e q (subthreshold) 

Deep Submicron MOS Unified Model 

ID = 0 for V GT ~ 0 
? 

ID= k'~(vaTVmin- v;111
)(1+AVDs)forVGT~o 

with vmin = min(V GT> V DS> V DSAT) 

and V GT = V Gs - VT 

MOS Switch Model 

3 V DD ( 5, ) ""4/-- I-6r,VDD 
DSAT 

Inverter 

VoH = f(VoL) 

VoL = f(VoH) 

VM = f(V,w) 

t = 0 69R C = CL(Vswing/2) 
p • eq L [avg 

p dyn = CL V DD v.,::;;gJ 

P.aat = V DD! DD 

Static CMOS Inverter 

VoH = VDD 

V0 L = GND 

rVDD 
VM""-- with 

l+r 
r = kP V DSA1i> 

knVDSATn 

VDD-VM 
VIL= V,w+--

g 

. h 1 +r 
Wlt g "" .,.,,-,,--::-c--=-:--..,-:-:-0-:--_,....,. 

(V M - V Tn - V DSATn/2)(An -AP) 

_ t pHL + tpLH _ (Reqn + Reqp) 
tp -

2 
- 0.69CL 

2 

P11 ,. = CLV~Df 

Interconnect 

Lumped RC: tP = 0.69 RC 

Distributed RC: tP = 0.38 RC 

RC-chain: 

N N N 

i= l j= i i= l j= I 

Transmission line reflection: 

V,efl !,,ft R-Zo 
p=-=-=--

vinc line R+Zo 
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K
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= 0 for Vg, s0

Voi
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and Vor = Ves-Vr
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R

 
Inverter

Vou = foi)

Vor = fVorn)

Vu = FV

= 0.69R,,C, =2svine”?)eq

= C,Vop Vewingd
= Vonlop
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Vou = Vop
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kp Vosa Tp
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~-----------------------------------------...... 

To Kathelijn, Karthiyayani, Krithivasan, 
and our Parents 

"Qu'est-ce que l'homme dans la nature? 
Un neant a l'egard de l'injini, 

un tout all' egard du neant, 
un milieu entre rien et tout." 

"What is man in nature? 
Nothing in relation to the infinite, 
everything in relation to nothing, 

a mean between nothing and eve1ything." 

Blaise Pascal, Pensees, n. 4, 1670. 
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Preface 

What is New? 
Welcome to second edition of "Digital Integrated Circuits: A Design Perspective." In the six 
years since the publication of the first, the field of digital integrated circuits has gone through 
some dramatic evolutions and changes. IC manufacturing technology has continued to scale to 
ever-smaller dimensions. Minimum feature sizes have scaled by a factor of almost ten since the 
writing of the first edition, and now are approaching the 100 nm realm. This scaling has a double 
impact on the design of digital integrated circuit. First of all, the complexity of the designs that 
can be put on a single die has increased dramatically. Dealing with the challenges this poses has 
led to new design methodologies and implementation strategies. At the sarrie time, the plunge 
into the deep-submicron space causes devices to behave differently, and brings to the forefront a 
number of new issues that impact the reliability, cost, performance, and power dissipation of the 
digital IC. Addressing these issues in-depth is what differentiates this edition from the first. 

A glance through the table of contents reveals extended coverage.of issues such as deep
sub micron devices, circuit optimization, interconnect modeling and optimization, signal integ
rity, clocking and timing, and power dissipation. All these topics are illustrated with state-of-the
art design examples. Also, since MOS now represents more than 99% of the digital IC market, 
older technologies such as silicon bipolar and GaAs have been deleted (however, the inte1;,ested 
reader can find the old chapters on these technologies on the web site of the book). Given the 
importance of methodology in today's design process, we have included Design Methodology 
Inserts throughout the text, each of which highlights one particular aspect of the design process. 
This new edition represents a major reworking of the book. The biggest change is the addition of 
two co-authors, Anantha and Bora, who have brought a broader insight into digital IC design and 
its latest trends and challenges. 

Maintaining the Spirit of the First Edition 
While introducing these changes, our intent has been to preserve the spirit and goals of the first 
edition-that is, to bridge the gap between the circuit and system visions on digital design. 
While starting from a solid understanding of the operation of electronic devices and an in-depth 
analysis of the nucleus of digital design-the inverter-we gradually channel this knowledge 
into the design of more complex modules such as gates, registers, controllers, adders, multipli
ers, and memories .. We identify the compelling questions facing the designers of today's 

vii 
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viii Preface 

complex circuits: What are the dominant design parameters, what section of the design should 
he focus on and what details could she ignore? Simplification is clearly the only approach to 
address the increasing complexity of the digital systems. However, oversimplification can lead 
to circuit failure since global circuit effects such as timing, interconnect, and power consump
tion are ignored. To avoid this pitfall it is important to design digital circuits with both a circuits 
and a systems perspective in mind. This is the approach taken in this book, which brings the 
reader the knowledge and expertise needed to deal with complexity, using both analytical and 
experimental techniques. 

How to Use This Book 
The core of the text is intended for use in a senior-level digital circuit design class. Around this 
kernel, we have included chapters and sections covering the more advanced topics. In the course 
of developing this book, it quickly became obvious that it is difficult to define a subset of the 
digital circuit design domain that covers everyone's needs. On the one hand, a newcomer to the 
field needs detailed coverage of the basic concepts. On the other hand, feedback from early read
ers and reviewers indicated that an in-depth and extensive coverage of advanced topics and cur
rent issues is desirable and necessary. Providing this complete vision resulted in a text that 
exceeds the scope of a single-semester class. The more advanced material can be used as the 
basis for a graduate class. The wide coverage and the inclusion of state-of-the-art topics also 
makes the text useful as a reference work for professional engineers. It is assumed that students 
taking this course are familiar with the basics of logic design. 

The organization of the material is such that the chapters can be taught or read in many 
ways, as long as a number of precedence relations are adhered to. The core of the text consists of 
Chapters 5, 6, 7, and 8. Chapters 1 to 4 can be considered as introductory. In response to popular 
demand, we have introduced a short treatise on semiconductor manufacturing in Chapter 2. Stu
dents with a prior introduction to semiconductor devices can traverse quickly through Chapter 3. 
We urge everyone to do at least that, as a number of important notations and foundations are 
introduced in that chapter. In addition, an original approach to the modeling of deep-submicron 
transistors enabling manual analysis, is introduced. To emphasize the importance of interconnect 
in today's digital design, we have moved the modeling of interconnect forward in the text to 
Chapter 4. 

Chapters 9 to 12 are of a more advanced nature and can be used to provide a certain focus 
to the course. A course with a focus on the circuit aspects, for example, can supplement the core 
material with Chapters 9 and 12. A course focused on the digital system design should consider 
adding (parts of) Chapters 9, 10, and 11. All of these advanced chapters can be used to form the 
core of a graduate or a follow-on course. Sections considered advanced are marked with an 
asterisk in the text. 

A number of possible paths through the material for a senior-level class are enumerated 
below. In the instructor documentation, provided on the book's web site, we have included a 
number of complete syllabi based on courses run at some academic institutions. 
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Preface 

Basic circuit class (with minor prior device knowledge): 
1, 2.1-3, 3, 4, 5, 6, 7, 8, (9.1-9.3, 12). 

Somewhat more advanced circuit coverage: 
1, (2, 3), 4, 5, 6, 7, 8, 9, 10.1-10.3, 10.5-10.6, 12. 

Course with systems focus: 
1, (2, 3), 4, 5, 6, 7, 8, 9, 10.1-10.4, 11, 12.1-12.2. 

ix 

The design methodology inserts are, by preference, covered in concurrence with the chapter to 
which they are attached. 

In order to maintain a consistent flow through each of the chapters, the topics are intro
duced first, followed by a detailed and in-depth discussion of the ideas. A Perspective section 
discusses how the introduced concepts relate to real world designs and how they might be 
impacted by future evolutions. Each chapter finishes with a Summary, which briefly enumerates 
the topics covered in the text, followed by To Probe Further and Reference sections. These pro
vide ample references and pointers for a reader interested in further details on some of the 
material. 

As the title of the book implies, one of the goals of this book is to stress the design aspect 
of digital circuits. To achieve this more practical viewpoint and to provide a real perspective, we 
have interspersed actual design examples and layouts throughout the text. These case studies 
help to answer questions, such as "How much area or speed or power is really saved by applying 
this technique?" To mimic the real design process, we are making extensive use of design tools 
such as circuit- and switch-level simulation as well as layout editing and extraction. Computer 
analysis is used throughout to verify manual results, to illustrate new concepts, or to examine 
complex behavior beyond the reach of manual analysis. 

Finally, to facilitate the learning process, there are numerous examples included in the 
text. Each chapter contains a number of problems or brain-teasers (answers for which can be 
found in the back of the book), that provoke thinking and understanding while reading. 

The Worldwide Web Companion 

A worldwide web companion (http://bwrc.eecs.berkeley.edu/lcBook!index.htm) provides fully 
worked-out design problems and a complete set of overhead transparencies, extracting the most 
important figures and graphs from the text. 

In contrast to the first edition, we have chosen NOT to include problems sets and design 
problems in the text. Instead we decided to make them available on the book's web site. This 
gives us the opportunity to dynamically upgrade and extend the problems, providing a more 
effective tool for the instructor. More than 300 challenging exercises are currently provided. The 
goal is ti;> provide the individual reader an independent gauge for his understanding of the mate
rial and to provide practice in the use of some of the design tools. Each problem is keyed to the 
text sections it refers to (e.g., <1.3>), the design tools that must be used when solving the prob
lem (e.g., SPICE) and a rating, ranking the problems on difficulty: (E) easy, (M) moderate, and 
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effective tool for the instructor. More than 300 challenging exercises are currently provided. The
goal is to provide the individual reader an independent gauge for his understanding of the mate-

rial and to provide practice in the use of some of the design tools. Each problem is keyed to the
text sectionsit refers to (e.g., <1.3>), the design tools that must be used when solving the prob-
lem (e.g., SPICE) and a rating, ranking the problems on difficulty: (E) easy, (M) moderate, and
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(C) challenging. Problems marked with a (D) include a design or research elements. Solutions to 
the problem sets are available only to instructors of academic institutions that have chosen to 
adopt our book for classroom use. They are available through the publisher on a password
protected web site. 

Open-ended design problems help to gain the all-important insight into design optimiza
tion and trade-off. The use of design editing, velification and analysis tools is recommended 
when attempting these design problems. Fully worked out versions of these problems can be 
found on the web site. 

In addition, the book's web site also offers samples of hardware and software laboratories, 
extra background information, and useful links. 

Compelling Features of the Book 

• Brings both circuit and systems views on design together. It offers a profound understand
ing of the design of complex digital circuits, while preparing the designer for new chal
lenges that might be waiting around the corner. 

• Design-oriented perspectives are advocated throughout. Design challenges and guidelines 
are highlighted. Techniques introduced in the text are illustrated with real designs and 
complete SPICE analysis. 

• Is the first circuit design book that focuses solely on deep-submicron devices. To facilitate 
this, a simple transistor model for manual analysis, called the unified MOS model, has 
been developed. 

• Unique in showing how to use the latest techniques to design complex high-performance 
or low-power circuits. Speed and power treated as equal citizens throughout the text. 

• Covers crucial real-world system design issues such as signal integrity, power dissipation, 
interconnect, packaging, timing, and synchronization. 

• Provides unique coverage of the latest design methodologies and tools, with a discussion 
of how to use them from a designers' perspective. 

• Offers perspectives on how digital circuit technology might evolve in the future. 
• Outstanding illustrations and a usable design-oriented four-color insert. 
• To Probe Further and Reference sections provide ample references and pointers for a 

reader interested in further details on some of the material. 
• Extensive instructional package is available over the internet from the author's web site. 

Includes design software, transparency masters, problem sets, design problems, actual lay
outs, and hardware and software laboratories. 

The Contents at a Glance 
A quick scan of the table of contents shows how the ordering of chapters and the material cov
ered are consistent with the advocated design methodology. Starting from a model of the semi
conductor devices, we will gradually progress upwards, covering the inverter, the complex logic 
gate (NAND, NOR, XOR), the functional (adder, multiplier, shifter, register) and the system 

ONSEMI EXHIBIT 1041, Page 13

 
  

 

x Preface

(C) challenging. Problems marked with a (D) include a design or research elements. Solutions to

the problemsets are available only to instructors of academic institutions that have chosen to
adopt our book for classroom use. They are available through the publisher on a password-

protected website.

Open-ended design problems help to gain the all-important insight into design optimiza-
tion and trade-off. The use of design editing, verification and analysis tools is recommended

when attempting these design problems. Fully worked out versions of these problems can be
found on the website.

In addition, the book’s website also offers samples of hardware and software laboratories,
extra background information, and useful links.

Compelling Features of the Book

° Brings both circuit and systems views on design together. It offers a profound understand-

ing of the design of complex digital circuits, while preparing the designer for new chal-
lenges that might be waiting around the corner.

e Design-oriented perspectives are advocated throughout. Design challenges and guidelines

are highlighted. Techniques introduced im the text are illustrated with real designs and
complete SPICE analysis.

* Is the first circuit design book thatfocuses solely on deep-submicron devices. To facilitate
this, a simple transistor model for manual analysis, called the unified MOS model, has

been developed.

* Unique in showing how to use the latest techniques to design complex high-performance
or low-powercircuits. Speed and powertreated as equal citizens throughoutthetext.

* Covers crucial real-world system design issues such as signal integrity, power dissipation,
interconnect, packaging, timing, and synchronization.

¢ Provides unique coverage of the latest design methodologies and tools, with a discussion
of how to use them from a designers’ perspective.

* Offers perspectives on how digital circuit technology might evolvein the future.

* Outstanding illustrations and a usable design-oriented four-color insert.
* To Probe Further and Reference sections provide ample references and pointers for a

reader interested in further details on some of the material.

* Extensive instructional package is available over the internet from the author’s website.

Includes design software, transparency masters, problem sets, design problems, actual lay-
outs, and hardware and software laboratories.

The Contents at a Glance

A quick scan of the table of contents shows how the ordering of chapters and the material cov-
ered are consistent with the advocated design methodology. Starting from a model of the semi-

conductor devices, we will gradually progress upwards, covering the inverter, the complex logic
gate (NAND, NOR, XOR), the functional (adder, multiplier, shifter, register) and the system

~ONSEMI EXHIBIT1041, Page13



Preface xi 

module (datapath, controller, memory) levels of abstraction. For each of these layers, the domi
nant design parameters are identified and simplified models are constructed, abstracting away 
the nonessential details. While this layered modeling approach is the designer's best handle on 
complexity, it has some pitfalls. This is illustrated in Chapters 9 and 10, where topics with a 
global impact, such as interconnect parasitics and chip timing, are discussed. To further express 
the dichotomy between circuit and system design visions, we have divided the book contents 
into two major parts: Part II (Chapters 4-7) addresses mostly the circuit perspective of digital 
circuit design, while Part III (Chapters 8-12) presents a more system oriented vision. Part I 
(Chapters 1-4) provides the necessary foundation (design metrics, the manufacturing process, 
device and interconnect models). 

Chapter 1 serves as a global introduction. After a historical overview of digital circuit 
design, the concepts of hierarchical design and the different abstraction layers are introduced. A 
number of fundamental metrics, which help to quantify cost, reliability, and performance of a 
design, are introduced. 

Chapter 2 provides a short and compact introduction to the MOS manufacturing 
process. Understanding the basic steps in the process helps to create the three-dimensional 
understanding of the MOS transistor, which is crucial when identifying the sources of the 
device parasitics. Many of the variations in device parameters can also be attributed to the 
manufacturing process as well. The chapter further introduces the concept of design rules, 
which form the interface between the designer and the manufacturer. The chapter concludes 
with an overview of the chip packaging process, an often-overlooked but crucial element of the 
digital IC design cycle. 

Chapter 3 contains a summary of the primary design building blocks, the semiconductor 
devices. The main goal of this chapter is to provide an intuitive understanding of the operation of 
the MOS as well as to introduce the device models, which are used extensively in the later chap
ters. Major attention is paid to the artifacts of modern submicron devices, and the modeling 
thereof. Readers with prior device knowledge can traverse this material rather quickly. 

Chapter 4 contains a careful analysis of the wire, with interconnect and its accompanying 
parasitics playing a major role. We visit each of the parasitics that come with a wire (capaci
tance, resistance, and inductance) in turn. Models for both manual and computer analysis are 
introduced. 

Chapter 5 deals with the nucleus of digital design, the inverter. First, a number of funda
mental properties of digital gates are introduced. These parameters, which help to quantify the 
performance and reliability of a gate, are derived in detail for two representative inverter struc
tures: the static complementary CMOS. The techniques and approaches introduced in this chap
ter are of crucial importance, as they are repeated over and over again in the analysis of other 
gate structures and more complex gate structures. 

In Chapter 6 this fundamental knowledge is extended to address the design of simple and 
complex digital CMOS gates, such as NOR and NAND structures. It is demonstrated that, 
depending upon the dominant design constraint (reliability, area, performance, or power), other 
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CMOS gate structures besides the complementary static gate can be attractive. The properties of 
a number of contemporary gate-logic families are analyzed and compared. Techniques to opti
mize the performance and power consumption of complex gates are introduced. 

Chapter 7 discusses how memory function can be accomplished using either positive 
feedback or charge storage. Besides analyzing the traditional bistable flip-flops, other sequential 
circuits such as the mono- and astable multivibrators are also introduced. All chapters prior to 
Chapter 7 deal exclusively with combinational circuits, that is circuits without a sense of the past 
history of the system. Sequential logic circuits, in contrast, can remember and store the 
past state. 

All chapters preceding Chapter 8 present a circuit-oriented approach towards digital 
design. The analysis and optimization process has been constrained to the individual gate. In 
this chapter, we take our approach one step further and analyze how gates can be connected 
together to form the building blocks. of a system. The system-level part of the book starts, 
appropriately, with a discussion of design methodologies. Design automation is the only way 
to cope with the ever-increasing complexity of digital designs. In Chapter 8, the prominent 
ways of producing large designs in a limited time are discussed. The chapter spends consider
able time on the different implementation methodologies available to today's designer. Cus
tom versus semi-custom, hardwired versus fixed, regular array versus ad-hoc are some of the 
issues put forward. 

Chapter 9 revisits the impact of interconnect wiring on the functionality and performance 
of a digital gate. A wire introduces parasitic capacitive, resistive, and inductive effects, which are 
becoming ever more important with the scaling of the technology. Approaches to minimize the 
impact of these interconnect parasitics on performance, power dissipation and circuit reliability 
are introduced. The chapter also addresses some important issues such as supply-voltage distri
bution, and input/output circuitry. 

In Chapter 10 details how that in order to operate sequential circuits correctly, a strict 
ordering of the switching events has to be imposed. Without these timing constraints, wrong data 
might be written into the memory cells. Most digital circuits use a synchronous, clocked 
approach to impose this ordering. In Chapter 10, the different approaches to digital circuit tim
ing and clocking are discussed. The impact of important effects such as clock skew on the 
behavior of digital synchronous circuits is analyzed. The synchronous approach is contrasted 
with alternative techniques, such as self-timed circuits. The chapter concludes with a short intro
duction to synchronization and clock-generation circuits. 

In Chapter 11, the design of a variety of complex arithmetic building blocks such as 
adders, multipliers, and shifters, is discussed. This chapter is crucial because it demonstrates 
how the design techniques introduced in chapters 5 and 6 are extended to the next abstraction 
layer. The concept of the critical path is introduced and used extensively in the performance 
analysis and optimization. Higher-level pe1formance models are derived. These help the 
designer to get a fundamental insight into the operation and quality of a design module, without 
having to resort to an in-depth and detailed analysis of the underlying circuitry. 
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Chapter 12 discusses in depth the different memory classes and their implementation. 
Whenever large amounts of data storage are needed, the digital designer resorts to special cir
cuit modules, called memories. Semiconductor memories achieve very high storage density 
by compromising on some of the fundamental properties of digital gates. Instrumental in the 
design of reliable and fast memories is the implementation of the peripheral circuitry, such as 
the decoders, sense amplifiers, drivers, and control circuitry, which are extensively covered. 
Finally, as the primary issue in memory design is to ensure that the device works consis
tently under all operating circumstances, the chapter concludes with a detailed discussion of 
memory reliability. This chapter as well as the previous one are optional for undergraduate 
courses. 
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36 Chapter 2 • The Manufacturing Process 

2.1 Introduction 
Most digital designers will never be confronted with the details of the manufacturing process 
that lay at the core of the semiconductor revolution. Still, some insight into the steps that lead to 
an operational silicon chip comes in quite handy in understanding the physical constraints 
imposed on a designer of an integrated circuit, as well as the impact of the fabrication process on 
issues such as cost. 

In this chapter, we briefly describe the steps and techniques used in a modern integrated 
circuit manufacturing process. It is not our aim to present a detailed description of the fabrica
tion technology, which easily deserves a complete course [PlummerOO]. Rather, we aim at pre
senting the general outline of the flow and the interaction between the various steps. We learn 
that a set of optical masks forms the central interface between the intrinsics of the manufacturing 
process and the design that the user wants to see transferred to the silicon fabric. The masks 
define the patterns that, when transcribed onto the different layers of the semiconductor material, 
form the elements of the electronic devices and the interconnecting wires. AB such, these pat
terns have to adhere to some constraints, in terms of minimum width and separation, if the 
resulting circuit is to be fully functional. This collection of constraints is called the design rule 
set, and acts as the contract between the circuit designer and the process engineer. If the designer 
adheres to these rules, he gets a guarantee that his circuit will be manufacturable. An overview 
of the common design rules encountered in modern CMOS processes is given, as well as a per
spective on the JC packaging options. The package forms the interface between the circuit 
implemented on the silicon die and the outside world, and as such has a major impact on the per
formance, reliability, longevity, and cost of the integrated circuit. 

2.2 Manufacturing CMOS Integrated Circuits 

A simplified cross section of a typical CMOS inverter is shown in Figure 2-1. The CMOS pro
cess requires that both n-channel (NMOS) and p-channel (PMOS) transistors be built in the 
same silicon material. To accommodate both types of devices, special regions called wells must 
be created in which the semiconductor material is opposite to the type of the channel. A PMOS 
transistor has to be created in either an n-type substrate or an n-well, while an NMOS device 
resides in either a p-type substrate or a p-well. The cross section shown in Figure 2-1 features an 

PolysUicon Al 

p 

p-substrate 

Figure 2· 1 Cross section of an n-well CMOS process. 
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2.2 Manufacturing CMOS Integrated Circuits 37 

gate oxide 

Tungsten \\ 

Figure 2-2 Cross section of modem dual-well CMOS process. 

n-well CMOS process, where the NMOS transistors are implemented in the p-doped substrate, 
and the PMOS devices are located in the n-we!L Modern processes are increasingly using a 
dual-well approach that uses both n, and p-wells, grown on top of an epitaxial layer, as shown in 
Figure 2-2. 

The CMOS process requires a large number of steps, each of which consists of a sequence 
of basic operations. A number of these steps and/or operations are executed very repetitively in 
the course of the manufacturing process. Rather than immediately delving into a description of 
the overall process flow, we first discuss the starting material followed by a detailed perspective 
on some of the most fr~uently recurring operations. 

2.2.1 The Silicon Wafer 

The base material for the manufacturing process comes in the form of a single-crystalline, 
lightly doped wafer. These wafers have typical diameters between 4 and 12 inches (JO and 
30 cm, respectively) and a thickness of, at most 1 mm. They are obtained by cutting a single
crystal ingot into thin slices (see Figure 2-3). A starting wafer of the p--type might be doped 
around the levels of 2 x 1021 impurities/m3

• Often, the surface of the wafer is doped more 
heavily, and a single crystal epitaxial layer of the opposite type is grown over the surface before 
the wafers are handed to the processing company. One important metric is the defect density of 
the base material. High defect densities lead to a larger fraction of nonfunctional circuits, and 
consequently an increase in cost of the final product. 

2.2.2 Photolithography 

In each processing step, a certain area on the chlp is masked out using the appropriate optical 
mask so that a desired processing step can be selectively applied to the remaining regions. The 
processing step can be any of a wide range of tasks, including oxidation, etching, metal and 
polysilicon deposition, and ion implantation. The technique to accomplish this selective mask
ing, called photolithography, is applied throughout the manufacturing process. Figure 2-4 gives 
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n-well CMOS process, where the NMOStransistors are implemented in the p-doped substrate,
and the PMOS devices are located in the n-well. Modern processes are increasingly using a
dial-well approach that uses both #- and p-wells, grown on top of an epitaxial layer, as shown in
Figure 2-2,

The CMOSprocess requires a large numberof steps, cach of which consists of a sequence
of basic operations. A number of these steps and/or operations are executed very repetitively in
the course of the manufacturing process. Rather than immediately delving into a description of
the overall process low, we first discuss the starting material followed by a detailed perspective
on some of the most frequently recurring operations.

 
2.2.1 The Silicon Wafer

The base material for the manvfacturing process comes in the form of a single-crystalline,
lightly doped wafer. These wafers have typical diameters between 4 and 12 inches (10 and
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38 Chapter 2 • The Manufacturing Process 

Figure 2-3 Single-crystal ingot and sliced wafers (from [Fullman99]). 
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Figure 2-4 Typical operations in a single photolithographic cycle (from [Fullman99]). 
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a graphical overview of the different operations involved in a typical photolithographic process. 
The following steps can be identified: 

I. Oxidation layering-this optional step deposits a thin layer of Si02 over the complete 
wafer by exposing it to a mixture of high-purity oxygen and hydrogen at approximately 
1000°C. The oxide is used as an insulation layer and also forms transistor gates. 

2. Photoresist coating-a light-sensitive polymer (similar to latex) is evenly applied to a 

thickness of approximately I µm by spinning the wafer. This material is originally soluble 
in an organic solvent, but has the property that the polymers cross-link when exposed to 
light, making the affected regions insoluble. A photoresist of this type is called negative. A 
positive photoresist has the opposite properties; originally insoluble, but soluble after 
exposure. By using both positive and negative resists, a single mask can sometimes be 
used for two steps, making complementary regions available for processing. Since the cost 
of a mask is increasing quite rapidly with the scaling of technology, reducing the number 
of masks surely is a high priority. 

3. Stepper exposure-a glass mask (or reticle) containing the patterns that we want to trans
fer to the silicon is brought in close proximity to the wafer. The mask is opaque in the 
regions that we want to process, and transparent in the others (assuming a negative photo
resist). The glass mask can be thought of as the negative of one layer of the microcircuit. 
The combination of mask and wafer is now exposed to ultraviolet light. Where the mask is 
transparent, the photoresist becomes insoluble. 

4. Photoresist development and bake-the wafers are developed in either an acid or base 
solution to remove the nonexposed areas of photoresist. Once the exposed photoresist is 
removed, the wafer is "soft baked" at a low temperature to harden the remaining 
photoresist. 

5. Acid etching-material is selectively removed from areas of the wafer that are not covered 
by photoresist. This is accomplished through the use of many different types of acid, base 
and caustic solutions as a function of the material that is to be removed. Much of the work 
with chemicals takes place at large wet benches where special solutions are prepared for 
specific tasks. Because of the dangerous nature of some of these solvents, safety and envi
ronmental impact is a primary concern. 

6. Spin, rinse, and dry-a special tool (called SRD) cleans the wafer with deionized water 
and dries it with nitrogen. The microscopic scale of modern semiconductor devices means 
that even the smallest particle of dust or dirt can destroy the circuitry. To prevent this from 
happening, the processing steps are performed in ultraclean rooms where the number of 
dust particles per cubic foot of air ranges between 1 and 10. Automatic wafer handling and 
robotics are used whenever possible. This explains why the cost of a state-of-the-art 
fabrication facility easily reaches multiple billions of dollars. Even then, the wafers must 
be constantly cleaned to avoid contamination and to remove the leftover of the previous 
process steps. 
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1. Various process steps-the exposed area can now be subjected to a wide range of process 
steps, such as ion implantation, plasma etching, or metal deposition. These are the subjects 
of the subsequent section. 

8. Photo resist removal ( or ashing)-a high-temperature plasma is used to selectively remove 
the remaining photoresist without damaging device layers. 

In Figure 2-5, we illustrate the use of the photolithographic process for one specific exam
ple, the patterning of a layer of Si02• The sequence of process steps shown in the figure patterns 
exactly one layer of the semiconductor material and may seem very complex. Yet, the reader has 
to bear in mind that the same sequence patterns the layer of the complete surface of the wafer. 
Hence, it is a very parallel process, transferring hundreds of millions of patterns to the semicon
ductor surface simultaneously. The concurrent and scalable nature of the optolithographical pro
cess is what makes the cheap manufacturing of complex semiconductor circuits possible, and 
lies at the core of the economic success of the semiconductor industry. 

The continued scaling of the minimum feature sizes in integrated circuits puts an enormous 
burden on the developer of semiconductor manufacturing equipment. This is especially true for 
the optolithographical process. The dimensions of the features to be transcribed surpass the 
wavelengths of the optical light sources, so that achieving the necessary resolution and accuracy 

Si substrate 

{a) Silicon base material 

Photoresist 
f------------1 SiOz 

Si substrate 

I 
(b) After oxidation and deposition 
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Figure 2-5 Process steps for patterning of Si02• 
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7. Various process steps—the exposed area can now be subjected to a wide range of process
steps, such as ion implantation, plasma etching, or metal deposition. These are the subjects
of the subsequent section. :

8. Photoresist removal (or ashing}—a high-temperature plasmais used to selectively remove
the remaining photoresist without damaging device layers.

In Figure 2-5, weillustrate the use of the photolithographic process for one specific exam-
ple, the patterning of a layer of SiO,. The sequence of process steps shown in the figure patterns
exactly one layer of the semiconductor material and may seem very complex.Yet, the readez nas
to bear in mind that the same sequence patterns the layer of the complete surface of the wafer.
Hence,it is a very parallel process, transferring hundreds of millions of patterns to the semicon-
ductor surface simultaneously, The concurrent and scalable nature of the optolithographical pro-

cess is what makes the cheap manufacturing of complex semiconductor circuits possible, and
lies at the core of the economic success of the semiconductor industry.

The continued scaling of the minimum feature sizes in integrated circuits puts an enormous
burden on the develaper of semiconductor manufacturing equipment. This is especially true for
the optolithographical process. The dimensions of the features to be transcribed surpass the
wavelengths of the optical light sources, so that achieving the necessary resolution and accuracy
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becomes more and more difficult. So far, electrical engineering has extended the lifetime of this 
process at least until the 100 nm (or 0.1 µm) process generation. Techniques such as optical mask 
correction (OPC) prewarp the drawn patterns to account for the diffraction phenomena, encoun
tered when printing close to the wavelength of the available optical source. This adds substan
tially to the cost of mask making. In the foreseeable future, other solutions that offer a finer 
resolution, such as extreme ultraviolet (EUV), X ray, or electron beam, may be needed. These 
techniques, while fully functional, are currently less attractive from an economic viewpoint. 

2.2.3 Some Recurring Process Steps 

Diffusion and Ion Implantation 

Many steps of the integrated circuit manufacturing process require a change in the dopant con
centration of some parts of the material. Examples include the creation of the source and drain 
regions, well and substrate contacts, the doping of the polysilicon, and the adjustments of the 
device threshold. Two approaches exist for introducing these dopants-diffusion and ion 
implantation. In both techniques, the area to be doped is exposed, while the rest of the wafer is 
coated with a layer of buffer material, typically Si02. 

In diffusion implantarion, the wafers are placed in a quartz tube embedded in a heated fur
nace. A gas containing the dopant is introduced in the tube. The high temperatures of the fur
nace, typically 900 to II 00 °C, cause the dopants to diffuse into the exposed surface both 
vertically and horizontally. The final dopant concentration is the greatest at the surface and 
decreases in a gaussian profile deeper in the material. 

In ion implantation, dopants are introduced as ions into the material. The ion implantation 
system directs and sweeps a beam of purified ions over the semiconductor surface. The accelera
tion of the ions determines how deep they will penetrate the material, while the beam current 
and the exposure time determine the dosage. The ion implantation method allows for an inde
pendent control of depth and dosage. This is the reason that ion implantation has largely dis
placed diffusion in modem semiconductor manufacturing. 

Ion implantation has some unfortunate side effects~ however, the most important one being 
lattice damage. Nuclear collisions during the high energy implantation cause the displacement 
of substrate atoms, leading to material defects. This problem is largely resolved by applying a 
subsequent annealing step, in which the wafer is heated to around 1000°C for 15 to 30 minutes, 
and then allowed to cool slowly. The heating step thermally vibrates the atoms, which allows the 
bonds to reform. 

Deposition 

Any CMOS process requires the repetitive deposition of layers of a material over the complete 
wafer, to either act as buffers for a processing step, or as insulating or conducting layers. We 
have already discussed the oxidation process, which allows a layer of Si02 to be grown. Other 
materials require different techniques. For instance, silicon nitride (Si3N4) is used as a sacrificial 
buffer material during the formation of the field oxide and the introduction of the stopper 
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implants. This silicon nitride is deposited everywhere using a process called chemical vapor 
deposition or CVD. This process is based on a gas-phase reaction, with energy supplied by heat 
at around 850°C. 

Polysilicon, on the other hand, is deposited using a chemical deposition process, which 
flows silane gas over the heated wafer coated with Si02 at a temperature of approximately 
650°C. The resulting reaction produces a noncrystalline or amorphous material called poly sili

con. To increase the conductivity of the material, the deposition has to be followed by an implan
tation step. 

The Aluminum interconnect layers typically are deployed using a process known as sput
tering. The aluminum is evaporated in a vacuum, with the heat for the evaporation delivered by 
electron-beam or ion-beam bombarding. Other metallic interconnect materials such as Copper 
require different deposition techniques. 

Etching 

Once a material has been deposited, etching is used selectively to form patterns such as wires 
and contact holes. We already discussed the wet etching process, which makes use of acid or 
basic solutions. Hydrofluoric acid buffered with ammonium fluoride typically is used to etch 
Si02, for example. 

In recent years, dry or plasma etching has advanced substantially. A wafer is placed into 
the etch tool's processing chamber and given a negative electrical charge. The chamber is heated 
to 100°C and brought to a vacuum level of 7.5 Pa, then filled with a positively charged plasma 
(usually a mix of nitrogen, chlorine, and boron trichloride). The opposing electrical charges 
cause the rapidly moving plasma molecules to align themselves in a vertical direction, forming a 
microscopic chemical and physical "sandblasting" action which removes the exposed material. 
Plasma etching has the advantage of offering a well-defined directionality to the etching action, 
creating patterns with sharp vertical contours. 

Planarization 

To reliably deposit a layer of material onto the semiconductor surface, it is essential that the sur
face be approximately flat. If special steps were not taken, this would definitely present prob
lems in modern CMOS processes, where multiple patterned metal interconnect layers are 
superimposed onto each other. Therefore, a chemical-mechanical planarization (CMP) step is 

included before the deposition of an extra metal layer on top of the insulating Si02 layer. This 
process uses a slurry compound-a liquid carrier with a suspended abrasive component such as 
aluminum oxide or silica-to microscopically plane a device layer and to reduce the step 
heights. 

2.2.4 Simplified CMOS Process Flow 

The gross outline of a potential CMOS process flow is given in Figure 2-6. The process starts 
with the definition of the active regions-these are the regions where transistors will be con
structed. All other areas of the die will be covered with a thick layer of silicon dioxide (Si02) 
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Define active areas 
Etch and fin trenches 

t 
Implant well regions 

t 
Deposit and pattern 
polysilicon !ayer 

+ 
Implant source and drain 
regions and substrate contacts 

t 
Create contact and via windows 
Deposit and pattern metal layers 

Figure 2-6 Simplified process sequence for the manufacturing of an-dual-well CMOS circuit. 

called the field oxide. This oxide acts as the insulator between neighboring devices, and it is 
either grown (as in the process of Figure 2-1) or deposited in etched trenches (Figure 2-2)
hence, the name trench insulation. Further insulation is provided by the addition of a reverse
biased up-diode, formed by adding an extra p+ region called the channel-stop implant (or field 
implant) underneath the field oxide. Next, lightly doped p- and 11-wells are formed through ion 
implantation. To construct an NMOS transistor in a p-well, heavily doped 11-type source and 
drain regions are implanted ( or diffused) into the lightly doped p-type substrate. A thin layer of 
Si02 called the gate oxide separates the region between the source and drain, and is itself cov
ered by conductive polycrystalline silicon (or polysilicon, for short). The conductive material 
forms the gate of the transistor. Plv10S transistors are constructed in an n-well in a similar fash
ion (just reverse n's and p's). Multiple insulated layers of metallic (most often Aluminum) wires 
are deposited on top of these devices to provide for the necessary interconnections between the 
transistors. 

A more detailed breakdown of the flow into individual process steps and their impact on 
the semiconductor material is shown graphically in Figure 2-7. While most of the operations 
should be self-explanatory in light of the previous descriptions. some comments on individual 
operations are worthwhile. The process starts with a p-substrate surfaced with a lightly doped p

epitaxial layer (a). A thin layer of Si02 is then deposited, which will serve as the gate oxide for 
the transistors, followed by a deposition of a thicker sacrificial silicon nitride layer (b). A 
plasma etching step using the complementary of the active area mask creates the trenches used 
for insulating the devices (c). After providing the channel stop implant, the trenches are filled 

ONSEMI EXHIBIT 1041, Page 38



44 

I 
p-cpi 

p---epi 

LJ 

Chapter 2 • The Manufacturing Process 

(a) Base material: p+ substrate 
with p-epi layer 

{b) After deposition of gate oxide 
and sacrificial nitride ( acts as a 
buffer layer) 

(c) After plasma etch ofinsulating 
trenches using the inverse of the 
active area mask 

(d) After trench filling, CMP 
planarization, and removal of 
sacrificial nitride 

( e) After rMveU and 
V 1;, adjust implants 

(f} After p-weH and 
V Tn adjust implants 

Figure 2-7 Process flow for the fabrication of an NMOS and a PMOS transistor in a dual-well 
CMOS process. Be aware that the drawings are stylized for understanding and that the aspects 
ratios are not proportioned to reality. 

with Si02 followed by a number of steps to provide a flat smface (including inverse active pat
tern oxide etching. and chemical-mechanical planarization). At that point, the sacrHlCial nitride 
is removed (d). The 11-well mask is used to expose only the 11-well areas (the rest of the wafer is 

covered by a thick buffer material), after which an implant-annealing sequence is applied to 
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Figure 2-7 Process flow ior the fabrication of an NMOS and a PMOS transistor in a dual-well
CMOS process. Be aware that the drawings are stylized for undersianding and that the aspects
ratios are not proportioned to reality.

with S10, followed by a numberof steps to provide a flat surface Gincluding inverse active pat-
tern oxide etching, and chermical-mechanical planarization). At that point, the sacrificial nitride

is removed (d}, The n-well mask ts used fo expose only the n-well areas (the rest of the wafer 1s

covered by a thick buffer material), after which an implant-annealing sequence is applied to
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Figure 2-7 ( cont.) 

(g) After polysilicon deposition 
and etch 

(h} After 11+ source/drain and 
p+ source/drain implants. These 
steps also dope the polysilicon. 

(i) After deposition of Si02 
insulator and contact hole etch. 

Al 

G) After deposition and 
patterning of first Al layer. 

Si02 

{k) After deposition of Si02 
insulator, etching of via's, 
deposition and patterning of 
second layer of AL 

45 

adjust the well-doping. This is followed by a second implant step to adjust the threshold volt
ages of the PMOS transistors. This implant only impacts the doping in the area just below the 
gate oxide (e). Similar operations (using other dopants) are performed to create the p-wells, and 
to adjust the thresholds of the NMOS transistors (f). A thin layer of polysilicon is chemically 
deposited and patterned with the aid of the polysilicon mask. Polysilicon is used both as gate 
electrode material for the transistors and as an interconnect medium (g). Consecutive ion 
implantations are used to dope the source and drain regions of the PMOS (p+) and NMOS (n+) 
transistors, respectively (h), after which the thin gate oxide not covered by the polysilicon is 
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Figure 2-7 {cont}

adjust the well-doping. This is followed by a second implant step to adjust the threshold volt-
ages of the PMOStransisiors. This implant only impacts the doping in the area just belowthe
gate oxide (ec). Similar operations (using other dopants) are performedto create the p-wells, and
to adjust the thresholds of the NMOS transistors ()). A thin layer of polysilicon is chemically
deposited and paiterned with the aid of the polysilicon mask. Polysilicon is used both as gate
electrode material for the transistors and as an interconnect medium {g}, Consecutive ion
implantations are used io dope the source and drain regions of the PMOS (p*) and NMOS(n*}
transistors, respectively (4), after which the thin gate oxide not covered by the polysilicon is
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etched away. 1 The same implants also are used to dope the polysilicon on the surface, reducing 
its resistivity. Undoped polysilicon has a very high resistivity. Note that the polysilicon gate, 
which is patterned before the doping, actually defines the precise location of the channel region, 
and thus the location of the source and drain regions. This procedure, called the self-aligned 
process, allows for a very precise positioning of the two regions relative to the gate. Self-align
ment is instrumental in reducing parasitic capacitances in the transistor. The process continues 

with the deposition of the metallic interconnect layers. These consist of a repetition of the fol
lowing steps (i-k): deposition of the insulating material (most often Si02), etching of the con
tact or via holes, deposition of the metal (most often aluminum and copper, although tungsten 

often is used for the lower layers), and patterning of the metal. Intermediate planarization steps, 
using chemical-mechanical polishing or CMP, ensure that the surface remains reasonably flat, 
even in the presence of multiple interconnect layers. After the last level of metal is deposited, a 
final passivation or overglass is deposited for protection. This layer would be CVD Si02, 

although often an additional layer of nitride is deposited because it is more impervious to mois
ture. The final processing step etches openings to the pads used for bonding. 

A cross section of the final artifact is shown in Figure 2-8. Observe how the transistors 
occupy only a small fraction of the total height of the structure. The interconnect layers take up 
the majority of the vertical dimension. 

Figure 2-8 Cross section of state-of-the-art CMOS process. 

1Most modern processes also indude extra implants for the crention of the lightly doped drain regions (LDD}, and the 
creation of gate spacers at this poim. We have omitted these for the sake of simplicity. 
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etched away.' The same implants also are used to dope the polysilicon on the surface, reducing
its resistivity. Undoped polysilicon has a very high resistivity. Note that the polysilicon gate,

which is patterned before the deping, actually defines the precise location of the channel region,
and thas the location of the source and drain regions. This procedure, called the self-aligned
process, allows for a very precise positioning of the nwo regionsrelative to the gate. Self-align-
ment 15 instrumental in reducing parasitic capacitances in the transistor. The process continues
with the deposition of the metallic interconnect layers. These consist of a repetition of the fol-
lowiag steps G-k): deposition of the insulating material (most often $iO,), etching of the con-
tact or via holes, deposition of the metal (most often aluminum and copper, although tungsten
often is used for the lower layers}, and patterning of the metal, Intermediate planarization steps,

using chemical-mechanicai polishing or CMP, ensure that the surface remains reasonably flat,
even in the presence of multipie interconnectlayers. After the last level of metal is deposited, a

final passivation cr overglass is deposited for protection. This layer would be CYD Si0,,
although often an additional layer of nitride is deposited because it is more impervious to mois-
ture. The fina! processing step etches openings to the pads used for bonding.

A cross section of the final artifact is shown in Figure 2-8. Observe howthe transistors
occupy only a small fraction of the total height of the structure. The interconnect layers take up
the majority of the vertical dimension.

 _--— transistor

Figure 2-8 Cross section of state-of-ihe-art CMOS process.

‘Mast modern processes also include extra implants for the creation of the lightly doped drain regions (LDD},and the
creation of gate spacers at this paint. We have omitted these for the sake of simplicity.
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2.3 Design Rules-Between the Designer 
and the Process Engineer 

As processes become more complex, requiring the designer to understand the intricacies of the 
fabrication process and interpret the relations between the different masks is a sure road to trou
ble. The goal of defining a set of design rules is to allow for a ready translation of a circuit con
cept into an actual geometry in silicon. The design rules act as the interface or even the contract 
between the circuit designer and the process engineer. 

Circuit designers generally want tighter, smaller designs, which lead to higher perfor
mance and higher circuit density. The process engineer, on the other hand, wants a reproducible 
and high-yield process. Consequently, design rules are a compromise that attempts to satisfy 
both sides. 

The design rules provide a set of guidelines for constructing the various masks needed in 
the patterning process. They consist of minimum-width and minimum-spacing constraints and 
requirements between objects on the same or different layers. 

The fundamental unity in the definition of a set of design rules is the minimum line width. 
It stands for the minimum mask dimension that can be safely transferred to the semiconductor 
material. In general, the minimum line width is set by the resolution of the patterning process, 
which is most commonly based on optical lithography. More advanced approaches use electron
beam EUV, or X-ray sources, all of which offer a finer resolution, but currently they are less 
attractive from an economical standpoint. 

Even for the same minimum dimension, design rules tend to differ from company to com
pany, and from process to process. This makes porting an existing design between different pro
cesses a time-consuming task. One approach to address this issue is to use advanced CAD 
techniques, which allow for migration between compatible processes. Another approach is to 
use scalable design rules. The latter approach, made popular by Mead and Conway [Mead80], 
defines all rules as a function of a single parameter, most often called A. The rules are chosen so 
that a design is easily ported over a cross section of industrial processes. Scaling of the mini
mum dimension is accomplished by simply changing the value of A. This results in a linear scal
ing of all dimensions. For a given process, A is set to a specific value, and all design dimensions 
are consequently translated into absolute numbers. Typically, the minimum line width of a pro
cess is set to 21.. For instance, for a 0.25 µm process (i.e., a process with a minimum line width 
of0.25 µm), ;\.equals 0.125 µm. 

This approach, while attractive, suffers from two disadvantages: 

l. Linear scaling is possible only over a limited range of dimensions (for instance, between 
0.25 µm and 0.18 µm). When scaling over larger ranges, the relations between the differ
ent layers tend to vary in a nonlinear way that cannot be adequate! y covered by the linear 
scaling rules. 

2. Scalable design rules are conservative: They represent a cross section over different tech
nologies, and they must represent the worst case rules for the whole set. This results in 
overdimensioned and less dense designs. 
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2.3 Design Rules—-Between the Designer
and the Process Engineer

As processes become more complex, requiring the designer to understand the intricacies of the
fabrication process and interpret the relations between the different masks is a sure road to trou-
ble. The goal of defining a set of design rules is to allow for a ready translation ofa circuit con-
cept into an actual geometry in silicon. The design rules act as the interface or even the contract
between the circuit designer and the process engineer.

Circuit designers generally want tighter, smaller designs, which lead to higher perfor-
mance and higher circuit density. The process engineer, on the other hand, wants a reproducible
and high-yield process. Consequently, design rules are a compromise that attempts to satisfy
bath sides,

The design rules provide a set of guidelines for constructing the various masks needed in
the patterning process. They consist of minimum-width and minimum-spacing constraints and
requirements between objects on the same or different layers.

The fundamentalunity in the definition of a set of design rulesis the minimum line width.
lt stands for the minimum mask dimension that can be safely transferred to the semiconductor
material. In general, the minimum line width is set by the resolution of the patterning process,
which is most commonly based on optical lithography. More advanced approaches use electron-
beam EUV, or X-ray sources, all of which offer a finer resolution, but currently they are less
attractive from an economical standpoint.

Svenfor the same minimum dimension, design rules tend to differ from company to com-
pany, and from process to process, This makes porting an existing design between different pro-
cesses a time-consuming task. One approach to address this issue is to use advanced CAD

techniques, which allow for migration between compatible processes. Another approachis to
use scalable design rules. The latter approach, made popular by Mead and Conway [Mead80],
definesali rules as a function of a single parameter, mostoften called 4. The rules are chosen so
that a design is easily ported over a cross section of industrial processes. Scaling of the mini-
mum dimension is accomplished by simply changing the value of A. This results in a linearscal-

i ing of all dimensions. Por a given process, A is set to a specific value, and all design dimensions
are consequently translated inte absolute numbers. Typically, the minimum line width of a pro-
cess is set to 24, For instance, for a 0.25 jim process(i.e., a process with a minimum line width
of 0.25 um), A equals 0.125 jim.

This approach, while attractive, suffers from two disadvantages:
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1. Linear scaling is possible only over a limited range of dimensions(for instance, between
6.25 jim and 0.18 fim). When scaling over larger ranges, the relations between the differ-
ent layers tend to vary in a nonlinear waythat cannot be adequately covered by the Hnear
scaling rules.

2, Scalable design rules are conservative: They represent a cross section over different tech-
nologies, and they must represent the worst case rules for the whole set. This results in
overdimensioned and less dense designs.
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For these and other reasons, scalable design rules normally are avoided by industry.2 As circuit 
density is a prime goal in industrial designs. most semiconductor companies tend to use micron 

rules, which express the design rules in absolute dimensions and therefore can exploit the fea
tures of a given process to a maximum degree. Scaling and porting designs between technolo
gies under these rules is more demanding and has to be performed either manually or using 
advanced CAD tools. 

For this book, we have selected a "vanilla" 0.25 µm CMOS process as our preferred 
implementation medium. The rest of this section is devoted to a short introduction and overview 
of the design rules of this process, which fall in the micron-mies class. A complete design-mle 
set consists of the following entities: a set of layers, relations between objects on the same layer, 
and relations between objects on different layers. We discuss each of them in sequence. 

Layer Representation 

The layer concept translates the intractable set of masks currently used in CMOS into a simple 
set of conceptual layout levels that are easier to visualize by the circuit designer. From a 
designer's viewpoint, all CMOS designs are based on the following entities: 

• Substrates and/or wells, which are p-type (for NMOS devices) and n-type (for PMOS) 
• Diffusion regions (11+ and p+), which define the areas where transistors can be formed. 

These regions are often called the active areas. Diffusions of an inverse type are needed to 
implement contacts to the wells or to the substrate. These are called select regions. 

• One or more po/ysilicon layers, which are used to form the gate electrodes of the transis
tors (but serve as interconnect layers as well). 

• A number of metal intercmmect layers. 
• Contact and via layers, which provide interlayer connections. 

A layout consists of a combination of polygons, each of which is attached to a certain layer. The 
functionality of the circuit is determined by the choice of the layers, as well as the interplay 
between objects on different layers. For example, an MOS transistor is formed by the cross sec
tion of the diffusion layer and the polysilicon layer. An interconnection between two metal lay
ers is formed by a cross section between the two metal layers and an additional contact layer. To 
visualize these relations, each layer is assigned a standard color (or stipple pattern for a black
and-white representation). The different layers used in our CMOS process are represented in 
Colorplate I (color insert). 

Intralayer Constraints 

A first set of rules defines the minimum dimensions of objects on each layer, as well as the min
imum spacings between objects on the same layer. All distances are expressed in µm. These con
straints are presented in pictorial fashion in Colorplate 2. 

2While not entirely accurate, lambda rules are still useful to estimate the impact of a technology scale on the area of a design. 

ONSEMI EXHIBIT 1041, Page 43



2.3 Design Rules-Between the Designer and the Process Engineer 49 

Interlayer Constraints 

Interlayer rules tend to be more complex. Because multiple layers are involved, it is harder to 

visualize their meaning or functionality. Understanding layout requires the capability of translat

ing the two-dimensional picture of the layout drawing into the three-dlmensiona1 reality of the 
actual device. This takes some practice. 

\Ve present these rules in a set of separate groupings: 

1. Transistor Rules (Colmplate 3). A transistor is fo1med by the overlap of the active and the pol

ysilicon layers. From the intralayer design rules, it is already clear that the minimum length of 

a transistor equals 0.24 µm (the minimum width of polysilicon). while its width is at least 0.3 

µm (the minimum width of diffusion). Extra rules include the spacing between the active area 

and the well boundary, the gate overlap of the active area, and the active overlap of the gate. 

2. Contact and Via Rules (Colorplates 2 and 4). A contact (which forms an interconnection 

between metal and active or polysilicon) or a via (which connects two metal layers) is 

formed by overlapping the two interconnecting layers and providing a contact hole, filled 

with metal, between the two. In our process, the minimum size of the contact hole is 0.3 

µm. while the polysilicon and diffusion layers have to extend at least 0.14 µm beyond the 

area of the contact hole. This sets the minimum area ofa contactto 0.44 .llm x 0.44 µm. This 

is larger than the dimensions of a minimum-size transistor! Excessive changes between 

interconnect layers in routing should therefore be avoided. The figure, furthe1more, points 

out the minimum spacings between contact and via holes, as well as their relationship with 
the smTounding layers. 

3. Well and Substrate Contacts (Colorplate 5). For robust digital circuit design, it is important for 

the well and substrate regions to be adequately connected to the supply voltages. Failing to do 

so results in a resistive path between the substrate contact of the transistors and the supply rails, 

and can lead to possibly devastating parasitic effects, such as latchup. It is therefore advisable 

to provide numerous substrate (well) contacts spread over the complete region. To establish an 

ohmic contact between a supply rail, implemented in metall, and ap-type material, ap+ diffu

sion region must be provided. This is enabled by the select layer. which reverses the type of dif

fusion. A number of rules regarding the use of the select layer are illustrated in Colorplate 5. 

Consider an n-well process, which implements the PMOS transistors into an n-type well 

diffused in a p-type material. The nominal diffusion is p". To invert the polarity of the diffusion, 

an n-select layer is provided that helps to establish the 11+ diffusions for the well contacts in the 

n-region, as wen as the ,-t source and drain regions for the NMOS transistors in the substrate. 

Verifying the Layout 

Ensuring that none of the design rules are violated is a fundamental requirement of the design 

process. Failing to do so will almost surely lead to a nonfunctional design. Doing so for a com

plex design that can contain millions of transistors is no simple task either, especially given the 

complexity of some design-rule sets. \.Vhile design teams in the past used to spend numerous 
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hours staring at room-size layout plots, most of this work is now done by computers. Computer
aided Design-Rule Checking (called DRC) is an integral part of the design cycle for virtually 

every chip produced today. A number of layout tools even perform on-line DRC and check the 
design in the background during the time of conception. 

Example 2.1 Layout Example 

An example of a complete layout containing an inverter is shown in Figure 2-9. To help 
the visualization process, a vertical cross section of the process along the design center is 

included, as well as a circuit schematic. 
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Figure 2-9 A detailed layout example, including vertical process cross section and circuit 
diagram. 

It is left as an exercise for the reader to determine the sizes of both the NMOS and 
the PMOS transistors. 
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It is left as an exercise for the reader to determine the sizes of both the NMOS and

the PMOStransistors.
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2.4 Packaging Integrated Circuits 

The IC package plays a fundamental role in the operation and performance of a component. 
Besides providing a means of bringing signal and supply wires in and out of the silicon die, it 
also removes the heat generated by the circuit and provides mechanical support. Finally. it also 
protects the die against environmental conditions such as humidity. 

In addition, the packaging technology has a major impact on the performance and power 
dissipation of a microprocessor or signal processor. This influence is getting more pronounced 
as time progresses due to the reduction in internal signal delays and on-chip capacitance result
ing from technology scaling. Currently, up to 50% of the delay of a high-performance computer 
is due to packaging delays, and this number is expected to rise. The search for higher perfor
mance packages with fewer inductive or capacitive parasitics has accelerated in recent years. 
The increasing complexity of what can be integrated on a single die also translates into a need 
for ever more input/output pins, as the number of connections going off-chip tends to be roughly 
proportional to the complexity of the circuitry on the chip. This relationship was first observed 
by E. Rent of IBM (published in [Landman71]), who translated it into an empirical formula that, 
appropriately, is called Rent's rule. This formula relates the number of input/output pins to the 
comp]exity of the circuit, as measured by the number of gates. It is written as 

P = KxG~ (2.1) 

where K is the average number of I/Os per gate, G the number of gates, J3 the Rent exponent, and 
P the number of l/0 pins to the chip. J3 varies between 0.1 and 0.7. Its value depends strongly 
upon the appHcation area, architecture, and organization of the circuit, as demonstrated in 
Table 2-1. Clearly, microprocessors display a very different input/output behavior compared to 
memories. 

The observed rate of pin-count increase for integrated circuits varies from 8% to 11 % per 
year, and it has been projected that packages with more than 2000 pins will be required by 2010. 
For all these reasons, traditional dual-in-line, through-hole mounted packages have been 
replaced by other approaches, such as surface-mount, ball-grid array, and multichip module 

Table 2-1 Rent's constant tor various classes of systems ([Bakoglu90]) 

Application ~ K 

Static memory 0.12 6 

Microprocessor 0.45 0.82 

Gate array 0.5 1.9 

High-speed computer (chip) 0.63 J.4 

High-speed computer (board) 0.25 82 
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techniques. It is useful for the circuit designer to be aware of the available options and their pros 

and cons. 
Due to its multifunctionality, a good package must comply with a large variety of 

requirements: 

• Electrical requirements-Pins should exhibit low capacitance (both interwire and to the 

substrate), resistance, and inductance. A large characteristic impedance should be tuned to 

optimize transmission line behavior. Observe that intrinsic integrated-circuit impedances 

are high. 

• Mechanical and thermal properties-The heat removal rate should be as high as possi

ble. Mechanical reliability requires a good matching between the thermal properties of the 

die and the chip carrier. Long-term reliability requires a strong connection from die to 

package, as well as from package to board. 

• Lo,v Cost-Cost is one of the more important properties to consider in any project. For 

example, while ceramics have a superior performance over plastic packages, they are also 

substantially more expensive. Increasing the heat removal capacity of a package also tends 

to raise the package cost. The least expensive plastic packaging can dissipate up to 1 \V. 

Slightly more expensive, but still of somewhat low quality, plastic packages can dissipate 

up to 2 W. Higher dissipation requires more expensive ceramic packaging. Chips dissipat

ing over 20 Vl require special heat sink attachments. Even more extreme techniques such 

as fans and blowers, liquid cooling hardware, or heat pipes are needed for higher dissipa

tion levels. 

Packing density is a major factor in reducing board cost. The increasing pin count either 

requires an increase in the package size or a reduction in the pitch between the pins. Both 

have a profound effect on the packaging economics. 

Packages can be classified in many different ways: by their main material, the number of 

interconnection levels, and the means used to remove heat. In this brief section, we provide only 

sketches of each of those issues. 

2.4.1 Package Materials 

The most common materials used for the package body are ceramic and polymers (plastics). 

The latter have the advantage of being substantially cheaper, but they suffer from inferior 

thermal properties. For example, the ceramic Al20 3 (alumina) conducts heat better than Si02 

and the polyimide plastic by factors of 30 and 100, respectively. Furthermore, its thermal 

expansion coefficient is substantially closer to the typical interconnect metals. The disadvan

tage of alumina and other ceramics is their high dielectric constant, which results in large 

interconnect capacitances. 
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2.4.2 Interconnect Levels 

The traditional packaging approach uses a two-level interconnection strategy. The die is first 
attached to an individual chip carrier or substrate. The package body contains an internal cavity 
where the chip is mounted. These cavities provide ample room for many connections to !he chip 
leads (or pins). The leads compose !he second interconnect level and connect the chip to the glo
bal interconnect medium, which normally is a PC board. Complex systems contain even more 
interconnect levels, since boards are connected together using backplanes or ribbon cables. The 
first two layers of the interconnect hierarchy are illustrated in the drawing of Figure 2-10. The 
sections !hat follow provide a brief overview of the interconnect techniques used at levels one 
and two of the interconnect hierarchy, and a brief discussion of some more advanced packaging 
approaches. 

Interconnect Level I-Die-to-Package Substrate 

For a long time, wire bonding was the technique of choice to provide an electrical connection 
between die and package. In this approach, the backside of the die is attached to the substrate 
using glue with a good thermal conductance. Next, the chip pads are individually connected 
to the lead frame with aluminum or gold wires. The wire-bonding machine used for this pur
pose operates much like a sewing machine. An example of wire bonding is shown in 
Figure 2-1 l. Although the wire-bonding process is automated to a large degree, it has some 
major disadvantages: 

I. Wires must be attached serially, one after the other. This leads to longer manufacturing 
times with increasing pin counts. 

2. Larger pin counts make it substantially more challenging to find bonding patterns that 
avoid shorts between the wires. 

3. The exact value of the parasitics is hard to predict because of the manufacturing approach 
and irregular outlay. 

Pin: substrate to board 

Figure 2-10 Interconnect hierarchy in traditional IC packaging. 
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2.4.22 Interconnect Levels

The traditional packaging approach uses a two-level interconnection strategy. The die is first
attached to an individual chip carrier or substrate. The package body contains an internal! cavity
where the chip is mounted. These cavities provide ample room for many connections to the chip
leads (or pins). The leads compose the secondinterconnect level and connect the chip to the glo-
bal interconnect medium, which normally is a PC board. Complex systems contain even more
interconnectlevels, since boards are connected together using backplanes or ribbon cables. The
first two layers of the interconnect hierarchyare illustrated in the drawing of Figure 2-10. The
sections that follow provide a brief overview of the interconnect techniques used at levels one
and twoof the interconnect hicrarchy, and a brief discussion of some more advanced packaging
approaches.

Interconnect Level 1—Die-to-Package Substrate

For a long time, wire bonding was the technique of choice to provide an electrical connection
between die and package. In this approach, the backside of the die is attached to the substrate
using glue with a good thermal conductance. Next, the chip pads are individually connected
to the lead frame with aluminumor gold wires. The wire-bonding machine used for this pur-
pose operates much like a sewing machine. An example of wire bonding is shown in
Figure 2-11. Although the wire-bonding process is automated to a large degree, it has some
major disadvantages:

1, Wires mustbe attachedserially, one after the other. This leads to longer manufacturing
times with increasing pin counts. ,

2. Larger pin counts make it substantially more challengingto find bonding patterns that
avoid shorts between the wires.

3. The exact value ofthe parasitics is hard to predict because of the manufacturing approach
and irregular outlay.

Bonding wire: chip to substrate

Chip 

 
 

cavity

 Pin: substrate to board

Figure 2-10 Interconnect hierarchy in traditional IC packaging.
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Substrate _,,____ 

Bonding wire 

Figure 2-11 Wire bonding. 

Bonding wires have inferior electrical properties~ such as a high individual inductance 
(5 nH or more) and mutual inductance with neighboring signals. The inductance of a bonding 
wire is typically about I nH/mm, while the inductance per package pin ranges between 7 and 
40 nH per pin, depending on the type of package as well as the positioning of the pin on the 
package boundary [Steidel83]. Typical values of the parasitic inductances and capacitances for 
a number of commonly used packages are summarized in Table 2-2. 

New attachment techniques are being explored as a result of these deficiencies. In one 
approach, called Tape Automated Bonding (or TAB), the die is attached to a metal lead frame that 
is printed on a polymer film, typically polyimide (see Figure 2-12a). The connection between 
chip pads and polymer film wires is made using solder bumps (Figure 2-12b). The tape can then 
be connected to the package body using a number of techniques. One possible approach is to use 

pressure connectors. 
The advantage of the TAB process is that it is highly automated. The sprockets in the film 

are used for automatic transport. All connections are made simultaneously. The printed approach 
helps to reduce the wiring pitch, which results in higher lead counts. Elimination of the long bond
ing wires improves the electrical performance. For instance, for a two-conductor ]ayer, 48 mm 

Table 2-2 Typical capacitance and inductance values of package 
and bonding styles (from [Steidel83], [Franzon93], and [HarperOO]). 

Capacitance Inductance 
Package Type (pF) (nH) 

68-pin plastic DIP 4 35 

68-pin ceramic DIP 7 20 

300 pin Ball Grid Array 1-5 2-15 

Wirehond 0.5-1 1-2 

Solder bump 0.1-0.5 0.01-0.1 
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Bonding wires have inferior electrical properties, such as a high individual inductance
(5 nH or more) and mutual inductance with neighboring signals. The inductance of a bonding
wire is typically about 1 nH/mm, while the inductance per package pin ranges between 7 and
40 nH per pin, depending on the type of package as well as the positioning of the pin on the
package boundary [Steidei83]. Typical values of the parasitic inductances and capacitances for
a number of commonly used packages are summarized in Table 2-2.

New attachment techniques are being explored as a result of these deficiencies. In one
approach, called Tupe Automated Bonding (or TAB), thedie is attached to a metal lead frame that
is printed on a polymer film, typically polyimide (see Figure 2-12a). The connection between
chip pads and polymerfilm wires is made using solder bumps (Figure 2-12b). The tape can then
be connected to the package body using a numberof techniques. One possible approachis to use
pressure connectors.

The advantage of the TAB processis thatit is highly automated. The sprockets in the film
are used for automatic transport. All connections are made simultaneously. The printed approach
helps to reduce the wiring pitch, which results in higher lead counts. Elimination ofthe long bond-
ing wires improves the electrical performance. For instance, for a two-conductorJayer, 48 mm
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Figure 2-12 Tape-automated bonding (TAB). 
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TAB Circuit, the following electrical parameters hold: L = 0.3-0.5 nH, C = 0.2-0.3 pF, and 
R = 50-200 Q [Doane93, p. 420]. 

Another approach is to flip the die upside down and attach it directly to the substrate 
using solder bumps. This technique, called flip-chip mounting, has the advantage of a superior 
electrical performance (see Figure 2-13.) Instead of making all the l/0 connections on the die 
boundary, pads can be placed at any position on the chip. This can help address the power- and 
clock-distribution problems, since the interconnect materials on the substrate (e.g., Cu or Au) 
typically are of better quality than the Al on the chip. 

Interconnect Level 2-Package Substrate to Board 

When connecting the package to the PC board, thmugh-hole mounting has been the packaging 
style of choice. A PC board is manufactured by stacking layers of copper and insulating epoxy 
glass. In the through-hole mounting approach, holes are drilled through the board and plated 
with copper. The package pins are inserted and electrical connection is made with solder (see 
Figure 2-14a). The favored package in this class was the dual-in-line package or DIP. as in 
Figure 2-15-2. The packaging density of the DIP degrades rapidly when the number of pins 
exceeds 64. This problem can be alleviated by using the pin-grid-array (PGA) package that has 
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R = 50-200 © [Deane93, p. 420).
Another approach is to flip the die upside down and attach it directly to the substrate

using solder bumps. This technique, called flip-chip mounting, has the advantage of a superior
electrical performance {see Figure 2-13.) Instead of making all the I/O cannections on the die

boundary, pads can be placed at any position on the chip. This can help address the power- and
clock-distribution problems, since the interconnect materials on the substrate (e.g., Cu or Au)
typically are of better quality than the Al on the chip.

Interconnect Level 2—Package Substrate to Board

When connecting the package to the PC board, through-fiole mounting has been the packaging

style of cheice. A PC board is manufactured by stacking layers of copper and insulating epoxy

giass. In the through-hole mounting approach, heles are drilled through the board and plated

with copper. The package pms are inserted and electrical connection is made with solder (see
Figure 2-i4a). The favored package in this class was the dual-in-line package or DIP, as in

Figure 2-15-2, The packaging density of the DIP degrades rapidly when the number of pins

TAB Circuit, the following electrical parameters hold: 2 = 0.3-0.5 aH, C = 0.2-0.3 pF, and

exceeds 64, This problem can be alleviated by using the pin-grid-array (PGA) package that has
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(a) Through-hole mounting (b) Surface mounl 

Figure 2-14 Board-mounting approaches. 

leads on the entire bottom surface instead of only on the periphery (Figure 2-15-3). PGAs can 

extend to large pin counts (over 400 pins are possible). 
The through-hole mounting approach offers a mechanically reliable and sturdy connec

tion. However, this comes at the expense of packaging density. For mechanical reasons~ a mini
mum pitch of 2.54 mm between the through holes is required. Even under those circumstances, 
PGAs with large numbers of pins tend to substantially weaken the board. In addition, through 
holes limit the board packing density by blocking lines that might otherwise have been routed 
below them. which results in longer interconnections. PGAs with large pin counts therefore 
require extra routing layers to connect to the multitudes of pins. Finally, while the parasitic 
capacitance and inductance of the PGA are slightly lower than that of the DIP, their values are 

still substantial. 
Many of the shortcomings of the through-hole mounting approach are solved by using the 

swface-mount technique. A chip is attached to the surface of the board with a solder connection 
without requiring any through holes (Figure 2- l 4b ). Packing density is increased for the follow
ing reasons: (l) through holes are eliminated, which provides more wiring space; (2) the lead 
pitch is reduced; and (3) chips can be mounted on both sides of the board. In addition, the elimi
nation of the through holes improves the mechanical strength of the board. On the negative side, 
the on-the-surface connection makes the chip-board connection weaker. Not only ls it cumber
some to mount a component on a board, but also more expensive equipment is needed, since a 
simple soldering iron will no longer suffice. Finally, testing of the board is more complex, 
because the package pins are no longer accessible at the backside of the board. Signal probing 

becomes difficult or almost impossible. 
A variety of surface-mount packages are currently in use with different pitch and pin

count parameters. Three of these packages are shown in Figure 2-15: the small-outline package 

with gull wings, the plastic leaded package (PLCC) with J-shaped leads, and the /ead/ess chip 
carrier. An overview of the rnost important parameters for a number of packages is given in 

Table 2-3. 
Even surface-mount packaging is unable to satisfy the quest for ever higher pin counts. 

This is worsened by the demand for power connections: today's high performance chips, operat
ing at low supply voltages. require as many power and ground pins as signal I/Os! When more 
than 300 I/0 connections are needed, solder balls replace pins as the preferred interconnect 
medium between package and board. An example of such a packaging approach, called ceramic 
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(a) Through-hole mounting (b) Surface mount

Figure 2-14 Soard-mounting approaches.

leads on the entire bottom surface instead of only on the periphery (Figure 2-15-3). PGAs can
extend to large pin counts (over 406 pinsare possible).

The through-hole mounting approach offers a mechanically reliable and sturdy connec-
tion. However, this comes at the expense of packaging density. For mechanical reasons, a mini-
mum pitch of 2.54 mm between the through holes is required. Even under those circumstances,
PGAswith large numbers of pins tend to substantially weaken the board. In addition, through
holes limit the board packing density by blocking limes that might otherwise have been routed
below them, which results in longer interconnections. PGAs with large pin counts therefore
require extra routing layers to connect to the multitudes of pins. Finally, while the parasitic
capacitance and inductance of the PGA are slightly lower than that of the DIP, their values are
still substantial,

Many of the shortcomingsof the through-hole mounting approachare solved by using the
surface-mount technique. A chip is attached to the surface of the board with a solder connection
without requiring any through holes (Figure 2-i4b). Packing density is increased for the follow-
ing reasons: (1) through holes are eliminated, which provides more wiring space; (2) the lead
pitch is reduced; and (3) chips can he mounted on beth sides of the board. Tm addition, the climi-
nation of the throughholes improves the mechanical strength of the board. On the negative side,
the on-the-surface connection makes the chip-board connection weaker. Not only is it cumber-
some to mount 2 component on a board, but also more expensive equipmentis needed, since a
simple soldering iron will no longer suffice. Finally, testing of the board is more complex,
because the package pins are no longer accessible at the backside of the board. Signal probing
becomes difficult or almost impossibis.

A variety of surface-mount packages are currently in use with different pitch and pin-
count parameters. Three of these packages are shown in Figure 2-15: the smali-cutline package
with gull wings, the plastic leaded package (PLCC) with J-shaped leads, and the leadless chip
carrier. An overview of the most important parameters for a number of packages is given in
Table 2-3.

Even surface-mount packaging is unable to satisfy the quest for ever higher pin counts.
This is worsened by the demand for power connections: today’s high performance chips, operat-
ing at low supply voltages, require as many power and ground pins as signal WOs! When more
than 300 1/O connections are needed, solder balls replace pins as the preferred interconnect

medium between package and board. An example of such a packaging approach, called ceramic
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1 Bare die 
2 DIP 
3 PGA 
4 Small-outline IC 
5 Quad flat pack 
6 PLCC 
7 Leadless carrier 

Figure 2-15 An overview of commonly used package types. 

Table 2-3 Parameters of various types of chip carriers. 

Lead Spacing Lead Count 
Package Type (Typical} (Maximum) 

Dual in line 2.54 mm 64 

Pin grid array 2.54 mm > 300 

Small-outline IC t.27 mm 28 

Leaded chip carrier (PLCC) 1.27 mm 124 

Leadless chip carrier 0.75mm 124 

57 

ball grid array (BOA), is shown in Figure 2-16. Solder bumps are used to connect both the die 
to the package substrate, and the package to the board. The area array interconnect of the BOA 
provides constant input/output density regardless of the number of total package I/0 pins. A 
minimum pitch between solder balls of as low as 0.8 mm can be obtained, and packages with 
multiple thousands of I/0 signals are feasible. 

Multichip Modules-Die-to-Board 

The deep hierarchy of interconnect levels in the package is becoming unacceptable in today's 
complex designs due to their higher levels of integration, large signal counts, and increased 
performance requirements. The trend, therefore, is toward reducing the number of levels. For 
the time being, attention is focused on the elimination of the first level in the packaging hier
archy. Removing one layer in the packaging hierarchy by mounting the die directly on the 
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1 Bare die
2 DIP
3 PGA

4 Small-outline IC

5 Quad flat pack
6 PLCC
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Figure 2-15 An overview of commonly used package types.

Table 2-3 Parameters of various types of chip carriers. 

 

 

 

 

 

Lead Spacing Lead Count
Package Type (Typicat} (Maximum)

Dual in line 2.54 mm G4

Pin grid array 2.54 min > 300

Small-outline iC {27 mm 28

Leaded chip carrier (PLCC} 1.27 mm 124

Leadless chip carrier 0.75 mm i24
 

ball grid array (BGA), is shown in Figure 2-16. Solder bumps are used #0 connect both the die
to the package substrate, and the package to the board. The area array interconnect of the BGA
provides constant input/output density regardless of the numberoftotal package I/O pins. A
minimum pitch between solder balls of as low as 0.8 mm can be obtained, and packages with
multiple thousands of I/O signals are feasible.

Multichip Modules—Die-to-Board

The deep hierarchy of interconnect leveis in the package is becoming unacceptable in today’s
complex designs due to their higher levels of integration, large signal counts, and increased
performance requirements. The trend, therefore, is toward reducing the number of levels. For
the time being, attention is focused on the elimination ofthe first level in the packaging hier-
archy. Removing one layer in the packaging hierarchy by mounting the die directly on the
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Figure 2-16 Ball grid array packaging; (a) cross section, (b) photo of package bottom. 

wiring backplanes-board or substrate-offers a substantial benefit when performance or den
sity is a major issue. This packaging approach is called the multichip module technique (or 
MCM), and results in a substantial increase in packing density, as well as improved perfor
mance overall. 

A number of the previously mentioned die-mounting techniques can be adapted to mount 
dies directly on the substrate, including wire bonding, TAB, and flip-chip, although the latter 
two are preferable. The substrate itself can vary over a wide range of materials, depending upon 
the required mechanical, electricai, thermal, and economical requirements. Materials of choice 

are epoxy substrates (similar to PC boards). metal, ceramics. and silicon. Silicon has the advan
tage of presenting a perfect match in mechanical and thermal properties with respect to the die 
material. 

The main advantages of the MCM approach are the increased packaging density and per

formance. An example of an MCM module implemented using a silicon substrate {commonly 
dubbed silicon 011 silicon) is shown in Figure 2-17. The module, which implements an avionics 
processor module and is fabricated by Rockwell International, contains 53 !Cs and 40 discrete 
devices on a 2.2" x 2.2" subsu·ate with aluminum polyimide interconnect. The interconnect 
wires are only an order of magnitude wider than \Vhat is typical for on-chip wires, since similar 

patterning approaches are used. TI1e module itself has 180 l/0 pins. Perfonnance is improved by 
the elimination of the chip-carrier layer with its assorted parasitics, and through a reduction of 
the global wiring lengths on the die, a result of the increased packaging density. For instance, a 

solder bump has an assorted capacitance and inductance of only 0.1 pF and 0.01 nH, respec

tively. The MCM technology can a1so reduce power consumption significantly, since large out
put drivers-and associated dissipation-become superfluous due to the reduced load 
capacitance of the output pads. The dynamic power associated with the switching of the large 
load capacitances is simultaneously reduced. 

While MCM technology offers some clear benefits, its main disadvantage is economic. 
This technology requires some advanced manufacturing steps that make the process expensive. 
The approach was until recently only justifiable when either dense housing or extreme perfor

mance is essential. In recent years~ the economics have been shifting~ and advanced multichip 
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wiring backplanes—board or substrate—offers a substantial benefit when performance or den-
sity is a major issuc. This packaging approach is called the multichip module technique (or
MCM), and results in a substantial increase in packing density, as well as improved perfor-
mance overall.

A numberof the previously mentioned die-mounting techniques can be adapted to mount
dies directly on the substrate, including wire bonding, TAB, and flip-chip, although the latter
two are preferable, The substrate itself can vary over a wide range of materials, depending upon
the required mechanical, electrical, thermal, and economical requirements. Materials of choice
are epoxy substrates (similar to PC boards}, metal, ceramics, and silicon. Silicon has the advan-

tage of presenting a perfect match in mechanical and thermal properties with respectto the die
material,

The main advantages of the MCM approach are the increased packaging density and per-

formance. An example of an MCM module implemented using a silicon substrate (commonly
dubbed silicon on silicon) is shown in Figure 2-17. The module, which implements an avionics
processor module and is fabricated by Rockwell International, contains 33 ICs and 40 discrete
devices on a 2.2” x 2,2” substrate with alurminum polyimide interconnect. The interconnect
wires are only an order of magnitude wider than what is typical for on-chip wires, since similar
patterning approaches are used. The moduleitself has 180 [40 pins. Performance is improved by
the elimination of the chip-carrier layer with its assorted parasitics, and through a reduction of
the global wiring lengths on the die, a result of the increased packaging density. For instance, a
salder bump has an assorted capacitance and inductance of only 0.1 pF and 0.01 aH, respec-
tively. The MCM technology can also reduce power consumption significantly, since large out-
put drivers—and associated dissipation—become superfluous due to the reduced load
capacitance of the output pads. The dynamic power associated with the switching of the large
load capacitances is simultaneously reduced.

While MCMtechnology offers some clear benefits, its main disadvantage is economic.

This technology requires some advanced manufacturing steps that make the process expensive.
The approach was until recently only justifiable when either dense housing or extreme perfor-
mance is essential. In recent years, the economics have been shifting, and advanced multichip
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Figure 2-17 Avionics processor module. Courtesy of Rockwell Collins, Inc. 

packaging approaches have made inroad in several low-cost high-density applications as well. 
This trend is called the system-in-a-package (SIP) strategy. 

2.4.3 Thermal Considerations in Packaging 

As the power consumption of integrated circuits rises, it becomes increasingly important to effi
ciently remove the heat generated by the chips. A large number of failure mechanisms in I Cs are 
accentuated by increased temperatures. Examples are leakage in reverse-biased diodes, elec
tromigration, and hot-electron trapping. To prevent failure, the temperature of the die must be 
kept within certain ranges. The supported temperature range for commercial devices during 
operation equals 0° to 70°C. Military parts are more demanding and require a temperature range 
varying from -55° to 125°C. 

The cooling effectiveness of a package depends on the thermal conduction (resistance) of 
the package material, which consists of the package substrate and body, the package composi
tion, and the effectiveness of the heat transfer between package and cooling medium. Standard 
packaging approaches use still or circulating air as the cooling medium. The transfer efficiency 
can be improved by adding finned metal heat sinks to the package. More expensive packaging 
approaches, such as those used in mainframes or supercomputers, force air, liquids, or inert 
gases through tiny ducts in the package to achieve even greater cooling efficiencies. 

Given the thermal resistance 6 of the package, expressed in °C/W, we can derive the chip 
temperature by using the heat flow equation 

(2.2) 
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packaging approaches have made inroad in several low-cost high-density applications as well.
This trend is called the system-in-a-package (SIP) strategy.

2.4.3 Thermal Considerations in Packaging

As the power consumption of integrated circuits rises, it becomes Increasingly importantto effi-
ciently remove the heat generated by the chips. A large number of failure mechanisms in ICs are

accentuated by increased temperatures. Examples are leakage in reverse-biased diodes, elec-
tromigration, and hot-electron trapping. To prevent failure, the temperature of the die must be
kept within certain ranges. The supported temperature range for commercial devices during
operation equals 0° to 70°C. Military parts are more demanding and require a temperature range
varying from —55° to 125°C.

The cooling effectiveness of a package depends on the thermal conduction {resistance) of

the package material, which consists of the package substrate and body, the package composi-
tion, and the effectiveness of the heat transfer between package and cooling medium. Standard
packaging approaches use still or circulating air as the cooling medium. Thetransfer efficiency
can be improved by adding finned metal heat sinks to the package. More expensive packaging
approaches, such as those used in mainframes or supercomputers, force air, liquids, or inert
gases through tiny ducts in the package to achieve even greater cooling efficiencies.

Given the thermal resistance @ of the package, expressed in °C/W, we can derive the chip
temperature by using the heatflow equation

AT = Tenig—Teny = 90, (2.2)
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with T,hlp and T,,,,, the chip and environment temperatures, respectively. Q represents the heat 
flow (in Watt). Observe how closely the heat flow equation resembles Ohm's Law. The heat flow 
and temperature differential are the equivalents of current and voltage difference, respectively. 
Thermal modeling of a chip, its package, and its environment is a complex task. We refer the 
reader to [Lau98 - Chapter 3] for a more detailed discussion on the topic. 

Example 2.2 Thermal Conduction of Package 

As an example, a 40-pin DIP has a thermal resistance of 38°C/W and 25°C/W for natural 
and forced convection of air. This means that a DIP can dissipate 2 watts (3 watts) of 
power with natural (forced) air convection, and still keep the temperature difference 
between the die and the environment below 75°C. For comparison, the thermal resistance 
of a ceramic PGA ranges from 15° to 30°C/W. 

Since packaging approaches with decreased thermal resistance are prohibitively expen
sive, keeping the power dissipation of an integrated circuit within bounds is an economic neces
sity. The increasing integration levels and circuit performance make this task nontrivial. An 
interesting relationship in this context has been derived by Nagata [Nagata92]. It provides a 
bound on the integration complexity and performance as a function of the thermal parameters. 
We write 

Na AT -<
t,, -eE (2.3) 

where NG is the number of gates on the chip, tP the propagation delay, !;T the maximum temper
ature difference between chip and environment, e the thermal resistance between them, and E 
the switching energy of each gate. 

Example 2.3 Thermal Bounds on Integration 

For AT= 100°C, fl = 2.5°C/W and E = 0.1 pJ, this results in NaltP S 4 x I 05 (gates/nsec). 
In other words, the maximum number of gates on a chip, when all gates are operating 
simultaneously, must be less than 400,000 if the switching speed of each gate is 1 nsec. 
This is equivalent to a power dissipation of 40 W. 

Fortunately, not all gates are operating simultaneously in real systems. The maximum 
number of gates can be substantially larger, based on the activity in the circuit. For example, it 
has been experimentally derived that the ratio between the average switching period and the 
propagation delay ranges from 20 to 200 in mini- and large-scale computers [Masaki92]. 
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Nevertheless, Eq. (2.3) demonstrates that heat dissipation and thermal concerns present an 
important limitation on circuit integration. Design approaches for low power that reduce either E 

or the activity factor are rapidly gaining importance. 

2.5 Perspective-Trends in Process Technology 

Modern CMOS processes pretty much track the flow described in the previous sections, 

although a number of the steps might be reversed, a single well approach might be followed, a 

grown field oxide instead of the trench approach might be used, or extra steps such as LDD 
(Lightly Doped Drain) might be introduced. Also, it is quite common to cover the polysilicon 
interconnections as weH as the drain and source regions with a silicide such as TiSi2 to improve 
the conductivity (see Figure 2-2). This extra operation is inserted between steps i andj of our 
process. Some important modifications or improvements to the technology are currently under 

way or are on the horizon, and deserve some attention. Beyond these. we expect no dramatic 
changes from the described CMOS technology in the next decade. 

2.5.1 Short-Term Developments 

Copper and Low-k Dielectrics 

A recurring theme throughout this book will be the increasing impact of interconnect on the over
all design performance. Process engineers are continuously evaluating alternative options for the 

traditional Aluminum-conductor-Si02-insulator combination that has been the norm for the last 
several decades. In 1998, engineers at IBM introduced an approach that finally made the use of 
copper as an interconnect material in a CMOS process viable and economical [Geppert98]. Cop

per has a resistivity that is substantially lower than aluminum. It has the disadvantage of easy dif
fusion into silicon, which degrades the characteristics of the devices. Coating the copper with a 
buffer material such as titanium-nitride, preventing the diffusion, addresses this problem, but 
requires a special deposition process. The Dual Damascene process, introduced by IBM, 
(Figure 2-18) uses a metallization approach that fills trenches etched into the insulator, followed 

by a chemical-mechanical polishing step. This is in contrast with the traditional approach that 
first deposits a full metal layer, and removes the redundant material through etching. 

In addition to the lower resistivity interconnections, insulator materials with a lower 
dielectric constant than Si02, and hence, lower capacitance have also found their way into the 

production process, starting with the 0.18-µm CMOS process generation. 

Silicon on Insulator 

Although it has been around a long time, there seems to be a good chance that Silicon-on-Insula
tor (SOI) CMOS might replace the traditional CMOS process, described in the previous sections 
(also known as the bulk CMOS process). The main difference lies in the start material: the SOI 
transistors are constructed in a very thin layer of silicon, deposited on top of a thick layer of 

insulating Si02 (see Figure 2-19). The primary advantages of the SOI process are reduced 
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(b) 

Figure 2-18 The damascene process (from [Geppert98]): process steps (a), 
and microphotograph of interconnect after removal of insulator (b). 

parasitics and better transistor on-off characteristics. It has, for example, been demonstrated by 

researchers at IBM, that the porting of a design from a bulk CMOS to an SOI process-leaving 
all other design and process parameters such as channel length and oxide thickness identical
yields a performance improvement of 22% [Allen99]. Preparing a high quality SOI substrate at 
an economical cost was long the main hindrance against a large-scale introduction of the pro
cess. This picture had changed by the end of the J 990s, and SOI is steadily moving into the 
mainstream. 

p~substrnte 

(a) (bj 

Figure 2-19 Silicon-on-insulator process-schematic diagram (a) and SEM 
cross section (b). [Eaglesham99]. 
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Figure 2-19 Silicon-on-insulator precess—schematie diagram (a) and SEM
cross section {b}. [EagleshamS9}.
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2.5.2 In the Longer Term 

Extending the life of CMOS technology beyond the next decade, and going deeply below the 100 nm 

channel length region, however, will require redeveloping the process technology and the device 

structure. Already we are witnessing the emergence of a wide range of new devices (such as organic 

transistors, molecular swltches, and quantum devices). While we cannot project what approaches ¥.rill 
dominate in the next era. one interesting development is worth mentioning. 

Truly Three-Dimensional Integrated Circuits 

Getting signals in and out of the computation elements in a timely fashion is one of the main 

challenges presented by the continued increase in integration density. One way to address this 

problem i.s to introduce extra active layers, and to sandwich them between the metal interconnect 
layers, as shown in Figure 2-20. This enables us to position high density memory on top of the 

logic processors implemented in the bulk CMOS, reducing the distance between computation 

and storage, and thus also the delay [SouriOO]. In addition, devices with different voltage, perfor

mance, or substrate material requirements can be placed in different layers. For instance, the top 
active layer can be reserved for the realization of optical transceivers, which may help to address 
the input/output requirements, or ME.\1S (Micro Electro-Mechanical Systems) devices provid

ing sensoring functions or radio frequency (RF) interfaces. 

\Vhile this approach may seem to be promising, a number of major challenges and hin

drances have to be resolved to make it truly viable. How to remove the dissipated heat is one of 

the more compelling questions, ensuring yield is another. Researchers are demonstrating major 
progress on these issues, and 3D integration might wen be on the horizon. Before the true solu

tion an-ives, \Ve might have to rely on some intermediate approaches. One alternative. called 

2.50 integmtio11, is to bond two fully processed wafers. on which circuits are fabricated on the 

M6 

M5 

Tl Hlgh~Density Memory 

M2 

Ml 

Tl Logic 

Figure 2-20 Example of true 3D integration. Extra active layers (T*), 
implementing high-density memory and 1/0, are sandwiched between 
the metal interconnect layers (M*). 
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surface such that the chips completely overlap. Vias are etched to electrically connect both chips 
after metallization. The advantages of this technology lie in the similar electrical properties of 
devices on all active levels and the independence of processing temperature since all chips can 
be fabricated separately and later bonded. The major limitation of this technique is its lack of 
precision (best case alignment:+/- 2 µm), which restricts the interchip communication to global 

metal lines. 
One picture that strongly emerges from these futuristic devices is that the line between 

chip, substrate. package, and board is bluning. Designers of these systems on a die or systems in 

a package will have to consider a11 these aspects simultaneously. 

2.6 Summary 
This chapter has presented a bird's-eye view of the manufacturing and packaging process of 

CMOS integrated circuits: 

• The manufacturing process of integrated circuits requires many steps, each of which con

sists of a sequence of basic operations. A number of these steps and/or operations, such as 
photolithograpical exposure and development, material deposition, and etching, are exe

cuted very repetitively in the course of the manufacturing process. 
• The optical masks forms the central interface between the intrinsics of the manufacturing 

process and the design that the user wants to see transferred to the silicon fabric. 
• The design-rules set defines the constraints in terms of minimum width and separation that 

the IC design has to adhere to if the resulting circuit is to be fully functional. These design 
rules act as the contract between the circuit designer and the process engineer. 

• The package forms the interface between the circuit implemented on the silicon die and 
the outside world, and as such has a major impact on the performance, reliability, longev

ity, and cost of the integrated circuit. 

2.7 To Probe Further 
Many books on semiconductor manufacturing have been published in the last few decades. An 

excellent overview of the state of the-art in CMOS manufactming is Silicon VLSI Technology by 
J. Plummer, M. Deal, and P. Griffin [PlummerOO]. A visual overview of the different steps in the 

manufacturing process can be found on the Web at [Fullman99]. Other sources for information 
are the IEEE Transactions on Electron Devices, and the Technical Digest of the !EDM confer
ence. A number of great compendia are available for up-to-date and in-depth information about 

electronic packaging. [Doane93], [HarperOOJ, and [Lau98] are good examples of such. 
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DESIGN METHODOLOGY INSERT 

A 

IC LAYOUT 

Creating a mamifacturable layout 

Verifying tile layout 

The increasing complexity of the integrated circuit has made the role of design-automation tools 
indispensable, and raises the abstractions the designer is working with to ever higher levels. Yet, 
when performance or design density is of primary importance, the designer has no other choice 
than to return to handcrafting the circuit topology and physical design. The labor-intensive 
nature of this approach, called custom design, translates into a high cost and a long time to mar
ket. Therefore, it can only be justified economically under the following conditions: 

• The custom block can be reused many times, as a library cell, for instance. 
• The cost can be amortized over a large volume. Microprocessors and semiconductor mem

ories are examples of applications in this class. 
• Cost is not among the prime design criteria. 1 Examples include space applications and sci

entific instrumentation. 

With continuous progress in the design-automation arena, the share of custom design 

reduces from year to year. Even in high-performance microprocessors, large portions are 

1This is becoming increasingly rare. 
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designed automatically using semicustom design approaches. Only the most performance
critical modules-such as the integer and floating-point execution units-are handcrafted. 

Although the amount of design automation in the custom design process is minimal, some 
design tools have proven to be indispensable. Together with circuit simulators, these programs 
form the core of every design-automation environment, and they are the first too]s an aspiring 
circuit designer will encounter. 

Layout Editor 
The layout editor is the premier working tool of the designer and exists primarily for the genera
tion of a physical representation of a design, given a circuit topology. Virtually every design-auto
mation vendor offers an entry in this field. The most well known is the MAGIC tool developed at 
the University of California at Berkeley [Ousterhout84], which has been widely distributed. Even 
though MAGIC did not withstand the evolution of software technology and user interface, some 
of its offspring did. Throughout this book, we will be using a layout tool called max, a MAGIC 
descendant developed by a company called MicroMagic [mmiOOJ. A typical max display is 
shown in Figure A-1 and illustrates the basic function of the layout editor-placing polygons on 

8 iii@itiMfiii&Ffoii C £lffl 
fl1il {1H Wm~ Ted tJ« umJ O!i}fov;:1)r!W%>, (.1\Jl-l,'.!ft<.'.!Ul~T-i0W1:ntltiM»,iwf ,. 

Figure A-1 View of a max display window. It plots the layout of two stacked NMOS transistor. 
The menu on the left side allows for the selection of the layer a particular poligon will be placed on. 
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mation vendoroffers an entry in this field. The most well knownis the MAGIC tool developed at
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though MAGICdid not withstand the evolution of software technology and user interface, some
ofits offspring did. Throughoutthis book, we will be using a layout tool called max,a MAGIC
descendant developed by a company called MicroMagic [mmi00]. A typical max display is
shown in Figure A-] and illustrates the basic function of the layout editor—placing polygons on
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Figure A-1 Viewof a max display window.It plots the layout of two stacked NMOStransistor.
The menu on theleft side allows for the selection of the layer a particular poligon will be placed on.
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different mask layers so that a functional physical design is obtained (scathingly called polygon 

pushing). 

Symbolic Layout 

Since physical design occupies a major fraction of the design time for a new cell or component, 
techniques to expedite this process have been in continual demand. The symbolic-layout 

approach has gained popularity over the years. In this design methodology, the designer only 
draws a shorthand notation for the layout structure. This notation indicates only the relative 
positioning of the various design components (transistors. contacts, wires). The absolute coordi
nates of these elements are detennined automatically by the editor using a compactor [Hsueh 79, 
Weste93]. The compactor trans1ates the design rules into a set of consh·aints on the component 
positions. and solves a constrained optimization problem that attempts to minimize the area or 
another cost function. 

An example of a symbolic notation for a circuit topology called a sticks diagram is shown 
in FigureA-2. The different layout entities are dimensionless, since only positioning is impor
tant. The advantage of this approach is that the designer does not have to worry about design 
rules, because the compactor ensures that the final layout is physically correct. Thus, she can 
avoid cumbersome polygon manipulations. Another plus of the symbolic approach is that cells 
can adjust themselves automatically to the environment. For example, automatic pitch matching 
of cells is an attractive feature in module generators. Consider the case of Figure A-3 (from 
[Croes88]), in which the original cells have different heights, and the terminal positions do not 
match. Connecting the cells would require extra wiring. The symbolic approach allows the cells 
to adjust themselves and connect without any overhead. 

The disadvantage of the symbolic approach is that the outcome of the compaction phase 
often is unpredictable. The resulting layout can be less dense than what is obtained with the 
manual approach. This has prevented it from becoming a mainstream layout tool. Nonetheless, 
symbolic layout techniques have improved considerably over the years, and they have become 
very useful as a first-order drafting tool for new cells. More important, they form the solid 
underpining of the automatic cell-generation techniques, described later, in Chapter 8. 

3 

GND 

Figure A-2 Sticks representation of CMOS inverter. The numbers represent the (Width/Length)
ratios of the transistors. 
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different mask layers so that a functional physical design is obtained (scathingly called potygon
pushing).

Symbolic Layout

Since physical design occupies a major fraction of the design time for a new cell or componeni,
techniques to expedite this process have been in continual demand, The symbolic-fayout

approach has cained popularity over the years. In this design methodology, the designer only
draws a shorthand notation for the layout structure. This notation indicates only the relative
positioning of the various design components (transistors, contacts, wires). The absolute coordi-
nates of these elements are determined automatically by the editor using a compactor [Hsueh79,
Weste93]. The compactor translates the design rules inte a set of constraints on the component

positions, and solves a constrained optimization problem that attempts to minimize the area or
another cost function.

An example of a symbolic notation for a circuit topology called a sticks diagramis snown
in Figure A-2. The different layout entities are dimensionless, since only positioning is inmpor-
tant. The advantage of this approach is that the designer does not have to worry about design
rules, because the compactor ensures that the final layout is physically correct. Thus, she can
avoid cumbersome polygon manipulations. Another plus of the symbolic approach is that cells

can adjust themselves automatically to the environment. For example, automatic pitch matching
of cells is an attractive feature in module generators. Consider the case of Figure A-3 (from
fCroes88}}, in which the original cells have different heights, and the terminal positions do not
match, Connecting the cells would require extra wiring. The symbolic approach allows the cells
te adjust themselves and connect without any overhead,

The disadvantage of the symbolic approach is that the outcome of the compaction phase
often is unpredictable. The resulting layout can be less dense than what is obtained with the
manual approach. This has prevented it from becoming a mainstream layout tool, Nonetheless,
symbolic layout techniques have improved considerably over the years, and they have become
very useful as a first-order drafting tool for new cells. More important, they form the solid
underpining of the automatic ceil-generation techniques, described later, in Chapter 8.  
Figure A-2 Sticks representation of CMOS inverier. The numbers represent the (Aidth/Lengfh)-
ratios of the transistors.SpanglishoeUA
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AFTER 

Figure A-3 Automatic pitch matching of data path cells based on symbolic layout. 

Design-Rnle Checking 

Design rules were introduced in Chapter 2 as a set of layout restrictions that ensure the manufac
tured design will operate as desired with no short or open circuits. A prime requirement of the 
physical layout of a design is that it adhere to these rules. This can be verified with the aid of a 
design-mle checker /DRC), which uses as inputs the physical layout of a design and a descrip
tion of the design rules presented in the form of a technology file. Since a complex circuit can 
contain millions of polygons that must be checked against each other, efficiency is the most 
important property of a good DRC tool. The verification of a large chip can take hours or days of 
computation time. One way of expediting the process is to preserve the design hierarchy at the 
physical level. For example, if a cell is used multiple times in a design, it should be checked only 
once. Besides speeding up the process, the use of hierarchy can make error messages more infor
mative by retaining know ledge of the circuit structure. 

DRC tools come in two fmmats: (!) The on-line DRC runs concmTent with the layout edi
tor and flags design violations during the cell layout. For instance, max has a built-in design-rule 
checking facility. An example of on-line DRC is shown in Figure A-4. (2) Batch DRC is used as 
a postdesign verifier; it is run on a complete chip prior to shipping the mask descriptions to the 
manufacturer. 

Circuit Extraction 

Another important tool in the custom-design methodology is the circuit extractor, which derives 
a circuit schematic from a physical layout. By scanning the various layers and their interactions, 
the extractor reconstructs the transistor network. including the sizes of the devices and the inter
connections. The schematic produced can be used to verify that the artwork implements the 
intended function. Furthermore, the resulting circuit diagram contains precise information on 
the parasitics, such as the diffusion and wiring capacitances and resistances. This allows for a 
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Figure A-3 Automatic pitch matching of data path cells based on symbolic layout.

Desion-Rule Checking

Design rules were introduced in Chapter 2 as a set of layout restrictions that ensure the manufac-
tured design will operate as desired with no short or open circuits. A prime requirementof the

physical layout of a design is that it adhere to these rules. This can be verified with the aid of a

design-rule checker {DRC}, which uses as inputs the physical layout of a design and a deserip-

tion of the design rules presented in the form of a technology file. Since a complex circuit can
contain millions of polygons that must be checked against cach other, efficiency is the most
important property of a goad DRC tool. The verification of a large chip can take hours or days of
computation time. One way of expediting the process is to preserve the design hierarchy at the
physical level. For example, if a ceil is used multiple times in a design, it should be checked only

once. Besides speeding up the process, the use of hierarchy can make error messages more infor-
rnative by retaining knowledge of the circuit structure.

DRC tools come in two formats: (1) The on-iine DRC runs concurrent with the layout edi-

tor and flags design violations during the cell layout. For instance, max has a built-in design-rule
checking facility. An example of on-line DRC is shown in Figure A-4. (2) Batch DRC is used as

a postdesign verifier; it is ran on a complete chip prior to shipping the mask descriptions to the
rnannfacturer.

Circuit Extraction

Another important tool in the custem-design methodology is the circuit extractor, which derives
a circuit schematic from a physical layout. By scanning the various layers and their interactions,
the extractor reconstructs the transistor network, including the sizes of the devices and the inter-
connections. The schematic produced can be used to verify that the artwork implements the
intended function. Furthermore, the resulting circuit diagram contains precise information on
the parasitics, such as the diffusion and wiring capacitances and resistances. This allows for a
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Figure A-4 On-line design rule checking. The white dots indicate a design rule violation. 
The violated rule can be obtained with a simple mouse click. 

71 

more accurate simulation and analysis. The complexity of the extraction depends greatly upon 
the desired information. Most extractors extract the transistor network and the capacitances of 
the interconnect with respect to GND or other network nodes. Extraction of the wiring resis
tances already comes at a greater cost, yet it has become a necessity for virtually all high
perfonnance circuits. Clever algorithms have helped to reduce the complexity of the resulting 
circuit diagrams. For very high-speed circuits, extraction of the inductance would be desirable as 
well. Unfortunately, this requires a three-dimensional analysis and is only feasible for small
sized circuits at present. 

A.1 To Probe Further 

More detailed information regarding the MAGIC and max layout editors can be found on the 
web site of this book. In-depth textbooks on layout generation and verification have been pub
lished, and can be of great help to the novice designer. To mention a few of them, [CleinOO], 
[Uyemura95], and [Wolf94] offer some comprehensive and well-illustrated treatment and 
discussion. 
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Figure A-4 On-line design rule checking. The white dots indicate a design rule viclation.
The violated rule can be obtained with a simple mouse click.

more accurate sirnulation and analysis. The complexity cf the extraction depends greatly upon

the desired information. Most extractors extract the transistor network and the capacitances of

the interconnect with respect to GND or other network nodes. Extraction of the wiring resis-
tances already comes at a greater cost, yel it has become a necessity for virtually all high-
performance circuits. Clever algorithms have helped to reduce the complexity of the resulting
circuit diagrams. For very high-speed circuits, extraction of the inductance would be desirable as
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5.1 Introduction 

The inverter is truly the nucleus of all digital designs. Once its operation and properties are 
clearly understood. designing more intricate structures such as logic gates, adders, multipliers, 
and microprocessors is greatly simplified. The electrical behavior of these complex circuits can 
be almost completely derived by extrapolating the results obtained for inverters. The analysis of 
inverters can be extended to explain the behavior of more complex gates such as NAND, NOR, 
or XOR, which in turn form the building blocks for modules such as multipliers and processors. 

In this chapter~ we focus on a single incarnation of the inverter gate-the static CMOS 
inverter. This is ce11ainly the most popular inverter at present, and therefore deserves special 
attention. We analyze the gate with respect to the different design metrics that were outlined in 
Chapter 1: 

• cost, expressed by the complexity and area 
• integrity and mbustness, expressed by the static (or steady-state) behavior 
• pe1for111ance, determined by the dynamic (or transient) response 
• energy efficiency, set by the energy and power consumption 

Using this analysis, we develop a model of the gate and identify its design parameters. We 
develop methods to choose the parameter values so that the resulting design meets the desired 
specifications. While each of these parameters can easily be quantified for a given technology, 
we also discuss how they are affected by scaling of the technology. 

While the chapter focuses uniquely on the CMOS inverter, in the next chapter, we see that 
the same methodology also applies to other gate topologies. 

5.2 The Static CMOS Inverter-An Intuitive Perspective 
Figure 5-1 shows the circuit diagram of a static CMOS inverter. Its operation is readily under
stood with the aid of the simple switch model of the MOS transistor that we introduced in Chap
ter 3 (see Figure 3-26). The transistor is nothing more than a switch with an infinite off-

Figure 5-1 Static CMOS inverter. V 00 stands for the supply voltage. 
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5.1 Introduction

The inverter is truly the nucieus of all digital designs. Once its operation and properties are
clearly understood, designing more intricate structures such as logic gates, adders, multipliers,
and microprecessors is greatly simplified. The electrical behavior of these complex circuits can

be almost completely derived by extrapolating the results obtained for inverters. The analysis of
inverters can be extended to explain the behavior of more complex gates such as NAND, NOR,
or XOR, which in tun form the building blocks for modules such as multipliers and processors.

in this chapter, we focus on a single incarnation of the inverter gate---the static CMOS
inverter. This is certainly the most popular inverter at present, and therefore deserves special
attention. We analyze the gate with respect to the different design meirics that were outlined in

Chapter 1:

* cost, expressed by the complexity and area

* integrity and robustness, expressed by the static (orsteady-state} behavior
* performance, determined by the dynamic (or transient) response
* energyefficiency, set by the energy and power consumption

Using this analysis, we develop a model of the gate and identify its design parameters. We
develop metheds to choose the parameter values so that the resulting design meets the desired
specifications. While each of these parameters can easily be quantified for a given technology,
we also discuss how they are affected by scaling ofthe technolagy.

While the chapter focuses uniquely on the CMOSinverter, in the next chapter, we see that
the same methodology also applies to other gate topologies.

5.2 The Static CMOS Inverter—An Intuitive Perspective

Figure 5-] shows the circuit diagram of a static CMOS inverter. Its operation is readily under
stood with the aid of the simple switch model of the MOStransistor that we introduced in Chap-
ter 3 (see Figure 3-26). The transistor is nothing more than a switch with an infinite off-
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Figure 5-1 Static CMOS inverter. V,,. stands for the supply voltage.
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Figure 5-2 Switch models of CMOS inverter. 
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resistance (for IVcsl < IVTIJ and a finite on-resistance (for IVGsl > JVTI). This leads to the follow
ing interpretation of the inverter. When v,, is high and equal to V DD• the NMOS transistor is on 
and the PMOS is off. This yields the equivalent circuit of Figure 5-2a. A direct path exists 

between V
0111 

and the ground node, resulting in a steady-state value of O V. On the other hand, 
when the input voltage is low (0 V), NMOS and PMOS transistors are off and on, respectively. 
The equivalent circuit of Figure 5-2b shows that a path exists between VDD and V0 ,.,, yielding a 

high output voltage. The gate clearly functions as an inverter. 
A number of other important properties of static CMOS can be derived from this switch 

level view: 

• The high and low output levels equal VDn and GND, respectively; in other words, the volt
age swing is equal to the supply voltage. This results in high noise margins. 

• The logic levels are not dependent upon the relative device sizes, so that the transistors can 
be minimum size. Gates with this property are called ratioless. This is in contrast with 
ratioed logic, where logic levels are determined by the relative dimensions of the compos

ing transistors. 
• In steady state, there always exists a path with finite resistance between the output and 

either V DD or GND. A well-designed CMOS inverter, therefore, has a low output imped

ance, which makes it less sensitive to noise and disturbances. 'lypical values of the output 

resistance are in kil range. 
• The input resistance of the CMOS inverter is extremely high, as the gate of an MOS tran

sistor is a virtually perfect insulator and draws no de input current. Since the input node of 

the inverter only connects to transistor gates. the steady-state input current is nearly zero~ 
A single inverter can theoretically drive an infinite number of gates (or have an infinite 
fan-out) and still be functionally operational; however, increasing the fan-out also 
increases the propagation delay, as will become clear shortly. Although fan-out does not 

have any effect on the steady-state behavior, it degrades the transient response. 
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Figure 5-2 Switch models of CMOS inverter.

 
resistance (for |¥g5| < ]¥,j) and a finite on-resistance (for [Vg5| > |V7]). This leads to the follow-
ing interpretation of the inverter. When ¥,, is high and equal to Vpp, the NMOStransistor is on
and the PMOSis off. This yields the equivalent circuit of Figure 5-2a. A direct path exists
between V_,, and the ground nade, resulting in a steady-state value of 0 V. On the other hand,
when the input voltage is low (0 V), NMOS and PMOStransistors are off and on, respectively.
The equivalentcircuit of Figure 5-2b shows that a path exists between Vpp and V,,,, yielding a
high cutput voltage. The gate clearly functions as an inverter.

A numberof other important properties of static CMOS can be derived from this switch
level view:

4 * The high and low outputlevels equal Vpp and GND,respectively; in other words, the volt-
age swing is equal to the supply voltage. This resuits in high noise margins.

* The logic levels are not dependentupon therelative device sizes, so that the transistors can
be minimum size. Gates with this property are called raticdess. This is in contrast with
ratioed logic, where logic levels are determined bythe relative dimensions of the compos-
ing transistors.

* In steady state, there always exists a path with finite resistance between the output and
either Vj, or GND. A well-designed CMOSinverter, therefore, has a low output imped-
ance, which makes it less sensitive to noise and disturbances. Typical values of the output
resistance are in k@ range.

° The input resistance of the CMOSinverteris extremely high, as the gate of an MOS tran-
sistor is a virtually perfect insulator and draws no dc input current. Since the input node of
the inverter only connects to transistor gates, the steady-state input current is nearly zero,
A single inverter can theoretically drive an infinite number of gates (or have an infinite
fan-out) and still be functionally operational; however, increasing the fan-out also
increases the propagation delay, as will become clear shortly. Although fan-out does not
have any effect on the steady-state behavior, it degrades the transient response.
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• No direct path exists between the supply and ground rails under steady-state operating 
conditions (i.e., when the input and outputs remain constant). The absence of current flow 
(ignoring leakage currents) means that the gate does not consume any static power. 

SIDELINE: The preceding observation, while seemingly obvious, is of crucial importance, and 
is one of the primary reasons CMOS is the digital technology of choice at present. The situation 
was very different in the 1970s and early 1980s. All early microprocessors-such as the Intel 
4004--were implemented in a pure NMOS technology. The lack of complementary devices 
(such as the NMOS and PMOS transistor) in such a technology makes the realization of invert
ers with zero static power nontrivial. The resulting static power consumption puts a firm upper 
bound on the number of gates that can be integrated on a single die; hence, the forced move to 
CMOS in the 1980s, when scaling of the technology allowed for higher integration densities. 

The nature and the form of the voltage-transfer characteristic (VTC) can be graphically 
deduced by superimposing the current characteristics of the NMOS and the PMOS devices. 
Such a graphical construction is traditionally called a load-line plot. It requires that the I-V 
curves of the NMOS and PMOS devices are transformed onto a common coordinate set. We 
have selected the input voltage V,,,, the output voltage V

0
,,, and the NMOS drain current IDN as 

the variables of choice. The PMOS l-V relations can be translated into this variable space by the 
following relations (the subscripts 11 and p denote the NMOS and PMOS devices, respectively): 

lnsp = -lnsr. 

Vcsn = Vin; Vcsp = Viu-VDD 

VDS11 = VOi-ii; VDSp = VO!tt-VDD 

(5.1) 

The load-line curves of the PMOS device are obtained by a mirroring around the x-axis 
and a horizontal shift over V00. This procedure ls outlined in Figure 5-3, where the subsequent 
steps to adjust the original PMOS 1-V curves to the common coordinate set Y;w V0 m, and /Dn are 
illustrated. 

Vcsp = -I 

Vcsp = -2.5 

Vvs;, 

Vin= 0 

V1n = LS 

V;JI = VDD + Vcsp 
!Dn = -[Dp 

Figure 5-3 Transforming PMOS 1-V characteristic to a common coordinate set (assuming 
VDD= 2.5 V). 
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* No direct path exists between the supply and ground raile under steady-state operating
conditions (i.e., when the input and outputs remain constant). The absence of current flow
(ignoring leakage currents) means that the gate does not consume any static power,

SIDELINE: The preceding observation, while seemingly obvious, is of crucial importance, and
is one of the primary reasons CMOSis the digital technology of choice at present, Thesituation
was very different in the 1970s and early 1980s. All early microprocessors—such as the Intel

400¢—were implemented in a pure NMOS technology. The lack of complementary devices
(such as the NMOS and PMOStransistor) in such a technology makes the realization of invest-
ers with zero static power nontrivial. The resulting static power consumption puts a firm upper
bound on the number of gates that can be integrated on a single die; hence, the forced move te
CMOSin the 1980s, when scaling of the technologyallowed for higher integration densities. 

‘The nature and the form of the voltage-transfer characteristic (VTC) can be graphically
deduced by superimposing the current characteristics of the NMOS and the PMOS devices.
Such a graphical construction is traditionally called a load-iine plot, lt requires that the -V
curves of the NMOS and PMOS devices are transformed onto a common coordinate set. We

have selected the input voltage ¥,,, the output voltage V,,,, and the NMOS drain current Iny as
the variables of choice. The PMOS /-¥ relations can be translated into this variable space by the

fcllowimg relations (the subscripts n and p denote the NMOS and PMOSdevices, respectively):

?psp = lIpse

Vosn = Vag Vasp = Vin-Vop (5.4)

Vosn = Vout Vosp = Vou — Yop

The lead-line curves of the PMOS device are obtained by a mirroring around the x-axis

and a horizontal shift over Vpp. This procedure is outlined in Figure 3-3, where the subsequent
steps to adjust the original PMOS /-¥ curves to the common coordinate set Y,in V,‘orgs 200 Ip, are
ilustrated.,

Ip ZDa

  Vosp Vos,

“oo Cc >
Vag, = -24

oS Yn = Vop 7 Vege You = Vop + Vosp
De = ~!Dp

Figure 5-3 Transforming PMCS /-Y characteristic to a common coordinate set (assuming
Von =2.5 ¥).
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Figure 5-4 Load curves !or NMOS and PMOS transistors of the static CMOS inverter 
( V00 = 2.5 V). The dots represent the de operation points for various input voltages. 
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The resulting load lines are plotted in Figure 5-4. For a de operating point to be valid, the 
currents through the NMOS and PMOS devices must be equal. Graphically, this means that the 
de points must be located at the intersection of corresponding load lines. A number of those 
points (for V;,, = 0, 0.5, l, 1.5, 2, and 2.5 V) are marked on the graph. As can be seen, all operat
ing points are located either at the high or low output levels. The VTC of the inverter thus exhib
its a very narrow transition zone. This results from the high gain during the switching transient, 
when both NMOS and PMOS are simultaneously on and in saturation. In that operation region, 
a small change in the input voltage results in a large output variation. All these observations 
translate into the VTC shown in Figure 5-5. 

2 

1.5 

I 

0.5 

NMOS off 
PMOSres 

NM0Ssat / 
PMOS re,;/ 

/ 
N:.{os sat 

MOS sat 

NMOS res 
PMOS sat NMOS res 

PMOSoff 

0.5 1 1.5 2 2.5 Vui 

Figure 5-5 VTC of static CMOS inverter, derived from Figure 5-4 (V00 = 2.5 V). For each oper
ation region, the modes of the transistors are annotated--o!f, res(istive), or sat(urated). 

ONSEMI EXHIBIT 1041, Page 72

 
 

5.2 The Static CMOS Inverter—AnIntuitive Perspective 183

i
Du V., = Vie = 2s

PMOS ¥i,= 05 vda =2 NMOS

 \ Vin =i
: Vig = 15 Via=l A

V,, = 19 ly. V;,, = 0.6
Vin = 25 , a ee8

¥OW
 

Figure 5-4 Load curves for NMOS and PMOStransistors of the static CMOS inverter
(Vpp = 2.5 ¥). The dots represent the de operation points for various input voltages.

The resulting load lines are plotted in Figure 5-4. For a de operating poini to be valid, the
currents through the NMOS and PMOSdevices must be equal. Graphically, this means that the
de points must be located at the intersection of corresponding load lines. A number of those
points (for V,, = ©, 0.5, 1, 1.5, 2, and 2.5 V) are marked on the graph. As can be seen,all operat-
ing points are located either at the high or low outputlevels. The VTC of the inverter thus exhib-
its a very narrow transition zone. This results from the high gain during the switching transient,
when both NMOS and PMOSare simultaneously on and in saturation. In that operation region,
a smai!l change in the input voltage results in a large output variation. All these observations
translate into the VTC shown in Figure 5-5.

vf
4 cH NMOSoff

PMOSres
 

 
 

 
 
 

 
 

NMOSsat |-”
PMOS reg

NMOSsat
PMOSsat

NMOSres

PMOS$Soff

os ft iS 2 25 ¥;,

Figure 5-5 VTC of static CMOSinverter, derived frorn Figure 5-4 (Vpj = 2.5 V). For each oper-
ation region, the modesofthe transistors are annctated—off, res(istive), or sat(urated).
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_,_ 

viii= o 
(a) Low to high (b) High to low 

Figure 5-6 Switch model of dynamic behavior of static CMOS inverter. 

Before going into the analytical details of the operation of the CMOS inverter, a quali
tative analysis of the transient behavior of the gate is appropriate. This response is domi
nated mainly by the output capacitance of the gate, CL' which is composed of the drain 
diffusion capacitances of the NMOS and PMOS transistors, the capacitance of the connect
ing wires, and the input capacitance of the fan-out gates. Assuming temporarily that the tran
sistors switch instantaneously, we can get an approximate idea of the transient response by 
using the simplified switch model again. Let us first consider the low-to-high transition (see 
Figure 5-6a). The gate response time is simply detennined by the time it takes to charge the 
capacitor CL through the resistor RP. In Example 4.5, we learned that the propagation delay 
of such a network is proportional to the time constant RpCL. Hence, a fast gate is built 
either by keeping the output capacitance small or by decreasing the on-resistance of the 
transistor. The latter is achieved by increasing the WIL ratio of the device. Similar consider
ations are valid for the high-to-low transition (Figure 5-6b), which is dominated by the R,PL 

time constant. The reader should be aware that the on-resistance of the NMOS and PMOS 
transistor is not constant; rather, it is a nonlinear function of the voltage across the transis
tor. This complicates the exact determination of the propagation delay. (An in-depth analysis 
of how to analyze and optimize the performance of the static CMOS inverter is offered in 
Section 5.4.) 

5.3 Evaluating the Robustness of the CMOS Inverter-The Static 
Behavior 

In the preceding qualitative discussion, the overall shape of the voltage-transfer characteristic of 
the static CMOS inverter was sketched, and the values of V0 H and V0 L-which are evaluated to 
V00 and GND, respectively-were derived. It remains to determine the precise values of VM, 

VIH, and Vw as well as the noise margins. 

ONSEMI EXHIBIT 1041, Page 73

 

184 Chapter 5 * The CMOS Inverter

 
Van = 0 Vin = Vop

(a) Low to higk (b) High to low

Figure 5-6 Switch model of dynamic benavior of static CMOS inverter.

Before going into the analytical details of the operation of the CMOSinverter, a quali-

tative analysis of the transient behavior of the gate is appropriate, This response is domi-
nated mainly by the output capacitance of the gate, C,, which is composed of the drain
diffusion capacitances of the NMOS and PMOStransistors, the capacitance of the connect-
ing wires, and the input capacitance of the fan-out gates. Assuming temporarily that the tran-

sistors switch instantaneously, we can get an approximate idea of the transient response by

using the simplified switch model again. Let us first consider the low-to-high transition (see
Figure 5-6a}. The gate response time is simply determined by the time it takes to charge the

capacitor C, through the resistor &,. In Example 4.5, we learned that the propagation delay
of such a network is proportional to the time constant R,C;. Hence, a fast gate is built
either by keeping the output capacitance small or by decreasing the on-resistance of the

transistor. The latter is achieved by increasing the W/L ratio of the device. Similar consider-
ations are valid for the high-to-low transitien (Figure 5-6b), which is dominated by the #,,C,
time constant. The reader should be aware that the on-resistance of the NMOS and PMOS

transistor is not constant; rather, it is a nonlinear function of the voltage across the transis-
tor. This complicates the exact determination of the propagation delay. (An in-depth analysis
of how to analyze and optimize the performance of the static CMOS inverter is offered in
Section 5.4.)

5.3 Evaluating the Robustness of the CMOS Inverter—TheSiatic
Behavior

In the preceding qualitative discussion, the overall shape of the voltage-transfer characteristic of

the static CMOSinverter was sketched, and the values of Vp,, and Vp,—-which are evaluated to
Vap and GND, respectively—were derived. It remains to determine the precise values of Vj,
Vi», and V;,, a8 well as the noise margins.
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5.3.1 Switching Threshold 

The switching threshold V,11 is defined as the point where V,,, = Vma· Its value can be obtained 

graphically from the intersection of the VTC with the line given by V,,, = V,,,,, (see Figure 5-5). In 

this region, both PMOS and !\'MOS are always saturated, since V DS = V cs· An analytical expres

sion for V:u is obtained by equating the currents through the transistors. We solve for the case in 

which the supply voltage is high enough so that the devices can be assumed to be velocity-satu

rated (or VDSAT< VM - V7 ). Furthermore, we ignore the channel length modulation effects. We 

have 

(5.2) 

Solving for V:w yields 

(
V + V DS,1Tn) + r(v + V + V DSATp '\ 

Tn 2 DD Tp 2 ] 
V - ' 

,1,1- l+r 
r = kp V DSATp = 'Usatp W p 

k/J V DSATn u,rntn WI/ 
(5.3) with 

assuming identical oxide thicknesses for PMOS and NMOS transistors. For large values of V DD 

(compared with threshold and saturation voltages), Eq. (5.3) can be simplified: 

rVDD 
VMz I+r (5.4) 

Equation (5.4) states that the switching threshold is set by the ratio r, which compares the relative 

driving strengths of the PMOS and NMOS transistors. It is generally desirable for V M to be located 

around the middle of the available voltage swing ( or at V DD/2), since this results in comparable 

values for the low and high noise margins. This requires r to be approximately 1, which is equiv

alent to sizing the PMOS device so that (WIL)p = (WIL)n X (VDSAT,,k;,)t(VosATnk'p). To move VM 
upwards, a larger value of r is required, which means making the PMOS wider. Increasing the 

strength of the NMOS, on the other hand, moves the switching threshold closer to GND. 

From Eq. (5.2), we derive the required ratio of PMOS to NMOS transistor sizes such that 

the switching threshold is set to a desired value VM: 

(W/L),, = k' 11 VDSATn(VM-VTn-VDSAT,,12) 

(W IL),, k'PV DSATp(V DD- V M + Vyp + VDSAT,/2) 
(5.5) 

When using this expression, make sure that the assumption that both devices are velocity satu

rated still holds for the chosen operation point. 

Problem 5.1 Inverter Switching Threshold for Long-Channel Devices, or Low-Supply Voltages 

The preceding expressions were derived under the assumption that the transistors are velocity satu
rated. When the PMOS and NMOS are long-channel devices, or when the supply voltage .is low, 
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5.3.1 Switching Threshold

The switching threshold V,, is defined as the point where V,, = ¥,,,. Its value can be ebtained
graphically from the intersection of the VTC with the line givenby V,, = ¥,,,, (see Figure 5-5). In
this region, both PMOS and NMOSare always saturated, since Vp, = Veg. An analytical expres-
sion for V,, is obtained by equating the currents through the transistors. We solve for the case in
which the supply voltage is high enough so that the devices can be assumed to be velociiy-satu-
rated (or Vosar < Vy — V¥;). Furthermore, we ignore the channel length modulation effects. We
have

 Vosata VpsariKy Vosara(Va ~Vine 3 } + ky VoosarelVm —Vop- Vip ~Psate = 0 (5.2}
Solving for Vj, yields

¥ ¥

(Vin ge DSATa +1(Voo +V5,4 psaty ;> 2 4 > . k p Vpsatp Vsain W 4
Vy =SSwith p= SESE = Se (5,3)

= ae

i+r k, Vosatn Veen Ww,

assuming identical oxide thicknesses for PMOS and NMOStransistors. For large values of Vpn
(compared with threshold and saturation voltages), Eq. (5.3) can be simplified:

Van
itr

 

Vay ® (5.4)

Equation (5.4) states that the switching threshold is set by the ratio 7, which compares the relative
driving strengths of the PMOS and NMOStransistors.It is generally desirable for V,, to be located
around the middle of the available voltage swing (or at Vpp/2), since this results in comparable
values for the low and high noise margins. This requires r to be approximately 1, which is equiv-
alentto sizing the PMOS device so that (W/L), = (WIL), x (Vasari MVnsamkp ). To move Vay
apwards, a larger value of ris required, which means making the PMOS wider. increasing the
strength of the NMOS,on the other hand, moves the switching threshold closer to GND.

From Eg. (5.2), we derive the required ratio of PMOS to NMOStransistor sizes such that
the switching threshold is set to a desired value Vjy!

(W/L), BVsary¥ar— Van Vosareé2)
weet =SATee (5.5)
(W/E), KVosarp Von —%ut Vrp + ¥sary’2)

When using this expression, make sure that the assumption that both devices are velocity satu-
rated still holds for the chosen operation point.
nni

Problem 5.1 Inverter Switching Threshold for Long-Channel Devices, or Low-Supply Veitages

The preceding expressions were derived under the assumption that the transistors are velocity satu-
rated. When the PMOS and NMOS are long-channel devices, or when the supply voltage is low,
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velocity saturation does not occur (V M - Vy< V DSAT). Under these circumstances, the following equa
tion holds for V.41: 

Vr11+r(Vvv+ VT) 
V - P 

M - 1 +r 

Derive this equation. 

J
~ 

with r = --1!. 
}, kll 

(5.6) 

When designing static CMOS circuits, it is advisable to balance the driving strengths of the transistors by 
making the PMOS section wider than the NMOS section if maximizing the noise margins and obtaining 
symmetrical characteristics are desired. The required ratio is given by Eq. (5.5). II 

Example 5.1 Switching Threshold of CMOS Inverter 

We derive the sizes of PMOS and NMOS transistors such that the switching threshold of a 

CMOS inverter, implemented in our generic 0.25 µm CMOS process, is located in the 

middle between the supply rails. We use the process parameters presented in Example 3.7, 
and assume a supply voltage of 2.5 V. The minimum size device has a width-to-length 

ratio of 1.5. With the aid of Eq. (5.5), we find that 

(WIL),, = 115x l0-6 X0.63x (1.25-0.43-0.63/2) = 35 
(WIL),, 3ox!0-6 1.0 (l.25-0.4-1.0/2) . 

Figure 5-7 plots the values of switching threshold as a function of the PMOS-to

NMOS ratio, as obtained by circuit simulation. The simulated PMOS-to-NMOS ratio of 

3.4 for a 1.25-V switching threshold confirms the value predicted by Eq. (5.5). 

i.s .. -~-,--~~~~=~---, 
1.7 

1.6 

1.5 

,_ L4 
> 
~ 1.3 

1.2 

1.1 

1 

0.9 

0.8 c......~=tl_-~~~~~-~.....J 
10" 

Wp-WII 

Figure 5-7 Simulated inverter switching threshold versus PMOS-to-NMOS ratio (0.25-µm 
CMOS, V00 ~2.5V). 
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velocity saturation does not occur (Vy, — V7 < Vosay). Under these circumstances, the following equa-
tion holds for V4:

Vin + r¥pp + Ve) thy = -l#is; with f= f (5.63HEVy =

Derive this equation.

 
When designing static CMOS circuits, it is advisable to balance the driving strengths of the transistors by
making the PMOS section wider than the NMOSsection if maximizing the noise margins and obtaining

symmetrical characteristics are desired. The required ratio is given by Eq, (5.3). Ha

Example 5.1 Switching Threshold of CMOS Inverter

We derive the sizes of PMOS and NMOStransistors suchthat the switching threshold of a

CMOS inverter, implemented in our generic 0.25 Um CMOS process, is located in the
middle between the supply rails. We use the process parameters presented in Example 3.7,
and assume a supply voltage of 2.5 V. The minimum size device has a width-to-length
ratio of 1.5. With the aid of Eg. (5.5), we find that

(W/L),—115x 10°  0.63_ (1,25-0.43 - 0.6372) _
(W/L), ~ 30x90“1.0 * G25-04-1072) ~ 7°
 

Figure 5-7 plots the values of switching threshold as a function of the PMOS-to-
NMOS ratio, as obtained by circuit simulation. The simulated PMOS-to-NMOSratio of

3.4 for a 1.25-¥V switching threshold confirms the value predicted by Eq. (5.5).
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Figure 5-7 Simulated inverter switching threshold versus PMOS-to-NMO8ratio (0.25-am
CMOS, Von = 2.5 V). 
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An analysis of the curve of Figure 5-7 leads to some interesting observations: 

I. VMis relatively insensitive to variations in the device ratio. This means that small varia

tions of the ratio (e.g., making it 3 or 2.5) do not disturb the transfer characteristic that 

much. It is therefore an accepted practice in industrial designs to set the width of the 

PMOS transistor to values smaller than those required for exact symmetry. For the preced

ing example, setting the ratio to 3, 2.5, and 2 yields switching thresholds of 1.22 V, l.18 V, 

and 1.13 V, respectively. 

2. The effect of changing the WP-to-W. ratio is to shift the transient region of the VTC. 

Increasing the width of the PMOS or the NMOS moves V M toward VDD or GND, 
respectively. This property can be very useful, as asymmetrical n11nsfer characteristics 

are actually desirable in some designs. This is demonstrated by the example of 

Figure 5-8. The incoming signal ¥;11 has a very noisy zero value. Passing this signal 
through a symmetrical inverter would lead to erroneous values (Figure 5-8a). This can 

be addressed by raising the threshold of the inverter, which results in a correct response 

(Figure 5-8b ). Later in the text we will see other circuit instances in which inverters 

with asymmetrical switching thresholds are desirable. Changing the switching thresh

old by a considerable amount, however, is not easy, especially when the ratio of sup

ply voltage to transistor threshold is relatively small (2.510.4 = 6, for our particular 

example). To move the threshold to 1.5 V requires a transistor ratio of 11, and fm1her 

increases are prohibitively expensive. Observe that Figure 5-7 is plotted in a semilog 

format. 

(a) Response of standard 
inverter 

(b) Response of inverter with 
modified threshold 

Figure 5-8 Changing the inverter threshold can improve the circuit reliability. 
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An analysis of the curve of Figure 5-7 leads to some interesting observations:

. Fag is relatively insensitive to variations im the device ratio. This means that small varia-
tions of the ratio (¢.¢., making it 3 or 2.5) do not disturb the transfer characteristic that

much. It is therefore an accepted practice in industrial designs to set the width ofthe

PMOStransistor to values smaller than those required for exact symmetry. For the preced-
ing example, setting the ratio to 3, 2.5, and 2 yields switching thresholds of 1.22 V, 1.18 V,

and 1.13 V, respectively.

The effect of changing the W,-to-W’, ratio is to shift the transient region of the VTC.
Increasing the width of the PMOSor the NMOS moves ¥,, toward Vpn or GND,
respectively. This property can be very useful, as asymmetrical transfer characteristics

are actually desirable in some designs. This is demonstrated by the example of

Figure 5-8. The incoming signal ¥,, has a very noisy zero value. Passing this signal
through a symmetrical inverter would lead to erronccus values (Figure 5-8a). This can
be addressed by raising the thresheld of the inverter, which results in a correct response
(Figure 5-8b). Later in the text we will see other circuit instances in which inverters

with asymmetrical switching thresholds are desirable. Changing the switching thresh-
old by a considerable arnount, however, is not easy, especiaily when the ratio of sup-
ply voltage to transistor threshold is relatively small (2.5/0.4 = 6, for our particular

example}. To move the threshold to 1.5 V requires a transistor ratic of 11, and further

increases are prohibitively expensive. Observe that Figure 5-7 is plotted in a semilog
format.

Vin,

Vieb 

Vin ¥, StH

~~

Von Vout

™ ™,

{a) Response of standard (b} Response of inverter with
inverter modilied threshold

Figure 5-8 Changing the inverter threshold can improve the circuit reliability.
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5.3.2 Noise Margins 

dV 
By definition, Vm and V1L are the operational points of the inverter where -

1 
°"1 = -1. In the 

c V;" 

terminology of the analog circuit designer, these are the points where the gain g of the amplifier, 
formed by the inverter, is equal to -1. While it is indeed possible to derive analytical expressions 

for Vm and VJL, these tend to be unwieldy and provide little insight in what parameters are 

instrumental in setting the noise margins. 
A simpler approach is to use a piece-wise linear approximation for the VTC, as shown in 

Figure 5-9. The transition region is approximated by a straight line, the gain of which equals the 
gain g at the switching threshold VM. The crossover with the V0H and the V0L lines is used to 
define Vm and V1L points. The enor introduced is small and well within the range of what is 
required for an initial design. This approach yields the following expressions for the width of the 

transition region Vm- V1L, Vm, VJL, and the noise margins NA1H and NML: 

Vm-Vn = (VoH- V oL) -VDD 
= g g 

VIH = VM- VM VIL 
VDD-VM (5.7) 

= V11 + 
g . g 

NMH = VDD-VIH NML = Vn 

These expressions make it increasingly clear that a high gain in the transition region is very 
desirable. In the extreme case of an infinite gain, the noise margins simplify to V0 H - VM and 

VM- V 0L for NA1H and Nli.1£, respectively. and span the complete voltage swing. 
It remains for us to determine the midpoint gain of the static CMOS inverter. \Ve assume 

once again that both PMOS and NMOS are velocity saturated. It is apparent from Figure 5-4 that 
the gain is a strong function of the slopes of the currents in the saturation region. The channel-

VoL ~--~--e----- V11i 
Vm 

Figure 5-9 A piecewise linear approximation of the VTC simplifies 
the derivation of v,, and v,H· 
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5.3.2 Noise Margins

aV

adv

terminology of the analog circuit designer, these are the points where the gain g of the amplifier,
formed by the inverter, is equal to —|. While it is indeed possible to derive analytical expressions
for Vj, and ¥,,, these tend to be unwieldy and provide little insight in what parameters are

ow = 1. In the
in

By definition, V),, and ¥,, are the operational points of the inverter where
 

instrumental in setting the noise margins.

A simpler approach is to use a piece-wise linear approximation for the VTC, as shown in
Figure 5-9, The transition region is approximated by a straight line, the gain of which equals the
gain g at the switching threshold V,,. The crossover with the Vp, and the Vo, lines is used to
define V,, and V, points. The error introduced is small and weil within the range of whatis
required for an initial design. This approach yields the following expressions for the width of the
transition region Vj.— Vir, Viz. Vz, and the noise margins NM, and NM,:

_VYou- Vor) _ —Yon
Vin-V¥in = 2 2

¥ Voen- ¥ 57Vig = Yu Vin = Vag teS O7
NMay = Von Vin NM, = Vip

These expressions make it increasingly clear that a high gain in the transition region is very
desirable. In the extreme case of an infinite gain, the noise margins simplify to Vp, —- Vy, and
Vis Yor for NMy and NM, respectively, and span the complete voltage swing.

lt remains for us to determine the midpoint gain of the static CMOS inverier. We assume
once again that both PMOS and NMOSare velocity saturated. lt is apparent from Figure 5-4 that
the gain is a strong function of the slopes of the currents in the saturation region. The channel-

Vos Fe

Vou

 
J

‘ fal
Vie Vie

Figure 5-9 A piecewise linear approximation of the VTC simplifies
ihe derivation of ¥, and Vy).
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length modulation factor therefore cannot be ignored in this analysis-doing so would lead to an 
infinite gain. The gain can now be derived by differentiating the current Eq. (5.8), which is valid 
around the switching threshold, with respect to ~

11
: 

k ( 
V DSATp) , , , 

p V DSATp Vin - V DD- V Tp- 2 (1,-1\,/J V om-1\,p V DD) 

Differentiating and solving for dV°',,ldV,,,. yields 

dVDUf 
dVill -

=0 

Ignoring some second-order terms and setting ~·n = V M produces the gain expression, 

l kn V DSATn + kp V DSATp 

In(VM) ,,,,-AP 
g= 

l+r ~------=-'-'------
(V,11-VTn-VDsAT/2)(A,,-Ap) 

(5.8) 

(5.9) 

(5.10) 

with I0 (VM) the current flowing through the inverter for V,,, = V,11. The gain is almost purely 
determined by technology parameters, especially the channel-length modulation. It can only be 
influenced in a minor way by the designer through the choice of the supply voltage and the tran-
sistor sizes. 

Example 5.2 Voltage Transfer Characteristic and Noise Margins of CMOS Inverter 

Assume an inverter in the generic 0.25-µm CMOS technology designed with a PMOS-to
NMOS ratio of3.4 and with the NMOS transistor minimum size (W = 0.375 µm, L = 0.25 µm, 
WIL = 1.5). We first compute the gain at v'.v (= 1.25 V): 

f v(V ,11) = 1.5 X 115 X 10-6 
X 0.63 X ( 1.25 -0.43 - 0.63/2) X (1 + 0.06 X 1.25) = 59 X 10-6 A 

g = 1 1.5 x 115 X 10-
6 

X 0.63 + 1.5 X 3.4 X 30 X 10-
6 

X 1.0 = _27_5 (Eq. 5.lOa) 
59 X 10-G Q.06 + 0.J 

This yields the following values for V1i, VfH, NML, NMH: 

V1L = 1.2 V, VJH = 1.3 V, NML = N.'v!H = 1.2 

Figure 5-10 plots the simulated VTC of the inverter, as well as its derivative, the gain. A 

close to ideal characteristic is obtained. The actual values of V1L and VIH are 1.03 V and 
1.45 V, respectively, which leads to noise margins of 1.03 V and 1.05 V. These values are 
lower than those predicted, for two reasons: 
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length modulation factortherefore cannot be ignored in this analysis—doing so would lead to an
infinite gain. The gain can now be derived bydifferentiating the current Eq. (5.8), which is valid
around the switching threshold, with respectto ¥,,,:ier

¥psabYpsa rolVa ~ Von ~ Agel+ An Vou +

 

v (5.8)i
: DSAT .eVsaraVi ~ Veo ~ Vip ~ Bsa4 * AYout ~ AVpp) =0

Differentiating and solving for ¢¥,,,,/d¥,,, yields

AVout =_ iVpsael + i,You} + k, Visa Teil + Ay Vous ~ Avan) GS 9)
av, awk, Vosata(Yin ” Ven “ Vosatn’2) + AnakVnsarol Vin ~ Voo-Vrp— Vosaty’2}

ignoring some second-order terms and setting V,,, = Vy. produces the gain expression,

g=- 1 k,, Vosara + k, Vpsatp
"El ¥ deg —al M } Ht p Gs, 10)
wee

(Vag -Ve,- Vosata’2) (A, Ay)

with [p(¥y,) the current flowing through the inverter for V,, = V,,. The gain is almost purely
determined by technology parameters, especially the channel-length modulation. It can only be
influenced in a minor way by the designer through the choice of the supply voltage and the tran-
sistor sizes.

 

Example 5.2. Voltage Transfer Characteristic and Noise Margins of CMOS Inverter

Assume an inverter in the generic 0.25-12m CMOS technology designed with a PMOS-to-
NMO8ratie of 3.4 and with the NMOStransistor minimum size (W = 0.375 um, £=0.25 um,
WIL = 1.5). We first compute the gai at V,, (= 1.25 V}:

In(Vy) = 1.5 115 x 10x 0.63 x (1.25 - 0.43 - 0.6372) x (1 +.0,06 x 1.25) = 59x 10° A
-6 ~ =f

___} AEISIOO63FESRANSOXTONS= -27.5 (Eq. 5.10a)
50x 10° 0.06 40.1

This yields the following values for Vy, , Viz, NM, NM;

Vi= 1.2 Vi Vig = 13, NM, = Nit = 1.2

Figure 5-10 plots the simulated VTC of the inverter, as well as its derivative, the gain. A

close to ideal characteristic is obtained. The actual values of V,, and V,,, are 1.03 V and
1.45 V, respectively, which ieads to noise margins of 1.03 V and 1.05 V. These values are
lower than those predicted, for two reasons:

 
ee
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• Eq. (5.10) overestimates the gain. As observed in Figure 5-!0b, the maximum gain 

(at V M) equals only 17. This reduced gain would yield values for V1L and VJH of 
1.17 V, and 1.33 V, respectively'. · 

• The most important deviation is due to the piecewise linear approximation of the 
VTC, which is optimistic with respect to the actual noise margins. 
The expressions obtained are, however, perfectly useful as first-order estimations, as 

well as means of identifying the relevant parameters and their impact. 

To conclude this example, we also extracted from simulations the output resistance 
of the inverter in the low- and high-output states. Low values of 2.4 kQ and 3.3 kn, 
respectively, were observed. The output resistance is a good measure of the sensitivity of 
the gate with respect to noise induced at the output, and is preferably as low as possible. 
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Figure 5-10 Simulated Voltage Transfer Characteristic (a) and voltage gain (b) of CMOS 
inverter (0.25-µm CMOS, V DD= 2.5 V). 

SIDELINE: Surprisingly (or perhaps not so surprisingly), the static CMOS inverter can also be 
used as an analog amplifier, as it has a fairly high gain in its transition region. This region is very 

na1Tow, however, as is apparent in the graph of Figure 5-!0b. It also receives poor marks on 
other amplifier properties such as supply noise rejection. Still, this observation can be used to 

demonstrate one of the major differences between analog and digital design. Where the analog 
designer would bias the amplifier in the middle of the transient region so that a maximum linear
ity is obtained, the digital designer will operate the device in the regions of extreme nonlinearity, 
resulting in well-defined and well-separated high and low signals. 

1 In addition, Eq, ( 5 .10) is not entirely valid for this particular example. The attentive reader will observe that for the operating 
conditions athand, the PMOS operates in saturation mode, not velocity saturation. The imp act on the result is minor, however. 
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Prol)lem 5.2 Inverter Noise :Margins for Long-Channel Devices 

Derive expressions for the gain and noise margins assuming that PMOS and NMOS are long-channel 
devices (or that the supply voltage is low), so that velocity saturation does not occur. 

5.3.3 Robustness Revisited 

Device Variations 

\Vhile we design a gate for nominal operation conditions and typical device parameters, we 
should always be aware that the actual operating temperature might vary over a large range, and 
that the device parameters after fabrication probably will deviate from the nominal values we 
used in our design optimization process. Fortunately. the de characteristics of the static CMOS 
inverter turn out to be rather insensitive to these variations, and the gate remains functional over 

a wide range of operating conditions. This already became apparent Jfl Figure 5-7, which shows 

that variations in the device sizes have only a minor impact on the switching threshold of the 

inverter. To further confirm the assumed robustness of the gate, we have resimulated the voltage 

transfer characteristic by repJacing the nominal devices by their worst or best case incarnations. 

Two corner cases are plotted in Figure 5-11: a better-than-expected NMOS, combined with an 
inferior PMOS, and the opposite scenario. Comparing the resulting curves with the nominal 
response shows that the operation of the gate is by no means affected, and that the variations 
mainly cause a shift in the switching threshold. This robust behavior, which ensures functional

ity of the gate over a wide range of conditions, has contributed in a big way to the popularity of 
the static CMOS gate. 
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0.5 
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Figure 5-11 Impact of device variations on static CMOS inverter VTC. 
The "good" device has a smaller oxide thickness (-3 nm), a smaller length 
(- 25 nm), a higher width (+ 30 nm), and a smaller threshold (- 60 mV). The 
opposite is true for the "bad" transistor. 

ONSEMI EXHIBIT 1041, Page 80

 

5.3. Evaluating the Robustness of the CMOS Inverter—The Static Behavior 181

 

Problem 5.2 Inverter Noise Margins for Long-Channel Devices

Derive expressions for the gain and noise margins assuming that PMOS and NMOSare long-channel
devices {or that the supply voltage is low}, so that velocity saturation does not occur. 

5.3.3 Robustness Revisited

Device Variations

While we design a gate for nominal operation conditions and typical device parameters, we
should always be aware that the actual operating temperature might vary over a large range, and
that the device parameters after fabrication probably will deviate from the nominal values we
used in our design optimization process. Fortunately, the de characteristics of the static CMOS

inverier tur out to be rather insensitive to these variations, and the gate remains functional over
a Wide range of operating conditions. This already became apparent in Figure 5-7, which shows
that variations in the device sizes have only a minor impact on the switching threshold of the
inverter. To further confirm the assumed robustness ofthe gate, we have resimulated the voltage
transfer characteristic by replacing the nominal devices by their worst or best case incarnations.
Two corner cases are plotted in Figure 5-11: a better-than-expected NMOS. combined with an
inferior PMOS, and the opposite scenario. Comparing the resulting curves with the nominal
response shows that the operation of the gate is by no means affected, and that the variations
miunly cause a shift in the switching threshold. This robust behavior, which ensures functional-
ity of the gate over a wide range of conditions, has contributed in a big way to the popularity of
the static CMOS gate.

\__Good PMOS
("Bad NMOS

Vout(¥) —+ Nominal

Good NMOS
Bad PMOS 

a 05 i LS 2 25

Ven (¥)

Figure 5-11 Impact of device variations cn static CMOS inverter VTC.
The “good” device has a smailer oxide thickness (- 3 nm}, a smaller length
(- 25 nm), @ higher width (- 30 nm), and a smalier threshold (- 60 mV). The
opposite is true for the “bad”transistor.
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Scaling the Snpply Voltage 

In Chapter 3, we observed that continuing technology scaling forces the supply voltages to 
reduce at rates similar to the device dimensions. At the same time, device threshold voltages are 
virtually kept constant. You may wonder about the impact of this trend on the integrity parame
ters of the CMOS inverter. Do inverters keep on working when the voltages are scaled, and are 

there potential limits to the supply scaling? 

A first hint on what might happen was offered in Eq. (5.10), which indicates that the gain 
of the inverter in the transition region actually increases with a reduction of the supply voltage! 
Note that for a fixed transistor ratio r, V Mis approximately proportional to V DD· Plotting the (nor
malized) VTC for different supply voltages not only confirms this conjecture, but even shows 
that the inverter is well and alive for supply voltages close to the threshold voltage of the com

posing transistors (see Figure 5-12a). At a voltage of0.5 V-which is just 100 mV above the 
threshold of the transistors-the width of the transition region measures only 10% of the supply 
voltage (for a maximum gain of 35), while it widens to 17% for 2.5 V. So, given this improve
ment in de characteristics, why do we not choose to operate all of our digital circuits at these low 
supply voltages? Three important reasons come to mind: 

• Reducing the supply voltage indiscriminately has a positive impact on the energy dissipa
tion, but is absolutely detrimental to the delay of the gate, as we will learn in the next 

sections. 
•Thede characteristic becomes increasingly sensitive to variations in the device parame

ters, such as the transistor threshold, once supply voltages and intrinsic voltages become 
comparable. 

• Scaling the supply voltage means reducing the signal swing. While this typically helps to 

reduce the internal noise in the system (such as caused by crosstalk), it makes the design 
more sensitive to external noise sources that do not scale. 

2.5 I -~ I I 

•. 
2 - \ -

l 

f: 1.5 

";::..~ 1 

\ -

l - I -

\ 
0.5 - \ -

I \. I I'-... I 

0.5 I 1.5 2 2.5 

Vi1J (V) 

(a) Reducing V DD improves the gain. 
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Figure 5-12 VTC ot CMOS inverter as a function of supply voltage (0.25-µm CMOS technology). 
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Scaling the Supply Voltage

In Chapter 3, we observed that contituing technology scaling forces the supply voltages to
reduce at rates similar to the device dimensions. At the same time, device threshold voltages are

virtually kept constant. You may wonder about the impact of this trend on the integrity parame-
ters of the CMOSinverter. Do inverters keep on working when the voltages are scaled, and are
there potential imits to the supply scaling?

A first hint on what might happen was offered in Eq. (5.10), which indicates that the gain
of the inverter in the transition region actually increases with a reduction of the supplyvoltage!
Note that for a fixed transistor ratio 5 V,, is approximately proportional to Vpp. Plotting the (nor-
malized) VTC for different supply voltages not only confirms this conjecture, but even shows
that the inverter is well and alive for supply voltages close to the threshold voltage of the com-

posing transistors (see Figure 5-124}. At a voltage of 0.5 YV—which is just 100 mV above the
threshold of the transistors—the width of the wansition region measures only 10% of the supply
voltage (for a maximum gain of 35), while it widens to 17% for 2.5 V. So, given this improve-
ment in de characteristics, why do we not choose to operate all of our digital circuits at these low

supply voltages? Three important reasons cometo mind:

* Reducing the supply voltage indiscriminately has a positive impact on the energy dissipa-
tion, but is absolutely detrimental to the delay of the gate, as we will learn in the next
sections.

* The dc characteristic becomes increasingly sensitive to variations in the device parame-

ters, such as the transistor threshold, once supply voltages and intrinsic voltages become
comparable.

* Scaling the supply voltage means reducing the signal swing. Whilethis typically helps to

reduce the internal noise in the system (such as caused by crosstalk), it makes the design
more sensitive to external noise sources that do not scale.
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Figure 5-12 VTC of CMOSinverter as a function of supply voltage (0.25-m CMOS technology}.
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5.4 Performance of CMOS Inverter: The Dynamic Behavior 193 

To provide an insight into the question on potential limits to the voltage scaling, we have 
plotted the voltage transfer characteristic of the same inverter for the even lower supply voltages 
of 200 m V, JOO m V, and 50 m V in Figure 5-12b, The transistor thresholds are kept at the same 
level. Amazingly enough, we stiil obtain an inverter characteristic, even though the supply volt
age is not large enough to turn the transistors on! The explanation can be found in the subthresh
old operation of the transistors, The subthreshold currents are sufiicient to switch the gate 

between low and high levels, as well as to provide enough gain to produce acceptable VTCs, The 

low value of the switching currents ensures a very slow operation, but this might be acceptable 
for some applications (such as watches, for example), 

At around 100 m V. we start observing a major deterioration of the gate characteristic. V 0L 

and V 0H are no longer at the supply rails and the transition region gain approaches L The latter 

turns out to be a fundamental showstopper. To achieve sufficient gain for use in a digital circuit, 

it is necessary that the supply be at least two times <h = kT/q ( = 25 m V at room temperature), the 
thermal voltage introduced in Chapter 3 [Swanson72], It turns out that below this same voltage, 
thermal noise becomes an issue as well, potentially resulting in unreliable operation, We express 
this relation as 

kT 
V DDmi11 > 2 ... 4-

q 
(5,11) 

Equation (5,11) presents a trne lower bound on supply scaling, It suggests that the only way to 
get CMOS inverters to operate below 100 mV is to reduce the ambient temperature-or in other 
words, to cool the circuit. 

Problem 5.3 Minimum Supply Voltage of CMOS Inverter 

Once the supply voltage drops below the threshold voltage, the transistors operate in the subthreshold 
region. and display an exponential current-voltage relationship (as expressed in Eq. (3.39)). Derive an 
expression for the gain of the inverter under these circumstances (assume symmetrical NMOS and PMOS 
transistors, and a maximum gain at VM = V m/2). The resulting expression demonstrates that the minimum 
voltage is a function of the slope factor n of the transistor: 

_ (!)( V00129, I) g---e -
II 

(5.12) 

According to this expression, the gain drops to -1 at V DD= 48 rn V (for n = 1.5 and (VT= 25 m V). 

5.4 Performance of CMOS Inverter: The Dynamic Behavior 

The qualitative analysis presented earlier concluded that the propagation delay of the CMOS 
inverter is determined by the time it takes to charge and discharge the load capacitor CL through 

the PMOS and NMOS transistors, respectively, This observation suggests that getting CL as 
small as possible is crucial to the realization of high-performance CMOS circuits, It is thus 
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worthwhile to first study the major components of the load capacitance before embarking on an 
in-depth analysis of the propagation delay of the gate. In addition to this detailed analysis, this 
section also presents a summary of techniques that a designer might use to optimize the pe1for
mance of the inverter. 

5.4. 1 Computing the Capacitances 

Manual analysis of MOS circuits where each capacitor is considered individually is virtually 

impossible. The problem is exacerbated by the many nonlinear capacitances in the MOS transis
tor model. To make the analysis tractable, we assume that all capacitances are lumped together 
into one single cap.acitor Ci, located between i~m and GND. Be aware that this is a considerable 
simplification of the actual situation, even in the case of a simple inverter. 

Figure 5-13 shows the schematic of a cascaded inverter pair. It includes all the capaci

tances influencing the transient response of node V0 ,w It is initially assumed that the input Vin is 
driven by an ideal voltage source with zero rise and fall times. Accounting only for capacitances 
connected to the output node, CL breaks down into the following components. 

Gate-Drain Capacitance Cgdl2 

M1 and M2 are either in cut-off or in the saturation mode during the first half (up to 50% point) of 
the output transient. Under these circumstances, the only contributions to Cgt!l2 are the overlap 
capacitances of both M I and M2. The channel capacitance of the MOS transistors does not play a 
role here, as it is located either completely between gate and bulk (cut-off) or gate and source 
(saturation) (see Chapter 3). 

The lumped capacitor model now requires that this floating gate-drain capacitor be 
replaced by a capacitance to ground. This is accomplished by taking the so-called Miller effect 
into account. During a low-high or high-low transition, the terminals of the gate-drain capaci
tor are moving in opposite directions (see Figure 5-14). The voltage change over the floating 

capacitor is thus twice the actual output voltage swing. To present an identical load to the out-

Figure 5-13 Parasitic capacitances, influencing the transient behavior 
of the cascaded inverter pair. 
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worthwhile to first study the major components of the load capacitance before embarking on an
in-depth analysis of the propagation delay of the gate. In addition to this detailed analysis, this
section also presents a summary of techniques that a designer might use to optimize the perfor-
mance of the inverter.

5.4.1 Computing the Capacitances

Manuai analysis of MOS circuits where each capacitor is considered individually is virtually

impossible. The problem is exacerbated by the many nonlinear capacitances in the MOS transis-

tor model. To make the analysis tractable, we assume that all capacitances are lumped together
into one single capaciter C,, located between Y,,, and GND. Be aware that this is a considerable
simplification of the actual situation, even in the case of a simple inverter.

Figure 5-13 shows the schematic of a cascaded inverter pair. It includes ali the ecapaci-

tances influencing the transient response of nodeV,,,,,. It is initially assumed that the inputV,, is
driven by an ideal volfage source with zero rise andfail times. Accounting only for capacitances

connected to the output node, C, breaks down into the following components.

Gate-Drain Capacitance C,71)
Mand M,are either in cut-off orin the saturation mode duringthe first half (up to 50% point) of

the output transient. Underthese circumstances, the only contributions to C,.5 are the overlap
capacitances of both 44, and M.. The channel capacitance of the MOS transistors does not play a
role here, as it is located either completely between gate and bulk (cut-off) or gate and source
(saturation) (see Chapter 3).

The lumped capacitor model now requires that this floating gate-drain capacitor be
replaced by a capacitance to ground. This is accomplished by taking the so-called Miller effect
into account. During a low-high or high-low transition, the terminals of the gate-draim capaci-
tor are moving in opposite directions (see Figure 5-14). The voltage change over the floating
capacitor is thus twice the actual output voltage swing. To present an identical load te the out-

¥.

Yon BO

le i icdb? feu rq Ma
an Vous

an | Tr de TCgs L, Ms
Voun

  
 I iG

Figure 5-13 Parasitic capacitances, influencing the transient behavior
of the cascaded inverterpair.
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Figure 5-14 The Miller effect-A capacitor experiencing identical but opposite 
voltage swings at both its terminals can be replaced by a capacitor to ground, whose 
value is two times the original value. 

195 

put node, the capacitance to ground must have a value that is twice as large as the floating 
capacitance. 

We use the following equation for the gate-drain capacitors: C,c1 = 2 CGvoW (with CGDD the 
overlap capacitance per unit width as used in the SPICE model). For an in-depth discussion of 
the Miller effect, please refer to textbooks such as [Sedra87, p. 57].2 

Diffusion Capacitances Cabt and Cabi 

The capacitance between drain and bulk is due to the reverse-biased pn-junction. Such a capaci
tor is, unfortunately, quite nonlinear and depends heavily on the applied voltage. We argued in 

Chapter 3 that the best approach to simplifying the analysis is to replace the nonlinear capacitor 
by a linear one with the same change in charge for the voltage range of interest. A multiplication 
factor Keq is introduced to relate the linearized capacitor to the value of the junction capacitance 
under zero-bias conditions. 

(5.13) 

with CjO the junction capacitance per unit area under zero-bias conditions. For convenience~ we 
repeat Eq. (3.11) here, written as 

-q,m 
K - o [(,1, V )l-m (" V )'-m] 

,q - ( V . _ V )( I _ m) '<'O - high - 'i'O - /ow 
lllgh low 

(5.14) 

with <l>o the built-in junction potential and m the grading coefficient of the junction. Observe that 
the junction voltage is defined to be negative for reverse-biased junctions. 

Example 5.3 K,q for a 2.5-V CMOS Inverter 

Consider the inverter of Figure 5-13 designed in the generic 0.25-µm CMOS technology. 
The relevant capacitance parameters for this process were summarized in Table 3-5. 

Let us first analyze the NMOS transistor (Cdbl in Figure 5-13). The propagation 
delay is defined by the time between the 50% transitions of the input and the output. For 
the CMOS inverter, this is the time instance where V

0
,,, reaches 1.25-V, as the output 

2The Miner effect discussed in this context is a simplified version of the general analog case. In a digital inverter, the 
large-scale gain between input and output always equals -1. 
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Figure 5-14 The Miller effect—A capacitor experiencing identical but opposite
voltage swings at both its terminals can be replaced by a capacitor fo ground, whose
value is two times the original value,

put node, the capacitance to ground must have a value that is twice as large as the floating
capacitance.

We use the followmg equation for the gate-drain capacitors: C,7= 2 CgnoW Gwith Cena the
overlap capacitance per unit width as used in the SPICE model). For an in-depth discussion of
the Miller effect, please refer to textbooks such as [Sedra87,p. 57)"

Diffusion Capacitances Cy, and Cy).

The capacitance between drain and bulk is due to the reverse-biased pr-junction. Such a capaci-
tor is, unfortunately, quite nonlinear and depends heavily on the applied voltage. We argued in
Chapter 3 that the best approach to simplifying the anatysis is to replace the nonlinear capacitor
by a linear one with the same change in charge for the voltage range of interest. A multiplication
factor K,, ?s introduced to relate the linearized capacitor to the value of the junction capacitance
under zero-bias conditions.

 
Coq = Keg (5.13)eg

with C,, the junction capacitance per unit area under zero-bias conditions. For convenience, we
repeat Eq. (3.11) here, written as

—bF jE (0 - Vise)? —(O9- Vow) 7™] 65.14)Kk, = —_—_
“4 (Vaien ~ Vow Gl ~ Ht

 with $, the built-in junction potential and » the grading coefficient of the junction. Observe that
ihe junction voltage is defined to be negative for reverse-biased junctions.

Example 5.3 K,, for a 2.5-V CMOSInverter

Consider the inverter of Figure 5-13 designed in the seneric 0.25-1m CMOStechnology,
The relevant capacitance parameters for this process were summarized in Table 3-5.

Let us first analyze the NMOS transistor (Cy, in Figure 5-13). The propagation
delay is defined by the time between the 50% transitions of the input and the output. For
the CMOSinverter, this is the time instance where V,,, reaches 1.25-V, as the output

 

The Miller effect discussed in this context is a simplified version of the general analog case. in a digital inverter, the
large-scale gain between input aed output always equals —1.
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voltage swing goes from rail to rail or equals 2.5 V. We therefore linearize the junction 
capacitance over the interval {2.5 V. 1.25 V} for the high-to-low transition, and 

{ 0, 1.25 V} for the low-to-high transition. 
During the high-to-low transition at the output, V"'" initially equals 2.5 V. Because 

the bulk of the NMOS device is connected to GND, this translates into a reverse volt
age of 2.5 V over the drain junction or Vhigh = -2.5 V. At the 50% point, Vm,, = 1.25 V or 

V10w = -1.25 V. Evaluating Eq. (5.14) for the bottom plate and sidewall components of 
the diffusion capacitance yields the following data: 

Bottom plate: K,q (m = 0.5, <j,0 = 0.9) = 0.57 

Sidewall: K,qn, (m = 0.44, Glo = 0.9) = 0.61 

During the low-to-high transition, V10w and Vi,;,1, equal O V and -1.25 V, respectively, 

resulting in higher values for Ke{J: 

Bottom plate: K,q (m = 0.5, $0 = 0.9) = 0.79 

Sidewall: K,q,w (m = 0.44, <j,0 = 0.9) = 0.81 

The PMOS transistor displays a reverse behavior, as its substrate is connected to 2.5 V. 
Hence, for the high-to-low transition (V1e,,= 0, Vh;gh = -1.25 V), we have 

Bottom plate: K,q (m = 0.48, <j,0 = 0.9) = 0.79 

Sidewall: K,qn, (m = 0.32, q,0 = 0.9) = 0.86 

Finally, for the low-to-high transition (V1ow = -1.25 V, V,,,,;, = -2.5 V), we have 

Bottom plate: K,q (m = 0.48, <!>0 = 0.9) = 0.59 

Sidewall: K,q,w (m = 0.32, <j,0 = 0.9) = 0.7 

By using this approach, the junction capacitance can be replaced by a linear component and 
treated as any other device capacitance. The result of the linearization is a minor error in the voltage 

and cmTent wavefonns. The logic delays are not significantly influenced by this simplification. 

Wiring Capacitance Cw 
The capacitance due to the wiring depends on the length and width of the connecting wires, and 
is a function of the distance of the fan-out from the driving gate and the number of fan-out gates. 

As argued in Chapter 4, this component is growing in importance with the scaling of the tech
nology. 

Gate Capacitance of Fan-Out C•3 and C,4 

We assume that the fan-out capacitance equals the total gate capacitance of the loading gates M3 

and lvI4. Hence, 

C Jan-a,,, = C301,(NMOS) + C80,,(PMOS) 
(5.15) 
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yoltage swing goes from rail to rail or equals 2.5 V. We therefore linearize the junction
capacitance over the interval {2.5'V, 1.25 ¥} for the high-to-low transition, and
{0, 1.25 V} for the low-to-high transition.

During the high-to-low transition at the output, ¥,,,, initially equals 2.5 V. Because
the bulk of the NMOS device is connected te GND, this translates into a reverse volt-

age of 2.5 V over the drain junction or V,,., = —2.5 V. At the 50% point, V,,,= 1.25 V or
View = 1.25 V. Evaluating Eq. (5.14) for the bottom plate and sidewall components of
the diffusion capacitance yields the following data:

Bottom plate: K,, @# = 0.5, 6, = 0.9) = 0.57
Sidewall: Kgsy G2 = 0.44, 99 = 0.9) = 0.61

Daring the low-to-high transition, V,,,, and ¥,,;,, equal Q V and —1.25 V, respectively,
resulting in higher values for K,,:

Bottom plate.  K,,, Gx = 0.5, 09 = 0.9) = 0.79
Sidewall: Kegs(ot = O44, 9 = 0.9) = 0.81

The PMOStransistor displays a reverse behavior, as its substrate is connected to 2.5 V,

Hence, for the high-to-iow transition (Vj.,= 0, Viiey = 1.25 V), we have

Bottom plate: -K,, (m = 0.48, $y = 0.9) = 0.79
Sidewalk: Kegs(tt = 0.32, 9 = 0.9) = 0.86

Finally, for the low-to-high transition (V,,,,= —1.25 V, Visgy = —2.5 V), we have

Bottom plate: Kg (m= 0.48, 69 = 0.9) = 0.59
Sidewall: Kegoy Gn = 0.32, 05 = 0.9) = 0.7

By asing this approach, thejunction capacitance can be replaced by a linear component and
treated as any other device capacitance. The result of the linearization is a minorerrorin the voltage
and current waveforms. The logic delays are not significantly influenced bythis simplification,

Wiring Capacitance C,,

The capacitance due to the wiring depends on the length and width of the connecting wires, and
is a function of the distance of the fan-out from the driving gate and the number of fan-out gates.

As argued in Chapter 4, this component is growing in importance with the sealing of the tech-
nology.

Gate Capacitance of Fan-Out C,, and C,,
We assumethat the fan-out capacitance equals the ictal gate capacitance of the loading gates 44,
and Af,. Hence,

Cfan-out = CsoreNMOS} + COyarehPMOS)}

(Coson + Capen t WabnCox) + (Coson + Capos + Webp Cox)
(3.15)
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This expression simplifies the actual situation in two ways: 

• It assumes that all components of the gate capacitance are connected between V
0

1tt and 

GND (or V00), and it ignores the Miller effect on the gate-drain capacitances. This has a 

relatively minor effect on the accuracy, since we can safely assume that the connecting 

gate does not switch before the 50% point is reached, and V
01

a2 thus remains constant in 

the interval of interest. 

• A second approximation is that the channel capacitance of the connecting gate is constant 

over the interval of interest. This is not exactly the case as we discovered in Chapter 3. The 

total channel capacitance is a function of the operation mode of the device, and varies 

from approximately (213) WLC0 x (saturation) to the full WLC
0
x (linear and cutoff). A drop 

in overall gate capacitance also occurs just before the transistor turns on, as in Figure 3-31. 

During the first half of the transient, it may be assumed that one of the load devices is 

always in linear mode, while the other transistor evolves from the off mode to saturation. 

Ignoring the capacitance variation results in a pessimistic estimation with an error of 

approximately 10%, which is acceptable for a first-order analysis. 

Example 5.4 Capacitances of a 0.25-µm CMOS Inverter 

A minimum-size, symmetrical CMOS inverter has been designed in the 0.25-µm CMOS 

technology. The layout is shown in Figure 5-15. The supply voltage V00 is set to 2.5 V. 
From the layout. we derive the transistor sizes, diffusion areas. and perimeters. This data is 

summarized in Table 5-1. As an example, we will derive the drain area and perimeter for 

the NMOS transistor. The drain area is formed by the metal-diffusion contact, which has 

an area of 4 x 4 '/,}, and the rectangle between contact and gate, which has an area of 

3 x l '/.}. This results in a total area of 19 ;i.,2, or 0.30 µm2 (as'"= 0.125 µm). The perimeter 

of the drain area is rather involved and consists of the following components (going coun

terclockwise): 5 + 4 + 4 + I + I = 15 1c or PD= 15 x 0.125 = 1.875 µm. Notice that the 

gate side of the drain perimeter is not included, as this is not considered a part of the side

wall. The drain area and perimeter of the PMOS transistor are derived similarly (the rectan

gular shape makes the exercise considerably simpler): AD= 5 x 9 1c2 = 45 1c2, or 0.7 µm2; 

PD= 5 + 9 + 5 = 19 A, or 2.375 µm. 

Table 5-1 Inverter transistor data. 

WIL AD (p.m2
) PD(p.m) AS (p.m2

) PS (p.m) 

NMOS 0.37510.25 0.3 (19 ,.2) l.875 (15/c) 0.3 (19 A2) 1.875 (15A) 

PMOS 1.12510.25 0.7 (45 )}) 2.375 (19),) 0.7 (45 ,.2) 2.375 (19t) 
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Figure 5-15 Layout of two chained, minimum-size inverters using SCMOS 
Design Rules (see also Color-plate 6). 

This physical information can be combined with the approximations derived earlier 
to come up with an estimation of CL. The capacitor parameters for our generic process 
were summarized in Table 3-5 and are repeated here for convenience: 

Overlap capacitance: CGDO(NMOS) = 0.31 fF/µm; CGDO(PMOS) = 0.27 JF/µm 
Bottom junction capacitance: CJ(NMOS) = 2 fF/µm2

; CJ(PMOS) = 1.9 fF/µm 2 

Sidewall junction capacitance: CJSW(NMOS) = 0.28 fF/µm; CJSW(PMOS) = 0.22 fF/µm 
Gate capacitance: C0 .,(NMOS) = C0,(PMOS) = 6 fF/µm 2 

Finally, we should also consider the capacitance contributed by the wire connecting 
the gates and implemented in metal I and polysilicon. A layout extraction program typically 
delivers precise values for this parasitic capacitance. Inspection of the layout helps us form 
a first-order estimate. It yields that the metal-I and polysilicon areas of the wire, which are 
not over active diffusion, equal 42 ,.2 and 72 'A.2, respectively. With the aid of the interconnect 
parameters of Table 4-2, we find the wire capacitance (observe that we ignore the fringing 
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Figure 5-15 Layout of iwo chained, minimum-size inverters using SCMOS
Design Rujes (see also Color-plate 6).

This physical informaticn can be combined with the approximations derived earlier
to come up with an estimation of C,. The capacitor parameters for our generic process
were summarized in Table 3-5 and are repeated here for convenience:

Overlap capacitance: CGDO(NMOS) = 0.31 iF/ium:; CGDO(PMOS)= 0.27 TF/um

Bottom junction capacitance: CI(NMOS)= 2 fF/um?; CPMOS} = 1.9 fFfam?*
Sidewall junction capacitance: CISW(NMOS)= 0.28 fF/um: CISW(PMOS)= 9.22 fF/im
Gate capacitance: C,(NMOS) = C,,{PMOS) = 6 fF/um?

Finally, we should also consider the capacitance contributed by the wire connecting
the gates and implemented in metal 1 and polysilicon. A layout extraction program typically
delivers precise values for this parasitic capacitance. Inspection of the layout helps us form
a first-order estimate. It yields that the metal-1 and polysilicon areas of the wire, which are

not over active diffusion, equal 42 1? and 72 47, respectively. With the aid of the interconnect
parameters of Table 4-2, we find the wire capacitance (observe that we ignore the fringing
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Table 5-2 Components of CL {for high-to-low and low-to-high transitions). 

Value (fF) Value (fF) 
Capacitor Expression (H-, L) (L-, H) 

cga1 2CGD00 W, 0.23 0.23 

cgd2 2CGDOP WP 0.61 0.6] 

c.1h1 K,,_1, AD, CJ+ ~w, PD, CJSW 0.66 0.90 

c(1b2 K.,q,AD, CJ+ K,q,wpPDP CJSW) 1.5 1.15 

cg3 (CGDO,+CGS00)W,+C~ W,L, 0.76 0.76 

cg"- (CGDO,+CGSO,) w, + C0 , w, L, 2.28 2.28 

Cw From Extraction 0.12 0.12 

CL L 6.1 6.0 

capacitance in this simple exercise; due to the short length of the wire, this contribution can 
be ignored compared with the other entries): 

Cw;,, = 42/82 µm2 x 30 aF/µm2 + 72182 µm2 x 88 aF/µm2 = 0.12 fF 

The results of bringing all the components together are summarized in Table 5-2. 
We use the values of K,q derived in Example 5.3 for the computation of the diffusion 
capacitances. Notice that the load capacitance is almost evenly split between its two major 
components: the intrinsic capacitance, composed of diffusion and overlap capacitances, 
and the extrinsic load capacitance, contributed by wire and connecting gate. 

5.4.2 Propagation Delay: First-Order Analysis 

One way to compute the propagation delay of the inverter is to integrate the capacitor 
(dis)charge cmrent. This results in the expression 

(5.16) 
,,, 

with i the (dis)charging current, v the voltage over the capacitor, and v, and v2 the initial and 
final voltage, respectively. An exact computation of this equation is intractable, as both CL(v) 
and i(v) are nonlinear functions of v. Instead, we fall back to the simplified switch model of the 
inverter introduced in Figure 5-6 to derive a reasonable approximation of the propagation delay 
adequate for manual analysis. The voltage dependencies of the "on" resistance and the load 
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Table 5-2 Components of C, (for high-io-low and low-to-high transitions). 

 

 

Value (fF} Value (fF)
Capacitor Expression {H-> 1) (L = H)

Coal 2 CGDO, W, 0.23 0.23

Coa 2CGDO, W, 0.6) 0.61

Cap) Koga AD, CI + KegsPD, CISW 0.66 6.90

Cayo Koop AD, CT + Keosup PD, CISW) 15 1.45

Cys (CGDO,+CGSO,) W,+C,, ¥, 1, 0.76 0.76

Cua (CGDO,+CGSO,) W+ Ci. WL, 2.28 2.28

oh From Extraction 012 0.12

Cc. x 6.1 6.0
 

capacitance in this simple exercise; due to the short length of the wire, this contribution can
be ignored compared with the other entries):

Copine = 42/8" um? x 30 aP/uum? + 72/87 um? x 88 aF/pm? = 0.12 fF

The results of bringing all the components together are summarized in Table 5-2.

We use the values of K,, derived in Example 5.3 for the computation of the diffusion
capacitances, Notice that the load capacitance is almost evenly spht between its two major
components: the intrinsic capacitance, composed of diffusion and overlap capacitances,
and the extrinsic lead capacitance, contributed by wire and connecting gate.

5.4.2 Propagation Delay: First-Order Analysis

One way to compute the prepagation delay of the inverter is to integrate the capacitor
(discharge current. This results in the expression

¥y

_ [e@© ER)

 

ty dy (5.16)
YY

with i the (dis)charging current, v the voltage over the capacitor, and v, and v, the initial and
final voltage, respectively. An exact computation of this equation is intractable, as both C,(3
and i(v} are nonlinear functions of v. Instead, we fall back to the simplified switch model of the
inverter introduced in Figure 5-6 to derive a reasonable approximation of the propagation delay
adequate for manual analysis. The voltage dependencies of the “on” resistance and the load
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capacitor are addressed by replacing both by a constant linear element with a value averaged 
over the interval of interest. The preceding section derived precisely this value for the load 
capacitance. An expression for the average "on" resistance of the MOS transistor was already 
derived in Example 3.8 and is repeated here for convenience: 

(5.17) 

Deriving the propagation delay of the resulting circuit is now straightforward-it is noth
ing more than the analysis of a first-order linear RC network, identical to the exercise of Exam
ple 4.5. We learned there that the propagation delay of such a network, excited by a voltage step, 
is proportional to the time constant of the network, formed by pull-down resistor and load capac
itance. Hence. 

tpHL = ln(2)R,q,,CL = 0.69R,q,,CL 

Similarly, we can obtain the propagation delay for the low-to-high transition. We write 

rpLH = o.69R,qpcL 

(5.18) 

(5.19) 

with R,qp the equivalent on resistance of the PMOS transistor over the interval ofinterest. This anal
ysis assumes that the equivalent load-capacitance is identical for both the high-to-low and low-to
high transitions. This was shown to be approximately the case in the example of the previous sec
tion. The overall propagation delay of the inverter is defined as the average of the two values: 

(5.20) 

Very often, it is desirable for a gate to have identical propagation delays for both rising and fall
ing inputs. This condition can be achieved by making the "on" resistance of the NMOS and 
PMOS approximately equal. Remember that this condition is identical to the requirement for a 
symmetlical VTC. 

Example 5.5 Propagation Delay of a 0.25 µm CMOS Inverter 

To derive the propagation delays of the CMOS inverter of Figure 5-15, we make use of Eq. 
(5.18) and Eq. (5.19). The load capacitance CL was already computed in Example 5.4, 
while the equivalent "on" resistances of the transistors for the generic 0.25-µ.m CMOS 
process were derived in Table 3-3. For a supply voltage of 2.5 V, the normalized "on" 
resistances of NMOS and PMOS transistors equal 13 kQ and 31 kQ, respectively. From 
the layout, we determine the (W-to-L) ratios of the transistors to be 1.5 for the NMOS, and 
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capacitor are addressed by replacing both by a constant linear element with a value averaged
aver the interval of interest. The preceding section derived precisely this value for the load
capacitance. An expression for the average “on” resistance of the MOS transister was already
derived in Example 3.8 and is repeated here for convenience:

Vpo
¥

v FOE (1g00__} { -ea Vop/? ) Tosap(i + AV) Alpsar (6.17)Dp/2 -

 
2

with fpsar = aae Vo)Vpsaré “25stA 2

Deriving the propagation delay of the resulting circuit ts now straightforward—it is noth-
ing more than the analysis of a first-order near RC network, identical] to the exercise of Exam-

pie 4.5. We learned there that the propagation delay of such a network, excited by a voltage step,
is proportional to the time constant of the network, formed by pull-downresistor and load capac-
lance. Hence,

tone = M(Z)R.g,Cy, = 0.69RK,,,0; 6.18}eqn

Similarly, we can obtain the propagation delay for the low-to-high transition. We write

tein = 0.69RoyCy (5.19)Cap

with X,,,, the equivalent on resistance of the PMOStransistor over the interval ofmterest. This anal-
ysis assumesthat the equivalent load-capacitance is identical for both the high-to-low and low-to-
high transitions. This was shown to be approximately the case in the example of the previous sec-
tion. The overall propagation delay of the inverter is defined as the average of the two values:

toattinee Roan FRpate- 0.69,{Satast5 at) (5.20)
Very often, it is desirable for a gate to have identical propagation delays for both rising and fall-
ing inputs. This condition can be achieved by making the “on” resistance of the NMOS and

PMOS approximately equal. Rememberthat this condition is identical to the requirementfor a
symmetrical ¥TC.

Example 5.5 Propagation Delay of a 0.25 um CMOS Inverter

To derive the propagation delays of the CMOS inverter of Figure 5-15, we make use of Eq.

(5.18) and Eq. (5.19). The load capacitance C; was already computed in Example 5.4,
while the equivalent “on” resistances of the transistors for the generic 0.25-um CMOS
process were derived in Table 3-3. For a supply voltage of 2.5 V, the normalized “on”
resistances of NMOS and PMOStransistors equal 13 kQ and 31 kQ, respectively. From
the layout, we determine the (¥-to-Z) ratios of the transistors to be 1.5 for the NMOS,and
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4.5 for the PMOS. We assume that the difference between drawn and effective dimensions 
is small enough to be ignorable. This leads to the following values for the delays: 

(13 kn) 
t;,HL = 0.69 X r:s- X 6.1 fF = 36 ps 

(
31 kf.l) 

tpLH = 0.69 X 4T X 6.0 fF = 29 ps 

and 

t,, = (36 ~ 29) = 32.5 ps 

The accuracy of this analysis is checked by performing a SPICE transient simulation 
on the circuit schematic, extracted from the layout of Figure 5-15. The computed transient 
response of the circuit is plotted in Figure 5-16, and determines the propagation delays to 
be 39.9 ps and 31.7 ps for the HL and LH transitions, respectively. The manual results are 
good, considering the many simplifications made during their derivation. Notice in partic
ular the overshoots on the simulated output signals. These are caused by the gate-drain 
capacitances of the inverter transistors, which couple the steep voltage step at the input 
node directly to the output before the transistors can even start to react to the changes at 
the input. These overshoots clearly have a negative impact on the performance of the gate 
and explain why the simulated delays are larger than the estimations. 

3 

2.5 

2 

~ 1.5 

~g 1 

0.5 

0 

-0.5 
0 0.5 1 1.5 2 2.5 

I (sec) X 10-10 

Figure 5-16 Simulated transient response of the inverter of Figure 5-15. 

WAR.i'IING: This example might give the impression that manual analysis always leads to 
close approximations of the actual response, which is not necessarily the case. Large deviations 
often can be observed between first- and higher order models. The purpose of the manual 
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4,5 for the PMOS. We assume that the difference between drawn and effective dimensions

is small enough to be ignorable. This leads to the following values for the delays:

 

 

toa = 0.69 x (SE) x 6.1 fF = 36 ps
31 kGtoon = 0.69x{ ) x60 fF = 29 ps

and

364295 _ty = ( 7 jy = 32.5 Bs
The accuracy of this analysis is checked by performing a SPICE transient simulation

on the circuit schematic, extracted from the layout of Figure 5-15. The computed transient
response of the circuit is plotted in Figure 5-16, and determines the propagation delays to
be 39.9 ps and 31.7 ps for the HL and LH transitions, respectively, The manual results are
good, considering the many simplifications made during their derivation, Notice in partic-
ular the overshoots on the simulated output signals. These are caused by the gate-drain
capacitances of the inverter transistors, which couple the steep voltage step at the input
node directly to the output before the transistors can even start to react to the changes at
the input. These overshoots clearly have a negative impact on the performance of the gate
and explain why the simulated delays are larger than the estimations.

Vou{V)

6 0.5 i Ls 2 25

{sec} x 1g74

Figure 5-16 Simulated transient response of the inverter of Figure 5-15.

 

WARNING: This example might give the impression that manual analysis always leads to
close approximations of the actual response, which is not necessarily the case. Large deviations
often can be observed between first- and higher order models. The purpose of the manual
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analysis is to get a basic insight into the behavior of the drcuit and to determine the dominant 
parameters. A detailed simulation is indispensable when quantitative data is required. Consider 
the preceding example a stroke of good luck. · 

The obvious question a designer asks at this point is how to manipulate or optimize the 
deJay of a gate. To provide an answer to this question, it is necessary to make the parameters 
governing the delay explicit by expanding R,q in the delay equation. Combining Eq. (5.18) and 
Eq. (5.17), and assuming for the time being that the channel-length modulation factor A is ignor
able, yields the following expression for tpHL (a similar analysis holds for tplH): 

3CiVDD CLVDD 
tpHL = 0.69 41 = 0.52(\V IL) k' \l (\! V \l 12) 

DSAT11 ti II DSATn DD - Tu - DSATn 

(5.21) 

In the majority of designs, the supply voltage is chosen high enough so that VDD >> Vr,, + 
VDSATn/2. Under these conditions, the delay becomes virtually independent of the supply 
voltage: 

CL 
r,,Hi ~ 0.52(\V IL) k' V 

11 n DSATu 
(5.22) 

Observe that this is a first-order approximation, and that increasing the supply voltage 
yields an observable, albeit small, improvement in performance due to a nonzero channel-length 
modulation factor. This analysis is confirmed in Figure 5-17, which plots the propagation delay 
of the inverter as a function of the supply voltage. It comes as no surprise that this curve is virtu-

5.5 ~--~-~~-~---~-~ 

5 

4.5 

S 4 
.~ --a 3.5 

§ 3 
s 
.._:>.. 2.5 

2 

LS 

1 LL__L__LL~!tc::i:i=...iW: 
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 

Vvv(V) 

Figure 5-17 Propagation delay of CMOS inverter as a function of supply voltage 
(normalized with respect to the delay at 2.5 V). The dots indicate the delay values 
predicted by Eq. (5.21 ). Observe that this equation is only valid when the devices are 
velocity saturated. Hence, the deviation at low supply voltages. 
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analysis is to get a basic insight into the behavior ofthe circuit and to determine the dominant
parameters. A detatied simulation is indispensable when quantitative data is required. Consider
the preceding example a stroke of good luck. ° 

The obvious question a designer asks at this point is how to manipulate or optimize the
delay of a gate. To provide an answer to this question, it is necessary to make the patameters

governing the delay explicit by expanding &,, in the delay equation, Combining Eq. (5.18) and
Eq. (5.17), and assuming for the time being that the channel-length modulation factor A is ignor-
able, yields the following expression for f,;,, (a similar analysis holdsfor t,,34):

Cin _ CiVop3
tag = 0.695 =042 (5.215
pHE 4 lpsate (W/E) n Vosata(Van ~ Von ~ Vosatn’2)

 

In the majority of designs, the supply voltage is chosen high enough so that Vpp >> Vp, +
Vasarai2. Under these conditions, the delay becomes virtually independent of the supply
voltage:

Cc.
i =6.352 (5.22)
PRE (W/L),% n Vosate

Observe that this is a first-order approximation, and that increasing the supply voltage
yields an observable, albeit small, improvement in performance due to a nonzero channel-length
modulation factor. This analysis is confirmed in Figure 5-17, which plots the propagation delay
of the inverter as a function of the supply voltage. It comes as no surprise that this curve is virtu-

i,(normalized) 
B 1 12 14 16 18 2 22 24—

Van}

Figure 5-17 Propagation delay of CMOS inverter as a function of supply voltage
{normalized with respect to the delay at 2.5 V). The dots indicate the delay values
predicted by Eq. (5.21). Observe that this equation is only valid when the devices are
velocity saturated. Hence, the deviation at low supply voltages.
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ally identical in shape to the one of Figure 3-28, which charts the equivalent "on" resistance of 

the MOS transistor as a function of VDD· While the delay is relatively insensitive to supply vari
ations for higher values of V09, a sharp increase can be observed starting around~ 2V7 . This 
operation region clearly should be avolded if achieving high performance is a primary design 
goal. 

From the preceding discussion, we deduce that the propagation delay of a gate can be minimized in the fol

lowing ways: 

• Ruluce CL. Remember that three major factors contribute to the load capacitance: the internal diffu
sion capacitance of the gate itself, the interconnect capacitance, and the fan-out Careful layout helps 
to reduce the diffusion and interconnect capacitances. Good design practice requires keeping the 
drain diffusion areas as small as possible. 

• Increase the WIL ratio of the frcmsistors. This Js the most powerful and effective performance opti
mization tool in the hands of the designer. Proceed with caution, however, when applying this 
approach. Increasing the transistor size also raises the diffusion capacitance and hence CL. In fact, 
once the intrinsic capacitance (i.e. the diffusion capacitance) starts to dominate the extrinsic load 
formed by wiring and fan-out, increasing the gate size no longer helps in reducing the delay. It only 
makes the gate larger in area. This effect is called self-loading. In addition, wide transistors have a 
larger gate capacitance, \Vhich increases the fan-out factor of the driving gate and adversely affects 
its speed as well. 

• Increase VDD· As illustrated in Figure 5-17, the delay of a gate can be modulated by modifying the 
supply voltage. This flexibility allows the designer to trade off energy dissipation for performance, as 
we will see in a later section. However, increasing the supply voltage above a certain level yields 
only very minimal improvement and thus should be avoided. Also, reliability concerns (oxioe break
down, hot-electron effects) enforce firm upper bounds on the supply voltage in deep submicron 
processes. Ill 

Problem 5.4 Propagation Delay as a Function of(dis)charge Current 

So far, we have expressed the propagation delay as a function of the equivalent resistance of the transistors. 
Another approach would be to replace the transistor by a current source with a value equal to the average 
(dis)charge current over the interval of interest. Derive an expression of the propagation delay using this 
alternative approach. 

5.4.3 Propagation Delay from a Design Perspective 

Some interesting design considerations and trade-offs can be de1ived from the delay expressions 

we have derived so far. Most importantly, they lead to a general approach toward transistor siz
ing that will prove to be extremely useful. 

NMOS-to-PMOS Ratio 

So far, we have consistently widened the PMOS transistor so that its resistance matches that of 
the pull-down NMOS device. This typically requires a ratio of 3 to 3.5 between PMOS and 
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ally identical in shape to the one of Figure 3-28, which charts the equivalent “on” resistance of
the MOStransistor as a function of V,,. While the delay is relatively insensitive fo supply vari-
ations for higher values of Vpp, a sharp increase can be observed starting around = 2V,. This
operation tecion clearly should be aveided if achieving high performance is a primary design
goal.

 
From the preceding discussion, we deduce that the propagation delay of a gate can be minimized in the foi-
lowing ways:

* Reduce C;,, Rememberthat three major factors contribute to the load capacitance: the internal diffu-
sion capacitance of the gate iiself, the interconnect capacitance, and the fan-out. Careful layout helps
to reduce the diffusion and imterconnect capacitances. Gead desien practice requires keeping the
drain diffusion areas as small as possible.

* increase the W/L ratio ofthe transistors, This is the most powerful and effective performance opti-
mization tool in the hands ofthe designer. Proceed with caution, however, when applying this
approach. Increasing the transistor size also raises the diffusion capacitance and hence C,. In fact,
once the intrinsic capacitance (7.c. the diffusion capacitance} starts to dominate the extrinsic load
formed by wiring and fan-cut, increasing the gate size no longer helps in reducing the delay. It only
makes the pate larger in area. This effect is called seifloading. In addition, wide transistors have a
larger gate capacitance, which increases the fan-out factor of the driving gaie and adversely affects
its speed as well.

* Jncrease Vpp. As Ulustrated in Figure 3-17, the delay of a gate can be modulated by modifying the
supply voltage. This flexibility allows the designerto trade off energy dissipation for performance, as
we will see in a later section. However, increasing the supply voltage above a certain level yields
only very minimal improvement and thus should be avoided. Also, reliability concerns (oxide break-
down, hot-electron effects} enforce firm upper bounds on the supply voltage in deep submicron
processes. Ea
 

Problem 5.4 Propagation Delay as a Function of (dis)charge Current

So far, we have expressed the propagation delay as a function of the equivalent resistance of the transistors.
Another approach would be to replace the transistor by a current source with a value equal to the average
{dis}charge current over the interval of interest. Derive an expression of the propagation delay using this
alternative approach,

5.4.3 Propagation Delay from a Design Perspective

Someinteresting design considerations and trade-offs can be derived from the delay expressions
we have derived so far. Most importantly, they lead te a general approach toward transistor siz-
ing that will prove to be extremely useful.

NMOS&-to-PMOS Ratio

So far, we have consistently widened the PMOStransistorso that its resistance matches that of
the pull-down NMOS device. This typically requires a ratio of 3 to 3.5 between PMOS and
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NMOS width. The motivation behind this approach is to create an inverter with a symmetrical 

VTC and to equate the high-to-low and low-to-high propagation delays. However, this does not 
imply that this ratio also yields the minimum overall propagation delay. If symmetry and 
reduced noise margins are not of prime concern, it is actually possible to speed up the inverter by 
reducing the width ofthePMOS device! 

The reasoning behind this statement is that, while widening the PMOS improves the tpLH 

of the inverter by increasing the charging current, it also degrades the tpHL by causing a larger 
parasitic capacitance. When two contradictory effects are present, a transistor ratio must exist 
that optimizes the propagation delay of the inverter. 

This optimum ratio can be derived using a simple analysis technique. Consider two identi
cal cascaded CMOS inverters. The approximate load capacitance of the first gate is given by 

(5.23) 

where C,1pJ and C""' are the equivalent drain diffusion capacitances of PMOS and NMOS tran
sistors of the first inverter and Cgp2 and Cg,,2 are the gate capacitances of the second gate. Cw rep
resents the wiring capacitance. 

When the PMOS devices are made~ times larger than the Nlv!OS ones(~= (WIL)/(WIL),,), 

al! transistor capacitances scale in approximately the same way, or Cdpl = ~ C""'' and Cgpi = 
~ C

8
,,2• Equation (5.23) can then be rewritten as 

CL= (l+~)(C,n1 +C,n2)+Cw (5.24) 

Based on Eq. (5.20), the following expression for the propagation delay can be derived, 

tP = O,i9((l+~)(CJ,, 1 +C8 ,,2)+Cwi(R,qn+ R~"P) 

(5.25) 

= 0.345((1 + ~)( CJ,,, + C,n2) + Cw )R,q,,( I + i) 
Here, r (= R,q/R,q,,) represents the resistance ratio of identically sized PMOS and NMOS tran

sistors. The optimal value of~ can be found by setting !£ to 0, which yields 

A I ( cw ) Popi = .Ir l + ---~-
",/ cdnl + cgrt2 

(5.26) 

This means that when the wiring capacitance is negligible (CJ,,, + c,,,2 >> Cw), ~opt 

equals Jr, in contrast to the factor r normally used in the noncascaded case. If the wiring capac
itance dominates, larger values of ~ should be used. The surprising result of this analysis is that 
smaller device sizes (and thus a smaller design area) yield a faster design at the expense of sym
metry and noise margin. 

l 
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NMOSwidth. The motivation behind this approach is to create an inverter with a symmetrical
VTC and to equate the high-tc-low and low-to-high propagation delays. However, this does not
imply that this ratio also yields the minimumoverall propagation delay. If symmetry and
reduced noise margins are not of prime concern, it is actnally possible to speed up the inverter by
reducing the width of the PMOS device!

The reasoning behind this statementis that, while widening the PMOS improvesthe t,;4
of the inverter by increasing the charging current, it also degrades the 4,7, by causing a larger
parasitic capacitance. When two contradictory effecis are present, a transistor ratio must exist

that optimizes the propagation delay of the inverter.

This optimum ratio can be derived using a simple analysis technique. Consider twe identi-
cal cascaded CMOSinverters. The approximate load capacitance ofthe first gate is given by

Cy = (Cut + Cand + (Cano + Cyn) + Cy (5.23)

where C,,; and C,,, are the equivalent drain diffusion capacitances of PMOS and NMOStran-
sistors ofthefirst inverter and C,,. and C,,,. are the gate capacitances of the second gate. Cy rep-
resents the wiring capacitance.

When the PMOSdevices are made [6 times larger than the NMOS ones (B = (WIL),f(WiIL),),
all transistor capacitances scale in approximately the same way, or Cy, = B Cay, and C,,9 *
B Cyyq. Equation (5.23) can then be rewritten as

Cr =_ (i + BCL, +¢€gu?) + Cw (5.24)

Based on Eq. (5.20), the following expression for the propagation delay can be derived,

iftn = Fa + BHCan +end + Cyi(Rega ol
 

(5.25)

= 0.345(CL + BM Cgyy + Cona) + CoyRegal| +5)

Here, r({=R } represents the resistance ratio ofey sized PMOS and NMOStran-cap!Regn

sistors. The optimalvalue of § can be found bysetting to 0, which yields3 xf

8... = P+ ——— 5.26)opt y “Gia om (5.
This means that when the wiring capacitance is negligible (Cy, + Cyn >> Cy), Bop

equals ./r , in contrast to the factor r normally used in the noncascaded case. If the wiring capac-
itance dominates, larger values of B should be used, The surprising result of this analysis is that
smaller device sizes (and thus a smaller design area) yield a faster design at the expense of sym-
metry and noise margin.
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Example 5.6 Sizing of CMOS Inverter Loaded by an Identical Gate 

Consider again our standard design example. From the values of the equivalent resistances 
(Table 3-3). we find that a ratio~ of2.4 (= 31 kQ/ 13 kQ) would yield a symmetrical tran
sient response. Eq. (5.26) now predicts that the device ratio for an optimal performance 
should equal 1.6. These results are verified in Figure 5-18, which plots the simulated prop

agation delay as a function of the transistor ratio ~- The graph clearly illustrates how a 

changing ~ trades off between tpLH and tpHL· The optimum point occurs around ~ = 1.9, 
which is somewhat higher than predicted. Observe also that the rising and falling delays 
are identical at the predicted point of ~ equal to 2.4. This is the prefe1Ted operation point 
when the worst case delay is the prime concern. 3 

X 10-ll 
5 ~~-~~-~-~~-~~ 

4.5 

4 

3.5 

31 L _L_Ll..._L__3L...:s..i.._L__L__J 

/3 

Figure 5-18 Propagation delay of CMOS inverter as a function 
of the PMOS-to-NMOS transistor ratio~-

Sizing Inverters for Performance 

In this analysis, we assume a symmetrical inverter, which is an inverter where Piv10S and 
NMOS are sized such that the rise and fall delays are identical. The load capacitance of the 

inverter can be divided into an intrinsic and an extrinsic component, or CL= Cim + Cc.rt· Ciur rep
resents the self-loading or intrinsic output capacitance of the inverter. and is associated with the 
diffusion capacitances of the NMOS and PMOS transistors as well as the gate-drain overlap 
(Miller) capacitances. Cext is the extrinsic load capacitance, attributable to fan-out and wiring 

3You probably wonder why we do not always consider the worst of the rising and falling delays as rhe prime perfor~ 
mance measure of a gate. When cascading inverting gates to form a more complex logic network, you quickly realize 
that the average of the two is a more meaningful measure. A rising trnnsition on one gate is followed by a falling transl~ 
tion on the next. 
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Example 5.6 Sizing of CMOS Inverter Loaded by an Identical Gate

Consider again our standard design example. From the values of the equivalentresistances
(Table 3-3), we find that a ratio B of 2.4 (31 kQ/ 13 kOwould yield a symmetrical tran-
sient response. Eq. (5.26) now predicts that the device ratio for an optimal performance
should equal 1.6, These results are verified in Figure 5-18, which plots the simulated prop-
agation delay as a function of the transistor ratio 8. The graph clearly illustrates how a
changing 6 trades off between t,,;, and t,;. The optimumpoint occurs around B = 1.9,
which is somewhat higher than predicted. Observe also that the rising and falling delays
are identical at the predicted point of (i equal to 2.4. This is the preferred operation point
when the worst case delay is the prime concern.*
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Figure 5-18 Propagation delay of CMOS inverter as a function
of the PMOS-io-NMOStransistorratio §. 

Sizing Inverters for Performance

In this analysis, we assume a symmetrical inverter, which is an inverter where PMOS and
NMOSare sized such that the rise and fall delays are identical. The load capacitance of the
inverter can be divided into an intrinsic and an extrinsic component, or C; = Cj, + Coy. Cig TEP
resents the self-loading or intrinsic output capacitance of the inverter, and is associated with the
diffusion capacitances of the NMOS and PMOStransistors as well as the gate-drain overlap
(Miller) capacitances. C,,, is the extrinsic load capacitance, altributable to fan-out and wiring

2You probably wonder why we do not always consider the worst of the rising and falling delays as the prime perfor-
mance Measure of s gate, When cascading inverting gates to form a more complex logic network, you quickly realize
that the average of the wo is a more meaningfel measure. A rising transition on one gate is followed by a falling transi-
Hon on the next.
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capacitance. Assuming that Req stands for the equivalent resistance of the gate. we can express 
the propagation delay as 

tP = 0.69Req(Cint + Cext) 
(5.27) 

= 0.69ReqC;,a(l+Cex/Cila) = tpo(l+Cex/Cim) 

where tpl) = 0.69 R,qC,,,, represents the delay of the inverter only loaded by its own intrinsic 

capacitance (Cext= 0). and is caHed the intrinsic or unloaded delay. 

The next question is how rransistor sizing impacts the performance of the gate. To answer 
this question, we must establish the relationship between the various parameters in Eq. (5.27) 
and a sizing factor S, which relates the transistor sizes of our inverter to a reference gate
typically a minimum-sized inverter. The intrinsic capacitance C1m consists of the diffusion and 
Miller capacitances, both of which are proportional to the width of the transistors. Hence, c,,,, = 
SCiref· The resistance of the gate relates to the reference gate as Req = Rre/S. Vle can now rewrite 
Eq. (5.27) as 

tr= 0.69(R,,/S)(SC;,,,J)(l + C,x,l(SC1,.,1)) 

( 
Cm ) ( C,x, ) = 0.69R,,1C;,eJ 1 + SC. = I po 1 + SC:-

iref iref 

(5.28) 

From this analysis, we draw two important conclusions: 

• The intrinsic delay of the inve1ter tp0 is independent of the sizing of the gate, and is deter
mined purely by technology and inverter layout. When no load is present, an increase in 

the drive of the gate is totally offset by the increased capacitance. 
• Making S infinitely large yields the maximum obtainable performance gain, eliminating 

the impact of any external load, and reducing the delay to the intrinsic one. Yet, any sizing 

factor S that is sufficiently larger than (C,x,tC,,,,) produces similar results at a substantial 
gain in silicon area. 

Example 5.7 Device Sizing for Performance 

Let us explore the performance improvement that can be obtained by device sizing in the 

design of Example 5.5. We find from Table 5-2 that c,,,,IC,x, ~ 1.05 (C,n, = 3.0 fF, C,,, = 
3.15 fF). This would predict a maximum performance gain of 2.05. A scaling factor of 10 
allows us to get within 10% of this optimal performance, while larger device sizes only 
yield ignorable performance gains. 

This is confirmed by simulation results, which predict a maximum obtainable per
formance improvement of 1.9 Opo = 19.3 ps). In Figure 5-19, we observe that the majority 

of the improvement is already obtained for S = 5, and that sizing factors larger than 10 
barely yield any extra gain. 
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Figure 5-19 Increasing inverter performance by sizing the NMOS and PMOS transistor 
with an identical factor S for a fixed fan-out (inverter of Figure 5-15). 

Sizing a Chain of Inverters 

While sizing up an inverter reduces its delay, it also increases its input capacitance. Gate sizing 
in an isolated fashion without taking into account its impact on the delay of the preceding gates 
is a purely academic enterprise. Therefore, a more relevant problem is determining the optimum 
sizing of a gate when embedded in a real environment. A simple chain of inverters is a good 
first case to study. To determine the input loading effect, the relationship between the input gate 
capacitance Cg and the intrinsic output capacitance of the inverter has to be established. Both are 
proportional to the gate sizing. Hence, the following relationship holds, independently of gate 
sizing: 

(5.29) 

In Eq. (5.29), y is a proportionality factor that is only a function of technology and is close to 1 
for most submicron processes, as we observed in the preceding examples. Rewriting Eq. (5.28), 
we obtain 

tr = tpof 1 + cce"1
) = tpoO + f /y) 

\. y g 
(5.30) 

which establishes that the delay of an inverter is only a function of the ratio between its exter
nal load capacitance and its input capacitance. This ratio is called the effective fan-out f 

Let us consider the circuit of Figure 5.20. The goal is to minimize the delay through the 
inverter chain, with the input capacitance Cs1 of the first inverter-typically a minimally-sized 
gate-and the load capacitance CL at the end of the chain fixed. 
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Figure 5-19 Increasing Inverter performance by sizing the NMOS and PMOS transistor
with an identical factor S for a fixed fan-out {inverter of Figure 5-15). 

Sizing a Chain of Inverters

While sizing up an inverter reduces its delay, it also increases its input capacitance, Gate sizing
in an isolated fashion without taking into accountits impact on the delay of the preceding gates
is 4 purely academic enterprise. Therefore, a more relevant problem is determining the optimum
sizing of a gate when embedded in a real environment. A simple chain ofinverters is a good
first case to study. To determine the input loading effect, the relationship betweenthe input gate
capacitance C, and the intrinsic output capacitance ofthe inverter has to be established. Both are
proportional to the gate sizing. Hence, the following relationship holds, independently of gate
sizing:

Cine = YCg (5,29)

In Eq.(5.29), y is a proportionality factor that is only a function of technology andis close to |
for most submicron processes, as we observed in the preceding examples. Rewriting Eq. (5.28),
we obtain

t_=t fy + SesPp poy 7, = éno(l + Fey (5.30)
which establishes that the delay of an inverter is only a function of the ratio betweenits exter-

nal load capacitance andits input capacitance. This ratio is called the effectivefan-outf.
Let us consider the circuit of Figure 5.20. The goal is to minimize the delay through the

inverter Chain, with the input capacitance C,, of the first inverter—typically a minimally-sized
gate-—and the load capacitance C; at the end of the chain fixed.
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Figure 5-20 Chain of N inverters with fixed input and output capacitance. 

Given the delay expression for the j-th inverter stage,4 

(I Cg,j+I) 
tp,j = tpo + -C--

' '{ g.j 

we can derive the total delay of the chain: 

= t"0(1 + f/Y) 

N N " "r C ·+i'\ . Ip= .L./p,j = lpo_L,,ll+ ./c' .)·w1thCg.N+I 
J=I j=l g,J 

(5.31) 

(5.32) 

This equation has N - I unknowns, being cg. 2, Cg, 3, ••• , c,. N· The minimum delay can be found 

by taking N - I partial derivatives, and equating them to 0, or a, P;ac,. 1 = o. The result is a set 

of constraints, 

c,.J+ ,tcg.j = c,jc,.1_, with (j = 2 ... N) (5.33) 

In other words, the optimum size of each inverter is the geometric mean of its neighbors sizes: 

c,.i = Jcg.j-1c,.1+1 (5.34) 

This means that each inverter is sized up by the same factor fwith respect to the preceding 

gate, has the same effective fan-out VJ=/), and thus the same delay. With c,. 1 and CL given, we 
can derive the sizing factor as 

(5.35) 

and the minimum delay through the chain as 

(5.36) 

F represents the overall effective fan-out of the circuit and equals CLIC,, 1• Observe how the rela

tionship between Ir and Fis a strong function of the number of stages. As expected, the relation

ship is linear when only 1 stage is present. Introducing a second stage turns it into a square root 
function, and so on. The obvious question now is how to choose the number of stages so that the 
delay is minimized for a given value of F. 

4This expression ignores the wiring capacitance, which is a fair assumption for the time being. 
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Figure 5-20 Chain of N inverters with fixed input and output capacitance.

Given the delay expression for the j-th inverter stage,*

CL:= oe 6tai = tra| + i) = trl) + F;7%) (5.31)
we can derive the total delay of the chain:

iM
‘t= Mays wd (148Cai+t)powith Cowan = Cr (5.32)

j=] P2i

This equation has N— 1 unknowns, being C, 2,C,4,....C, y. The minimum delay can be foundby taking A’ — | partial derivatives, and equating them to 0, or df,/dC, ; = 0. The result is a set
of constraints,

Ccjelly = Cy lly i) with (f= 2...N) (5.33)RFT?

In other words, the optimum size of each inverter is the geometric mean ofits neighbors sizes:

C..= fe, Ce j+i (5.34)af ABO Bs do

This means that each inverter is sized up by the samefactorfwith respect to the preceding

gate, has the same effective fan-out(7; =}, and thus the same delay. With C,, and C, given, we
can derive the sizing factor as

f= MOTE, = iF 635

and the minimum delay through the chain as

= Ntpoll 4+!NIF/y) (5.36)
F represents the overall effectiveanon of the circuit and equals C,/C, ;. Observe how the rela-
tionship between ¢, and F is a strong function of the numberof stages. As expected, the relation-
ship is linear when only 1 stage is present. Introducing a second stage turns it into a square root
function, and so on. The obvious question now is how to choose the numberof stages so that the
delay is minimized for a given value of F.

“This expression ignores the wiring capacitance, which is a fair assumption for the time being.
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Choosing the Right Number of Stages in an Inverter Chain 

Evaluation of Eq. (5.36) reveals the trade-offs in choosing the number of stages for a given F 

( = J"). When the number of stages is too large, the first component of the equation, which repre
sents the intrinsic delay of the stages, becomes dominant. If the number of stages is too small, 
the effective fan-out of each stage becomes large, and the second component is dominant. The 
optimum value can be found by differentiating the minimum delay expression by the number of 

stages and setting the result to 0. We obtain 

,v 'F NJF'lnF O 
y+ ,J - N = 

or equivalently (5.37) 

f = /' +ylfj 

Equation (5.35) has only a closed-form solution for'{= 0-that is when the self-loading is 

ignored and the load capacitance only consists of the fan-out. Under these simplified conditions, 
it is found that the optimal number of stages equals N = ln(F), and the effective fan-out of each 
stage is set to/= e = 2.71828. This optimal buffer design scales consecutive stages in an expo
nential fashion, and is thus called an exponential horn [Mead80]. When self-loading is included, 
Eq. can only be solved numerically. The results are plotted in Figure 5-21a. For the typical case 

of y ~ 1, the optimum tapering factorturns out to be close to 3.6. Figure 5-2lb plots the (normal
ized) propagation delay of the inverter chain as a function of the effective fan-out for y = 1. 
Choosing values of the fan-out that are higher than the optimum does not effect the delay very 
much and reduces the required number of buffer stages and the implementation area. A common 

practice is to select an optimum fan-out of 4. The use of too many stages (f <fop), on the other 
hand, has a substantial negative impact on the delay, and should be avoided. 
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(a) Optimum effective fan-outf (or inverter 
scaling factor) as a function of the self-loading 
factor,. in an inverter chain. 
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{b) Normalized propagation delay (tp!(tpop1)) 

as a function of the effective fan-out f fory = 1. 

Figure 5-21 Optimizing the number of stages in an inverter chain. 
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Choosing the Right Number of Stages in an Inverter Chain

Evaiuation of Eq. (5.36) reveals the trade-offs in choosing the number of stages for a given F
(= f*). Whenthe numberofstagesis too large, the first componentof the equation, which repre-
sents the mtrinsic delay of the stages, becomes dominant. If the numberof stages is too small,
the effective fan-out of each stage becomes large, and the second component is dominant. The
optimum value can be found by differentiating the minimum delay expression by the numberof
stages and sciting the result to 0. We obtain

M
xfp_NFIMF _ 5

Yt N

or equivalently (5.373

fe Ql th 
Equation (5.35) has only a closed-form solution for y= Q—ihatis when the self-loading ts

ignored and the ioad capacitance only consists of the fan-out. Under these simplified conditions,
it is found that the optimal number of stages equals V = In(F), and the effective fan-out of each

stage is set to f= ¢ = 2.71828. This optimal buffer design scales consecutive stages in an expo-
nential fashion, and is thus called an exponential horn {Mead80]. When self-loading is included,

Eq. can only be solved numerically. The results are plotted in Figure 5-21a. For the typical case
of 7 ~ |, the optimum tapering factor turns out to be close to 3.6. Figure 5-21b plots the (normal-
ized) propagation delay of the inverter chain as a function of the effective fan-out for y= 1.
Choosing values of the fan-out that are higher than the optimum does not effect the delay very
much and reduces the required number of buffer stages and the implementation area. A common

practice is to select an optimum fan-out of 4. The use of too many stages (f<Foy), on the other
hand, bas a substantial negative impact on the delay, and should be avoided.
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Figure 5-24 Optimizing the number of stages in an inverter chain.

ONSEMI EXHIBIT 1041, Page 98



210 Chapter 5 • The CMOS Inverter 

Example 5.8 The Impact of Introducing Buffer Stages 

Table 5-3 enumerates the values of 1,,,
0
p,ltp0 for the unbuffered design, the dual stage, and 

optimized inverter chain for a variety of values of F (for y = 1). Observe the impressive 
speedup obtained with cascaded inverters when driving very large capacitive loads. 

Table 5-3 l,,p1llp0 versus x !or various driver configurations. 

F Unbuffered Two Stage Inverter Chain 

10 !I 8.3 8.3 

100 101 22 16.5 

1000 1001 65 24.8 

10,000 10,00l 202 33.1 

The preceding analysis can be extended to not only cover chains of inverters, but also net
works of inverters that contain actual fan-out, an example of which is shown in Figure 5-22. We 
merely have to adjust the expression for C,.n to incorporate the additional fan-out factors. 

Problem 5.5 Sizing an Inverter Network 

Determine the sizes of the inverters in the circuit of Figure 5-22, such that the delay between nodes Out and 
/11 is minimized. You may assume that CL= 64 Ci:, 1• 

Hints: Determine first the ratios between the devices that minimize the delay. You should find that 

the following relationship must hold: 

1 

4C,,, _ 4C,,3 _ CL 

cs, i - cg,2 - cg.3 

2 3 

Out 

Figure 5-22 Inverter network, in which each gate has a fan-out of 4 gates, 
distributing a single input to 16 output signals in a treelike fashion. 
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Example 5.8 The lupact of Introducing Buffer Stages

Table 5-3 enumerates the values of ,oo:/t)q for the unbuffered design, the dual stage, and
optimized inverter chain for a variety of values of F (for y = 1). Observe the impressive
speedup obtained with cascaded inverters when driving very large capacitive loads.
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F Unbuffered Two Stage Inverter Chain

10 il 8.3 8.3

100 101 22 16.5

1000 106! 65 24.8
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The preceding analysis can be extended to not only cover chainsof inverters, but aiso net-
works of inverters that contatn actual fan-out, an example of which is shown in Figure 5-22, We
merely have to adjust the expression for C,,, to incorporate the additional fan-out factors.

 

Problem 5.5 Sizing an Inverter Network

Determine the sizes of the inverters in the circuit of Figure 5-22, such that the delay between nodes Gut and
in is minimized. You may assume that C; = 64 C, 5.

Hints: Determine first the ratios between the devices that minimize the delay. You should find that

the following relationship must bold:

AC. 4€,.5 Cy  

 
1 2 3

Figure 5-22 Inverter network, in which each gate has a fan-out of 4 gates,
distributing a single input to 16 output signals In a treelike fashion.
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Finding the actual gate sizes (C8, 3 = 2.52C8, 2 :;:; 6.35Cg, 1) is a relatively straightforward task (with 
2.52 = 16 113). Straightforward sizing of the inverter chain, without taking the extra fan-out into account, 
would have led to a sizing factor of 4 instead of2.52. 

The Rise-Fall Time of the Input Signal 

All of the preceding expressions were derived under the assumption that the input signal to the 

inverter abruptly changed from O to V DD or vice versa. Only one of the devices is assumed to be 
on during tbe (dis)charging process. In reality, !be input signal changes gradually and, tempo
rarily, PMOS and NMOS transistors conduct simultaneously. This affects the total current avail
able for (dis)charging and impacts the propagation delay. Figure 5-23 plots the propagation 
delay of a minimum-size inverter as a function of the input signal slope-as obtained from 

SPICE. It can be observed that tP increases (approximately) linearly with increasing input slope, 

once t, > IP (t, = 0). 
While it is possible to derive an analytical expression describing the relationship between 

input signal slope and propagation delay, the result tends to be complex and of limited value. 
From a design perspective, it is more valuable to relate the impact of the finite slope on the per

formance directly to its cause, which is the limited driving capability of the pre<:eding gate. If the 
latter would be infinitely strong, its output slope would be zero, and the performance of the gate 
under examination would be unaffected. The strength of this approach is that it realizes that a 
gate is never designed in isolation, and that its performance is affected by both tbe fan-out and 

the driving strength of the gate(s) feeding into its inputs. This leads to a revised expression for 
the propagation delay of an inverter i in a chain of inverters [Hedenstierna87]: 

i i i- I 
tp = !step+ 11fstep 

X 10-ll 
5.4 ~--~---~--~---~~ 

5.2 

5 

4.8 

'u' 4.6 
" .::0, 
-~ 4.4 

4.2 

4 

3.8 

2 6 8 
X 10-ti 

Figure 5-23 t, as a function of the input signal slope (10-90% rise or fall time) 
for minimum-size inverter with fan-out of a single gate. 

(5.38) 
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Finding the actual gate sizes (C, 4 = 2.520,, = 6.35C,\) is a relatively straightforward task (with
2,52 = 16'}, Straightforward sizing of the inverter chain, without taking the extra fan-out into account,
would have led to a sizing factor of4 instead of 2.52.

The Rise-Fall Time of the Input Signal

All of the preceding expressions were derived under the assumption that the input signal to the

inverter abruptly changed from 0 to Vp or vice versa. Only one of the devices is assumed to be
on during the (discharging process. In reality, the input signal changes gradually and, tempo-

ravily, PMOS and NMOStransistors conduct simultaneously. This affects the total current avail-
able for (dis}charging and impacts the propagation delay. Figure 5-23 plots the propagation

delay of a minimum-size inverter as a function of the input signal slope—as ebtained from

SPICE.It can be observed that f, increases (approximately) linearly with increasing input slope,
once 1. > 1,= 0}.

Whileit is possible to derive an analytical expression describing the relationship between

input signal slope and propagation delay, the result tends to be complex and of limited value.
From a design perspective, it is more valuable to relate the impact of the finite slope on the per-
formance directly to its cause, which is the limited driving capability of the preceding gate. If the

latter would be infinitely strong, its output slope would be zero, and the performanceof the gate

under examination would be unaffected. The streagth of this approach is that it realizes that a
gate is never designed in isolation, and that its performance is affected by both the fan-out and

the driving strength of the gate(s) feeding into its inputs. This leads to a revised expression for

the propagation delay of an inverter / in a chain of inverters [Hedenstierna87]:
i i imi

fn = foe + Moe £5.38)

irq yo7tt

6 2 4 6 8

i,(sec} xig7h

Figure 5-23 1, as a function of the input signal sicpe (10-90%rise orfail time)
for minimum-size inverter with fan-out of a single gate.
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Eq. (5.38) states that the propagation delay of inverter i equals the sum of the delay of the same 

gate for a step input (t\"P) (i.e. zero input slope) augmented with a fraction of the step-input 
delay of the preceding gate (i - 1). The fraction 11 is an empirical constant, which typically has 
values around 0.25. This expression has the advantage of being very simple. whi1e exposing all 
relationships necessary for the delay computations of complex circuits. 

Example 5.9 Delay of Inverter Embedded in Network 

Consider, for example, the circuit of Figure 5-22. With the aid of Eq. (5.31) and Eq. (5.38), 
we can derive an expression for the delay of the stage-2 inverter, marked by the gray box: 

( 
4C,, 3) ( 4Cg, 2) 

tp.2 = tpo I+' C " +111po~l + ~ y g_ y gl 

An analysis of the overall propagation delay in the style of Problem 5.5, leads to the fol

lowing revised sizing requirements for minimum delay: 

4(1 +11JCg. 2 = 4(1 +11)Cg. 3 = CL 

cg,2 

If we assume 11 = 0.25,f,_ and/1 evaluate to 2.47. 

It is advantageous to keep the signal rise times smaller than or equal to the gate propagation delays. This 
proves to be true not only for performance, but also for power consumption considerations, as will be dis
cussed later. Keeping the rise and fall times of the signals small and of approximately equal values is one of 
the major challenges in high-performance design; it is often called slope engineering. 8 

Problem 5,6 Impact of Input Slope 

Determine if reducing the supply voltage increases or decreases the influence of the lfiput signal slope on 
the propagation delay. Explain your answer. 

Delay in the Presence of (Long) Interconnect Wires 
The interconnect wire has played a minimal role in our analysis thus far. \Vhen gates get farther 

apart. the wire capacitance and resistance can no longer be ignored, and may even dominate the 
transient response. Earlier delay expressions can be adjusted to accommodate these extra contri
butions by employing the wire modeling techniques introduced in the previous chapter. The 

analysis detailed in Example 4.9 is directly applicable to the problem at hand. Consider the cir
cuit of Figure 5-24, where an inverter drives a single fan-out through a wire of length L. The 

driver is represented by a single resistance Rur• which is the average between Reqn and Reqp· C1nr 
and Cfim account for the intrinsic capacitance of the driver, and the input capacitance of the fan
out gate, respectively. 
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Eq. (5.38) states that the propagation delay of inverter i equals the sum of the delay of the same
gate for a siep input Crep? (i.e. zero input slope} augmented with a fraction of the step-input
delay of the preceding gate  — L). The fraction 7 is an empirical constant, which typically has
values around 0,25, This expression has the advantage of being very simple, while exposing all
relationships necessary for the delay computations of complex circuits.

Example 5.9 Delay of Inverter Embedded in Network

Consider, for example,the circuit of Figure 5-22. Withthe aid of Eq. (5.31) and Eq. (5.38),
we can derive an expression for the delay of the stage-2 inverter, marked by the gray bex:

AC, 4c12 = traf + 7watt) + nip+5 g.a?)2

An analysis of the overall propagation delay in the style of Problern 5.5, leads to the Tol-
lowing revised sizing requirements for minimum delay:

4 eMCy2 ACC, Ce
C., | ~ Ce, 2 ~ Cs, 3

 

Hf we assume 1) = 0.25, f, and f, evaluate to 2.47.

 
kt is advantageous to keep the signal rise times smailer than or equal to the gate propagation delays. This
proves to be true not only for performance, but alse for power consumption considerations, as will be dis-
cussed later. Keeping the rise and fail times of the signals small and of approximately equal values is one of
the maior challenges in high-performance design; it is often called slope engineering. @

Problem 3.6 Impact of Input Slope

Determine if reducing the supply voltage increases or decreases the influence of the input signal siope on
the propagation delay. Explain your answer.

Delay in the Presence of (Leng) Interconnect Wires

The interconnect wire has played a minimal role in our analysis thus far. When gates get farther

apart, the wire capacitance and resistance can no longer be ignored, and may even dominate the
transient response. Earlier delay expressions can be adjusted to accommodate these extra contri-
butions by employing the wire modeling techniques introduced in the previous chapter. The

analysis detailed in Example 4.9 is directly applicable to the problem at hand. Consider the cir-

cult of Figure 5-24, where an inverter drives a single fan-out through a wire of length Z. The

driver is represented by a single resistance X,,, which is the average between A,,,, and K,o,. Cing
and C,,, account for the intrinsic capacitance of the driver, and the input capacitance of the fan-pe

out gate, respectively.
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v,:mr (r,,,,c,~,L) 

C;,u I I 
Figure 5-24 Inverter driving single gate through wire of length L. 

The propagation delay of the circuit can be obtained by applying the Elmore delay 
expression: 

tp = 0.69RdrC,,,, + (0.69Rd, + 0.38Rw)C,,. + 0.69(Rdr + R,,.)C1a,, 

(5.39) 
2 = 0.69Rdr< Cin, + C fun)+ 0.69(Rdrcw + rwC fm1)L + 0.38rwcwL 

The 0.38 factor accounts for the fact that the wire represents a distributed delay. C,,. and Rw stand 
for the total capacitance and resistance of the wire, respectively. The delay expression contain a 
component that is linear with the wire length, as well a quadratic one. It is the latter that causes 

the wire delay to rapidly become the dominant factor in the delay budget for longer wires. 

Example 5.10 Inverter Delay in Presence of Interconnect 

Consider the circuit of Figure 5-24, and assume the device parameters of Example 5.5: 

c,,,, = 3 fF, c1a,, = 3 fF, and Rd,·= 0.5(13/1.5 + 31/4.5) = 7 .8 kQ. The wire is implemented in 
metall and has a width of 0.4 µm-the minimum allowed. This yields the following 
parameters: cw= 92 aF/µm, and rw =0.19 Q/µm (Example4.4). With the aid of Eq. (5.39), 
we can compute at what wire length the delay of the interconnect becomes equal to the 
intiinsic delay caused purely by device parasitics. Solving the following quadratic equa
tion yields a single (meaningful) solution: 

6.6 X 10-lS L2 + 0.5 X 10-l2L = 32.29 X 10-12 

or, L = 65 µm 

Observe that the extra delay is due solely to the linear factor in the equation-more specif
ically, to the extra capacitance introduced by the wire. The quadratic factor (the distributed 
wire delay) becomes dominant only at much larger wire lengths (> 7 cm). This can be 

attributed to the high resistance of the (minimum-size) driver transistors. A different bal
ance emerges when wider transistors are used. Analyze, for instance, the same problem 
with the driver transistors l 00 times wider. 

5.5 Power, Energy, and Energy Delay 

So far, we have seen that the static CMOS inverter with its almost ideal VTC-symmetrical 
shape, full logic swing. and high noise margins-offers a superior robustness, which simplifies 
the design process considerably and opens the door for design automation. Another major 
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Figure 5-24 Inverter driving single gate through wire of iength L.

The propagation delay of the circuit can be obtained by applying the Elmore delay
expression:

ty = 0.69Ry,Cigp + (O.69Rg, + 0.38R,)C, + 0.69(Ry * RICpan
int (5.39)

= 0.69Ry( Cin tCfan) $059(Rely Frylpal + O38Cylint

The 0.38 factor accounts for the fact that the wire represents a distributed delay. C,, and &,, stand
for the total capacitance and resistance of the wire, respectively. The delay expression contain a
component that is linear with the wire length, as well a quadratic one. It is the latter that causes
the wire delay to rapidly become the dominant factor in the delay budget for longer wires.

Example 5.10 Inverter Delay in Presence of Interconnect

Consider the circuit of Figure 5-24, and assume the device parameters of Example 3.5:

Cig = 3 TE, Co, = 3 IF, and Ry, = OSC 3/15 + 31/45} = 7.8 kQ. The wire is implementedin
metall and has a width of 0.4 pm—the minimum allowed. This yields the following
parameters: c,, = 92 aF/lim, and r,, = 0.19 O/m (Example 4.4). With the aid of Ba. (5.39),
we can compute ai whai wire length the delay of the interconnect becomes equal to the
intrinsic delay caused purely by device parasitics. Solving the following quadratic equa-

tion vields a single (neaningful) solution:

6.6x 107577 405«10°%2 = 32.29x 10°"

or, £ = 65 um

Observe that the extra delay is due solely to the linearfactor in the equation—more specif-

ically, to the extra capacitance introduced by the wire. The quadratic factor (the distributed
wire delay) becomes dominant only at much larger wire iengths © 7 cm). This can be

attributed ie the high resistance of ihe (minimum-size) driver transistors. A different bal-

ance emerges when wider transistors are used. Analyze, for instance, the same problem
with the driver transistors [00 times wider.

5.5 Power, Energy, and Energy Delay

So far, we have seen that the static CMOS inverter with its almost ideal VTC—symmetrical
shape, full logic swing, and high noise margins—offers a superior robustness, which simplifies

the design process considerably and opens the door for design automation. Another major
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attractor for static CMOS is the almost complete absence of power consumption in steady-state 
operation mode. It is this combination of robustness and low static power that has made static 
CMOS the technology of choice of most contemporary digital designs. The power dissipation of 
a CMOS circuit is instead dominated by the dynamic dissipation resulting from charging and 

discharging capacitances. 

5.5.1 Dynamic Power Consumption 

Dynamic Dissipation due to Charging and Discharging Capacitances 

Each time the capacitor CL gets charged through the PMOS transistor, its voltage rises from Oto 
V DD• and a certain amount of energy is drawn from the power supply. Part of this energy is dissi
pated in the PMOS device, while the remainder is stored on the load capacitor. During the high
to-low transition, this capacitor is discharged, and the stored energy is dissipated in the NMOS 

transistor. 5 

A precise measure for this energy consumption can be derived. Let us first consider the 
low-to-high transition. We assume, initially, that the input waveform bas zero rise and fall 
times-in other words, the NMOS and PMOS devices are never on simultaneously. Therefore, 
the equivalent circuit of Figure 5-25 is valid. The values of the energy EvDD, taken from the sup
ply during the transition, as well as the energy Ee, stored on the capacitor at the end of the tran
sition, can be derived by integrating the instantaneous power over the period of interest: 

EvDD = f ivDD(t)V DDdt = 
0 

V Jc dv0 '"dt 
DD L dt 

0 

Von 

= CLVDD f dvour = 

0 

Figure 5-25 Equivalent circuit during the low-to-high transition. 

(5.40) 

50bserve that this model is a simplification of the actual circuit. In reality, the load capacitance consists of multiple 
components, some of which are located between the output node and GND, others between output node and V DD· The 
latter experience a charge-discharge cycle that is out of phase with the capacitances to GND (i.e,, they get charged when 
Vm,r goes low and discharged when V 001 rises.} While this distributes the energy delivery by the supply over the two 
phases, it does not affect the overall dissipation, and the results presented in this section are still valid. 
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attractor for static CMOS is the almost complete absence of power consumption in steady-state

operation mode.It is this combination of robustness and low static power that has made static
CMOSthe technology of choice of most contemporary digital designs. The power dissipation of
a CMOScircuit is instead dominated by the dynamic dissipation resulting from charging and
discharging capacitances.

5.5.1 Dynamic Power Cansumption

Dynamic Dissipation due to Charging and Discharging Capacitances

Each time the capacitor C, gets charged through the PMOStransistor,its voltage rises from ( to
Vpp, and a certain amount of energy is drawn from the power supply. Part of this energy is dissi-
pated in the PMOSdevice, while the remainder is stored on the load capacitor. During the high-
to-low transition, this capacitor is discharged, and the stored energy is dissipated in the NMOS
transistor?

A precise measure for this energy consumption can be derived. Let us first consider the
low-to-high transition. We assume, initially, that the input waveform has zero rise and fall
times——in other words, the NMOS and PMOSdevices are never on simultaneously. Therefore,

the equivalent circuit of Figure 5-25 is valid. The values of the energy Zynp, taken from the sup-
ply during the transition, as well as the energy £,, stored on the capacitor at the end of the tran-
sition, can be derived by integrating the instantaneous power over the period of interest:

tote vad Yop

¥ guEvpp = fivop)Vondt = Voo|Ci—p%at = CiVpn | Aven = iV 6.40)
G 0 G

Pout

i
Figure 5-25 €quivaient circuit during the low-te-high transition.

“Observe that this model is a simplification of the actual circuit. In reality, the load capacitance consists of multiple
components, some of which are located between the output node and GND,others between output node and ¥,). The
latter experience a charge—discharge cycle that is out of phase with the capacitances to GND (Le.. they get charged when
Vag £oes low and discharged when ¥,,,, rises.) While this distributes the energy delivery by the supply over the two
phases, it does not affect the overall dissipation, and the results presented in this section are still valid.

ONSEMI EXHIBIT 1041, Page 103



5.5 Power, Energy, and Energy Delay 

Charge Discharge 

Figure 5-26 Output voltages and supply current during (dis)charge of CL. 

and 

Vvv 

= CL f vo11rdvou, = 
0 

The corresponding waveforms of v.,,,(1) and ivDD(I) are pictured in Figure 5-26. 

215 

(5.41) 

These results can also be derived by observing that during the low-to-high transition, CL is 
loaded with a charge CL V00. Providing this charge requires an energy from the supply equal to 
CiV00

2 (= Q x V00). The energy stored on the capacitor equals CLV00
2/2. This means that only 

half of the energy supplied by the power source is stored on Cv The other half has been dissi
pated by the PMOS transistor. Notice that this energy dissipation is independent of the size (and 
hence the resistance) of the PMOS device! During the discharge phase, the charge is removed 
from the capacitor, and its energy is dissipated in the NMOS device. Once again, there is no 
dependence on the size of the device. In summary, each switching cycle (consisting of an L-->H 
and an H--,L transition) truces a fixed amount of energy, equal to CLVv/· In orderto compute the 
power consumption, we have to take into account how often the device is switched. If the gate is 
switched on and off/0_.,, times per second, the power consumption is given by 

where Jo-">! represents the frequency of energy-consuming transitions (these are O ~ 1 transi
tions for static CMOS). 

Advances in technology result in ever-higher values offo-tl (as tP decreases). At the same 
time, the total capacitance on the chip ( CL) increases as more and more gates are placed on a single 
die. Consider, for instance, a 0.25-µm CMOS chip with a clock rate of 500 MHz and an average 
load capacitance of 15 fF/gate, assuming a fan-out of 4. The power consumption per gate for a 2.5-
V supply then e<Juals approximately 50 11W. For a design with 1 million gates, and assuming that 
a transition occurs at every clock edge, this would result in a power consumption of 50 W! This 
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Pout

'vpp

Charge Dischargeaofl 

Figure 5-26 Cutput voltages and supply current during (dis)charge of C,.

 

and

. ¥

E¢ = JieooYuet = eu Foul! = Cy i} Vou’ Vous = = (5.41)
a a a

The corresponding waveformsof v,,,,(f) and iypp{t) are pictured in Figure 5-26.
These results can also be derived by observing that during the low-to-high transition, C, is

loaded with a charge C,V,,. Providing this charge requizes an energy from the supply equalto
CyVpp* (= GX Vpp). The energy stored on the capacitor equals C;Vpp’/2. This meansthat only
half of the energy supplied by the power source is stored on C,. The other half has been dissi-

pated by the PMOStransistor. Notice that this energy dissipation is independent of the size Cand
hence the resistance} of the PMOS device! During the discharge phase, the charge is removed
from the capacitor, and its energy is dissipated in the NMOS device. Once again, there is no

dependence on the size of the device. In summary, each switching cycle (consisting of an L3H
and an HLtransition) takes a fixed amountof energy, equal to C,Vpp7. In order to compute the
power consumption, we have to take into account how often the device is switched. If the gate is

switched on and offf,_,; times per second, the power consumption is given by

Pay = CLVopie (5,42)

where fo_,; represents the frequency of energy-consuming transitions (these are 0 — 1 transi-
tions for static CAIOS).

Advances in technology result in ever-higher values offy_,, (as t, decreases). At the same
time, the total capacitance on the chip (C;) increases as more and more gates are placed on a single
die, Consider, for instance, a 0.25-ppm CMOS chip with a clock rate of 300 MHz and an average

load capacitance of 15 fF/eate, assuming a fan-out of 4. The power consumption per gate fora 2.5-
¥ supply then equals approximately 50 pW. For adesign with 1 million gates, and assumingthat
a transition occurs at every clock edge, this would result in a power consumption of 50 W! This
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evaluation, fortunately, presents a pessimistic perspective. In reality, not all gates in the complete 
IC switch at the full rate of 500 Mhz. The actual activity in the circuit is substantially lower. 

Example 5.11 Capacitive Power Dissipation oflnverter 

The capacitive dissipation of the CMOS inverter of Example 5.4 is now easily computed. 
In Table 5-2, the value of the load capacitance was determined to equal 6 !F. For a supply 

voltage of 2.5 V, the amount of energy needed to charge and discharge that capacitance 

equals 

' Edyn = CL Vi>D = 37 .5 IT 

Assume that the inverter is switched at the (hypothetically) maximum possible rate 

(T = 1/f= 1
1
,Ul + tpHL = 2tP). For a tP of 32.5 ps (Example 5.5), we find that the dynamic 

power dissipation of the circuit is 

Pdyn = Edy,/(2tp) = 580 µW 

Of course, an inverter in an actual circuit is rarely switched at this maximum rate, 
and even if it would be, the output does not swing from rail to rail. The power dissipation 
will thus be substantially lower. For a rate of 4 GHz (T = 250 ps), the dissipation reduces 
to 150 µW. This is confirmed by simulations, which yield a power consumption of 

155 µW. 

Computing the dissipation of a complex circuit is complicated by the / 0_,1 factor, also 
called the switching activity. While the switching activity is easily computed for an inverter, 
it turns out to be far more complex in the case of more complex gates and circuits. One con

cern is that the switching activity of a network is a function of the nature and the statistics of 
the input signals: If the input signals remain unchanged, no switching happens, and the 
dynamic power consumption is zero! On the other hand, rapidly changing signals provoke 
plenty of switching and therefore dissipation. Other factors influencing the activity are the 
overall network topology and the function to be implemented. We can accommodate this by 

writing 

(5.43) 

where f now presents the maximum possible event rate of the inputs (which is often the clock 
rate) and P0__, 1 the probability that a clock event results in a O----> 1 (or power-consuming) event 

at the output of the gate. CEFF = P0__, 1CL is called the effective capacitance and represents the 
average capacitance switched every clock cycle. For our example, an activity factor of 10% 

(P 0..., 1 = 0.1) reduces the average consumption to 5 W. 
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evaluation, fortunately, presents a pessimistic perspective. In reality, not all gates in the complete
IC switch at the full rate of 500 Mhz. The actual activity in the circuit is substantially lower.
 

Example 5.11 Capacitive Power Dissipation of Inverter

The capacitive dissipation of the CMOSinverter of Example 3.4 is now easily computed.
In Table 5-2, the value of the load capacitance was determined to equai 6 fF. For a supply
voltage of 2.5 V, the amount of energy needed to charge and discharge that capacitance
equals

Euy, = CLVpp = 3750)

Assume that the inverter is switched at the (hypothetically) maximum possible rate

(T = WF = thy + to, = 2t,). For at, of 32.5 ps (Example 5.5), we find that the dynamic
powerdissipation of the circuit is

Poy = Egyy/ty) = 380 DW

Of course, an inverter in an actual circuit is rarely switched at this maximum rate,

and even if it would be, the output dees not swing from rail to rail. The power dissipation
will thus be substantiaily lower. For a rate of 4 GHz (fF = 250 ps), the dissipation reduces
to 150 WW. This is confirmed by simulations, which yield a power consumption of
155 uw. 

Computing the dissipation of a complex circuit is complicated by the jp_, factor, also
called the switching activity. While the switching activity is easily computed for an inverter,
it turns out to be far more complex in the case of more complex gates and circuits. One con-

cern is that the switching activity of a network is a function of the nature and the statistics of
the input signals: If the input signals remain unchanged, no switching happens, and the
dynamic power consumption is zero! On the other hand, rapidly changing signals provoke
plenty of switching and therefore dissipation. Other factors influencing the activity are the
averall network topology and the function to be implemented. We can accommodate this by
writing

2 2 2 -

Pag = CiVapfosi = €2¥opPeait = CereVool (5.43)

where f now presents the maximum possible event rate of the inputs (which is often the clock
rate) and Py_,, the probability that a clock event results in a 0 > 1 (or power-consuming) event
at the output of the gate. Ceoppy = Py_,,C, is called the effective capacitance and represents the
average capacitance switched every clock cycle. For our example, an activity factor of 10%
(P5_,, = 0.1) reduces the average consumption to 5 W.
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Example 5.12 Switching Activity 

Consider the waveforms in Figure 5.27, where the upper waveform represents the ideal
ized clock signal, and the bottom one shows the signal at the output of the gate. Power 
consuming transitions occur 2 out of 8 times, which is equivalent to a transition probabil
ity of0.25 (or25%). 

Clock JlJLJLJULJlj_JL 
Output signal J LJ 
Figure 5-27 Clock and signal waveforms. 

: Low Energr-Power Dcsig11 Techniques - : : - __ 

\Vith the increasing complexity of digital integrated circuits, it is anticipated that the power problem will 

only worsen in future technologies. This is one of the reasons that lower supply voltages are becoming 
more and more attractive. Reducing V0 n has a quadratic effect on Pd_~n· For instance, reducing VDD from 
2.5 V to 1.25 V for our example drops the power dissipation from 5 Vi.1 to 1.25 W. This assumes that the 

same clock rate can be sustained. Figure 5-17 demonstrates that this assumption is not that unrealistic as 

long as the supply voltage is substantially higher than the threshold voltage. A large performance penalty 

occurs once V DD approaches. 2 VT· 

'When a lower limit on the supply voltage is set by external constraints (as often happens in real

world designs), or when the performance degradation due to lowering the supply voltage is intolerable, the 

only means of reducing the dissipation is by lowering the effective capacitance. This can he achieved by 

addressing both of its components: the physical capacitance and the switching activity. 

A reduction in the switching activiry can only be accomplished at the logic and architectural abstrac

tion levels, and will be discussed in more detail in Chapter 11. Lowering the physical capacitance is a worth

while goal overall, and it also may help to improve the performance of the circuit. As most of the capacitance 

in a combinational logic circuit is due to transistor capacitances (gate and diffusion), it makes sense to keep 

those contributions to a minimum when designing for low power. This means that transistors should be kept 

to minimal size whenever possible or reasonable. This definitely affects the performance of the circuit, but the 

effect can be offset by using 1ogic or architectural speedup techniques< The only instances where transistors 

should be sized up is when the load capacitance is dominated by extrinsic capacitances (such as fan-out or 

wiring capacitance). This is contrary to common design practices used in cell libraries, where transistors are 

generally made large to accommodate a range ofloading and performance requirements. 

These observations lead to an interesting design challenge. Assume we have to minimize the energy 

dissipation of a circuit with a specified lower bound on the perfonnance. An attractive approach is to lower 

the supply voltage as much as possible, and to compensate the loss in performance by increasing the transistor 

sizes. Yet, the latter causes the capacitance to increase. It may be foreseen that at a low enough supply voltage. 

the latter factor may start to dominate and cause energy to increase with a further drop in the supply voltage. 

Ill 
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Example 5.13 Transistor Sizing for Energy Minimization 

To analyze the transistor sizing for a -minimum energy problem, we examine the simple 
case of a static CMOS inverter driving an external load capacitance Cexr as in Figure 5.28. 

To take the input loading effects into account, we assume that the inverter itself is driven 

by a minimum-sized device. The goal is to minimize the energy dissipation of the com
plete circuit, while maintaining a lower bound on perfonnance. The degrees of freedom 

are the size factor f of the inverter and the supply voltage Va, of the circuit. The propaga
tion delay of the optimized circuit should not be larger than that of a reference circuit, cho

sen to have as parameters f = 1 and Vdd = Vref· 

In Our 

1 f 

Figure 5-28 CMOS inverter driving an external load capacitance Cex,, 
while being driven by a minimum sized gate. 

Using the approach introduced in Section 5.4.3 (Sizi11g a Chain of fnve11e1~). we can 

derive the following expression for the propagation delay of the circuit: 

(5.44) 

here F = (C'",IC81 ) is the overall effective fan-out of the circuit, and lp0 is the intrinsic 
delay of the inverter. Its dependence upon V 00 is approximated by the following expres

sion, derived from Eq. (5.21): 

t,,o-v V 
' DD- TE 

(5.45) 

The energy dissipation for a single transition at the input is easily found once the total 

capacitance of the circuit is known: 

' E = v;,,cg1((1+y)(l+fl+Fl (5.46) 

The performance constraint now states that the propagation delay of the scaled circuit 

should be equal ( or smaller) to the delay of the reference circuit (/ = 1, Vdd = V,,r). To sim

plify the subsequent analysis, we make the assumption that the intrinsic output capaci

tance of the gate equals its gate capacitance, or y = 1. Hence, 

!.L = 
1 pref 

(5.47) 

ONSEMI EXHIBIT 1041, Page 107

218 Chapter 5 + The CMOS Inverter

Example 5.13 Transister Sizing for Energy Minimization

To analyze the transistor sizing for a-minimum energy problem, we examine the simple

case of a static CMOS inverter driving an external load capacitance C,,,, a8 in Figure 5.28.
To take the input loading effects into account, we assume that the inverter itself is driven
by a minimum-sized device. The goal is to minimize the energy dissipation of the com-
plete circuit, while maintaining a Jower bound on performance. The degrees of freedom
are the size factorfof the inverter and the supply voltage V,,,, of the circuit. The propaga-
tion delay of the optimized circuit should not be larger than that of a reference circuit, cho-

sen to have as parameters f= f and Vz, = V,,¢-

in Out

te 1 te.T fF
Figure 5-28 CMOSinverter driving an external load capacitance C,,.,
while being driven by a minimum sized gate.

Using the approach introduced in Section 5.4.3 (Sizing a Chain ofinverters), we can

derive the follawing expression for the propagation delay of the circuit:

{Pf =|)fe, zing l+of4 i+ 3.44pee ) OT Ca)
here F = (C,./C,,} is the overall effective fan-out of the circuit, and f,9 is the intrmsic
delay of the inverter. Its dependence upon Vp, is approximated by the following expres-
sion, derived from Eq. (5.21):

¥DD
t.o7-> (5.45)

”" Vop~ re

The energy dissipation for a single transition at the input is easily found once the total
capacitance of the circuit is known:

B= Vagal +914 7)4+F) (5.46)

The performance constraint now states that the propagation delay of the scaled circuit

should be equal (or smaller) to the delay of the reference circuit (f= 1, Vz,= V,,). To sim-
plify the subsequent analysis, we make the assumption that the intrinsic output capaci-
tance of the gate equals its gate capacitance, or y= 1. Hence,

 
F Ftn (2+F+4) 2+ft~in OD (aayYeeYoe(TF) san

toref torer(3 +F) ¥neg Voo— ¥re { 3+
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Figure 5-29 Sizing of an inverter for energy minimization. (a) Required supply 
voltage as a function of the sizing factor f for different values of the overall effective 
fan-out F; (b) Energy of scaled circuit (nonnalized with respect to the reference case) 
as a function off. V,et = 2.5 V, V TE= 0.5 V. 

Equation (5.47) establishes a relationship between the sizing factor f and the supply volt
age. plotted in Figure 5-29a for different values of F. Those curves show a clear minimum. 

Increasing the size of the inverter from the minimum initially increases the performance, 
and hence allows for a lowering of the supply voltage. This is fruitful until the optimum 
sizing factor of f = JF is reached, which should not surprise those who read the previ
ous sections cm·efully. Further increases in the device sizes only increase the self-loading 

factor, deteriorate the performance, and require an increase in supply voltage. Also. 
observe that for the case of F = I, the reference case is the best solution; any resizing just 
increases the self-loading. 

With the V 00(f) relationship in hand, we can derive the energy of the scaled circuit 
(normalized with respect to the reference circuit) as a function of the sizing factor f 

E (V DD)2f2 + 2f + F'! 
E,.,f = V,4 l 4 + F ) 

(5.48) 

Finding an analytical expression for the optimal sizing factor is possible, but yields a com

plex and messy equation. A graphical approach is just as effective. The resulting charts are 
plotted in Figure 5-29b, from which a number of conclusions can be drawn:6 

• Device sizing, combined with supply voltage reduction, is a very effective 
approach in reducing the energy consumption of a logic network. This is espe

cially true for networks with large effective fan-outs, where energy reductions with 
almost a factor of IO can be obtained. The gain is also sizable for smaller values 

of F. The only exception is the F = I case, where the minimum size device is also 
the most effective one. 

6 \Ve will revisit some of these conclusions in Chapter 11 in a broader context. 
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Figure 5-29 Sizing of an inverter for energy minimization. (a} Required supply
voltage as a function of the sizing factor f for different vaiues of the overall effective
fan-out F; (b) Energy of sealed circuit (normalized with respect to the reference case)
as a function of f V.=2.5 V, Vp =0.8 ¥.

Equation (5.47) establishes a relationship between the sizing factorf and the supply volt-
age, plotted in Figure 5-29a for different values of F. Those curves showa clear minimum.

Increasing the size of the inverter from the minimum initially increases the performance,
and hence allows for a lowering of the supply voltage. This is fruitful until the optimum
sizing factor of f = ./F is reached, which should not surprise those whoread the previ-
ous sections carefully. Further increases in the device sizes only increase the self-loading
factor, deteriorate the performance, and require an increase in supply voltage. Also,

observe that for the case of F = 1, the reference case is the best solution; any resizing just

increases the self-loading.

With the ¥,(/) relationship in hand, we can derive the energy of the scaled circuit

fnormalized with respect to the reference circuit) as a function of the sizing factorf.

Ek Von ¥/(2+2f + F)z* (77) “TF! O48)rej

Finding an analytical expression for the optimal sizing factor is possible, but yields a com-

plex and messy equation. A graphical approachis just as effective. The resulting charts are
plotted in Figure 5-29b, from which a number of conclusions can be drawa:®

" Device sizing, combined with supply veltage reduction, is a very effective
approach in reducing the energy consumption of a logic network. This is espe-
cially true for networks with large effective fan-outs, where energy reductions with

almost a factor of 10 can be obtained. The gain is also sizable for smaller values

of F. The only exception is the F = 1 case, where the minimum size device is also
the most effective one.

“We will revisit same of these conclusions in Chapter 11 in a broader context.
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• Oversizing the transistors beyond the optimal value comes at a hefty price in energy. 
This is, unfortunately, a common approach in many of today's designs. 

• The optimal sizing factor for energy is smaller than the one for performance, espe
cially for large values of F. For example, for a fan-out of 20,f0P1(energy) = 3.53, 
whilef,p,(performance) = 4.47. Increasing the device sizes only leads to a minimal 
supply reduction once Vvo starts approaching Vrn, thus leading to very minimal 

energy gains. 

Dissipation Due to Direct-Path Currents 

In actual designs, the assumption of the zero rise and fall times of the input wave forms is not 
correct. The finite slope of the input signal causes a direct current path between V DD and GND 
for a short period of time during switching, while the NMOS and the PMOS transistors are con
ducting simultaneously. This is illustrated in Figure 5-30. Under the (reasonable) assumption 
that the resulting current spikes can be approximated as triangles and that the inverter is sym
metrical in its rising and falling responses, we can compute the energy consumed per switching 

period as follows: 

(5.49) 

We compute the average power consumption as 

(5.50) 

The direct-path power dissipation is proportional to the switching activity, similar to the capaci
tive power dissipation. tsc represents the time both devices are conducting. For a linear input 
slope, this time is reasonably well approximated by Eq. (5.51) where t, represents the 0-100% 

transition time, 

Vnv-2Vr tr(!) x--
VDD 0.8 

Figure 5-30 Short-circuit currents during transients. 

(5.51) 
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* Oversizing the transistors beyond the optimal value comesat a hefty price in energy.
This is, unfortunately, a common approach in many of today’s designs.

« The optimal sizing factor for energy is smaller than the one for performance, espe-
cially for large values of F. For example, for a fan-out of 20, f,,,(energy} = 3.53,
while f,,,(performance} = 4.47. Increasing the device sizes only leads to a minimal
supply reduction once Vpp starts approaching V;,, thus leading to very minimal
energy gains. 

Dissipation Due to Direct-Path Currents

In actual designs, the assumption of the zero rise and fall times of the input wave forms is not
correct. The finite slope of the input signal causes a direct current path between Vpp and GND
for a short period of time during switching, while the NMOS and the PMOStransistors are con-
ducting simultancously. This is illustrated in Figure 5-30. Under the (reasonable) assumption
that the resulting current spikes can be approximated as triangles and that the inverter is symi-
metrical in its rising and falling responses, we can compute the energy consumed per switching
period as follows:

L veakt L neattse

Eup = Vop = xy > ue se se Vp!peak (49)

We compute the average power consumption as
2

Pap = tee Voplpeat f= se Vont (5.58)

The direct-path power dissipation is proportional to the switching activity, similar to the capaci-
tive power dissipation. t,. represents the time both devices are conducting. For a linear input
slope, this time is reasonably well approximated by Eq. (5.51) where ¢, represents the 0-100%
transition time,

- Voo~?Vr, _ Yoo 2Vr banVon Vop 08 G82FL

Von ~ Vy 

hy

  siete

Ci. shart \|Lene Ff
Figure 5-30 Shori-circult currents during transients.
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/peak is determined by the saturation current of the devices and is hence directly propor
tional to the sizes of the u-a.nsistors. The peak current is also a strong function of the ratio 
between input and output slopes. This relationship is best illustrated by the following simple 
analysis: Consider a static CMOS inverter with a O--> 1 transition at the input. Assume first that 
the load capacitance is very large, so that the output fall time is significantly larger than the input 
rise time (Figure 5-3 la). Under those circumstances, the input moves through the transient 

region before the output starts to change. As the source-drain voltage of the PMOS device is 
approximately O during that period, the device shuts off without ever delivering any current. The 
short-circuit current is close to zero in this case. Consider now the reverse case, where the output 
capacitance is very small, and the output fall time is substantially smaller than the input rise time 
(Figure 5-3 lb). The drain-source voltage of the PMOS device equals V00 for most of the transi

tion period. guaranteeing the maximal short-circuit current (equal to the saturation current of the 
PMOS). This clearly represents the worst case condition. The conclusions of the preceding anal
ysis are confirmed in Figure 5-32, which plots the short-circuit current through the NMOS tran
sistor during a low-to-high transition as a function of the load capacitance. 

Voo 

r i ~~c = 0 
t 

--------fv;,,~ v(l!/1 

I C1, 

-
(a} Large capacitive load (b) Small capacitive load 

Figure 5-31 Impact of load capacitance on short-circuit current. 
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Figure 5-32 CMOS inverter short-circuit current through NMOS transistor as a function 
of the load capacitance (for a fixed input slope of 500 ps). 
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dec 18 determined by the saturation current of the devices and is hence directly propor-
tional to the sizes of the transistors. The peak current is also a strong function of the ratio

between input and output slopes. This relationship is best illustrated by the following simple

analysis: Consider a static CMOS inverter with 2 0 — | transition at the input. Assume first that

the load capacitance is very large, so that the outputfall time is significantly larger than the input
rise time (Figure 5-3la}. Onder those circumstances, ihe input moves through the transient
region before the output starts to change. As the source-drain voltage of the PMOS deviceis
approximately 0 during that period, the device shuts off without ever delivering any current. The

short-circutt current is close to zero in this case. Consider now the reverse case, where the output
capacitance is very small, and the outputfall time is substantially smaller than the mput rise time

(Figure 5-3 1b). The drain-source voltage of the PMOS device equals Vpp for most of the transi-
tion period, guaranteeing the maximal short-circuit current {equal to the saturation current of the

PMOS). This clearly represents the worst case condition. The conclusions of the preceding anal-

ysis are confirmed in Figure 5-32, which plots the short-circuit current through the NMOStran-

sistor during a low-to-high transition as a function of the ioad capacitance.

 
(a} Large capacitive load (b} Small capacitive load

Figure 5-31 impact of load capacitance on short-circuit current.
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Figure 5-32 CNOSinverter short-circuit current through NMOStransistor as a function
of the load capacitance (for a fixed input slope of 500 ps}. 
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This analysis leads to the conclusion that the short-circuit dissipation is minimized by 

making the output rise/fall time larger than the input ,is/fall time. On the other hand, making the 
output rise/fall time too large slows down me circuit and can cause short-circuit cun-ents in the 
fan-out gates. This presents a perfect example of how local optimization and forgetting the glo
bal picture can lead to an jnferior solution. 

A more practical rule, which optimizes the power consumption in a global way, can be formulated 

([Veendrick84]): 

The power dissipation due to short-circuit currents is minimized by matching the rise/fall times of 

the input and output signals. At the overaH circuit level, this means that rise/fall times of all signals 

should be kept constant within a range. 

Making the input and output rise times of a gate identical is not the optimum solution for that partic

ular gate on its own, but keeps the overall short-circuit current within bounds. This is shown in Figure 5-33, 

which plots the short-circuit energy dissipation of an inverter (normalized with respect to the zero-input rise 

time dissipation) as a function of the ratio r bet\veen input and output rise/fall times. When the load capaci

tance is too small for a given inverter size (r > 2 ... 3 for V DD = 5 V), the power is dominated by the short

circuit current. For very large- capacitance values, all power dissipation is devoted to charging and discharg

ing the load capacitance. When the rise/fall times of inputs and outputs are equalized, most power dissipa

tion is associated \\'lth the dynamic power, and only a minor fraction ( < 10%) is devoted m short-circuit 

currents. 
Observe also that the impact of short-circuit current is reduced when we lower the supply 

voltage, as is apparent from Eq. (5.51), In the extreme case, when VDD < Vrn + IVrpl, short-circuit dissipaN 

tion is completely eliminated, because both devices are never on simultaneously. \Vith threshold voltages 

scaling at a slower rate than the supply voltage, short-circuit power dissipation is becoming less important 
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Figure 5-33 Power dissipation of a static CMOS inverter as a function of the ratio between input 
and output rise/fall times. The power is normalized with respect to zero input rise-time dissipation. 
At low values of the slope ratio, input/output coupling leads to some extra dissipation. 
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This analysis leads to the conclusion that the short-circuit dissipation is minimized by
making the output zise/fall time larger than the inputris/fali time. On the other hand, makingthe
output rise/fall time too large slows down the circuit and can cause short-circuit currents in the
fan-out gates. This presents a perfect example of how local optimization and forgetting the glo-
bal picture can lead to an inferior solution.

 
A more practical rule, which optimizes the power consumption in a global way, can be formulated
(fVeendrickB4]):

The power dissipation due fo short-circuit currents is minimized by matching the rise/fall times of
the input and output signals. At the overall circuit level, this means thatrise/fall times of all signals
should be kept constant within a range.

Making the input and outputrise times of a gate identical is not the optimum solution for that partic-
ular gate on its own, but keeps the overall short-circuit current within bounds. This is shown in Pigure 5-33,
which plots the short-circuit energy dissipation of an inverter (normalized with respect to the zero-inputrise
timedissipation) as a function of the ratic r between input and outputrise/fall times. When the load capaci-
tance is too small for a given inverter size (r > 2...3 for Vp, =5 ¥)}, the poweris dominated by the short-
circuit current. For very large capacitance values, all power dissipation is deveted to charging and discharg-
ing the load capacitance. When therise/fali times of inputs and ottputs are equalized, most power dissipa-
tion is associated with the dynamic power, and only a minor fraction (< 10%) is devoted to short-circuit
currents,

Observe also that the impact of short-circuit current is reduced when we lower the supply
voltage, as is apparent from Eq. (5.51). In the extreme case, when Vpn < Vy, + |Vzp), short-circuit dissipa-
tion is completely eliminated, because both devices are never on simultaneously. With threshold voltages
scaling at a slower rate than the supply voltage, short-circuit power dissipation is becoming less important

 WiL|p = 1.125 janv0.25 pm
Willy = 0.375 umv0.25 pm:
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Figure 5-33 Powerdissipation of a static CMOSinverteras a function of the ratio between input
and outputrise/fall times. The poweris normalized with respect to zero inputrise-time dissipation.
At low values of the slope ratio, input/output coupling leads to some extra dissipation.
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in deep submicron technologies. At a supply voltage of 2,5 V and thresholds around 0.5 V, an input/output 

slope ratio of2 is needed to cause a 10% degradation in dissipation. 11 

Finally, it is worth observing that the short-circuit power dissipation can be modeled by 

adding a load capacitance C,c = t,JpeacfVDD in parallel with CL, as is apparent in Eq. (5.50). The 

value of this short-circuit capacitance is a function of V DD• the transistor sizes, and the input/out

put slope ratio. 

5.5.2 Static Consumption 

The static ( or steady-state) power dissipation of a circuit is expressed by the relation 

p sf(I( = I Slat V DD (5.52) 

where I,,"' is the current that flows between the supply rails in the absence of switching activity. 

Ideally, the static current of the CMOS inverter is equal to zero, as the PMOS and NMOS 

devices are never on simultaneously in steady-state operation. There is, unfortunately, a leakage 

current flowing through the reverse-biased diode junctions of the transistors, located between the 

source or drain and the substrate, as shown in Figure 5-34. This contribution is, in general, very 

small and can be ignored. For the device sizes under consideration, the leakage current per unit 

drain area typically ranges between 10-100 pA/µm 2 at room temperature. For a die with I million 

gates, each with a drain area of 0.5 µm2 and operated at a supply voltage of 2.5 V, the worst case 

power consumption due to diode leakage equals 0.125 mW, which clearly is not much of an issue. 

However, be aware that the junction leakage currents are caused by thermally generated 

carriers. Their value increases with increasing junction temperature, and this occurs in an expo

nential fashion. At 85°C (a commonly imposed upper bound for junction temperatures in com

mercial hardware), the leakage currents increase by a factor of 60 over their room-temperature 

values. Keeping the overall operation temperature of a circuit low is consequently a desirable 

goal. As the temperature is a strong function of the dissipated heat and its removal mechanisms, 

this can only be accomplished by limiting the power dissipation of the circuit or by using chip 

packages that support efficient heat removal. 

I Drain Leakage 
r Current 

Subthreshold current 

Figure 5-34 Sources of leakage currents in CMOS inverter (for V;,, = o V). 
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in deep submicron technologies. At a supply voltage of 2.5 V and thresholds around 0.5 V, an input/output
slope ratio of 2 is needed to cause a 10% degradation in dissipation. bi

Finally, it is worth observing that the short-circuit power dissipation can be modeled by

adding a load capacitance Cy, = teloog/Vop in parallel with C,, as is apparent in Eq. 6.50). The
value of this short-circuit capacitance is a function of Vpp, the transistor sizes, and the input/out-

put slope ratio.

§.5.2 Static Consumption

Thestatic for steady-state) power dissipation of a circuit is expressed by the relation

Porat = Astar¥ao (3.52)

where J,,,, is the current that ows between the supplyrails in the absence of switching activity.
Ideally, the static current of the CMOS inverter is equal to zero, as the PMOS and NMOS

devices are never on simultaneously in steady-state operation. There is, unfortunately, a leakage
current flowing through the reverse-biased diode junctions of the transistors, located between the

source or drain and the substrate, as shown in Figure 5-34. This contribution ts, In general, very

small and can be ignored. Por the device sizes under consideration, the leakage current per unit
drain area typically ranges between 10-100 pA/um” at room temperature. For a die with 1 miilion
gates, each with a drain area of 0.5 im? and operated at a supply voltage of 2.5 V, the worst case
power consumption due to diode leakage equals 0.125 mW, which clearly is not much of an issue.

However, be aware that the junction leakage currents are caused by thermally generated

carriers. Their value increases with increasing junction temperature, and this occurs in an expo-

nential fashion. At 85°C (a commonly imposed upper bound for junction temperatures m com-
mercial hardware), the leakage currents increase by a factor of 60 over their room-temperature
values. Keeping the overall operation temperature of a circuit low is consequently a desirable
goal. As the temperature is a strong function of the dissipated heat and its removal mechanisms,
this can only be accomplished by limiting the power dissipation of the circuit or by using chip
packages that support efficient heat removal.
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Figure 5-34 Sources of leakage currents in CMOS inverter Gor V,, = 0 V). 
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Figure 5-35 Decreasing the threshold increases the subthreshold current at Ves = 0. 

An emerging source of leakage current is the subthreshold current of the transistors. As 
discussed in Chapter 3, an MOS transistor can experience a drain-source current, even when Vcs 

is smaller than the threshold voltage (see Figure 5-35). The closer the threshold voltage is to 
zero volts, the larger the leakage current at Vas = 0 V and the larger the static power consump
tion. To offset this effect, the threshold voltage of the device has generally been kept high 
enough. Standard processes feature VT values that are never smaller than 0.5-0.6 V and that in 
some cases are even substantially higher (- 0.75 V). 

This approach is being challenged by the reduction in supply voltages that typically goes 
with deep submicron technology scaling, as became apparent in Figure 3-41. We concluded ear
lier (Figure 5-17) that scaling the supply voltages while keeping the threshold voltage constant 
results in an important loss in performance, especially when V DD approaches 2 V 7 . One 
approach to address this performance issue is to scale the device thresholds down as well. This 
moves the curve of Figure 5-17 to the left, which means that the performance penalty for lower
ing the supply voltage is reduced. Unfortunately, the threshold voltages are lower bounded by 
the amount of allowable subthreshold leakage current, as demonstrated in Figure 5-35. The 
choice of the threshold voltage thus represents a trade-off between performance and static power 
dissipation. The continued scaling of the supply voltage predicted for the next generations of 
CMOS technologies, however, forces the threshold voltages ever downwards, and makes sub
threshold conduction a major source of power dissipation. Process technologies that contain 

devices with sharper turn-off characteristics will therefore become more attractive. An example 
of the latter is the SOI (Silicon-on-Insulator) technology whose MOS transistors have slope fac
tors that are close to the ideal 60 mV/decade. 

Example 5.14 Impact of Threshold Reduction on Performance 
and Static Power Dissipation 

Consider a minimum size !\'MOS transistor in the 0.25-µm CMOS technology. In Chap
ter 3, we derived that the slope factor S for this device equals 90 m V /decade. The off
current (at V GS = 0) of the transistor for a Vr of approximately 0.5 V equals 10-JJ A 
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Figure 5-35 Decreasing the threshold increases the subthreshold current at Vac = 9.

An emerging source of leakage current is the subthreshold current of the transistors. As
discussed in Chapter 3, an MOS iransistor can experience a drain-source current, even when Vp-<
is smaller than the threshold voltage (see Figure 5-35). The closer the threshold voltage is to

zero volts, the larger the leakage current at ¥,,, = Q V and the larger the static power consump-
tion. To offset this effect, the threshold voltage of the device has generally been kept high

enough. Standard processes feature V, values that are never smaller than 0.5—0.6 V and that in
some cases are even substantially higher (~ 0.75 V).

This approach is being challenged by the reduction in supply voltages that typically goes
with deep submicron technology scaling, as became apparent in Figure 3-41. We concluded ear-
lier (Figure 5-17) that sealing the supply voltages while keeping the threshold voltage constant

results in an important loss in performance, especially when Vn, approaches 2 V;. One
approach to address this performance issue is to scale the device thresholds down as well. This
moves the curve of Figure 5-17 te the left, which means that the performance penalty for lower-

ing the supply voltage is reduced. Unfortunately, the threshold voltages are lower bounded by
the amount of allowable subthreshold leakage current, as demonstrated in Figure 5-35. The
choice of the threshold voltage thus represents a trade-off between performance and static power

dissipation. The continued scaling of the supply voltage predicted for the next generations of
CMOStechnologies, however, forces the threshold voltages ever downwards, and makes sub-

threshold conduction a major source of power dissipation. Process technologies that contain

devices with sharper turn-off characteristics will therefore become moreattractive. An example
of the latter is the SOI (Silicon-on-Insulater) technology whose MOStransistors have slope fac-
tors that are close io the ideal 60 mV/decade.

Example 5.14 Impact of Threshold Reduction on Performance
and Static Power Dissipation

Consider a minimum size NMOStransistor in the 0.25-m CMOS technology. In Chap-
ter 3, we derived that the slope factor § for this device equals 90 mV/decade, The off-
current (at Vo, = 0) of the transistor for a V, of approximately 0.5 V equals 107) A
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(Figure 3-22). Reducing the threshold by 200 mV to 0.3 V multiplies the off-current of 
the transistors with a factor of 170 ! Assuming a million gate design \:vith a supply volt
age of 1.5 V, this translates into a static power dissipation of 106 x 170 x 10-11 x LS= 
2.6 mW. A further reduction of the threshold to !00 m V results in an unacceptable dis

sipation of almost 0.5 W! At that supply voltage, the threshold reductions correspond to 
a performance improvement of 25% and 40%. respectively. 

This lower bound on the thresholds is in some sense artificial. The idea that the leakage 
current in a static CJ\.10S circuit has to be zero is a misconception. Certainly, the presence of 
leakage currents degrades the noise margins, because the logic levels are no longer equal to the 
supply rails, but as long as the noise margins are within range, this is not a compe11ing issue. The 

leakage currents. of course, cause an lncrease in static power dissipation. This is offset by the 
drop in supply voltage, which is enabled by the reduced thresholds at no cost in perfonnance, 
and results in a quadratic reduction in dynamic power. For a 0.25-µm CMOS process, the fol
lowing circuit configurations obtain the same performance: 3-V supply-0.7-V V7 ; and 0.45-V 
supply-0.1-V VT· The dynamic power consumption of the latter is, however, 45 times smaller 

[Liu93]! Choosing the coITect values of supply and threshold voltages once again requires a 
trade-off. The optimal operation point depends upon the activity of the circuit. In the presence of 
a sizable static power dissipation, it is essential that nonactive modules are powered down, lest 
static power dissipation would become dominant. Power-down (also called standby) can be 

accomplished by disconnecting the unit from the supply rails, or by lowering the supply voltage. 

5.5.3 Putting It All Together 

The total power consumption of the CMOS inverter is now expressed as the sum of its three 

components: 

(5.53) 

In typical CMOS circuits, the capacitive dissipation is by far the dominant factor. The direct
path consumption can be kept within bounds by careful design, and thus should not be an issue. 

Leakage is ignorable at present, but this might change in the not-too-distant future. 

The Power-Delay Product, or Energy per Operation 

In Chapter 1, we introduced the power-delay product (PDP) as a quality measure for a logic 

gate: 

(5.54) 

The PDP presents a measure of energy, as is apparent from the units (\V x s = Joule). Assuming 

that the gate is switched at its maximum possible rate off,nax = 1/(2tp), and ignming the contribu
tions of the static- and direct-path cunents to the power consumption, we find that 

2 
CLVDD 

2 
(5.55) 
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(Figure 3-22). Reducing the threshold by 200 m¥ to 0.3 VY multiplies the off-current of
the transistors with a factor of 170! Assuming a million gate design with a supply volt-

age of 1.5 V, this translates into a static powerdissipation of 10° x 176x107! x 1.5 =
2.6 mW. A further reduction of the threshold to 100 mV results in an unacceptable dis-

sipation of almost 6.5 W! At that supply voltage, the threshold reductions correspond fo
a performance improvement of 25% and 40%, respectively.

This lower bound on the thresholds is in some sense artificial. The idea that the leakage

current in a static CMOScircuit has to be zere is a misconception. Certainly, the presence of

leakage currents degrades the noise margins, because the logic levels are no longer equal to the

supply rails, but as long as the noise margins are within range, this is not a compelling issue. The
leakage currents, of course, cause an increase in static power dissipation. This is offset by the
drop in supply voltage, which is enabled by the reduced thresholds at no cost in performance,
and results in a quadratic reduction in dynamic power. For a 0.25-.m CMOSprocess, the fol-
lowing circuit configurations obtain the same performance: 3-V supply—0.7-V ¥,; and 0.45-V
supply—O.1-V ¥,. The dynamic power consumption of the latter is, however, 45 times simaller
{Liu93]! Choosing the correct values of supply and threshold voltages once again requires a

trade-off. The optima! operation point depends upon the activity of the circuit. In the presence of
a sizable static powerdissipation, it is essential that nonactive modules are pewered dawn, lest
static power dissipation would become dominant. Power-down (also called standby) can be
accomplished by disconnecting the unit from she supply rails, or by lowering the supply voltage.

§.5.3 Putting it All Together

The total power consumption of the CMOS inverter is now expressed as the sum cf its three
components:

Prat = Pave + Pap +Pstat = (CiVip + VolpeartstSo | + Voplieak {3.53}

Tn typical CMOS circuits, the capacitive dissipation is by far the dominant factor. The direct-
path consumption can be kept within bounds by careful design, and thus should not be an issue.
Leakage is ignorable at present, but this might change m the not-too-distant future.

The Power-Delay Product, or Energy per Operation

In Chapter 1, we introduced the power-delay product (PDP) as a quality measure for a logic
gate:

PDP = Pt, (3.54)

The PDP presents a measure of energy, as is apparent from the units (W x s = Joule). Assuming
that the gate is switchedat its maximum possible rate off,4, = (/(24,), and ignoring the contribu-
tions of the static- and direct-path currents to the power consumption, we find that

2
CV

PDP = CiVopf mat) = ee
aX pf 3

(5.55)

 
ONSEMI EXHIBIT 1041, Page 114



226 Chapter 5 • The CMOS Inverter 

Here, PDP stands for the average energy consnmed per switching event (i.e., for a O ----, 1, or a 
1 ----, 0 transition). Remember that earlier we had defined Ea, as the average energy per switching 
cycle (or per energy-consuming event). As each inverter cycle contains a O----, 1, and a 1 ----, 0 

transition Ear thus is twice the PDP. 

Energy-Delay Prodnct 

The validity of the PDP as a quality metric for a process technology or gate topology is ques

tionable. It measures the energy needed to switch the gate, which is an important property. For a 
given structure, however, this number can be made arbitrarily low by reducing the supply volt
age. From this perspective, the optimum voltage to run the circuit would be the lowest possible 

value that still ensures functionality. This comes at the expense of performance, as discussed ear
lier. A more relevant metric should combine a measure of performance and energy. The energy
delay product (or EDP) does exactly that: 

EDP= PDPxtP = Pm,t! = (5.56) 

It is worth analyzing the voltage dependence of the EDP. Higher supply voltages reduce 

delay, but harm the energy, and the opposite is true for low voltages. An optimum operation point 
should therefore exist. Assuming that NMOS and PMOS transistors have comparable threshold 
and saturation voltages, we can simplify the propagation delay expression Eq. (5.21) as 

(5.57) 

where VT, = VT+ VosAT/2, and a is a technology parameter. Combining Eq. (5.56) and Eq. 
(5.57)7 yields 

(5.58) 

The optimum supply voltage can be obtained by taking the derivative of Eq. (5.58) with respect 

to V DD, and equating the result to 0. The result is 

(5.59) 

The remarkable outcome from this analysis is the low value of the supply voltage that 
simultaneously optimizes performance and energy. For submicron technologies with thresholds 

in the range of 0.5 V, the optimum supply is situated around 1 V. 

7This equation is only accurate as long as the devices remain in velocity saturation, which is probably not the case for 
the lower supply voltages. This introduces some inaccuracy in the analysis, but will not distort the overall result. 
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Here, PDP stands for the averape energy consumed per switching event (i1.¢e., fora — 1, ora

1 -> 0 transition). Rememberthat earlier we had defined E.,, as the average energy per switching
cycle (or per energy-consuming event). As each inverter cycle contains a0 9 1, andal <0
transition £,, thus is twice the PDP.

Energy-Delay Product

The validity of the PDP as a quality metric for a process technology or gate topology is ques-
tionable. It measures the energy needed to switch the gate, which is an important property. For a
given structure, however, this number can be made arbitrarily low by reducing the supply volt-
age. From this perspective, the optimum voltage to run the circuit would be the lowest possible
value that still ensures functionality. This comes at the expense of performance, as discussed ear-
lier. A more relevant metric should combine a measure of performance and energy. The energy-

delay product (or EDP) does exactly that:

2
CLV

f= bP, (5.56)EDP = PDPx1, =P 3 bay

It is worth analyzing the voltage dependence of the EDP. Higher supply voltages reduce
delay, but harm the energy, and the opposite is true for low voltages. An optimum operation point

should therefore exist. Assuming that NMOS and PMOStransistors have comparable threshoid

and saturation voltages, we can simplify the propagation delay expression Eq. (5.21) as

fy = Vop-Vir (5.573

where Vy, = Vp + Vogarf2, and ot is a technology parameter. Combining Eq. (5.56) and Eq.
(5.57)' yields

2473
ecrVapEDP = —S———

2(Vpp - Vre)
(5.58)

The optimum supply voltage can be obtained by taking the derivative of Eq. (5.58) with respect
to Vpp. and equatingthe result to 0, The result is

3

Vapopt = a VTE (3.59}

The remarkable outcome from this analysis is the low value of the supply voltage that
simultaneously optimizes performance and energy. For sabmicron technologies with thresholds
in the range of 0.5 V, the optimum supplyis situated around I V.

"This equation is only accurate as long as the devices remain in velocity saturation, which is probably not the case for
the lower supply voltages. This introdeces some inaccuracy in the analysts, but will not distort the overall result.
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Example 5.15 Optimum Supply Voltage for 0.25-µm CMOS Inverter 

From the technology parameters for our generic CMOS process presented in Chapter 3, 
the value of V TE can be deiived as follows: 

VT,,= 0.43 V, VDmt" = 0.63 V, VTE,, = 0.74 V 

VTp =-0.4 V, Vo.wp =-IV, Vmp = -0.9V 

VrE ~(Vy&,+ IVmpl)/2 = 0.8 V 

Hence, VDDop, = (312) x 0.8 V = 1.2 V. The simulated graphs of Figure 5-36, which plot 
normalized delay, energy, and energy-delay product, confirm this result. The optimum 
supply voltage is predicted to equal I. I V. The charts clearly illustrate the trade-off 
between delay and energy. 

1.5 

VDo(V) 

Figure 5-36 Normalized delay, energy, and energy-delay plots for CMOS 
inverter in 0.25-µm CMOS technology. 

WARNING: While the preceding example demonstrates that a supply voltage exists that mini
mizes the energy-delay product of a gate, this voltage does not necessarily represent the opti
mum voltage for a given design prob1em. For instance, some designs require a minimum 
performance, which requires a higher voltage at the expense of energy. Similarly, a lower energy 
design is possible by operating at a lower voltage and by obtaining the overall system perfor
mance through the use of architectural techniques such as pipelining or concurrency. 

5.5.4 Analyzing Power Consumption by Using SPICE 

A definition of the average power consumption of a circuit was provided in Chapter I, and is 
repeated here for the sake of convenience. We write 

T 

P,,,, = i Jp(t)dt (5.60) 

0 
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Example 5.15 Optimum Supply Voltage for 0.25-um CMOS Inverter

From the technology parameters for our generic CMOS process presented in Chapter3,
the value of Vy, can be derived as follows:

Vy = 8.43 V, Vijsam = 0.63 V, Vig, = 0.74 V

Vr, =—O.4V, Vesa= —1 V, Vor = 0.9 V
Vie = Veen + Vrgpl¥2 = 0.8 V

Hence, Vano, = (3/2) x 0.8 V = 1.2 V. The simulated graphs of Figure 5-36, which plot
normalized delay, energy, and energy-delay product, confirm this result. The optimum

supply voliage is predicted to equal 1.1 V¥. The charts clearly illustrate the trade-off

between delay and energy.

Energy Delay

EnergyDelay(norm) 
O34 1 is 2 35

Voo(¥)

Figure 5-36 Normalized delay, energy, anc energy-delay plois for CMOS
inverter in 0.25-1m CMOS technology.

 

WARNING: While the preceding example demonstrates that a supply voltage exists that mini-
mizes the energy-delay product of a gate, this voltage dees not necessarily represent the opti-
mum voltage for a given design problem. For instance, some designs require a minimum
performance, which requires a higher voltage at the expense of energy. Similarly, a lower energy
design is possible by operating at a lower voltage and by obtaining the overall system perfor-
mance through the use of architectural techniques such as pipelining or concurrency. 

5.5.4 Analyzing Power Consumption by Using SPICE

A definition of the average power consumption of a circuit was provided in Chapter [, and is

repeated here for the sake of convenience. We write
rT r

i Vopr.P= a)plat = PPLp(tdt (5.60)tT P
9 6
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tcb 
' I 

Figure 5-37 Equivalent circuit to measure average power in SPICE. 

with Tthe period of interest, and Vvvand ivo the supply voltage and current, respectively. Some 
implementations of SPICE provide built-in functions to measure the average value of a circuit 
signal. For instance, the HSPICE .MEASURE TRAN l(VDD) AVG command computes the 
area under a computed transient response (I(VDD)) and divides it by the period of interest. This 

is identical to the definition given in Eq. (5.60). Other implementations of SPICE are, unfortu
nately, not as powerful. This is not as bad as it seems, as long as one realizes that SPICE is actu
ally a differential equation solver. A small circuit can easily be conceived that acts as an 

integrator and whose output signal is nothing but the average power. 
Consider, for instance, the circuit of Figure 5-37. The current delivered by the power sup

ply is measured by the current-controlled current source and integrated on the capacitor C. The 
resistance R is only provided for DC-convergence reasons and should be chosen as high as pos
sible to minimize leakage. A clever choice of the element parameter ensures that the output volt

age P,w equals the average power consumption. The operation of the circuit is summarized in Eq. 
under the assumption that the initial voltage on the capacitor C is zero: 

dPar 
Cdt =kiDD 

T 

Pa, = ~f ivodt 
0 

Equating Eq. (5.60) and Eq. yields the necessary conditions for the equivalent circuit 

parameters: k/C = V0D!T. Under these circumstances, the equivalent circuit shown presents a 
convenient means. of tracking the average power in a digital circuit. 

Example 5.16 Average Power of Inverter 

The average power consumption of the inverter of Example 5.4 is analyzed using the 

above technique for a toggle period of 250 ps (T = 250 ps, k = 1, V00 = 2.5 V, hence 
C = 100 pF). The resulting power consumption is plotted in Figure 5-38, showing an aver
age power consumption of approximately 157.3 µW. The .lv!EAS AVG command yields a 
value of 160.3 µW, which demonstrates the approximate equivalence of both methods. 

These numbers are equivalent to an energy of39 fJ (which is close to the 37.5 fJ derived in 
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Yop Py,

kipp R 
Figure 5-37 Equivalent circulf tc measure average power in SPICE.

with J the period of mterest, and Vpn and ip, the supply valtage and current, respectively. Some

implementations of SPICE provide built-in functions to measure the average value of a circuit
signal. For instance, the HSPICE MEASURE TRAN I(VDD) AVG command computes the
area under a computed transient response (((V¥VDD)) and divides it by the period of interest. This

is identical to the definition given in Eq. (5.60). Other implementations of SPICE are, unforiu-

nately, not as powerful. This is not as bad as it seems, as long as one realizes that SPICE is actu-

ally a differential equation solver. A small circuit can easily be conceived that acts as an

integrator and whose output signal is nothing but the average power.

Consider, for instance, the circuit of Figure 5-37. The current delivered by the power sup-
ply is measured by the current-controlled current source and integrated on the capacitor C. The
resistance & is only provided for DC-convergence reasons and should be chosen as high as pes-

sible to minimize leakage. A clever choice of the element parameter ensures that the output voit-

age ?,,, equals the average power consumption. The operation of the circuit is semmiarized in Eq.
under the assumption that ihe initial voltage on the capacitor C is zero:

APoe
CF = & i BD

or (5.61)

T

kf.
Poy = alinna

0

Equating Eq. (5.60) and Eq. yields the necessary conditions for the equivalent circuit
parameters: A/C = Vpp/T. Under these circumstances, the equivalent circuit showa presents a
convenient means of tracking the average powerin a digital circuit.

Example 5.16 Average Power of Inverter

The average power consumption of the inverter of Example 5.4 is analyzed using the

above technique for a toggle period of 250 ps (fT = 250 ps, = 1, Vpn = 2.3 V, hence
C = 100 pF). The resulting power consumption is plotted in Figure 5-38, showing an aver-

age power consumption of approximately 157.3 UW. The MEAS AVG command yields a

value of 160.3 uW, which demonstrates the approximate equivalence of both methods.
These numbers are equivalent to an energy af 39 f] (which is close to the 37.5 { derived in
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Figure 5-38 Denving the power consumption by using SPICE. 

229 

Example 5.11). Observe the slightiy negative dip during the high-to-low transition. This is 
due to the injection of current into the supply, when the output briefly overshoots VDDas a 
result of the capacitive coupling between input and output (as is apparent from in the tran
sient response of Figure 5-16). 

5.6 Perspective: Technology Scaling and its Impact 
on the Inverter Metrics 

In Section 3.5, we have explored the impact of the scaling of technology on some of the impor
tant design parameters, such as area, delay, and power. For the sake of clarity, we repeat here 
some of the most important entries of the scaling table (Table 3-8). 

The validity of these theoretical projections can be verified by looking back and observing 
the trends during the past few decades. From Figure 5-39, we can see that the gate delay indeed 
decreases exponentially at a rate of 13% per year, or halving every five years. This rate is on 
course with the prediction of Table 5-4, since S averages approximately L 15 as we had already 

Table 5-4 Scaling scenarios for short-channel devices (Sand U represent 
the technology and voltage scaling parameters, respectively). 

Full General Fixed-Voltage 
Parameter Relation Scaling Scaling Scaling 

Area-Device W-L l/S2 vs' l!S' 

Intrinsic Delay RonCgme !IS !IS 1/S 

Intrinsic Energy ' Cgat~V- l/S3 11SU2 1/S 

Intrinsic Power Energy-Delay l/S2 JIU' I 

Power Density P-Area I S2/l.P s' 
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Figure 5-38 Deriving the power consumption by using SPICE.

Example 5.11). Observe the slightly negative dip during the high-to-low transition. This 1s

due te the injection of current into the supply, when the output briefly overshoets Vip as a
result of the capacitive coupling between input and output (as is apparent from in the tran-
sient response of Figure 5-16).

5.6 Perspective: Technology Scaling and its impact
on the Inverter Metrics

In Section 3.5, we have explored the impact of the sealing of technology on some of the impor-

tant design parameters, such as area, delay, and power, For the sake of clarity, we repeat bere
some of the most important entries of the scaling table (Table 3-8).

The validity of these theoretical projections can be verified by looking back and observing

the trends during the past few decades. From Figure 5-39, we can see that the gate delay indeed
decreases exponentially at a rate of 13% per year, or halving every five years. This rate is on
course with the prediction of Table 5-4, since S averages approximately 1.15 as we had already

Table 5-4 Scaling scenarios for shart-channel devices (S and U represent
the technology and voltage scaling parameters, respectively). 

 

Full General Fixed-Voltage
Parameter Relation Sealing Scaling Scaling

Area-Device Wek. us? u/s? 1és*

intrinsic Delay RaCgme LS ls 14

Inivinsic Energy Cyae 2 is? SUP us

Intrinsic Power Frergy—Delay 1S? ue }

Power Density P_Area 1 SUE Ss 

ONSEMI EXHIBIT 1041, Page 118



230 Chapter 5 • The CMOS Inverter 

gate delay (ns) 
10-1 . 

10-2 '"--~-'--~--'~~--'-~--'-1~---' 
1960 1970 1980 1990 2000 2010 

Figure 5-39 Scaling of the gate delay (from [Dally98]). 

observed in Figure 3-40. The delay of a two-input NAND gate with a fan-out of four has gone 

from tens of nanoseconds in the 1960s to a tenth of a nanosecond in the year 2000, and is pro

jected to be a few tens of picoseconds by 2010. 

Reducing power dissipation has only been a second-order priority until recently. Hence, 
statistics on dissipation per gate or design are only marginally available. An interesting chart ls 

shown in Figure 5-40, which plots the power density measured over a large number of designs 

produced between 1980 and 1995. Although the variation is large-even for a fixed 

technology-it shows the power density increasing approximately with S2
• This is in corre

spondence with the fixed-voltage scaling scenario presented in Table 5-4. For more recent 
years, we expect a scenario more in line with the full-scaling model-which predicts a con
stant power density-due to the accelerated supply-voltage scaling and the increased attention 

to power-reducing design techniques. Even under these circumstances, power dissipation per 

chip will continue to increase due to the ever-larger die sizes. 

The scaling model presented has one majoT flaw, however. The performance and power pre

dictions produce purely "intrinsic" numbers that take only device parameters into account. In 

Chapter 4, we concluded that the interconnect wire~ exhibit a different scaling behavior, and that 

wire parasitics may come to dominate the overall performance. Similarly, charging and discharg

ing the wire capacitances may dominate the energy budget. To get a crisper perspective, one has 

to construct a combined model that considers device and wire scaling models simultaneously. The 

impact of the wire capacitance and its scaling behavior is summarized in Table 5-5. We adopt the 

fixed-resistance model introduced in Chapter 4. We furthermore assume that the resistance of the 

driver dominates the wire resistance, which is definitely the case for short to medium-long wires. 

The model predicts that the interconnect-caused delay (and energy) gain in importance with 

the scaling of technology. This impact is limited to an increase with Ee for short wires (S = SL), but 

itbecomesincreasinglymoresignificantformedium-rangeandlongwires(SL <S).Theseconclusions 
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cbserved in Figure 3-40. The delay of a twe-input NAND gate with a fan-out of four has gone

from tens of nanoseconds in the 1960s to a tenth of a nanesecond in the year 2000, and is pro-
jected to be a few tens of picoseconds by 2010.

Reducing power dissipation has only been a second-order priority until recently. Hence,

statistics on dissipation per gate or design are only marginally available. An interesting chart is

shown in Figure 5-40, which plots the power density measured over a large number of designs

produced between 1980 and 1995. Although the variation is large—even for a fixed
technelogy-—it shows the power density increasing approximately with S*. This is in corre-
spondence with the fixed-voltage scaling scenario presented in Table 5-4. For more recent

years, we expect a scenario more in line with the full-scaling model—which predicts a con-

stant power density—due to the accelerated supply-voltage scaling and the increased attention
to power-reducing design techniques. Even under these circumstances, power dissipation per
chip will continue to increase due to the ever-larger die sizes.

The scaling model presented bas one majorflaw, however. The performance and powerpre-

dictions produce purely “intrinsic” numbers that take only device parameters into account. In
Chapter 4, we concluded that the interconnect wires exhibit a different scaling behavior, and that

wire parasitics may come to dominate the overall performance. Similarly, charging and discharg-

ing the wire capacitances may dominate the energy budget. To get a crisper perspective, one has
to construct a combined model that considers device and wire scaling models simultaneously. The

impact of the wire capacitance and its scaling behavior is summarized in Table 5-5. We adopt the
fixed-resistance model intreduced in Chapter 4. We furthermore assume that the resistance of the

driver dominates the wire resistance, which is definitely the case for short to medium-long wires.

The model predicts that the interconnect-caused delay (and energy) gain in importance with

the scaling aftechnology. This impact is limited to an increase with ec for short wires ($ = S, 3, but
itbecomesincreasingly moresignificantformedium-range andlongwires (5,<S}.Theseconciusions
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Figure 5-40 Evolution of power density in micro- and DSP processors, as 
a function of the scaling factor S ([Kuroda951). Sis nonnalized to 1 for a 4-µm 
process, 

Table 5-5 Scaling scenarios for wire capacitance. Sand U represent the technology and 
voltage scaling parameters, respectively, while SL stands for the wire-length scaling factor. Ee 

represents the impact of fringing and interwire capacitances. 

Parameter Relation General Scaling 

Wire Capacitance wu, 

Wire Delay 

Wire Energy 

Wire Delay I lmrinsic Delay 

Wire Energy I Intrinsic Energy 

231 

have been confinned by a number of studies, an example of which is shown in Figure 5-41. How 

the ratio of wire over intrinsic contributions will actually evolve is debatable, as it depends upon 
a wide range ofindependent parameters, such as system architecture, design methodology, transistor 
sizing, and interconnect materials. The doomsday scenario that interconnect may cause CMOS per

formance to saturate in the very near future may very well be exaggerated. Yet~ itis clear that increased 
attentiontointerconnectisanabsolutenecessity,and maychangethewaythenext-generationcircuits 
are designed and optimized (e.g., [Sylvester98]). 
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Figure 5-40 Evolution of power densily in micro- and DSP processors, as
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process.

Table 5-5 Scaling scenarios for wire capacitance. S and U represent the technology and
voltage scaling parameters, respectively, while S, stands for the wire-length scaling factor. ¢,
represents the impact of fringing and interwire capacitances. 

 
Parameter Relation General Scaling

Wire Capacitance WLA é/8,

Wire Delay RoCan ef,

Wire Energy Cry¥" e/8,LP

Wire Delay / futrinsic Delay €, 5/5),

Wire Energy /futrinsic Eneray £545; 
have been confirmed by a nurnber of studies, an exampie of which 1s shown in Figure 5-4], How

the ratio of wire over mtrimsic contributions will actually evolve is debatable, as it depends upon

awiderange ofindependentparameters, such as system architecture, designmethodology, transistor
sizing, and interconnect materials. The doomsday scenario that interconnect may cause CMOSper-

formance to saturate in the very near futuremay very well beexaggerated.Yet, itisclearthatincreased

attentiontointerconnectisanabsolutenecessity,and maychangethewaythenext-generationcircuits

are designed and optimized (e.g., [Sylvester9sp.
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Figure 5-41 Evolution of wire delay-to-gate delay ratio with respect 
to technology (from [Fisher98]). 

5.7 Summary 
This chapter presented a rigorous and in-depth analysis of the static CMOS inverter. The key 
characteristics of the gate are summarized as follows: 

• The static CMOS inverter combines a pull-up PMOS section with a pull-down NMOS 

device. The PMOS is normally made wider than the NMOS due to its lower current
driving capabilities. 

• The gate has an almost ideal voltage-transfer characteristic. The logic swing is equal to the 
supply voltage and is not a function of the transistor sizes. The noise margins of a symmet
rical inverter (where PMOS and NMOS transistor have equal current-driving strength) 

approach V vvl2. The steady-state response is not affected by fan-out. 
• Its propagation delay is dominated by the time it takes to charge or discharge the load 

capacitor CL. To a first order, it can be approximated as follows: 

(
R +R ) tp = 0.69CL eqn 2 eqp 

Keeping the load capacitance small is the most effective means of implementing high-per

formance circuits. Transistor sizing may help to improve performance as long as the delay 
is dominated by the extrinsic (or load) capacitance of fan-out and wiring. 

• The power dissipation is dominated by the dynamic power consumed in charging and dis

charging the load capacitor. It is given by P 0_,1 CLVv/f The dissipation is proportional to 
the activity in the network. The dissipation due to the direct-path currents occurring during 

switching can be limited by careful tailoring of the signal slopes. The static dissipation 
usually can be ignored, but might become a major factor in the future as a result of sub

threshold currents. 
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• Scaling the technology is an effective means of reducing the area, propagation delay and 
power consumption of a gate. The impact is even more striking if the supply voltage is 
scaled simultaneously. 

• The interconnect component is gradually taking a larger fraction of the delay and perfor
mance budget. 

5.8 To Probe Further 

The operation of the CMOS inverter has been the topic of numerous publications and textbooks. 
Virtually every book on digital design devotes a substantial number of pages to the analysis of 
the basic inverter gate. An extensive list of references \Vas presented in Chapter 1. Some refer
ences of particular interest that we quoted in this chapter follow. 
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that tracks the rapid evolution of today's digital integrated circuit design technology. 
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6.1 Introduction 
The design considerations for a simple inverter circuit were presented in the previous chapter. 
We now extend this discussion to address the synthesis of arbitrary digital gates, such as NOR, 
NAND, and XOR. The focus is on combinational logic or nonregenerative circuits-that is, cir
cuits having the property that at any point in time, the output of the circuit is related to its current 
input signals by some Boolean expression {assuming that the transients through the logic gates 

have settled). No intentional connection from outputs back to inputs is present. 
This is in contrast to another class of circuits, known as sequential or regenerative, for 

which the output is not only a function of the current input data, but also of previous values of 
the input signals (see Figure 6-1). Tiris can be accomplished by connecting one or more outputs 
intentionally back to some inputs. Consequently, the circuit "remembers" past events and has a 
sense of histo,y. A sequential circuit includes a combinational logic portion and a module that 
holds the state. Example circuits are registers, counters, oscillators, and memory. Sequential cir

cuits are the topic of !he next chapter. 
There are numerous circuit styles to implement a given logic function. As with the 

inverter, the common design metrics by which a gate is evaluated are area, speed, energy~ and 
power. Depending on the application, the emphasis will be on different metrics. For example, the 
switching speed of digital circuits is the primary metric in a high-performance processor~ while 
in a battery operated circuit, it is energy dissipation. Recently, power dissipation also has 
become an important concern and considerable emphasis is placed on understanding the sources 
of power and approaches to dealing with power. In addition to these metrics, robustness to noise 
and reliability are also very important considerations. We will see that certain logic styles can 
significantly improve perforrnance, but they usually are more sensitive to noise. 

6.2 Static CMOS Design 
The most widely used logic style is static complementary CMOS. The static CMOS style is 
really an extension of the static CMOS inverter to multiple inputs. To review, the primary advan
tage of the CMOS structure is robustness (i.e., low sensitivity to noise), good performance, and 
low power consumption with no static power dissipation. Most of those properties are carried 
over to large fan-in logic gates implemented using a similar circuit topology. 

-
In 

CombinUtfonal 
__ _J.,,ogie: 

CircUif 

(a) Combinational 

/11 

Ortl 

Figure 6-1 High-level classification of logic circuits. 

(b) Sequential 
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6.1 introduction

The design considerations for a simple inverter circuit were presented in the previous chapter.
We now extend this discussion to address the synthesis of arbitrary digital gates, such as NOR,
NAND,and XOR.The focus is on combinational logic or nonregenerative circuits—thalis, cir-
cuits having the propertythat at any point in time, the output of the circuit is related to its current
input signals by some Boolean expression {assumingthat the transients through the logic gates
have settled}. No intentional connection from outputs back to inputs is present.

This is in contrast to another class of circuits, known as sequential or regenerative, for

which the cutput is not only a function of the current input data, but also of previous values of
the input signals (see Figure 6-1). This can be accomplished by connecting one or more outputs
intentionally back to some inputs. Consequently, the circuit “remembers” past events and has a
sense of history. A sequential circuit includes a combinational logic portion and a module that
holds the state. Example circuits are registers, counters, oscillators, and memory. Sequential cir-
cuits are the topic of the next chapter.

There are numerous circuit styles to implement a given logic function. As with the
inverter, the common design metrics by which a gate is evaluated are area, speed, energy, and
power, Depending on the application, the emphasis will be on different metrics. For example, the
switching speed ofdigital circuits is the primary metric in a high-performance processor, while
in a battery operated circuit, it is energy dissipation. Recently, power dissipation also has
become an important concern and considerable emphasis is placed on understanding the sources
of power and approachesto dealing with power. In addition to these metrics, robustness to noise
and reliability are also very important considerations. We will see that certain logic styles can
significantly improve performance, but they usually are more sensitive to noise.

6.2 Static CMOS Design

The most widely used logic style is static complementary CMOS. The static CMOSstyle is
really an extension of the static CMOSinverter to multiple inputs. To review, the primary advan-
tage of the CMOSstructure is robustness (i.e., low sensitivity te noise), good performance, and
low power consumption with no static power dissipation. Most of those properties are cared
over to large fan-in logic gates implemented using a similar circuit topology.

in 
{a} Combinational (b) Sequential

Figure §-1 High-level classification of legic circuits.
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6.2 Static CMOS Design 237 

The complementary CMOS circuit style falls under a broad class of logic circuits called 
static circuits in which at every point in time, each gate output is connected to either V DD or 
Vss via a low-resistance path. Also, the outputs of the gates assume at all times the value of the 
Boolean function implemented by the circuit (ignoring, the transient effects during switching 
periods). This is in contrast to the dynamic circuit class, which relies on temporary storage of 
signal values on the capacitance of high-impedance circuit nodes. The latter approach has the 
advantage that the resulting gate is simpler and faster. Its design and operation are, however, 
more involved and prone to fai1ure because of increased sensitivity to noise. 

In this section, we sequentially address the design of various static circuit flavors, includ
ing complementary CMOS, ratioed logic (pseudo-N"MOS and DCVSL), and pass-transistor 
logic. We also deal with issues of scaling to lower power supply voltages and threshold 
voltages. 

6.2.1 Complementary CMOS 

Concept 

A static CMOS gate is a combination of two networks-the pull-up network (PUN) and the pull
down network (PDN), as shown in Figure 6-2. The figure shows a generic N-input logic gate 
where all inputs are distributed to both the pull-up and pull-down networks. The function of the 
PUN is to provide a connection between the output and VDDanytime the output of the logic gate 
is meant to be 1 (based on the inputs). Similarly, the function of the PDN is to connect the output 
to Vss when the output of the logic gate is meant to be 0. The PUN and PDN networks are con
structed in a mutually exclusive fashion such that one and only one of the networks is conduct
ing in steady state. In this way, once the transients have settled, a path always exists between V DD 

and the output F for a high output ("one"), or between Vss and F for a low output ("zero"). This 
is equivalent to stating that the output node is always a /ow-impedance node in steady state. 

PUN 

lnN 

Vss 

Pull.up: make a connection from VDD to Fwhen 
F(l11 1,In2, ... Jn11 ) = 1 

Pull.down: make a connection from V DD- to V ss when 
F (1111, In2, ... Jn11 ) = 0 

Figure 6-2 Complementary logic gate as a combination of a PUN 
(pull-up network) and a PDN (pull-down network). 
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The complementary CMOS circuit style fails under a broad class of logic circuits called

static circuits in which at every point in fime, each gate eutput is connected to either Vp or
Vex Via a low-resistance path. Also, the outputs of the gates assumeat all times the value of the
Boolean function implemented by the circuit (ignoring, the transient effects during switching
periods}. This is in contrast to the dynamic circuit class, which relies on temporary storage of

signal values on the capacitance of high-impedance circuit nodes. The latter approach has the

advantage that the resulting gate is simpler and faster. Its design and operation are, however,
more involved and prone to failure because of increased sensitivity to noise.

In this section, we sequentially address the design of various static circuit flavors, inciud-
ing complementary CMOS, ratioed logic (pseudo-NMOS and DCVSL), and pass-transistor

logic. We also deal with issues of scaling to lower power supply voltages and threshold

voltages,

6.2.1 Complementary CMOS

Concept

A static CMOS gate is a combination of two networks--—the pull-up network (PUN) and the pull-
down network (PDN), as shown in Figure 6-2. The figure shows a generic N-input logic gate

where all inputs are distributed to both the pull-up and pull-down networks. The function of the

PUNis to provide a connection between the output and V,) anytime the output of the logic gate
is meant to be 1 (based on the inputs). Similarly, the function of the PDN is to connect the output

to Vo, when the output of the logic gate is meant to be 0. The PUN and PDN networks are con-
structed in a mutually exclusive fashion such that one and only one of the networks is conduct-
ing in steadystate. In this way, once the transients have settled, a path always exists between Vin
and the output F for a high output (“one”), or between V,, and F for a low output (“zero”). This
is equivalent to stating that the output node is always a low-impedance node in steady state.

Vop

 
 
 

in,
ny Puff-up. make a connection from Vpp to F when

Fe Uiny, fra... iny) = 1
fin

Fn, Fity, .. Int,)

int,
ity Puii-down: make a connection from Vj to Vs5 when

F (ing, Fig, ... in,y) = 0
ity

Ves

Figure 6-2. Complementary logic gale as a cambination of a PUN
{pull-up network) and a PDN {pull-down network).
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In constructing the PDN and PUN networks, the designer should keep the following 

observations in mind: 

• A transistor can be thought of as a switch controlled by its gate signal. An NMOS switch 
is on when the controlling signal is high and is o.ffwhen the controlling signal is low. A 
PMOS transistor acts as an inverse switch that is on when the controlling signal is low and 

'!tfwhen the controlling signal is high. 
• The PDN is constructed using NMOS devices, while PMOS transistors are used in the 

PUN. The primary reason for this choice is that NMOS transistors produce "strong zeros," 
and PMOS device.s generate ""strong ones." To illustrate this, consider the examples shown 
in Figure 6-3. In Figure 6-3a, the output capacitance is initially charged to Vvo· Two possi
ble discharge scenarios are shown. An NMOS device pulls the output all the way down to 
GND, while a PMOS lowers the output no further than IV,)-the PMOS turns off at that 
point and stops contributing discharge current. NMOS transistors are thus the preferred 
devices in the PDN. Similarly, two alternative approaches to charging up a capacitor are 
shown in Figure 6-3b, with the output initially at GND. A PMOS switch succeeds in 
charging the output all the way to Vvv, while the NMOS device fails to raise the output 
above V00 - Vn,, This explains why PMOS transistors are preferentially used in a PUN. 

• A set of rules can be derived to construct logic functions (see Figure 6-4). NMOS devices 
connected in series correspond to an AND function. With all the inputs high, the series 
combination conducts and the value at one end of the chain is transferred to the other end. 
Similarly, NMOS transistors connected in parallel represent an OR function. A conducting 
path exists between the output and input terminal if at least one of the inputs is high. Using 
similar arguments, construction rules for PMOS networks can be formulated. A series con-

(a) Pulling down a node by using NMOS and PMOS switches 

VDD__J~' -·1 0-tVvn-VTn 

Out 

ICL 
(b) Pulling down a node by using NMOS and PMOS switches 

Figure 6-3 Simple examples illustrate why an NMOS should be 
used as a pull-down, and a PMOS should be used as a pull-up device. 
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In constructing the PDN and PUN networks, the designer should keep the following
observations in mind:

* A transistor can be thoughtof as a switch controlled by its gate signal. An NMOS switch
is on when the controling signal is high and is offwhen the controlling signal is low. A
PMOStransistor acts as an inverse switch that is on when the controlling signal is low and

ofwhen the controlling signal is high.
* The PDN is constructed using NMOSdevices. while PMOStransistors are used in the

PUN.The primary reasonfor this choice is that NMCStransistors produce “strong zeros,”
and PMOS devices generate “strong ones.” To illustrate this, consider the examples shown
in Figure 6-3. In Figure 6-3a, the output capacitance is initially charged to Vpp. Two possi-
ble discharge scenarios are shown. An NMOSdevicepulls the output all the way down to
GND, while a PMOS lowers the output no further than |¥7,|—the PMOSturns off at that
point and stops contributing discharge current. NMOStransistors are thus the preferred
devices in the PDN. Similarly, two alternative approaches to charging up a capacitor are
shown in Figure 6-3b, with the output initially at GND. A PMOS switch succeeds in
charging the outputall the way to Vp,, while the NMOS device fails to raise the output
above Vpp — Vz,. This explains why PMOStransistors are preferentially used in a PUN.

* A set of rules can be derived to construct logic functions (see Figure 6-4). NMOS devices
connected in series correspond to an AND function. With all the inputs high, the series
combination conducts and the value at one end of the chain is transferred to the other end.

Similarly, NMOStransistors connected in parallel represent an OR function. A conducting
path exists between the output and input terminalif at least one of the Inputs is high. Using
similar arguments, construction rules for PMOS networks can be formulated.A series con-

Ou Yop>® Ou Yao iVrpl

YonLt osat(a) Pulling down a anode by using NMOS and PMOSswitches

ii

¥ _BD —| G-¥pn- Fa, 0-Fpp
Our

Oui

Té L*
{b) Pulling down a node by using NMOS and PMOS switches

Figure 6-3 Simple examples illustrate why an NMOS should be
used as a pull-down, and a PMOS should be used as a pull-up device
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B A 
J_ ! Series combination 

conducts if A · B _r-u-[_ 
A _J 6 Parallel combination 

1 1--y conducts if A + B 

(a) Series (b) Parallel 

Figure 6-4 NMOS logic rules-series devices implement an AND, and parallel 
devices implement an OR. 
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nection of PMOS conducts if both inputs are low, representing a NOR function (A· B = 
A+ B), while PMOS transistors in parallel implement a NAND (A+ B =A· B). 

• Using De Morgan's theorems (A + B =A· Band A · B =A+ B), it can be shown that the 
pull-up and pull-down networks of a complementary CMOS structure are dual networks. 

This means that a parallel connection of transistors in the pull-up network corresponds to a 

series connection of the corresponding devices in the pull-down network. and vice versa. 

Therefore, to construct a CMOS gate, one of the networks (e.g., PDNl is implemented 

using combinations of series and parallel devices. The other network (i.e., PUN) is 

obtained using the duality principle by walking the hierarchy, replacing series subnets 

with parallel subnets, and parallel subnets with series subnets. The complete CMOS gate 

is constructed by combining the PDN with the PUN. 

• The complementary gate is naturally inverting, impJementing only functions such as 

NANO, NOR, and XNOR. The realization of a noninverting Boolean function (such as 

AND OR, or XOR) in a single stage is not possible, and requires the addition of an extra 

inverter stage. 

• The number of transistors required to implement an N-input logic gate is 2N. 

Example 6.1 Two-Input NAND Gate 

Figure 6-5 shows a two-input NAND gate (F = A · B). The PDN network consists of two 

NMOS devices in series that conduct when both A and B are high. The PUN is the dual 

Figure 6-5 Two-input NAND gate in complementary static CMOS style. 
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B A

Series combination a Le A + Paratlel combination
conducts ifA+ B conducts IFA + B

(2) Series {b) Parallel

Figure 6-4 NMOSlogic rules—series devices implement an AND,and parallel
cevices implement an OR.

nection of PMOSconducts if both inputs are low, representing a NOR function (A- B =
A+8), while PMOStransistors in parallel implement a NAND (A + B=A- B).

* Using De Morgan’s theorems (A+#2-A-BandA-8-=A-+ 8B), i can be shownthatthe
pull-up and pull-down networks of a complementary CMOS structure are dval networks.

This means that a parallel connection of transistors in the pull-up network corresponds to a
series connection of the corresponding devices in the pull-down network, and vice versa,
Therefore, to construct a CMOS gate, one of the networks (e.g., PDN) is implemented
using combinations of series and parallel devices. The other network {i.e., PUN) is

obtained using the duality principle by walking the hierarchy, replacing series subnets
with parallel subnets, and parallel subnets with series subnets. The complete CMOSgate

is constructed by combining the PDN with the PUN.

* The complementary gate is naturally inverting, implementing only functions such as

NAND, NOR, and XNOR. The realization of a noninverting Boolean function (such as

AND OR, or XOR) in a single stage is not possible, and requires the addition of an extra
inverter stage.

« The numberof transistors required te implement an A-input logic gate is 2N.

Example 6.1 Fwo-Input NAND Gate

Figure 6-5 shows a two-input NAND gate (= A - B), The PDN network consists of two

NMOS devices in series that conduct when both A and # are high. The PUN is the dual

 
Figure 6-5 Two-input NAND gate in complementary static CMOSstyle.
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network, and it consists of two parallel PMOS transistors. This means that Fis I if A = 0 
or B = 0, which is equivalent to F = A · B. The truth table for the simple two input NAt'l'D 
gate is given in Table 6-1. It can be verified that the output Fis always connected to either 
V00 or GND, but neverto both at the same time. 

Table 6-1 Truth Table for two-Input NAND. 

A B F 

0 0 1 

0 

I 0 

0 

Example 6.2 Synthesis of Complex CMOS Gate 

Using complementary CMOS logic, consider the synthesis of a complex CMOS gate 
whose function is F = D + A · (B + C). The first step in the synthesis of the logic gate is to 
derive the pull-down network as shown in Figure 6-6a by using the fact that NM OS 
devices in series implements the AND function and parallel device implements the OR 
function. The next step is to use duality to derive the PUN in a hierarchical fashion. The 
PDN network is broken into smaller networks (i.e., subset of the PDN) called subnets that 
simplify the derivation of the PUN. In Figure 6-6b, the subnets (SN) for the pull-down net-

= 
(a) PuU-down network (b) Deriving the pull-up network 

hierarchically by identifying 
subnets 

Figure 6-6 Complex complementary CMOS gate. 

= = = 
(c) Complete gate 
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network, and it consists of two parallel PMOStransistors. This means that F is 1 #A =0
or B = 0, which is equivalent to F = A + B, The truth table for the simple two input NAND
gate is given in Table 6-1. It can be verified that the output F is always connected to either

Vpn or GND,but never to both at the same time.

Table 6-1 Truth Table for two-input NAND.

 

 

 
A 5 F

G 0 I

0 i I

1 0 j

I i 0
 

 

Example 6.2 Synthesis of Complex CMOS Gate

Using complementary CMOS legic, consider the synthesis of a complex CMOS gate
whose function is F=D+A-(8+C). The first step in the synthesis of the logic gate is to
derive the pell-down network as shown in Figure 6-6a by using the fact that NMOS
devices in series implements the AND function and parallel device implements the OR

function. The next step is to use duality to derive the PUN in a hierarchical fashion, The
PDN network is broken into smaller networks (i.c., subset of the PDN) called subnets that

simplify the derivation of the PUN.In Figure 6-6b, the subnets (SN) for the pull-down net-

Vap Foo

4 osF A

nN “1K SN? Ba
p~d 

F

{a} Pull-down network (b} Deriving the pull-up network A +
hierarchically by identifying D 4subnets

Bic

{c} Complete gate

Figure 6-6 Complex compiementary CMOS gate.
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work are identified. At the top level, SN! and SN2 are in parallel, so that in the dual net
work they will be in series. Since SN l consists of a single transistor, it maps directly to the 
pull-up network. On the other hand, we need to sequentially apply the duality rules to 
SN2. Inside SN2, we have SN3 and SN4 in series, so in the PUN they will appear in paral
lel. Finally, inside SN3, the devices are in parallel, so they appear in series in the PUN. 
The complete gate is shown in Figure 6-6c. The reader can verify that for every possible 
input combination, there always exists a path to either V DD or GND. 

Static Properties of Complementary CMOS Gates 

Complementary CMOS gates inhe1it all the nice properties of the basic CMOS inverter. They 
exhibit rail-to-rail swing with V 0n = V DD and V0 L = GND. The circuits also have no static power 
dissipation, since the circuits are designed such that the pull-down and pull-up networks are 
mutually exclusive. The analysis of the DC voltage rransfer characteristics and the noise margins 
is more complicated than for the inverter, as these parameters depend upon the data input pat
terns applied to gate. 

Consider the static two-input NAND gate shown in Figure 6-7. Three possible input com
binations switch the output ofthegatefromhigh to low: (a)A =B=O-; l, (b)A= 1, B =0-c> I, 
and (c) B = I, A= 0-; l. The resulting voltage transfer curves display significant differences. 
The large variation between case (a) and the others (b and c) is explained by the fact that in the 
former case, both transistors in the pull-up network are on simultaneously for A = B = 0, repre
senting a strong pull-up. In the latter cases, only one of the pull-up devices is on. The VTC is 
shifted to the left as a result of the weaker PUN. 

The difference between (b) and (c) results mainly from the state of the internal node int 

between the two NMOS devices. For the NMOS devices to turn on, both gate-to-source voltages 

VDD 3.0 
' ' 

~ M3 M4 

~ A=B=Ol 
2.0 ,- \\ / -

F > ' 
';;:..i 

,,,,,...,,; 

Ao-j Mo A =l,B=O! l 
LO ~ ,A 

-
int 

B = 1,A = 01 l 
so-j M, \\ 

0.0 ' 
·.~ 

' - 0.0 1.0 2.0 3.0 

Vin, V 

Figure 6-7 The VTC of a two-input NANO is data dependent. NMOS devices 
are 0.5 µm/0.25 µm while the PMOS devices are sized at 0.75 µm/0.25 µm. 
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work are identified. At the top level, SNI and SN2 are in parallel, so that in the dual net-
work they will be in series. Since SN] consists of a single transistor, it maps directly to the

pull-up network. On the other hand, we need to sequentially apply the duality rules to

SNZ, Inside SN2, we have SN3 and $N4 in Series, so in the PUN they will appearin paral-

lel. Finally, inside SN3, the devices are in parallel, so they appear in series in the PUN.
The complete gate is shown in Figure 6-6c. The reader can verify that for every possible

input combination, there always exists a path to either Vp, or GND.

Static Properties of Complementary CMOS Gates

Complementary CMOS gates inherit all the nice properties of the basic CMOS inverter. They
exhibit rail-to-rail swing with Vp,,= Vpp and Vp, = GND. The circuits also have ne static power
dissipation, since the circuits are designed such that the pull-down and pull-up networks are

mutually exclusive. The analysts of the DC yoltage transfer characteristics and the noise margins
ig more complicated than for the inverter, as these parameters depend upon the data input pat-
terns applied to gate.

Consider the static Svo-input NAND gate shown in Figure 6-7. Three possible input com-

binations switch the output of the gate from high to low: (a) A=B=90 4 1 (D)A=1,8=0 1,
and (c) B= 1,A=0-—- 1. The resulting voltage transfer curves display significant differences.
The large variation between case (a) and the others (b and c) is explained bythe fact that in the

former case, both transistors in the pull-up network are on simultaneously for A = B = 0, repre-

senting a strong pull-up. In the latter cases, only one of the pull-up devices is on. The VIC ts
shifted to the left as a result of the weaker PUN,

The difference between (>) and (c} results mainly from the state of the internal node ir

between the two NMOSdevices. For the NMOS devices to turn on, both gate-to-source voltages

Vop

  
Var ¥

Figure 6-7. The VTC of a two-input NAND is data dependent. NMOS devices
are 0.5 um/0.25 um while the PMOS devices are sized at 0.75 prov0.25 ym.
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must be above v,,,, with VGS2 = V,, - Vvs, and V GS! =Vs.The threshold voltage of transistor M2 
will be higher than transistor M1 due to the body effect. The threshold voltages of the two 

devices are given by the following equations: 

(6.1) 

(6.2) 

For case (b), M3 is turned off, and the gate voltage of M2 is set to Vno· To a first order, M2 

may be considered as a resistor in series with lW.1• Since the drive on lv12 is large. this resistance is 
small and has only a small effect on the voltage transfer characteristics. In case (c), transistor M 1 

acts as a resistor, causing a V7 increase in M2 due to body effect. The overall impact is quite 

small, as seen from the plot. 

The important point to take away from the preceding dlscussion is that the noise margins are input/ 
pattern dependent. In Example 6.2, a glitch on only one of the two inputs has a larger chance of creating a 
false transition at the output than if the glitch were to occur on both inputs simultaneously. Therefore. the 
former condition has a lower low-noise margin. A common practice when characterizing gates such as 
NAND and NOR is to connect aH the inputs together. Unfortunately, this does not represent the worst case 
static behavior; the data dependencies should be carefully modeled. Ill 

Propagation Delay of Complementary CMOS Gates 

The computation of propagation delay proceeds in a fashion similar to the static inverter. For the 
purpose of delay analysis, each transistor is modeled as a resistor in series with an ideal switch. 

The value of the resistance is dependent on the power supply voltage and an equivalent large sig
nal resistance, scaled by the ratio of device width over length, must be used. The logic is trans
formed into an equivalent RC network that includes the effect of internal node capacitances. 
Figure 6-8 shows the two-input NAND gate and its equivalent RC switch level model. Note that 

the internal node capacitance Cim-attributable to the source/drain regions and the gate overlap 
capacitance of M2 and M 1-is included here. While complicating the analysis, the capacitance of 

the internal nodes can have quite an impact in some networks such as large fan-in gates. In a first 

pass, we ignore the effect of the internal capacitance. 
A simple analysis of the model shows that, similarly to the noise margins, the propaga

tion delay depends on the input patterns. Consider, for instance, the low-to-high transition. 

Three possible input scenarios can be identified for charging the output to V DD· If both inputs are 
driven low, the two PMOS devices are on. The delay in this case is 0.69 x (R/2) x Ci, since the 
two resistors are in paraHe1. This is not the worst case low-to-high transition, which occurs \Vhen 

only one device turns on, and is given by 0.69 x RP x Ci. For the pull-down path, the output is 
discharged only if both A and Bare switched high, and the delay is given by 0.69 x (2RN) x CL to 
a first order. In other words~ adding devices in series slows down the circuit, and devices must be 
made wider to avoid a pe1formance penalty. When sizing the transistors in a gate with multiple 

inputs, we should pick the combination of inputs that triggers the worst case conditions. 
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must be above V;,, with Von, = V, — ¥ps; and Ves, = Vg. The threshold voltage of transistor MZ,
will be higher than transistor Mf, due to the body effect. The threshold voltages of the two
devices are given by the following equations: °

Vino + y(C/204) + Vins? - all2O-) (6.1)

Vera = Vino (6.23

Vey 2

For case (b), M, is turned off, and the gate voltage of M, is set to Vp», Toafirst order, My
may be consideredas a resistorin series with A7,. Since the drive on 4,is large,this resistance is
small and has only a small effect on the voltage transfer characteristics, In case (c), transistor M,
acts ag a resistor, causing a V; increase in A¢, due to body effect. The overall impact is quite
small, as seen from the plot.

 
The important point to take away from the preceding discussion is that the noise margins are input/
pattern dependent. In Example 6.2,a glitch on only one of the (we inputs has a larger chance of creating a
false transition at the output than if the glitch were to occur on beth inputs simultaneously. Therefore, the
former condition has a lower low-noise margin. A common practice when characterizing gates such as
NAND and NOR is to connect all the inputs together. Unfortunately, this does not represent the worst case
static behavior; the data dependencies should be carefully modeled. |

Propagation Delay of Complementary CMOS Gates The computation of propagation delay proceeds in a fashion similar to the static inverter, For the
purpose of delay analysis, each transistor is modeled as a resistor in series with an ideal switch.
The value of the resistance is dependent on the powersupply voltage and an equivalentlarge sig-
nal resistance, scaled by the ratio of device width over length, must be used. The logic is trans-
formed into an equivalent RC network that includes the effect of internal node capacitances.
Figure 6-8 shows the two-input NAND gate and its equivalent RC switch level model. Note that
the internal node capacitance C,,—attributable to the source/drain regions and the gate overlap
capacitance of M4, and M,—is included here. While complicating the analysis, the capacitance of
the internal nodes can have quite an impact in some networks such asiarge fan-in gates. Inafirst
pass, we ignore the effect of the internal capacitance.

A simple analysis of the model showsthat, similarly to the noise margins, the propaga-
tion delay depends on the input patterns, Consider, for instance, the low-to-high transition.
Three possible input scenarios can be identified for charging the output to Vyp- If both inputs are
driven low, the two PMOS devices are on. The delay in this case is 0.69 x (R,/2) x Cy, since the
two resistors are in parallel. This is not the worst case low-to-high transition, which occurs when
only one device turns on, and is given by 0.69 x R, x C;. For the pull-down path, the outpui is
discharged only if both A and B are switched high, and the delay is given by 0.69 x (2Ry) x C; to
a first order. In other words, adding devices in series slows down thecircuit, and devices must be
made wider to avoid a performance penalty. When sizing the transistors in a gate with multiple
inputs, we should pick the combination of inputs that triggers the worst case conditions.

ONSEMI EXHIBIT 1041, Page 131



6.2 Static CMOS Design 243 

A 
~ M, 

A o-----j M, 

B o-----j M1 

(a)Two-input NAND {b) RC-equivalent model 

Figure 6-8 Equivalent RC model for a two-input NAND gate. 

For the NANO gate to have the same pull-down delay Ctpi,1) as a minimum-sized inverter, 
the NMOS devices in the PON stack must be made twice as wide so that the equivalent resis
tance of the NANO pull-down network is the same as the inverter. The PMOS devices can 
remain unchanged. 1 

This first-order analysis assumes that the extra capacitance introduced by widening the 
transistors can be ignored. This is not a good assumption, in general, but it allows for a reason
able first cut at device sizing. 

Example 6.3 Delay Dependence on Input Patterns 

Consider the NANO gate of Figure 6-Sa. Assume NMOS and PMOS devices of 0.5 µml 
0.25 µm and 0.75 µm/0.25 µm, respectively. This sizing should result in approximately 
equal worst case rise and fall times (since the effective resistance of the pull-down is 
designed to be equal to the pull-up resistance). 

Figure 6-9 shows the simulated low-to-high delay for different input patterns. As 
expected, the case in which both inputs transition go low (A = B = I --, 0) results in a 
smaller delay, compared with the case in which only one input is driven low. Notice that 
the worst case low-to-high delay depends upon which input (A or B) goes low. The reason 
for this involves the internal node capacitance of the pull-down stack (i.e., the source 
of M2). For the case in which B = 1 and A transitions from 1 -> 0, the pull-up PMOS 
device only has to charge up the output node capacitance (M2 is turned oft). On the other 
hand, for the case in which A = I and B transitions from I -> 0, the pull-up PMOS device 

1 In deep-submicron processes, even larger increases in the width are needed due to rhe on-set of velocity saturation. For 
a two-input NAND. the NMOS transistors should be made 2.5 times as wide instead of 2 times. 

ONSEMI EXHIBIT 1041, Page 132

ii
i::
iE:

  

6.2 Static CMOS Design 243

Von

 
fa} Two-input NAND (b) RC-equivalent model

Figure 6-8 Equivaient AC model fer a two-input NAND gate.

For the NAND gate to have the same pull-down delay(¢,,,) as a minimum-sized inverter,
the NMOS devices in the PDN stack musi be made twice as wide so that the equivalent resis-
tance of the NAND pull-down network is the same as the inverter, The PMOS devices can
remain unchanged!

This first-order analysis assumes that the extra capacitance introduced by widening the
transistors can be ignored. This is not a good assumption, in general, but it allows for a reason-
able first cut at device sizing.

Example 6.3. Delay Dependence on Input Patterns

Consider the NAND gate of Figure 6-8a. Assume NMOS and PMOS devices of 0.5 pm/
0.25 im and 0.75 pm/O.25 pm, respectively. This sizing should result in approximately

equal worst case rise and fall times (since the effective resistance of the pull-down is
designed to be equal to the pull-up resistance).

Figure 6-9 shows the simulated low-to-high delay fer different input patterns. As
expected, the case in which both inputs transition go low (A = 2 = 1 — 0) results in a
smuailer delay, compared with the case in which only one input is driven low, Notice that
the worst case low-to-high delay depends upon which input (A or 8) goes low. The reason

for this involves the internal nade capacitance of the pull-down stack G.e., the source
of M,). For the case in which B = 1 and A transitions from 1 > 0, the pull-up PMOS
device only has te charge up the output node capacitance (AZ, is turned off}. On the other
hand,for the case in which A = i and B transitions from i > Q,the pull-up PMIOS device

‘in deep-submicron processes, even larger increases in the width are needed dueto the on-set of velocity saturation. For
a two-input NAND, the NMOStransistors should be made 2.5 times as wide instead of 7 times,
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Figure 6-9 Example showing the delay dependence on input patterns. 

has to charge up the sum of the output and the internal node capacitances, which slows 
down the transition. 

The table in Figure 6-9 shows a compilation of various delays for this circuit. The 
first-order transistor sizing indeed provides approximately equal rise and fall delays. An 
important point to note is that the high-to-low propagation delay depends on the initial 
state of the internal nodes. For example, when both inputs transition from O ~ l, it is 
important to establish the state of the internal node. The worst case happens when the 
internal node is initially charged up to VD0 - V,,,, which can be ensured by pulsing the A 

input from l ~ 0 ~ 1, while input B only makes the O ~ l transition. In this way, the 
internal node is initialized properly. 

The important point to take away from this example is that estimation of delay can 
be fairly complex, and requires a careful consideration of internal node capacitances and 
data patterns. Care must be taken to model the worst case scenario in the simulations. A 
brute force approach that applies all possible input patterns may not always work, because 
it is important to consider the state of internal nodes. 

The CMOS implementation of a NOR gate (F = A + B) is shown in Figure 6-10. The out
put of this network is high, if and only if both inputs A and B are low. The worst case pull-down 
transition happens when only one of the NMOS devices turns on (i.e., if either A or Bis high). 
Assume that the goal is to size the NOR gate such that it has approximately the same delay as an 
inverter with the following device sizes: NMOS of 0.5 µm/0.25 µm and PMOS of 1.5 µml 
0.25 µm. Since the pull-down path in the worst case is a single device, the NMOS devices (M1 

and M2) can have the same device widths as the NMOS device in the inverter. For the output to 
be pulled high, both devices must be turned on. Since the resistances add, the devices must be 
made two times larger compared with the PMOS in the inverter (i.e., M3 and M4 must have a size 
of 3 µm/0.25 µm). Since PMOS devices have a lower mobility relative to NMOS devices, stack
ing devices in series must be avoided as much as possible. A NANO implementation is dearly 
preferred over a NOR implementation for implementing generic logic. 
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Figure 6-9 Example showing the delay dependence on inpui patterns.

has to charge up the sum of the output and the internal node capacitances, which slows
down the transition.

The table in Figure 6-9 shows a compilation of various delays for this circuit. The
first-order transistor sizing indeed provides approximately equal rise and fall delays. An
important point to note is that the high-to-low propagation delay depends on the initial
state of the internal nodes. For example, when both inputs transition from 0 — 1, it is
important to establish the state of the internal node. The worst case happens when the
internal node is initially charged up to Vp, — Vz. which can be ensured by pulsing the A
input from 1 > 0 1, while input B only makes the 0 — 1 transition. In this way, the
internal node is initialized properly.

The important point to take away from this example is that estimation of delay can
be fairly complex, and requires a careful consideration of internal node capacitances and
data patterns. Care must be taken to model the worst case scenario in the simulations. A
brute force approach that applies all possible input patterns may net always work, because
it is important to consider the state of internal nodes. 

The CMOSimplementation of a NOR gate (F =A+B) is shown in Figure 6-10. The out-
put ofthis networkis high, if and only if both inputs A and B are low. The worst case pull-down
transition happens when only one of the NMOS devices turns on (.s., if either A or B is high).
Assumethat the goal is to size the NOR gate such that it has approximately the same delay as an
inverter with the following device sizes: NMOS of 0.5 um/0.25 um and PMOS of 1.5 umf
0.25 um. Since the pull-down path in the worst case is a single device, the NMOS devices (Af,
and Mf) can have the same device widths as the NMOS devicein the inverter. For the output to
be pulled high, both devices must be turned on. Since the resistances add, the devices must be
made two times larger compared with the PMOSin the inverter (.c., 44, and Md, must have a size
of 3 um/0.25 um). Since PMOS devices have a lower mobility relative to NMOSdevices, stack-
ing devices im series must be avoided as much as possible. A NAND implementation is clearly
preferred over a NOR implemeniation for implementing generic logic.
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A -<I M 3 

Figure 6-10 Sizing of a NOR gate. 

Problem 6.1 Transistor Sizing in Complementary CMOS Gates 

Determine the sizes of the transistors in Figure 6-6c such that it has approximately the same r,1m and tpiil as 
an inverter with the following sizes: NMOS: 0.5 µm/0.25 µm and a PMOS: 1.5 µm/0.25 µm. 

So far in the analysis of propagation delay, we have ignored the effect of internal node 
capacitances. This is often a reasonable assumption for a first-order analysis. However. in more 
complex logic gates with large fan-ins, the internal node capacitances can become significant. 
Consider a four-input NANO gate, as drawn in Figure 6-11, which shows the equivalent RC 

model of the gate, including the internal node capacitances. The internal capacitances consist of 
the junction capacitances of the transistors, as well as the gate-to-source and gate-to-drain 
capacitances. The latter are turned into capacitances to ground using the Miller equivalence. The 
delay analysis for such a circuit involves solving distributed RC networks, a problem we already 
encountered when analyzing the delay of interconnect networks. Consider the pull-down delay 
of the circuit. The output is discharged when all inputs are driven high. The proper initial condi
tions must be placed on the internal nodes (i.e., the internal nodes must be charged to V00 - V7N) 

before the inputs are driven high. 
The propagation delay can be computed by using the Elmore delay model: 

tpHL = 0.69(R,·C1+(R,+R2)·C2+(R1+R2+R3)·C,+(R,+R2+R,+R4)·CL) (6.3) 

Notice that the resistance of M1 appears in all the terms, which makes this device espe
cially important when attempting to minimize delay. Assuming that all NMOS devices have an 
equal size, Eq. (6.3) simplifies to 

tpHL = 0.69RN(C 1 +2· C,+3 ·C3+4· CL) (6.4) 
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Figure 6-10 Sizing of a NOR gate.

Problem 6.1 Transistor Sizing in Complementary CMOS Gates

Determine the sizes of the transistors in Figure 6-Gc such that it has approximately the same t,y, and f,,7 as
at inverter with the following sizes: NMOS: 0.5 um/0.25 um and a PMOS:1.5 pm/Q.25 Jam.

Seo far in the analysis of propagation delay, we have ignored the effect of internal node

capacitances. This is often a reasonable assumption for a first-order analysis. However, in more
complex logic gates with large fan-ins, the internal node capacitances can become significant.
Consider a four-input NAND gate, as drawn in Pigure 6-11, which shows the equivalent RC

model of the gate, including the internal node capacitances. The internal capacitances consist of

the junction capacitances of the transistors, as well as the gate-to-source and gate-to-drain
capacitances. The latter are turned into capacitances to ground using the Milier equivalence. The
delay analysis for such a circuit involves solving distributed RC networks, a problem we already
encountered when analyzing the delay of interconnect networks. Consider the pull-down delay
of the circuit. The output is discharged when all inputs are driven high. ‘The proper initial condi-
tions must be placed on the internal nodes (i.c., the internal nodes must be charged to Vpn — Vey)
before the inputs are driven high.

The propagation delay can be computed by using the Elmore delay model:

foe = 0.69(R, * on +R, + Ry) ‘ C,+ ER, +R, + R3} - C,+ (Rk, +Ki+K, + Ra) . Cz) (6.3)

Notice that the resistance of #7, appears in all the terms, which makes this device espe-
cially important when attempting to minimize delay. Assuming that all NMOS devices have an
equal size, Eq. (6.3) simplifies to
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Figure 6-11 Four-input NANO gate and its RC model. 

Example 6.4 A Four-Input Complementary CMOS NAND Gate 

ln this example, we evaluate the intrinsic (or unloaded) pmpagation delay of a four-input 
NAND gate (without any loading) is evaluatedusing hand analysis and simulation. The 
layout of the gate is shown in Figure 6-12. Assume that all NMOS devices have a WIL of 
0.5 µm/0.25 µm, and all PMOS devices have a device size of 0.375 µm/0.25 µm. The 
devices are sized such that the worst case rise and fall times are approximately equal to a 
first order (ignoring the internal node capacitances). 

By using techniques similar to those employed for the CMOS inverter in Chapter 5, 
the capacitance values can be computed from the layout. Notice that in the pull-up path, 
the PMOS devices share the drain terminal, in order to reduce the overall parasitic contri
bution. Using our standard design rules, we find that the area and perimeter for various 
devices can be easily computed, as shown in Table 6-2. 

In this example, we focus on the pull-down delay, and the capacitances will be 
computed for the high-to-low transition at the output. While the output makes a transi
tion from Vnn to 0, the internal nodes only transition from Vnn - Vr,, to GND. We need 
to linearize the internal junction capacitances for this voltage transition, but, to sim
plify the analysis, we use the same K,ff for the internal nodes as for the output node. 
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Figure 6-t1 Four-input NAND gate and its AC model.

 

Example 6.4 A Four-Input Complementary CMOS NAND Gate

in this example, we evaluate the fitrinsic (or unloaded) propagation delay of a four-input
NAND gate (without any loading) is evaluatedusing hand analysis and simulation. The
layout of the gate is shown in Figure 6-12. Assumethat ail NMOS devices have a W/L of
0.5 um/0.25 im, and all PMOS devices have a device size of 0.375 um/0.25 um. The
devices are sized such that the worst case rise and fall times are approximately equal to a

first order (ignoring the internal node capacitances).
By using techniques similar to those empleyed for the CMOS inverter in Chapter5,

the capacitance values can be computed from the layout. Notice that in the pull-up path,
the PMOS devices share the drain terminal, in order to reduce the overa!l parasitic contri-

bution. Using our standard design rules, we find that the area and perimeter for various
devices can be easily computed, as shown in Table 6-2.

In this example, we focus on the pull-down delay, and the capacitances will be
computed for the high-to-low transition at the output. While the output makes a transi-
tion fram Vpp to 0, the internal nodes only transition from Vp, — Vz, to GND. We need
to linearize the internal junction capacitances for this voltage transition, but, to sim-

plify the analysis, we use the same Krfor the internal nodes as for the output node.

ONSEMI EXHIBIT 1041, Page 135



6.2 Static CMOS Design 247 

Out 

GND)' 

A B C D 

Figure 6-12 Layout a four-input NANO gate in complementary CMOS. See also 
Colorplate 7. 

Table 6-2 Area and perimeter of transistors in four-input NANO gale. 

Transistor W(µm) AS (µm2) AD (µm2) PS (µm) PD (µm) 

0.5 0.3125 0.0625 1.75 0.25 

2 0.5 0.0625 0.0625 0.25 0.25 

3 0.5 0.0625 0.0625 0.25 0.25 

4 0.5 0.0625 0.3125 0.25 1.75 

5 0.375 0.297 0.172 1.875 0.875 

6 0.375 0.172 0.172 0.875 0.875 

7 0.375 0.172 0.172 0.875 0.875 

8 0.375 0.297 0.172 1.875 0.875 

It is assumed that the output connects to a single, minimum-size inverter. The effect 
of intrace11 routing, which is small, is ignored. The various contributions are summarized 
in Table 6-3. For the NMOS and PMOS junctions, we use K,q = 0.57, K,qm = 0.61, and 
K,q = 0.79, K,q.rn• = 0.86, respectively. Notice that the gate-to-drain capacitance is mul
tiplied by a factor of two for all internal nodes as well as the output node, to account 
for the Miller effect. (This ignores the fact that the internal nodes have a slightly 
smaller swing due to the threshold drop.) 
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Figure 6-12 Layout a four-input NAND gate in complementary CMOS. See also
Coiorplate 7.

Fable 6-2 Area and perimeter of transistors in four-input NAND gate. 

 

 

 

 

 

Transistor  W {um} AS (zm?) AD (ym?) PS (um) PD (um)

I 0.5 6.3125 0.6625 L735 0.25

2 a5 6.0625 0.0625 0.25 0.25

3 0.5 0.0625 0.0625 0.25 0.25

4 0.5 0.0625 0.3125 0.25 1.75

5 0.3753 0.297 0.172 LBS 0.875

6 8.375 G.172 0.172 0.875 0.875

7 0.375 0.172 0.172 0.875 0.875

8 9.375 G.297 0,172 L875 0.875
 

It is assumed that the output connects to a single, minimum-size inverter. The effect
of intraceil routing, which is small, is ignored. The various contributions are summarized

in Table 6-3. For the NMOS and PMOSjunctions, we use K,, = 0.57, K,,,, = 0.61, and
Keg = 0,79, Rego= 0.86, respectively. Notice that the gate-to-drain capacitance is mul-
tiplied by a factor of twe forall internal nodes as well as the output node, to account
for the Miler effect. (This ignores the fact that the internal nodes have a slightly
smaller swing due to the threshold drop.)
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Table 6·3 Computation of capacitances for high-to-low transition at the output. The table shows 
the intrinsic delay of the gate without extra loading. Any fan-out capacitance would simply be 
added to the CL term. 

Capacitor Contributions (H -, L) 

CL Cd./+ 2 * c1:d-l + cd5 + cd6 + C,11 

+eds+ 2 * C11r1s +2 * cgd6 
+ 2 * C8d7 + 2 ~, cgd8 

= cd.J + 4 * eds+ 4 * 2 * c 11a0 

Value (fF) (H -, L) 

(0.57 ,, 0.0625 * 2 + 0.61 * 0.25 * 0.28) + 
(0.57 * 0.0625 * 2 + 0.61 * 0.25* 0.28) + 
2 * (0.31 * 0.5) +2 * (0.31 * 0.5)=0.85 IF 

(0.57 * 0.0625 * 2 + 0.61 * 0.25 * 0.28) + 
(0.57 * 0.0625 * 2 + 0.61 * 0.25* 0.28) + 
2 * (0.31 * 0.5) + 2 * (0.31 * 0.5) = 0.85 IF 

(0.57 ,, 0.0625 * 2+ 0.61 * 0.25 * 0.28) + 
(0.57 * 0.0625 * 2+ 0.61 * 0.25* 0.28) + 
2 * (0.31 * 0.5) + 2 * (0.31 * 0.5) = 0.85 IF 

(0.57 * 0.3125 * 2 + 0.61 * 1.75 *0.28) + 
2 * (0.31 * 0.5)+ 4 * (0.79 * 0.171875* l.9+0.86 
* 0.875 * 0.22)+ 4 * 2 * (0.27 * 0.375) = 3.47 fF 

Using Eq. (6.4), we compute the propagation delay, as follows: 

(
13KQ) • tpHL = 0.69 -

2
- (0.85fF+2·0.85fF+3·0.8:,fF+4·3.47fF) = 85ps 

The simulated delay for this particular transition was found to be 86 ps! The hand 
analysis gives a fairly accurate estimate, given all of the assumptions and Hneariza
tions that were made. For example. we assume that the gate-source (or gate-drain) 
capacitance only consists of the overlap component. This is not entirely the case, 
because. during the transition, some other contributions come in place depending upon 
the operating region. Once again, the goal of hand analysis is not to provide a totally 
accurate delay prediction, but rather to give intuition into what factors influence the 
delay and to aid in initial transistor sizing. Accurate timing analysis and transistor opti
mization is usually done using SPICE. The simulated worst case low-to-high delay 
time for this gate was I 06 ps. 

While complementary CMOS is a very robust and simple approach for implementing 
logic gates, there are two major problems associated with using this style as the complexity of 
the gate (i.e.,fan-in) increases. First, the number of transistors required to implement an N fan-in 
gate is 2N. This can result in a significantly large implementation area. 
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Table 6-3 Computation of capacitances for high-to-low transition at the output. The table shows
the intrinsic delay of the gate without extra loading. Any fan-ouf capacitance would simply be
added to the ©,term.

Capacitor Contributions (H ~ L) Value (fF) (H — L)

Ci Cap + Cag t 2 * Caz + 2* Cogn (0.57 * 0.0625 * 2+ 0.61 * 0.25 * 6.28) +
(0.57 * 0.0625 * 2 + 0.6! * 0.25% 0.28) +
2* (0.31 * 0,5) 42% (0.31 * 0.5) = 0.85 &F 

 

 

C2 Cag + Cyg $2 *Cyag + 2% Cos (0.57 * 0.0625 * 2 + 0.61 * 0.25 * 0.28) +
(0.57 * 0.0625 *2+0.61 * 0.25% 0,28) +
2 # (0.31 * 0.5) +2 * (031 *05)=0.85 F

C3 Cyst Cop + 2* Cogn + 2® Coes (0.57 * 0.0625 * 2+ 0.61 * 0.25 * 0.28) +
(0.57 * 0.0625 * 2+ 0.61 * 0.25% 0.28) +
2¥ (0.31 *0.5)+2* 31 *0.5)=0.85 fF

CL Cup 2* Coag + Cast Cag Cap=(OST * 0.3125 * 240.61 * 1.75 90.28) +
+ Cyg t 2 ¥Cogs #2 * Cong 2 * (0.31 * O.5}+ 4 * (0.79 * O.LFI875* 1,940.86
$2Cygp $2Coug * 0.875 * 0.2234 4 * 2 * (0.27 * 0.375) = 3.47 IF
Cy tO * Cyst 4B 2 * Chis 

Using Ea. (6.4), we compute the propagation delay, as follows:

Trae, = 0.69{2S\co.88 fF +2-O851F+3-085fF +4-3.47fF} = $5 ps
The simulated delay for this particular wansition was found to be 86 ps! The hand
analysis gives a fairly accurate estimate, given all of the assumptions and lineariza-
tions that were made. For example, we assume that the gate-source (or gate—drain)
capacitance only consists of the overlap component. This is not entirely the case,
because, during the transition, some other contributions come in place depending upon
the operating region. Once again, the goal of hand analysis is not to provide a totally
accurate delay prediction, but rather to give intuition imto what factors influence the
delay and to aid in initial transistor sizing. Accurate timing analysis and transistor opti-
mization is usually done using SPICE. The simulated worst case low-to-high delay
time for this gate was 106 ps. 

While complementary CMOS is a very robust and simple approach for implementing
logic gates, there are two major problems associated with using this style as the compiexity of
the gate (Le., fan-in) increases. First, ike numberof transistors required to implement an Nfan-in
gate is 2N. This can result in a significantly large implementation area.
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Figure 6-13 Propagation delay of CMOS NAND gate as a function of fan-in. 
A fan-out of one inverter is assumed, and all pull-down transistors are minimal size. 

The second problem is that propagation delay of a complementary CMOS gate deteriorates rap
idly as a function of the fan-in. In fact, the unloaded intrinsic delay of the gate is, at worst, a 
quadratic function of the Jan-in. 

• The large number of transistors (2N) increases the overall capacitance of the gate. For an 
N-input gate~ the intrinsic capacitance increases Jinearly with the fan-in. Consider, for 
instance, the NA.i'\!O gate of Figure 6-11. Given the linear increase in the number of PMOS 
devices connecte-0 to the output node, we expect the low-to-high delay of the gate to 
increase linearly with fan-in-while the capacitance goes up linearly, the pull-up resis
tance remains unchanged. 

• The series connection of transistors in either the PUN or PON of the gate causes an addi
tional slowdown. We know that the distributed RC network in the PON of Figure 6-11 
comes with a delay that is quadratic in the number of elements in the chain. The high-to
low delay of the gate should hence be a quadratic function of the fan-in. 

Figure 6-13 plots the (intrinsic) propagation delay of a NAND gate as a function of fan-in 
assuming a fixed fan-out of one inverter (NMOS: 0.5 µm and PMOS: 1.5 µm). As predicted, tpLH 

is a linear function of fan-in. while the simultaneous increase in the pull-down resistance and the 
load capacitance cause an approximately quadratic relationship for tpHL· Gates with a Jan-in 
greater than or equal to 4 become excessively slow and must be avoided. 

The designer has a number of techniques at his disposition to reduce the delay of large fan-in circuits: 

• Transistor Sizing The most obvious solution is to increase the transistor sizes. This Jowers the resis
tance of devices in series and lowers the time constants. However. increasing the transistor sizes results 
in larger parasitic capacitors, which not only affect the propagation delay of the gate in question, but 
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Figure 6-13 Propagation delay of CMOS NAND gate as a function of fan-in.
A fan-out of ona inverter is assumed, and all pull-down transistors are minimal size.

The second problem is that propagation delay of a complementary CMOS gate deteriorates rap-
idly as a function of the fan-in. In fact, the unleaded intrinsic delay of the gate is, at worst, a
quadraticfunction ofthefan-in.

* The large number of transistors (2N) increases the overall capacitance of the gate. For an
N-input gate, the intrinsic capacitance increases linearly with the fan-in. Consider, for
instance, the NAND gate of Figure 6-11. Given the linear increase in the number of PMOS
devices connected to the output node, we expect the low-to-high delay of the gate to
increase linearly with fan-in—while the capacitance goes up linearly, the pull-up resis-
tance remains unchanged.

* The series connection of transistors in either the PUN or PDN ofthe gate causes an addi-
tional slowdown. We know that the distributed RC netwerk in the PDN of Figure 6-11

comes with a delay that is quadratic in the number of elements in the chain. The high-to-

low delay of the gate should hence be a quadratic function of the fan-in.

Figure 6-13 plots the (intrinsic) propagation delay of a NANDgate as a function of fan-in
assuming 2 fixed fan-out of one inverter (NMOS:0.5 [im and PMOS: 1.5 jim). As predicted, i,
is a linear function of fan-in, while the simultaneous increase in the pull-down resistance and the

load capacitance cause an approximately quadratic relationship for t,,,,. Gates with a fan-in
greater than or equal to 4 become excessively slow and must be avoided.

 
The designer has a numberof techniques at his disposition to reduce the delay of large fan-in circuits:

* Transistor Sizing The most obvious solutionis to increase the transistor sizes. This lowers the resis-
tance ofdevices in series and lowers the time constants. However, increasing the transistorsizes results
in larger parasitic capacitors, which not only affect thepropagation delay of the gate in question, but
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Figure 6-14 Progressive sizing of transistors in large transistor chains 
copes with the extra load of internal capacitances. 

also present a larger load to the preceding gate. This technique should therefore be used with caution. 
If the 1oad capacitance is dominated by the intrinsic capacitance of the gate, widening the device only 
creates a "self-loading" effect, and the pmpagation delay is unaffected. Sizing is only effective when 
the load is dominated by the fan-out. A more comprehensive approach toward sizing transistors in 
complex CMOS combinational networks is discussed in the next section. 

• Progressive Transistor Sizing An alternate approach to unifonn sizing (in which each translS-
tor is scaled up uniformly), is to use progressive transistor sizing (Figure 6-14). Referring back to 
Eq. (6.3), we see that the resistance of M 1 (R1) appears N times in the delay equation, the resistance 
of 1\12 (R2) appe-ars N - 1 times, etc. From the equation, it is clear that R1 should be made the small
est, R2 the next smallest, etc. Consequently, a progressive scaling of the transistors is beneficial: M 1 

> M2 > M3 >MN.This approach reduces the dominant resistance, while keeping the increase in 
capacitance within bounds. For an excellent treaunent on the optimal sizing of transistors in a com
plex network, we refer the interested reader to [Shoji88, pp. 131-143]. You should be aware, how
ever, of one important pitfall of this approach. \Vhile progressive resizing of transistors is relatively 
easy in a schematic diagram, it is not as simple in a real layout. Very often, design-rule consider
ations force the designer to push the transistors apart, which causes the internal capacitance to grow. 

This may offset all the gains of the resizing! 
• Input Reordering Some signals in complex combinational logic blocks might be more critical 

than others. Not all inputs of a gate arrive at the same time (due, for instance, to the propagation 
delays of the preceding logical gates). An input signal to a gate is called critical if it is the last signal 
of an inputs to assume a stable value. The path through the logic which determines the ultimate 
speed of the structure is called the critical path. 

Putting the critical-path transistors closer to the output of the gate can result in a speed up, as 
demonstrated in Figure 6-15. Signal In1 is assumed to be a critical signal. Suppose further that /n2 

and ln3- are high, and that In 1 undergoes a O-, 1 transition. Assume also that CL is initially 
charged high. In case (a), no path to GND exists until M 1 is turned on, which, unfortunately, is 
the last event to happen. The delay between the arrival of ln 1 and the output is therefore deter
mined by the time it takes to discharge CL, C1, and C2• In the second case, C1 and C2 are already 
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Figure 6-14 Progressive sizing of transistors in large transistor chains
copes with the extra load of internal capacitances.

also present a larger load to the preceding gate. This technique should therefore be used with caution.
If the load capacitance is dominated bythe intrinsic capacitance of the gate, widening the device only
creates a “self-loading” effect, and the propagationdelay is unaffected. Sizing is only effective when
the load is dominated by the fan-out. A more comprehensive approach toward sizing transistors in
complex CMOS combinational networks is discussed in the next section.

* Progressive Transistor Sizing An alternate approach to uniform sizing (in which each transis-
tor is scaled up uniformly), is to use progressive transistor sizing (Figure 6-14). Referring back to
Eq. (6.3), we see that the resistance of M, (2,) appears 4 times in the delay equation,the resistance
of Af, (2,3 appears Ni — 1 times, etc. From the equation,it is clear that 2, should be made the small-
est, 2, the next smallest, ete. Consequently, a progressive scaling of the transistors is beneficial: 4,
> M, > M, > M,. This approach reduces the dominant resistance, while keeping the increase in
capacitance within bounds. For an excellent treatmenton the optimalsizing of transistors in a com-
plex network, we refer the interested reader to [Shoji&$8, pp. 131-143]. You should be aware, how-
ever, of one important pitfall of this approach. While progressive resizing of transistors is relatively
easyin a schematic diagram,it is not as simple in a real layout. Veryoften, design-rule consider-
ations force the designer to push the transistors apart, which causes the internal capacitance to grow.
This may offset all the gains of the resizing!

* Input Reordering Somesignals in complex combinational logic blocks might be morecritical
than others. Not ail inputs of a gate arrive at the same time (due, for instance, to the propagation
delays of the preceding logical gates}. An input signal to a gate is called critical! if it is the last signal
of all inputs to assumea stable value. The path through the logic which determines the ultimate
speed ofthe structure is called the critical path.

Punting the eritical-path transistors closer to the output of the gate can result in a speed up, as
demonstrated in Figure 6-15. Signal J, is assumed to be a critical signal. Suppose further thatJi
and Jn, are high, and that 2, undergoes a0 -> 1 transition. Assume also that C;is initially
charged high. In case (a}, no path to GND exists until M, is turned on, which, unfortunately, is
the last event to happen. The delay between the arrival of fr, and the output is therefore deter-
mined by the timeit takes to discharge C,, C,and C3. In the second case, C, and C, are already
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Figure 6-15 Influence of transistor ordering on delay. 
Signal /n1 is the critical signal. 

Figure 6-16 Logic restructuring can reduce the gate fan-in. 

251 

discharged when In 1 changes. Only CL still has to be- discharged, resulting in a smaller delay. 
• Logic Restructuring Manipulating the logic equations can reduce the fan-in requirements and 

thus reduce the gate delay, as illustrated in Figure 6-16. The quadratic dependency of the gate delay 
onfan-in makes the six-input NOR gate extremely s1ow. Partitioning the NOR gate into two three
input gates results in a significant speedup, which by far offsets the extra delay incurred by turning 
the inverter into a two-input NAND gate. II 

Optimizing Performance in Combinational Networks 

Earlier, we established that minimization of the propagation delay of a gate in isolation is a 
purely academic effort. The sizing of devices should happen in its proper context. In Chapter 5, 

we developed a methodology to do so for inve11ers. We also found that an optimal fan-out for a 
chain of inverters driving a load CL is (C,!C,,,J'IN, where N is the number of stages in the chain, 
and c,,, the input capacitance of the first gate in the chain. If we have an opportunity to select the 
number of stages, we found out that we would like to keep the fan-out per stage around 4. Can 
this result be extended to determine the size of any combinational path for minimal delay? By 
extending our previous approach to address complex logic networks, we find out that this is 
indeed possible [Sutherland99].2 

2The approach introduced in this section is -commonly called logical effort, and was forma!ly Introduced in 
[Sutherland99], which presents an extensive treatment of the topic. The treatment offered here represents only a glance 
over of the overall approach. 
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Figure 6-15 Influence of transistor ordering on delay.
Signal fn, is the critical signal.
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Figure 6-16 Logic restructuring can reduce the gate fan-in.

discharged when /n, changes. Only €;,still has to be discharged, resulting in a smaller delay.
* Legic Restructuring Manipulating the logic equations can reduce the fan-in requirements and

thus reduce the gate delay, as ilustrated in Figure 6-16. The quadratic dependency of the gate delay
onfon-in makes the six-input NOR gate extremely slow. Partitioning the NOR gate into two three-
input gates results in a significant speedup, which by far offsets the extra delay incurred by turning
the inverter into a two-input NANDgate. fe

Optimizing Performance in Combinational Networks

Earlier, we established that minimization of the propagation delay of a gate in isolation is a
purely academic effort. The sizing of devices should happen in its proper context. In Chapter 5,
we developed a methodology to do so for inveriers. We alse found that an optimal fan-out for a
chain ofinverters driving a load C, is (C,/C,,)'", where N is the numberof stages in the chain,
and C,,, the input capacitance of the first gate in the chain. Jf we have an opportunity to select the
number of stages, we found out that we would like to keep the fan-out per stage around 4. Can
this result be extended to determine the size of any combinational path for minimal delay? By
extending our previous approach to address complex logic networks, we find out that this is
indeed possible (Sutherland99].7 

?The approach introduced in this section is commonly called logical effort, and was formally introduced in
fSutheriand99), which presents an extensive treatment of the topic. The treatment offered here represents only a glance
over of the overall approach.
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Table 6-4 Estimates of intrinsic delay factors of various 
logic types, assuming simple layout styles, and a fixed 
PMOS-NMOS ratio. 

Gate type p 

Inverter 

n-input NAND " 
11-input NOR " 
n-way multiplexer 

XOR,NXOR n2n-l 

To do so, we modify the basic delay equation of the inverter that we introduced in Chapter 5, 

namely, 

(6.5) 

to 

t P = t"o(P + gf ly) (6.6) 

with tp0 still representing the intrinsic delay of an inverter and f the effective fan-out, defined 
as the ratio between the external load and the input capacitance of the gate. In this context,! 
is also called the electrical effort, and p represents the ratio of the intrinsic (or unloaded) 
delays of the complex gate and the simple inverter, and is a function of gate topology, as 
well as layout style. The more involved structure of the multiple-input gate causes its intrin
sic delay to be higher than that of an inverter. Table 6-4 enumerates the values of p for some 
standard gates, assuming simple layout styles, and ignoring second-order effects such as 
internal node capacitances. 

The factor g is called the logical effort, and represents the fact that, for a given load, 
complex gates have to work harder than an inverter to produce a similar response. In other 
words, the logical effort of a logic gate tells how much worse it is at producing output current 
than an inverter, given that each of its inputs may present only the same input capacitance as 
the inverter. Equivalently, logical effort is how much more input capacitance a gate presents to 
deliver the same output current as an inverter. Logical effort is a useful parameter, because it 

depends only on circuit topology. The logical efforts of some common logic gates are given in 
Table 6-5. 
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Table 6-4 Estimates of intrinsic delay factors of various

logic types, assuming simple layout styles, and a fixed
 

 

PMOS-NMCSratio.

Gate type p

Inverter I

a-input NAND H

a-input NOR R

n-way multiplexer 2n

XOR, NXOR ne
 

To do so, we modify the basic delay equation of the inverter that we introduced in Chapter5,
namely,

 Cone

ty = me “YC, = tag(l + f/¥) (6.5)
to

Engl P + af/y¥} (6.6)

with #9 still representing the intrinsic delay of an inverter and f the effective fan-out, defined
as the ratio between the external load and the input capacitance of the gate. In this context, f
is also called the electrical effort, and p represents the ratio of the intrinsic (or unloaded)
delays of the complex gate and the simple inverter, and is a function of gate topology, as
well as layout style. The more invelved structure of the multiple-input gate causes its intrin-
sic delay to be higher than that of an inverter. Table 6-4 enumerates the values of p for some
standard gates, assuming simple layout styles, and ignoring second-order effects such as
internal node capacitances.

The factor g is called the logical effort, and represents the fact that, for a given load,
complex gates have to work harder than an inverter to produce a similar response. In other
words, the logical effort of a legic gate tells how much worse if is at producing output current
than an inverter, given that each of its inputs may present only the same input capacitance as
the inverter. Equivalently, logical effort is how much more input capacitance a gate presents to
deliver the same output current as an inverter. Logical effort is a useful parameter, because it
depends only on circuit topology. The logical efforts of some common logic gates are given in
Table 6-5.
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Table 6·5 Logic efforts of common logic gates, assuming a PMOS-NMOS ratio of 2. 

Number of Inputs 

Gate Type 1 2 3 n 

Inverter 

NAND 4/3 5/3 (n + 2)/3 

NOR 5/3 7/3 (2n + l)/3 

Multiplexer 2 2 2 

XOR 4 12 

Example 6.5 Logical Effort of Complex Gates 

Consider the gates shown in Figure 6-17. Assuming PMOS-NMOS ratio of 2, the input 
capacitance of a minimum-sized symmetrical inverter equals three times the gate capaci
tance of a minimum-sized NMOS (called Cu,;1). We size the two-input NAND and NOR 
such that their equivalent resistances equal the resistance of the inverter (using the tech
niques described earlier). This increases the input capacitance of the two-input NAND to 
4 Cunil• or 4/3 the capacitance of the inverter. The input capacitance of the two-input 
NOR is 5/3 that of the inverter. Equivalently, for the same input capacitance, the NA.t'\!D 
and NOR gate have 413 and 513 less driving strength than the inverter. This affects the 
delay component that corresponds to the load, increasing it by this same factor, called 

the logical effort. Hence, gNA,<D = 4/3, and 8NOR = 5/3. 

A<>--<j 2 s-<j 4 

F 
F 

Ao-j 2 

so-j 2 
A """1 1 1 

_I 
Inverter Two-input NAND Two-input NOR 

Figure 6-17 Logical effort of two-input NAND and NOR gates. 
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Fable 6-5 Logic efforts of common logic gates, assuming a PMOS-NMOSratio of 2. 

Numberof Inputs

 Gate Type 1 2 a n

Inverter i

NAND 45 5/3 (n+ 243

NOR 5/3 V3 (2n+ 13

Multiplexer 2 2 2

XOR 4 12
 

Example 6.5 Logical Effort of Campiex Gates

Consider the gates shown in Figure 6-17, Assuming PMOS-NMO)Sratio of 2, the input
capacitance of a minimum-sized symmetrical inverter equals three times the gate capaci-
tance of a minimum-sized NMOS(called C,,,,,). We size the twa-input NAND and NOR
such that their equivalent resistances equal the resistance of the inverter (using the tech-
niques described earlier). This increases the input capacitance of the two-input NANDto
4 Cy, or 4/3 the capacitance of the inverter. The input capacitance of the two-input
NORis 5/3 that of the inverter. Equivalently, for the same input capacitance, the NAND

and NOR gate have 4/3 and 5/3 jess driving strength than the inverter. This affects the
delay component that corresponds to the lead, increasing it by this same factor, called

the logical effort. Hence, txanp = 443, and guor = 5/3.

 
Inverter Two-input NAND ‘Two-input NOR

Figure 6-17 Logical effort of two-input NAND and NOR gates.
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Effort 
delay 
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Figure 6-18 Delay as a function of fan-out for an inverter and a two-input NANO. 

The delay model of a logic gate, as represented in Eq. (6.6), is a simple linear relationship. 
Figure 6-18 shows this relationship graphically: the delay is plotted as a function of the fan-out 
for an inverter and for a two-input NAND gate. The slope of the line is the logical effort of the 
gate; its intercept is the intrinsic delay. The graph shows that we can adjust the delay by adjust
ing the effective fan-out (by transistor sizing) or by choosing a logic gate with a different logical 
effort. Observe also that fan-out and logical effort contribute to the delay in a similar way. We 

call the product of the two h = Jg, the gate effort. 
The total delay of a path through a combinational logic block can now be expressed as 

N N 

~ ~( J.gi) 
tp = LJtp.J = tpO,L,_ Pj+ ~. 

j = 1 j = l 

(6.7) 

We use a similar procedure as we did for the inverter chain in Chapter 5 to determine the mini
mum delay of the path. By finding N - 1 partial derivatives and setting them to zero, we find that 

each stage should bear the same gate effort: 

ftgl = fzg2 = ... = fNgN (6.8) 

The logical effort along a path in the network compounds by multiplying the logical efforts of all 
the gates along the path, yielding the path logical effort G: 

N 

(6.9) 

l 

We also can define a path effective fan-out ( or electrical effort) F, which relates the load capaci
tance of the last gate in the path to the input capacitance of the first gate: 

CL 
F=c,, (6.10) 
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Figure 6-18 Delay as a function of fan-out for an inverter and a two-input NAND.

The delay model of a logic gate, as represented in Eq. (6.6), is a simple linear relationship.
Figure 6-18 showsthis relationship graphically: the delayis plotted as a function of the fan-out
for an inverter and for a two-input NAND gate. The slepe of the line is the logical effort of the
gate;its interceptis the intrinsic delay. The graph shows that we can adjust the delay by adjust-
ing the effective fan-out (by transistor sizing) or by choosing a logic gate with a different logical
effort. Observe also that fan-out and iogical effort contribute to the delay in a similar way. We
cali the productofthe two d =fg, the gate effort.

The total delay of a path through a combinational logic block can now be expressed as

N N f
tp = Ying = to Dd (, * ~i) (6.7)

jel jet

Weuse a similar procedure as we did for the inverter chain in Chapter 5 to determine the mini-
mum delay of the path. By finding N — | partial derivatives and setting them to zero, wefind that
each stage should bear the same gate effort.

fi8) = F282 2= fFe8y (6.8)

The logical effort along a path in the network compounds by multiplying the logical efforts ofall
the gates along the path, yielding the path logical effort G:

MN

c=]]e (6.9)
i

We also can define a path effective fan-out (or electrical effort) F, which relates the load capaci-
tance of the last gate in the path to the input capacitance of the first gate:

Cc,
F=— (6.10)

Cal
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To relate F to the effective fan-outs of the individual gates, we must introduce another factor to 
account for the logical fan-out within the network. When fan-out occurs at the output of a node, 
some of the available drive current is directed along the path we are analyzing, and some is 
directed off the path. We define the branching effort b of a logical gate on a given path to be 

b = con-path+ coff-path 

con-path 
(6.11) 

where C00,p,th is the load capacitance of the gate along the path we are analyzing and C0 ff.p,th is 
the capacitance of the connections that lead off the path. Note that the branching effort is, if the 
path does not branch (as in a chain of gates). The path branching effort is defined as the product 

of the branching efforts at each of the stages along the path, or 

N 

(6.12) 

The path electrical effort can now be related to the electrical and branching efforts of the individ
ual stages: 

N II 
F =II!;= !; 

b- -B 
1 ' 

Finally, the total path effort H can be defined. Using Eq. (6.13), we write 

N N 

H = II1t; = II g;J, = GFB 

(6.13) 

(6.14) 

From here on, the analysis proceeds along the same lines as the inverter chain. The gate effort 
that minimizes the path delay is 

h = NjH 

and the minimum delay through the path is 

D = r,,{it,pi+N{~)) 

(6.15) 

(6.16) 

Note that the path intrinsic delay is a function of the types of logic gates in the path and is not 

affected by the sizing. The size factors of the individual gates in the chains; can then be derived 
by working from front to end ( or vice versa). We assume that a unit-size gate has a driving capa
bility equal to a minimum-size inverter. Based on the definition of the logical effort, this means 

that its input capacitance is g times larger than that of the reference inverter, which equals Crer· 
With s1 the sizing factor of the first gate in the chain, the input capacitance of the chain C,1 
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To relate F to the effective fan-outs of the individual gates, we must introduce another factor to
account for the logical fan-out within the network. When fan-out occurs at the cutput of a node,
some of the available drive current is directed along the path we are analyzing, and some is

directed off the path. We define the branching effort b of a logical gate on a given path to be

b= COon-path + Corepath (6.11)
Con-path

where C,,pais the load capacitance of the gate along the path we are analyzing and Copoan is
the capacitance of the connections that lead off the path, Note that the branching effort is, if the
path does not branch (as in a chain of gates). The path branching effort is defined as the product
of the branching efforts at each of the stages along the path, or

Mv

B= 1G (6.12)
!

The path electrica! effort can now be related to the electrical and branching efforts of the individ-
ual stages:

x

Fe Hz Il (6.13)
i B

Finally, the total path effort H can be defined. Using Eq. (6.13), we write
HN N

He= I] = [svi = GFB (6.14)
] ]

From here on, the analysis proceeds along the same lines as the inverter chain. The gate effort

that minimizes the path delay is

Aa NIB (6.15)

and the minimum delay ihrough the path is

N N

D= oDp,+ta) (6.16)
jel

Note that the path intrinsic delay is a function of the types of logic gates in the path and is not

affected by the sizing. The size factors of the individual gates in the chain s; can then be derived
by working from front to end (ar vice versa), We assume that a unit-size gate has a driving capa-
bility equal to a minimum-size mverter. Based on the definition of the logical effort, this means

that its input capacitance is g times larger than that of the reference inverter, which equals C,,..

With s, the sizing factor of the first gate in the chain, the input capacitance of the chain C,,
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equals g1s1Crer· Including the branching effort, we know that the input capacitance of gate 2 is 

(f/b,) larger, or 

(6.17) 

For gate i in the chain, this yields 

i- I 

s, = (~)n(fj1 
gi bp 

j=l 

(6.18) 

Example 6.6 Sizing Combinational Logic for Minimnm Delay 

Consider the logic network of Figure 6-19, which may represent the critical path of a 
more complex logic block. The output of the network is loaded with a capacitance which 
is five times larger than the input capacitance of the first gate, which is a minimum-sized 
inverter. The effective fan-out of the path thus equals F = CcfCg1 = 5. Using the entries 
in Table 6-5, we find the path logical effort as follows: 

5 5 25 
G = lx-x-xl = -

3 3 9 

Since there is no branching, B = I. Hence, H = GFB = 12519, and the optimal stage 
effmt /, is 1/H = 1.93. Talcing into account the gate types, we derive the following fan
out factors:!,= l.93;f2 = l.93x{3/5) = 1.16;/1 = l.16;f4 = 1.93. Notice that the invert
ers are assigned larger than the more complex gates because they are better at driving 

loads. 
Finally, we derive the gate sizes (with respect to the minimum-sized versions) using 

Eq. (6.18). This leads to the following values: a= f 1gifg2 = 1.16; b = f 1f2g/g3= 1.34; and 

C = f,f,fsg,fg4 = 2.60. 
These calculations do not have to be very precise. As discussed in Chapter 5, sizing 

a gate too large or too small by a factor of 1.5 still results in circuits within 5% of mini
mum delay. Therefore, the "back of the envelope" hand calculations using this technique 

are quite effective. 

b 
a 

Figure 6-19 Critical path of combinational network. 
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equals g,5,C,or- Including the branching effort, we know that the input capacitance of gate 2 is
Of/b,3 larger, or

Py8252Cyf = (Fess: Coe (6.17)
Por gate fin the chain,this yields

5 = ene 6.18)
 

Example 6.6 Sizing Combinational Logic for Minimum Delay

Consider the logic network of Figure 6-19, which may represent the critical path of a
more complex logic block. The output of the network is loaded with a capacitance which
is five times larger than the input capacitance of the first gate, which is a minimum-sized
inverter. The effective fan-out of the path thus equals F = C,/C,, = 5. Using the entries
in Table 6-5, we find the path logical effort as follows:

55 25

G=1x 3 xZx l= >

Since there is no branching, B = 1. Hence, H = GFB = 1253/9, and the optimal stage
effort fis 4/H = 1.93. Taking into account the gate types, we derive the following fan-
out factors: f; = 1.93; f, = 1.93x(3/5) = 1.16; f, = 1.16; f, = 1.93. Notice that the invert-
ers are assigned larger than the more complex gates because they are better at driving
loads.

Finally, we derive the gate sizes (with respect to the minimum-sized versions) using
Eq. (6.18). This leads te the following values: a =f,g,/g. = 1.16; 6 =f,f, g)/g3= 1.34; and
c=f.ffxg1/g4= 2.60.

These calculations do not have te be very precise. As discussed in Chapter 3, sizing
a gate too large or too small by a factor of 1.5 still results in circuits within 5% of mini-
mum delay. Therefore, the “back of the envelope” hand calculations using this technique
are quite effective.

So r|>> Re 3

Figure 6-19 Critical path of combinational network.
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Problem 6.2 Sizing an Inverter Network 

Revisit Problem 5.5, but this time around use the branching-effort approach to produce the solution. 

Power Consumption in CMOS Logic Gates 

The sources of power consumption in a complementary CMOS inverter were discussed in detail 

in Chapter 5. Many of these issues apply directly to complex CMOS gates. The power dissipa
tion is a strong function of transistor sizing (which affects physical capacitance,) input and out
put rise-fall times (which determine the short-circuit power,) device thresholds and temperature 

(which impact leakage power,) and switching activity. The dynamic power dissipation is given 
by a,i-+, CL V0 / f Making a gate more complex mostly affects the switching activity a,,_,,, 
which has two components: a static component that is only a function of the topology of the 
logic network, and a dynamic one that results from the timing behavior of the circuit. (The latter 

factor is also called glitching.) 

Logic Function The transition activity is a strong function of the logic function being imple
mented. For static CMOS gates with statistically independent inputs, the static transition proba
bility is the probability p0 that the output will be in the zero state in one cycle, multiplied by the 

probability p 1 that the output will be in the one state in the next cycle: 

(6.19) 

Assuming that the inputs are independent and uniformly distributed, any N-input static gate has 
a transition probability given by 

(6.20) 

where N0 is the number of zero entries, and N1 is the number of one entries in the output column 
of the truth table of the function. To illustrate, consider a static two-input NOR gate whose truth 

table is shown in Table 6-6. Assume that only one input transition is possible during a clock 
cycle and that the inputs to the NOR gate have a uniform input distribution (in other words, the 
four possible states for inputs A and B-00, 01, 10, 11-are equally likely). 

Table 6-6 Truth table of a two-input NOR gate. 

A B Out 

0 0 

0 0 

0 0 

0 
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Problem 6.2 Sizing an Inverter Network

Revisit Problem 5.5, but this time around use the branching-effort approach to produce the solution.

Power Consumption in CMOS Legic Gates

The sources of power consumption in a complementary CMOSinverter were discussed in detail
in Chapter 5. Many of these issues apply directly to complex CMOS gates. The power dissipa-
tion is a strong function of transistor sizmg (which affects physical capacitance,} input and out-

put rise-fall times (which determine the short-circuit power,) device thresholds and temperature

fwhich impact leakage power,) and switching activity. The dynamic power dissipation is given
by Oo; Vpp" j. Making a gate more complex mostly affects the switching activity O)_,,,
which has two components: a static component that is only a function of the topology of the
logic network, and a dynamic one that results from the timing behavior of the circuit. (The latter
factoris also called glitching.)

Logic Function The transition activity is a strong function of the logic function being imple-

menied. For static CMOS gates with statistically independent inputs, the static ransition proba-

bility is the probability pg that the output will be in the zero state in one cycle, multiplied by the
probability 7, that the output will be in the one state in the next cycle:

Op.) = Pe’ Py = Pp Ul - Bo) (6.19)

Assuming that the inputs are independent and uniformly distributed, any N-input static gate has
a transition probability given by

No iN i
S21 = Ty

2° 2

_ Ng: (2" -No)
a on (6.20)

where Ny is the number of zero entries, and 4, is the number of one entries in the cutput column
of the wrath table of the fumction. To illustrate, consider a static two-input NOR gate whose truth

table is shown in Table 6-6. Assume that only one input transition is possible during a clack

cycle and that the inputs to the NOR gate have 2 uniform input distribution Gin other words, the
four possible states for inputs A and B—O6G, O1, 10, 11—are equally likely).

Table 6-6 ‘ruth table of a two-input NOR gate. 

 
A B Gut

0 6 i

0 i 6

i a 0

} i a
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From Table 6-6 and Eq. (6.20), the output transition probability of a two-input static 

CMOS NOR gate can be derived: 

Problem 6.3 N-Input XOR Gate 

3 
16 

(6.21) 

Assuming the inputs to an N-input XOR gate are uncorrelated and unifonnly distributed, derive the expres
sion for the switching activity factor. 

Signal Statistics The switching activity of a logic gate is a strong function of the input signal 
statistics. Using a uniform input distribution to compute activity is not a good technique, since 
the propagation through logic gates can significantly modify the signal statistics. For example, 
consider once again a two-input static NOR gate, and let p,, and Pb be the probabilities that the 
inputs A and Bare one. Assume further that the inputs are not correlated. The probability that the 

output node is 1 is given by 

(6.22) 

Therefore, the probability of a transition from Oto 1 is 

<l\h1 = Po Pi= (1 - (1 - P) (l - P•)) (I - Pal (1 - Pb) (6.23) 

Figure 6-20 shows the transition probability as a function of Pa and p,,. Observe how this 
graph degrades into the simple inverter case when one of the input probabilities is set to 0. From 

" 

Figure 6-20 Transition activity of a two-input NOR gate as a function 
of the input probabilities (PA, p8 ). 
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From Table 6-6 and Eq. (6.20), the output transition probability of a two-input static
CMOS NOR gate can be derived:

_ Ng: @°-N)_ 3-Q?-3) _ 3
Cai = aNeB

(6.21)

TTaEyl

Problem 6.3 N-Input SOR Gate

Assumingthe inputs to an W-input XOR gate are uncorrelated and uniformly distributed, derive the expres-
sion for the switching activity factor.mrEETaTAAES

Signal Statistics The switching activity of a logic gate is a strong function of the input signal
statistics, Using a uniform input distribution to compute activity is not a good technique, since
the propagation through logic gates can significantly modify the signal statistics. For example,
consider once again a two-input static NOR gate, and let p, and p, be the probabilities that the
inputs A and B are one. Assumefurther that the inputs are not correlated. The probability that the
output node is 1 is given by

py= Ci - pz)~ pp} (6.22)

Therefore, the probabilityof a transition from 0 to 1 is

O4) =PaPy=A—-G—p,} Cl — pd — p,) Bp) (6,23)

Figure 6-20 shows the transition probability as a function of p, and p,. Observe how this
eraph degrades into the simple inverter case when one of the input probabilities is set to 0. From

 
Figure 6-20 Transition activity of a two-inpui NOR gate as a function
of the input prebabilities (p4, pa).
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this plot, it is clear that understanding the signal statistics and their impact on switching events 

can be used to significantly impact the power dissipation. 

Problem 6.4 Power Dissipation of Basic Logic Gates 

Derive the O ~ 1 output transition probabilities for the basic logic gates (AND, OR, XOR), The results to 
be obtained are given in Table 6-7. 

Table 6-7 Output transition probabilities for static logic gates. 

AND 

OR (J -pA)(l -p.)[[ - (l -pA)(l -p9)] 

XOR 

lntersignal Correlations The evaluation of the switching activity is further complicated by the 

fact that signals exhibit coITelation in space and time. Even if the primary inputs to a logic net
work are uncorrelated, the signals become correlated or "colored," as they propagate through the 
logic network. This is best illustrated with a simple example. Consider first the circuit shown in 
Figure 6-2Ja, and assume that the primary inputs A and B are uncorrelated and uniformly dis

tributed. Node Chas a 1 (0) probability of 1/2, and a O -4 I transition probability of 1/4. The 
probability that the node Z undergoes a power consuming transition is then detennined using the 

AND-gate expression of Table 6-7: 

Po-,,= (I - Pa Pb) Pa Pb= (I - 1/2 · 1/2) l/2 · 1/2 = 3/16 (6.24) 

The computation of the probabilities is straightforward: signal and transition probabilities 
are evaluated in an ordered fashion, progressing from the input to the output node. This 
approach, however, has two major limitations: (I) it does not deal with circuits with feedback as 
found in sequential circuits, and (2) it assumes that the signal probabilities at the input of each 
gate are independent. This is rarely the case in actual circuits. where reconvergent fan-out often 

causes intersignal dependencies. For instance, the inputs to the AND gate in Figure 6-2lb 

(C and B) are interdependent because both are a function of A. The approach to computing 

A 

B 

C 

(a) Logic circuit without 
reconvergent fan-out 

{b) Logic circuit with 
reconvergent fan-out 

Figure 6-21 Example illustrating the effect of signal correlations. 
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this plot, it is clear that understanding the signal statistics and their impact on switching events
can be used to significantly impact the power dissipation.
 

Problem 6.4 Power Dissipation of Basic Logic Gates

Derive the G — 1 output transition probabilities for the basic logic gates (AND, OR, XOR}. The results to
be abtained are given in Table 6-7.

Table 6-7 Output transition probabilities for static logic gates. 

 

 

 

p44

AND Cl —PaPalPaPa

OR (1 -pgd -ppl - Ud -p0 -ph

XOR [1 — (44+ Pp - 2PaPaGs + Pa — 2PaPs) 
 

intersignal Correlations The evaluation of the switching activity is further complicated bythe
fact that signals exhibit correlation in space and time. Even if the primary inputs to a logic net-
work are uncorrelated, the signals become correlated or “colored,” as they propagate through the
logic network. This is bestillustrated with a simple example. Considerfirst the circuit shown in
Figure 6-21a, and assume that the primary inputs A and B are uncorrelated and uniformly dis-
tributed. Node C has a 1 (0) probability of 1/2, and a 0 — 1 transition probability of 1/4. The
probability that the node Z undergoes 4 power consumingtransition is then determined using the
AND-gate expression of Table 6-7:

Poo = (1 — Pa Pu) Pa Py = (1 — V2- 1/2) 2+ 1/2 = 3/16 {6.24}

The computation of the probabilities is straightforward: signal and transition probabilities
are evaluated in an ordered fashion, progressing from the input to the output node. This
approach, however, has two majorlimitations: (1) it does not deal with circuits with feedback as
found in sequential circuits, and (2) it assumes that the signal probabilities at the input of each
gate are independent. This is rarely the case in actual circuits, where reconvergent fan-out often
causes intersignal dependencies. For instance, the inputs to the AND gate in Figure 6-21b
(C and B) are interdependent because both are a function of A. The approach to computing

A c A ——
24 = |)

(a) Logic circuit without ({b} Logic circuit with
reconvergent fan-out reconvergent fan-out

 
Figure 6-21 Example illustrating the effect of signal correlations.
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probabilities that we presented previously fails under these circumstances. Traversing from 
inputs to outputs yields a transition probability of 3/16 for node Z, similar to the previous analy
sis. This value clearly is false, as logic transfmmations show that the network can be reduced to 

Z = C · B = A · A = 0, and thus no transition will ever take place. 
To get the precise results in the progressive analysis approach, its is essential to take signal 

interdependencies into account. This can be accomplished with the aid of conditional probabili

ties. For an AND gate, Z equals 1 if and only if B and C are equal to 1. Thus, 

Pz = p(Z = 1) = p(B = 1, C = 1) (6.25) 

where p(B = 1, C = 1) represents the probability that Band Care equal to 1 simultaneously. If B 

and Care independent, p(B = 1, C = l) can be decomposed into p(B = 1) · p(C = l), and this 
yields the expression for the AND gate derived earlier: pz = p(B = 1) · p(C = 1) = p8 Pc· If a 

dependency between the two exists (as is the case in Figure 6-2lb), a conditional probability has 

to be employed, such as the following: 

Pz=p(C= JIB= 1) ·p(B= l) (6.26) 

The first factor in Eq. (6.26) represents the probability that C = 1 given that B = 1. The 
extra condition is necessary because C is dependent upon B. Inspection of the network shows 
that this probability is equal to 0, since C and B are logical inversions of each other, resulting in 

the signal probability for Z, /Jz = 0. 
Deriving those expressions in a structured way for large networks with reconvergent fan

out is complex, especially when the networks contain feedback loops. Computer support is 
therefore essential. To be meaningful, the analysis program has to process a typical sequence of 

input signals, because the power dissipation is a strong function of statistics of those signals. 

Dynamic or Glitching Transitions When analyzing the transition probabilities of complex, 
multistage logic networks in the preceding section, we ignored the fact that the gates have a non
zero propagation delay. In reality, the finite propagation delay from one logic block to the next 

can cause spurious transitions kno\VIl as glitches or dynamic hazards to occur: a node can exhibit 
multiple transitions in a single clock cycle before settling to the correct logic level. 

A typical example of the effect of glitching is shown in Figure 6-22, which displays the 

simulated response of a chain of NAND gates for all inputs going simultaneously from O to 1. 

Initially, all the outputs are I since one of the inputs was 0. For this particular transition, all the 

odd bits must transition to 0, while the even hits remain at the value of L However, due to the 
finite propagation delay, the even output bits at the higher bit positions start to discharge, and the 
voltage drops. When the correct input ripples through the network, the output goes high. The 

glitch on the even bits causes extra power dissipation beyond what is required to strictly imple
ment the logic function. Although the glitches in this example are on]y partial (i.e., not from rail 
to rail), they contribute significantly to the power dissipation. Long chains of gates often occur 
in important structures such as adders and multipliers, and the glitching component can easily 

dominate the overall power consumption. 
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Figure 6-22 Glitching in a chain of NAND gates . 
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J 

. Design T~cliniques to Reduce Switching Activity ., - - . . - - - ~ 
~ ' ~ -" ' - = ~ ,~ 

The dynamic power of a logic gate can be reduced by minimizing the physical capacitance and the switch
ing activity. The physical capacitance can be minimized in a number ways, including circuit style selection, 
transistor sizing, placement and routing, and architectural optimizations. The switching activity, on the 
other hand, can be minimized at all levels of the design abstraction, and is the focus of this section. Logic 
structures can be optimized to 1ninimize both the fundamental transitions required to implement a given 
function and the spurious transitions. 

1. Logic Restructming Changing the topology of a logic network rnay reduce its power dissipa
tion. Consider, for example, two alternative implementations of F = A · B, C, D, as shown in 
Figure 6-23. Ignore glitching and assume that all primary inputs (A,B,C,D) are uncorrelated and 
uniformly distributed (this is. p 1 {a,b.c,rl):;;:; 0.5). Using the expressions from Table 6-7, the activity 
can be computed for the two topologies, as shown in Table 6-8. The results indicate that the chain 
implementation has an overall Jower switching activity than the tree implementation for random 
inputs. However, as mentioned before, it is also important to consider the timing behavior to 

Chain structure Tree structure 

Figure 6-23 Simple example to demonstrate the influence of circuit 
topology on activity. 
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Figure 6-22 Giitching ina chain of NAND gates.

 
The dynamic power of a logic gate can be reduced by minimizing the physical capacitance and the switch-
ing activity. The physical capacitance can be minimized in a number ways,including circuit style selection,
transistor sizing, placement and routing, and architectural optimizations. The switching activity, an the
other hand, can be minimized at alt levels of the design abstraction, and is the focusof this section. Logic
structures can be optimized to minimize both the fundamental transitions required to implemeni a given
function and the spurious transitions.

1. Logie Restructuring Changing the topology cf a logic network may reduceits power dissipa-
tion. Consider, for example, two alternative implementations ofF = A. B+ C.D, as shown in
Figure 6-23. Ignore glitching and assume that all primary inputs {A,2,C,D) are uncorrelated and
uniformly distributed (this is, 2) 40.4... = 0-5). Using the expressions from Table 6-7, the activity
can be computed for the two topologies, as shown in Table 6-8. The results indicate that the chain
implementation has an overall lower switching activity than the tree implementation for random
inputs. However, as mentioned before, it is also important to consider the timing behavior to

oO
A 0; A i

O2 B
B c F F

D c |
BD Os

Chaia structure Tree structure

Figure 6-23 Simple example to demonstrate the influence of circuit
topology on activity.
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Table 6-B Probabilities for tree and chain topologies. 

o, 02 F 

p 1 {chain) 1/4 118 l/16 

p0 = l-p1 (chain) 314 718 15116 

Po->! (chain) 3/16 7164 151256 

PL (tree) 114 114 1116 

p0 = 1-p1 (tree) 314 3/4 15116 

PG->! (tree} 3116 3/16 15/256 

accurately make power trade-offs. In this example, the tree topology experiences (virtually) no 
glitching activity since the signal paths are balanced to all the gates. 

2. Input ordering Consider the two static logic circuits of Figure 6-24. The probabilities that A, 
B, and Care equal to 1 are listed in the Figure. Since both circuits implement identical logic 
functionality, it is dear that the activity at the output node Z is equal in both cases. The differ
ence is in the activity at the intermediate node. In the first circuit, this activhy equals (1- 0.5 x 
0.2) (0.5 x 0.2) :::: 0,09. In the second case, the probabi!ity that a O ~ l transition occurs equals 
(I - 0.2 x 0.1) (0.2 x 0.1) = 0.0196. a substantially lower value. From this, we learn that it is 
beneficial to postpone the introduction of signals with a high transition rate (i.e., signals with a 
signal probability dose to 0.5). A simple reordering of the input signals is often sufficient to 
accomplish that goal. 

P(A = t) = 0.5 
B~_ P(B•t)""0.2 

C~D-ZP(C•l)-0.1 

Figure 6-24 Reordering of inputs affects the circuit activity. 

3. TimeHmultiplexing resources Time-multiplexing a single hardware resource-such as a logic unit 
or a bus-over a number of functions is a technique often used to minimize the implementation area. 
Unfortunately, the minimum area solution does not always result in the lowest switching activity. For 
example, consider the transmission of two input bits (A and B) using either dedicated resources or a 
time-multiplexed approach, as shown in Figure 6-25. To the first order, ignoring the multiplexer 
overhead. it would seem that the degree of time multiplexing should not affect the switched capaci
tance, since the time-multiplexed solution has half the physical capacitance switched at twice the fre
quency (for a fixed throughput). 

If the data being transmitted are random, it will make no dlfference which architecture is used. 
However, if the data signals have some distinct properties (such as temporal correlation), the power 
dissipation of the time-multiplexed solution can be significantly higher. Suppose, for instance, thatA 
is always (or mostly) l, and Bis (mostly) 0. In the parallel solution, the switched capacitance is very 
low since there are very few transitions on the data bits. However, in the time-multiplexed solution. 
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Table 6-8 Probabilities for free and chain topologies.fmmti

 

 

 

 

 

o, Oz F

p, {chain} fd 8 /té

Po = |-p, (chain) Bed V8 15/16

Pe>, (chain) 3/16 764 15/256

} p, Gree} lid 1/4 116
Po = l-p, (rec) 3/4 34 15/16

Poo{ree} 3716 3/16 15/256
nn

accurately make power trade-offs. In this example, the iree topology experiences (virtually) no
glitching activity since the signal paths are balancedto all the gates.

Input ordering Consider the twostatic logic circuits of Figure 6-24, The probabilities that A,
B, and C are equalto J are listed in the Figure. Since both circuits implementidentical logic
functionality, it is clear that the activity at the output nede Z is equal in both cases. Thediffer-
ence is in the activity at the intermediate node. In thefirst circuit, this activity equals (1 - 0.5 x
0.2) (0.5 x 0.2) = 6,09. In the second case, the probability that a @— I transition occurs equals
(1-02 6.1) (0.2 x 0.1) = 0.0196, a substantially lower value. From ihis, we learn thatit is
beneficial to postpone the introduction ofsignals with a high transition rate G.e., signals with a
signal probability close to 0.5). A simple reordering of the input signais is often sufficient to
accompHsh that goal.

Paey = 65
B Pa == 82

Pic = 13} =0.1

zZ
é A

Ly’
Figure 6-24 Reordering of inpuis affecis the circuit activity.

. Time-multiplexing resources Time-multipiexing a single hardware resource—such as a logic unit
ora bus—over a number of functions is a technique often used to minimize the implementation area.
Unfortunately, the minimum area solution does not always result in the lowest switching activity. For
example, consider the transmission of two input bits (4 and 5) using either dedicated resources or a
time-ruultiplexed approach, as shown in Figure 6-25. To the first order, ignoring the multiplexer
overhead, it would seem that the degree of time multiplexing should not affect the switched capaci-
tanee, since the time-multiplexed solution has half the physical capacitance switched at twice the fre-
quency (for a fixed throughput).

If the data being transmitted are random,it will make no difference which architecture is used.
However, if the data signals have some distinct properties (such as temporal correlation), the power
dissipation of the time-multiplexed solution can be significantly higher. Suppose, for instance, that
is always (or mostly} 1, and # is (mostly) 0. In the parallel solution, the switched capacitance is very
low since there are very few transitions on the data bits, However, in the time-multiplexed solution,
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(a) Parallel data transmission (b) Serial data transmission 

Figure 6-25 Parallel versus time-multiplexed data busses. 

the bus toggles between O and 1. Care must be taken in digital systems to avoid time-multiplexing 
data streams with very distinct data characteristics, 

4. Glitch Reduction by balancing signal paths The occurrence of glitching in a circuit is mainly 
due to a mismatch in the path lengths in the neEwork. If all input signals of a gate change simulta
neously, no _glitching occurs. On the other hand, if input signals change at different times, a dynamic 
hazard might develop. Such a mismatch in signal timing is typically the result of different path 
lengths with respect to the primary inputs of the network. This is illustrated in Figure 6-26. Assume 
that the XOR gate has a unit delay. The first network (a) suffers from glitching as a result of the wide 
disparity between the arrival times of the input signals for a gate. For example, for gateF3 , one input 
settles at time 0, while the second one only arrives at time 2. Redesigning the network so that all 
arrival times are identical can dramatically reduce the number of superfluous transitions (network b). 

Summary 

0 

0 

~~ 
::!=)E>-
. I 

0~ 
o-----/LV 

(a) Network sensitive to glitching (b) Glitch-free network 

Figure 6-26 Glitching is influenced by matching of signal path lengths. 
The annotated numbers indicate the signal arrival times. 

The CMOS logic style described in the previous section is highly robust and scalable with tech
nology, but requires '2N transistors to implement an N-input logic gate. Also, the load capaci
tance is significant, since each gate drives two devices (a PMOS and an NMOS) per fan-out. 
This has opened the door for alternative logic families that either are simpler or faster. 

6.2.2 Ratioed Logic 

Concept 

Ratioed logic is an attempt to reduce the number of transistors required to implement a given 
logic function, often at the cost of reduced robustness and extra power dissipation. The purpose 
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Figure 6-25 Parallel versus time-multiplexed data busses.

the bus toggles between 0 and 1. Care must be taken in digital systems to avoid time-multiplexing
data streams with very distinet data characteristics.

4, Glitch Reduction by balancing signal paths The occurrence of glitching in a circuit is mainly
due to a mismatchin the path lengths in the network. Hf all input signals of a gate change simnulta-
neously, no glitching occurs. On the other hand, if input signals change at different times, a dynamic
hazard might develop. Such a mismatch in signal timing is typically the result of different path
lengths with vespect to the primary inputs of the network. This is Hlustrated in Figure 6-26. Assume
that the XOR gate has a unit delay. The first network (a) suffers fromglitching as a result of the wide
disparity between the arrival times of the input signals fora gate, For example, for gate #,, one input
settles at time 0, while the second one only arrives at time 2. Redesigning the network so thatall
arrival times are identical can dramatically reduce the numberofsuperfluous wansitions (network b).

 
(a) Network sensitive to glitching (hb) Glitch-free network

Figure 6-26 Glitching is influenced by matching of signal path lengths.
The annotated numbers indicate the signal arrival times.

Summary

The CMOSlogic style described in the previous section is highly robust and scalable with tech-
nology, but requires 24 transistors to implement an N-input logic gate. Also, the load capaci-
tance is significant, since each gate drives two devices (a PMOS and an NMOS)per fen-out.
This has opened the doorfor alternative legic families that either are simpler or faster.

6.2.2 Ratioed Logic

Concept

Ratioed logic is an attempt to reduce the number of transistors required to implement a given
logic function, often at the cost of reduced robusiness and extra powerdissipation. The purpose
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Figure 6-27 Ratioed logic gate. 

of the PUN in complementary CMOS is to provide a conditional path between V DD and the out
put when the PDN is turned off. In ratioed logic, the entire PUN is replaced with a single uncon
ditional load device that pulls up the output for a high output as in Figure 6-27a. Instead of a 
combination of active pull-down and pull-up networks, such a gate consists of an NMOS pull
down network that realizes the logic function, and a simple load device. Figure 6-27b shows an 
example of ratioed logic, which uses a grounded PMOS load and is referred to as a pseudo

J\/MOS gate. 
The clear advantage of a pseudo-NM OS gate is the reduced number of transistors (N + !, 

versus 21'1 for complementary CMOS). The nominal high output voltage (V oH) for this gate is 
V DD since the pull-down devices are turned o.ffwhen the output is pulled high (assuming that V0 L 

is below l'r,,)- On the other hand, the nominal low output voltage is not O V, since there is con
tention between the devices in the PDN and the grounded PMOS load device. This results in 
reduced noise margins and, more importantly, static power dissipation. The sizing of the load 
device relative to the pull-down devices can be used to trade off parameters such as noise mar
gin, propagation delay, and power dissipation. Since the voltage swing on the output and the 
overall functionality of the gate depend on the ratio of the NMOS and PMOS sizes, the circuit is 
called ratioed. This is in contrast to the ratioless logic styles, such as complementary CMOS, 
where the low and high levels do not depend on transistor sizes. 

Computing the de-transfer characteristic of the pseudo-NMOS proceeds along paths simi

lar to those used for its complementary CMOS counterpart. The value of \1 OL is obtained by 
equating the currents through the driver and load devices for V,,, = \1 DD· At this operation point, it 
is reasonable to assume that the NMOS device resides in linear mode (since, ideally, the output 
should be close to OV), while the PMOS load is saturated: 

(6.27) 

Assuming that V0 L is small relative to the gate drive (\10 D - \17), and that l'r,, is equal to 
VTp in magnitude, V 0 i can be approximated as 
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Figure 6-27 Ratioed logic gate.

of the PUN in complementary CMOSis to provide a conditional path between V5, and the out-
put when the PDN is turned off In ratioed logic, the entire PUN is replaced with a single uncon-
ditional load device that pulls up the output for a high output as in Figure 6-27a. Instead of a
combination of active pull-down and pull-up networks, such a gate consists of an NMOS pull
down network that realizes the logic frnction, and a simple load device. Figure 6-27b shows an
example of raticed logic, which uses a grounded PMOS load and is referred to as a pseudo-
NMOSgate.

The clear advantage of a pseudo-NMOSgate is the reduced numberof transistors (NV + 1, - .
versus 2V for complementary CMOS). The nominal high output voltage (Vp,,) for this gate is
Vpp Since the pull-down devices are turned off when the output is pulled high (assuming that Vp,
is below Vz,). On the other hand, the nominal low outputvoltageis not 0 V. since there is con-
tention between the devices in the PDN and the grounded PMOS load device. This results in
reduced noise margins and, more importantly, static power dissipation. The sizing of the load
device relative to the pull-down devices can be used to trade off parameters such as nese mar-
gin, propagation delay, and powerdissipation. Since the voltage swing on the output and the
overall functionality of the gate depend on the ratio of the NMOS and PMOSsizes,the circutt is
called ratioed. This is in contrast to the ratioiess logic styles, such as complementary CMOS,
where the low and high levels do not depend on transistor sizes.

Computing the de-transfer characteristic of the pseudo-NMOSproceeds along paths simi-

lar to those used for its complementary CMOS counterpart. The value of Vo, is obtained by
equating the currents through the driver and load devices for V,, = Vpp. Al this operation point, it
is reasonable to assume that the NMOS device resides in linear mode (since, ideally, the output

should be close to OV), while the PMOS load is saturated:

 V2 VirsatpkfVoo~ Vind You— =o) * (Yop — Vay) + Vosarp~ a =0 (6.27)
Assuming that Vg, is small relative to the gate drive (Vpn — V7), and that Vp, is equal to

V7, in magnitude, Vp; can be approximated as
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In order to make V 0L as small as possible. the PMOS device should be sized much smaller 
than the NMOS pull-down devices. Unfortunately, this has a negative impact on the propagation 

delay for charging up the output node since the current provided by the PMOS device is limited. 

A major disadvantage of the pseudo-NM OS gate is the static power that is dissipated when 
the output is low through the direct current path that exists between V DD and GND. The static 
power consumption in the low-output mode is easHy derived: 

(6.29) 

Example 6.7 Pseudo-NMOS Inverter 

Consider a simple pseudo-NMOS inverter (where the PDN network in Figure 6-27 degen
erates to a single transistor) with an NMOS size of 0.5 µm/0.25 µm. In this example, we 
study the effect of sizing the PMOS device to demonstrate the impact on various parame
ters. The W-L ratio of the grounded PMOS is vmied over values from 4, 2, I, 0.5 to 0.25. 

Devices with a W-L < I are constructed by making the length greater than the width. The 
voltage transfer curve for the different sizes is plotted in Figure 6-28. 

Table 6-9 summarizes the nominal output voltage (V oL), static power dissipation, 
and the low-to-high propagation delay. The low-to-high delay is measured as the time it 

takes to reach 1.25 V from V0 L (which is not OV for this inverter)-by definition. The 
trade-off between the static and dynamic properties is apparent. A larger pull-up device 
not only improves performance. but also increases static power dissipation and lowers 

noise margins by increasing V 0v 
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Figure 6-28 Voltage-transfer curves of the pseudo-NMOS 
inverter as a function of the PMOS size. 
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In order to make Vp, as small as possible, the PMOS device should be sized much smaller

than the NMOS pull-down devices. Unfortunately, this has a negative impact on the propagation
delay for charging up the output node since the current provided by the PMOSdeviceis limited.

A major disadvantage of the pseudo-NMOSgute is the static power that is dissipated when
the output is law through the direct current path that exists between Vj, and GND. Thestatic
power consumption in the low-output mode is easily derived:

Pigw = Vapliow = Van’ (6.29)  
>

Vosatik[C¥oe ~Wrp) + Vosare— “Psst

Example 6.7 Pseudo-NMOSInverter

Considera simple pseudo-NMOSinverter (vhere the PON network in Figure 6-27 degen-
erates to a single transistor) with an NMOSsize of 0.5 um/0.25 um. In this example, we
study the effect of sizing the PMOS device to demonstrate the impact on various parame-
ters. The WOL ratie of the grounded PMOSis varied over values from 4, 2, 1, 0.5 to 0.25.
Devices with a W—L < 1 are constructed by making the length greater than the width. The

voltage transfer curve for the different sizes is plotted in Figure 6-28.
Table 6-9 summarizes the nominal output voltage (Vo,}, static power dissipation,

and the low-to-high propagation delay. The low-to-high delay is measured as the timeit
takes to reach 1.25 V from V,, (which is not OV for this inverter}—by definition. The
trade-off between the static and dynamic properties is apparent. A larger pull-up device
not only improves performance, but also increases static power dissipation and lowers
noise margins by increasing Vp,.
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Figure 6-28 ‘V/oltage-transfer curves of the pseudo-NMOS
inverter as a function of the PMOSsize.
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Table6-9 Performance of a pseudo-NMOS inverter. 

Static Power 
Size VoL Dissipation tplh 

4 0.693 V 564µW 14 ps 

2 0.273 V 298µW 56 ps 

0.133 V 160µW 123 ps 

0.5 0.064 V 80µW 268 ps 

0.25 0.031 V 41 µW 569 ps 

Notice that the simple first-order model to predict V0 L is quite effective. For a PMOS 
W-L of 4, V0L is given by (30/115) (4) (0.63V) = 0.66V. 

The static power dissipation of pseudo-NMOS limits its use. When area is most important 
however, its reduced transistor count compared with complementary CMOS is quite attractive. 
Pseudo-NMOS thus still finds occasional use in large fan-in circuits. Figure 6-29 shows the 
schematics of pseudo-NMOS NOR and NAND gates. 

(a)NOR 

F 
CL 

/113 ~ t 
b,,~( 

(b)NAND 

Figure 6-29 Four-input pseudo-NMOS NOR and NANO gates. 
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Table 6-9 Performance of a pseude-NMOSinverter. 

_ Static Power

 Size Vor Dissipation tom

4 6.693 V 564 pW id ps

2 0.273 V 298 pW 56 ps

I 6.133 V 166 nW 123 ps

0.5 0.064 V s0EnW 268 ps

0.25 0.031 V 4i pw 569 ps 

Notice that the simple first-order model to predict Vp, is quite effective. For a PMOS
W-L of 4, Vo; is given by (30/115) (4) (0.63V) = 0.66V.
 

The static power dissipation of pseudo-NMOS Hmits its use. When area is most important
however, its reduced transistor count compared with complementary CMOSis quite attractive.
Pseudo-NMOS thus still finds occasional use in large fan-im circuits. Figure 6-29 shows the
schematics of pseudo-NMOS NOR and NAND gates.
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Figure 6-29 Four-input pseudo-NMOS NOR and NANDgates.
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Problem 6.5 NAND versus NOR in Pseudo-NMOS 

Given the choice between NOR or NAND logic, which one would you prefer for implementation in 
pseudo-NM OS? 

How to Build Even Better Loads 

It is possible to create a ratioed logic style that completely eliminates static currents and pro
vides raH-to-rail swing. Such a gate combines two concepts: d{fjerential logic and positive feed

back. A differential gate requires that each input is provided in complementary format, and it 
produces complementary outputs in turn. The feedback mechanism ensmes that the load device 
is turned off when not needed. An example of such a logic family, called Differential Cascade 

Voltage Switch Logic (or DCVSL), is presented conceptually in Figure 6-30a [Heller84]. 
The pull-down networks PDNI and PDN2 use NMOS devices and are mutually exclu

sive-that is, when PDNl conducts, PDN2 is off, and when PDNl is off, PDN2 conducts-such 
that the required logic function and its inverse are simultaneously implemented. Assume now 
that, for a given set of inputs, PDNl conducts while PDN2 does not, and that Out and Ow are 
initially high and low, respectively. Turning on PDNI, causes Out to be pulled down, although 
there is still contention between ,H1 and PDNI. Ow is in a high impedance state, as M2 and 
PDN2 are both turned off. PDNI must be strong enough to bring Out below Vvv - IVrpl, the 
point at which lv/2 turns on and starts charging Out to V DD' eventually turning off M1• This in tum 
enables Out to discharge all the way to GND. Figure 6-30b shows an example of an XOR
XNOR gate. I :=>tice that it is possible to share transistors among the two pull-down networks, 
which reduces he implementation overhead. 

The res , ling circuit exhibits a rail-to-rail swing, and the static power dissipation is 
eliminated: in steady state, none of the stacked pull-down networks and load devices are 

VDD 

Ow 

~ Ou,~1_.,_,_ ______ -1-_,
1 

"-.-----o our B -j B -j s-j B -j ~ 
r-~~____j"--~:C:-

T 
~. 
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A-j 

(a) Basic principle (b) XOR-XNOR gate 

Figure 6-30 DCVSL logic gate. 
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Problem 6.5 NAND versus NOR in Psendo-NMOS

Given the choice between NOR or NAND logic, which one would you prefer for implementation in
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How to Build Even Better Loads

It is possible to create a raticed logic style that completely eliminates static currents and pro-
vides rail-to-rail swing. Such a gate combines two concepts: differential logic and positive feed-
back. A differential gate requires that each input is provided in complementary format, and it
produces complementary outputs in turn. The feedback mechanism ensures that the load device
is turned off when not needed. An example of such a logic family, called Differential Cascode
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simultaneously conducting. However, the circuit is still ratioed since the sizing of the PMOS 
devices relative to the pull-down devices is critical to functionality, not just performance. In 
addition to the problem of increased design complexity, this circuit style has a power-dissipation 
problem that is due to cross-over currents. During the transition, there is a period of time when 
PMOS and PDN are turned on simultaneously, producing a short circuit path. 

Example 6.8 DCVSL Transient Response 

An example transient response is shown in Figure 6.31 for an AND/NAND gate in 
DCVSL. Notice that as Out is pulled down to VDD- IVrvl, Out starts to charge up to VDD 

quickly. The delay from the input to Out is 197 ps and to Out is 321 ps. A static CMOS 
AND gate (NAND followed by an inverter) has a delay of 200 ps. 

2.5 
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Figure 6-31 Transient response of a simple AND/NAND DCVSL gate. M1 and 
M2 1 µm/0.25 µm, M3 and M4 are 0.5 µrn/0.25 µm and the cross-coupled PMOS devices 
are 1.5 µm/0.25 µrn. 

0:;;oesigri Consideration""'Singte-Enaeifc,'ersus Differential - - - - - -,, ,, - ~ " ' , - ' " ~ - , ' 

The DCVSL gate provides differential (or complemema,y) outputs. Both the output signal (V0 w) and its 
inverted value (\/

0111
) are simultaneously available. This is a distinct advantage, because it eliminates the 

need for an extra inverter to produce the complementary signal. It has been observed that a differential 
implementation of a complex function may reduce the number of gates required by a factor of two! The 
number of gates in the critical timing path is often reduced as well. Finally, the approach prevents some of 
the time-differential problems introduced by additional inverters. For example, in logic design, it often hap
pens that both a signal and its complement are needed simultaneously. When the complementary signal is 
generated using an inverter, the inverted signal is delayed ,vith respect to the original (Figure 6-32a). This 
causes timing problems, especially in very high-speed designs. Logic families with differential output 
capability avoid this problem to a major extent, if not completely (Figure 6-32b), 

With all these positive properties, why not always use differential logic? The reason is that the differ
ential nature virtually doubles the number of wires that have to be routed, often leading to unwieldy designs 
on top of the additional implementation overhead in the individual gates. The dynamic power dissipation 
also is high. 

ONSEMI EXHIBIT 1041, Page 157

 

268 Chapter 6 » Designing Combinational Logic Gates in CMOS

simultaneously conducting. However, the circuit is still ratioed since the sizing of the PMOS
devices relative to the pull-down devices is critical to functionality, not just performance. In
addition to the problem ofincreased design complexity, this circuit style has a power-dissipation
problem that is due to cross-over currents. During the transition, there is a period of time when
PMOS and PDN are turned on simultaneously, producing a short circuit path.
 

Example 6.8 DCVSL Transient Response

An example transient response is shown in Figure 6.31 for an AND/NAND gate in
DCVSL.Notice that as Our is pulled down to Vpp — |Vz,|, Our starts to charge up to Vpp
quickly. The delay from the input to Ox is 197 ps and to Our is 321 ps. A static CMOS
AND gate (NANDfollowed by an inverter} has a delay of 200 ps.
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Figure 6-31 Transient response of a simple AND/NAND DCVSLgate. M, and
M, 1 um/0.25 ym, M, and M, are 0.5 um/0.25 um and the cross-coupled PMOSdevices
are 1.5 um/0.25 um.

 
The DCVSL gate provides differential (or complementary) outputs. Both the output signal (¥,,) and its
inverted value (V,,.) are simultanecusly available. This is a distinct advantage, because it eliminates the
need for an extra inverter to produce the complementary signal. It has been observed that a differential
implementation of a complex function may reduce the number of gates required by a factor of two! The
number of gates in the critical timing path is often reduced as well. Finally, the approach prevents some of
the time-differential problems introduced by additional inverters. For example, in logic design, it often hap-
pens that both a signal and its complement are needed simultaneously. When the complementary signal is
generated using an inverter, the inverted signal is delayed with respect to the original (Figure 6-32a}. This
causes timing problems, especially in very high-speed designs. Logic families with differential output
capability avoid this problem to a major extent, if not completely (Figure 6-326).

With all these positive properties, why not always use differential logic? The reason is that the differ-
ential nature virtually doubles the number of wires that have to be routed, often leading to unwieldy designs
on top of the additional implementation overhead in the individual gates. The dynamic power dissipation
also is high.
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Figure 6-32 Advantage of over single-ended (a) differential (b) gate. 

6.2.3 Pass-Transistor Logic 

Pass-Transistor Basics 

269 

1111 

A popular and widely used alternative to complementary CMOS is pass-transistor logic, which 
attempts to reduce the number of transistors required to implement logic by allowing the pri
mary inputs to drive gate terminals as well as source-drain terminals [Radhakrishnan85]. This is 
in contrast to logic families that we have studied so far, which only allow primary inputs to drive 

-·-~---------- -~-"-~ --

the gate terminals of MOSFETS. --~ 
Figure 6-33 shows an implementation of the AND function constructed that way, using 

only NMOS transistors. In this gate, if the B input is high, the top transistor is turned on and cop
ies the input A to the output F. When B is low, the bottom pass-transistor is turned on and passes 
a 0. The switch driven by B seems to be redundant at first glance. Its presence is essential to 
ensure that the gate is static-a low-impedance path must exist to the supply rails under all cir
cumstances (in this particular case, when Bis low). 

The promise of this approach is that fewer transistors are required to implement a given 
function. For example, the implementation of the AND gate in Figure 6-33 requires 4 transistors 
(including the inverter required to invert B), while a complementary CMOS implementation 
would require 6 transistors. The reduced number of devices has the additional advantage of 
lower capacitance. 

B 

J_ 
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A_J 1 

nF-AB 
o~-JIJ 

Figure 6-33 Pass-transistor implementation of an AND gate. 
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6.2.3 Pass-Transistor Logic

Pass-Transistor Basies

A popular and widely used alternative to complementary CMOS is pass-transistor logic, which
attempts to reduce the numberof transistors required to implement logic by allowing the pri-
mary inputs to drive gate terminals as well as source-drain terminals [Radhakrishnan85}. This is
in contrast to logic families that we have studied so far, which only allow primary inputs to drive
the gate terminals of MOSFETS.

Figure 6-33 shows an implementation of the AND function constracted that way, using
only NMOStransistors. In this gate, ifthe 8 input is high, the top transistoris turned on and cop-
ies the input A to the cutput F. When 2 is low, the bottom pass-transistor is turned on and passes
a 0. The switch driven by B seems to be redundantat first glance. Its presence is essential to
ensure that the gate is static—a low-impedance path must exist to the supply rails underall cir-
cumstances (in this particular case, when 3 is low).

The prornise of this approach is that fewer transistors are required to implement a given
function. For example, the implementation of the AND gate in Figure 6-33 requires 4 transistors
(including the inverter required to invert B), while a complementary CMOS implementation
would require 6 transistors. The reduced number of devices has the additional advantage of
lower capacitance.

Aa —
;a |peas

Figure 6-33 Pass-transistor implementation of an AND gate.
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Unfottunalely, as discussed earlier, an NMOS device is effective at passing a 0, but it is 

poor at pulling a node to V
00

. When the pass-transistor pulls a node high, the output only 

charges up to V DD - V rn- In fact, the situation is worsened by the fact that the devices experience 
body effect, because a significant source-to -body voltage is present when pulling high. Consider 

the case in which the pass-transistor is charging up a node with the gate and drain terminals set 

at V00 . Let the source of the NMOS pass-transistor be labeled x. The node x will charge up to 

V00- Vrn<Vx). We obtain 

(6.30) 

Example 6.9 Voltage Swing for Pass-Transistors Circuits 

The transient response of Figure 6-34 shows an NMOS charging up a capacitor. The 

drain voltage of the NMOS is at V DD• and its gate voltage is being ramped from O V 
to V 

DD
· Assume that node x is initially at O V. We observe that the output initially 

charges up quickly, but the tail end of the transient is slow. The current drive of the 

transistor (gate-to-source voltage) is reduced significantly as the output approaches 

VDD - Vn,, and the current available to charge up node x is reduced drastically. Man

ual calculation using Eq. (6.30) results in an output voltage of 1.8 V, which is close 

to the simulated value. 
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J_ V �25µ,m DD Out 
0.5 µ.m/0.25 µm 

0.5 µ.m/0.25 µ,m 
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2.0 
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0.0
0 0.5 1.5 2 Time,ns 

Figure 6-34 Transient response of charging up a node using an N device. Notice the 
slow tail after an initial quick response. V

00 
= 2.5 V. 

WARNING: The preceding example demonstrates that pass-transistor gates cannot be cas-, 

cadcd by connecting the output of a pass gate to the gate input of another pass-transistor. 

This is illustrated in Figure 6-35a, where the output of M1 (node x) drives the gate of another 

MOS device. Node x can charge up to V00 - Vrni· If node Chas a rail-to-rail swing, node Yonly 
charges up to the voltage on node x- VTnl• which works out to V00 - Vr,,1 - Vr,,2. Figure 6-35b, 
on the other hand, has the output of M

1 
(x) driving the junction of M

2, and there is only one 
threshold drop. This is the proper way of cascading pass gates. 
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Figure 6-35 Pass-transistor output (drain-source) terminal should 
not drive other gate terminals to avoid multiple threshold drops. 

Example 6.10 VTC of the Pass-Transistor AND Gate 

271 

The voltage transfer curve of a pass-transistor gate shows little resemblance to comple
mentary CMOS. Consider theA.'ID gate shown in Figure 6-36. Similar to complementary 
CMOS, the VTC of pass-transistor logic is data dependent. For the case when B = VDD, the 
top pass-transistor is turned on, while the bottom one is turned off. In this case, the output 
just follows the input A until the input is high enough to turn off the top pass-transistor 
(i.e., reaches VDD - Vy,,). Next, consider the case in which A= V DD• and B makes a transi
tion from O --, l. Since the inverter has a threshold of V m/2, the bottom pass-transistor is 
turned on until then and the output remains close to zero. Once the bottom pass-transistor 
turns off, the output follows the input B minus a threshold drop. A similar behavior is 
observed when both inputs A and B transition from O --, l. 

Observe that a pure pass-transistor gate is not regenerative. A gradual signal degra
dation will be observed after passing through a number of subsequent stages. This can be 
remedied by the occasional insertion of a CMOS inverter. With the inclusion of an inverter 
in the signal path, the VTC resembles one of the CMOS gates. 

LS µm/0.25 µm 

0.5 p.m/0.25 p.m 

B 

A 
0.5 µmJ0.25 µ,m _ 

B i-F=AB 
0~ 

05 µm/0.25 µ.m 

2.0 

I 

~ = V11J,B =0--;,.Vvn 
A =B=0-1VDD 

•-C.--===r:'_..,;'--~--_L _ ___J 0.0-
0.0 LO 2.0 

Figure 6-36 Voltage transfer characteristic for the pass-transistor AND 
gate of Figure 6-33. 

Pass-transistors require lower S\Vitching energy to charge up a node, due to the reduced 
voltage swing. For the pass-transistor circuit in Figure 6-34, assume that the drain voltage is at 
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Figure 6-35 Pass-transistor output (drain—source) terminal should
not drive other gate terminals to avoid multiple threshcic drops. 
 

Example 6.10 VTC of the Pass-Transistor AND Gate

The voltage transfer curve of a pass-transistor gate shows little resemblance to comple-
mentary CMOS. Consider the AND gate shown in Pigure 6-36. Similar to complementary
CMOS, the VTC ofpass-transistor logic is data dependent. For the case when B = Vpp, the
top pass-Wansistor is turned on, while the bottom oneis turned off In this case, the output
just follows the input A until the input is high enough to turn off the top pass-transistor
(i.e., reaches Vpn — Vz). Next, consider the case in which A = Vpp, and B makes a transi-
tion from 0 — |. Since the inverter has a threshold of V,yp/2, the bottom pass-transistoris
turned onuntil then and the output remains close to zero. Once the bottom pass-transistor
turns off, the output follows the input 8 minus a threshold drop. A similar behavior is
observed when both inputs A and 8 transition from 0 — 1,

Observe that a pure pass-transistor gate is not regenerative. A gradual signal degra-
dation will be observed after passing through a number of subsequent stages. This can be
remedied by the occasionalinsertion of a CMOS inverter. With the inclusion of an inverter
in the signal path, the VTC resembles one of the CMOS gates.
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Figure 6-36 Voltage transfer characteristic for the pass-transistor AND
gate of Figure 6-33. 

Pass-transistors require lower switching energy to charge up a node, due to the reduced
voltage swing. For the pass-transistor circuit in Figure 6-34, assume that the drain voitage is at
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V00 and the gate voltage transitions to V00 • The output node charges from OV to V00 - Vrn 
(assuming that node x was initially at OV), and the energy drawn from the power supply for 
charging the output of a pass-transistor is given by 

T T 

£ 0 _, 1 = J P(t)dt = V DD f;rnpply(t)dt 

0 0 
(6.31) 

= VDD J 
0 

While the circuit exhibits lower switching power~ it may also consume static power when 
the output is high-the reduced voltage level may be insufficient to tum off the PMOS transistor 
of the subsequent CM OS inverter. 

Differential Pass-Transistor Logic 

For high performance design, a differential pass-transistor logic family, called CPL or DPL, is 
commonly used. The basic idea (similar to DCVSL) is to accept true and complementary inputs 
and produce true and complementary outputs. Several CPL gates (ANl)/NA.ND, OR/NOR, and 
XOR/NXOR) are shown in Figure 6-37. These gates possess some interesting properties: 
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(b) Example pass-transistor networks 

Figure 6-37 Complementary pass-transistor logic (CPL). 
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Von and the gate voltage transitions to Vjpp. The output node charges from OV to Yop — Vp,
(assuming that node x was initially at OV), and the energy drawn from the power supply for
charging the output of a pass-transistor is given By

F T

fy51 = jPoa = Vo|ieuppry®dt
5 a

&¥an- Vr) (6.31)

= Yop J CedVour = Crap: WVoap~ Vr)
Q

While the circuit exhibits lower switching power, it may also consume static power when

the output is high—the reduced voltage level may be insufficient to turn off the PMOStransistor
of the subsequent CMOSinverter.

Differential Pass-Transistor Logic

For high performance design, a differential pass-transistor logic family, called CPL or DPL,is
commonly used. The basic idea (similar to DCVSL)is to accept true and complementary inputs

and produce trae and complementary outputs. Several CPL gates (AND/NAND, OR/NOR,and
XOR/NXOR})are shown in Figure 6-37. These gates possess some interesting properties:
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(b) Example pass-transistor networks

 
Figure 6-37 Complementary pass-transistor logic (CPL}.
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• Since the circuits are differential, complementary data inputs and outputs are always avail

able. Although generating the differential signals requires extra circuitry, the differential 

style has the advantage that some complex gates such as XORs and adders can be realized 

efficiently with a small number of transistors. Furthermore, the availability of both polari

ties of every signal eliminates the need for extra inverters, as is often the case in static 

CMOS or pseudo-NMOS. 
• CPL belongs to the class of static gates, because the output-defining nodes are always con

nected to either V DD or GND through a low-resistance path. This is advantageous for the 

noise resilience. 
• The design is very modular. In effect, all gates use exactly the same topology. Only the 

inputs are permutated. This makes the design of a library of gates very simple. More com

plex gates can be built by cascading the standard pass-transistor modules. 

Example 6.11 Four-Input NAND in CPL 

Consider the implementation of a four-input AND/NANO gate using CPL. Based on the 

associativity of the boolean AND operation [A· B · C · D =(A· B) · (C · D)], a two-stage 

approach has been adopted to implement the gate (Figure 6-38). The total number of tran

sistors in the gate (including the final buffer) is 14. This is substantially higher than previ

ously discussed gates. 3 This factor, combined with the complicated routing requirements, 

makes this circuit style not particularly efficient for this gate. One should, however, be 
aware of the fact that the structure simultaneously implements the AND and the NAt'!D 

functions, which might reduce the transistor count of the overall circuit. 

B s 
s A c I5 

A 

B X x X 
A 

s x y 

I5 
X Ow 

D 

A C c~ 

l' 

D 
D f Y 

\ 

B Out 

-~ ;_j .L l' 

Figure 6-38 Layout and schematics of tour-input NAND gate using CPL The final 
inverter stage is omitted. 

3'fllis particular circuit configuration is only acceptable when zero-threshold pass-transistors are used. If not, it directly 

vfolates the concepts introduced in Figure 6-35. 
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* Since the circuits are differential, complementary data inputs and outputs are always avail-
able. Although generating the differential signals requires extra circuitry, the differential
style has the advantage that some complex gates such as XORs and adders can berealized
efficiently with a small numberoftransistors. Furthermore, the availability of both polari-
ties of every signal eliminates the need for extra inverters, as is often the case in static
CMOSor pseudo-NMOS.

* CPL belongsto the class of static gates, because the output-defining nodes are always con-
nected to either V,, or GND through a low-resistance path. This is advantageousfor the
noise resilience.

* The design is very modular.In effect, all gates use exactly the same topology. Only the
inputs are permutated. This makes the design ofa library of gates very simple. More com-
plex gates can be built by cascading the standard pass-transistor modules.
 

Example 6.11 Four-Input NAND in CPL

Consider the implementation of a four-input AND/NAND gate using CPL, Based on the
associativity of the boolean AND operation [A-B-C-D={A- B)-(C- Dj}, a two-stage
approach has been adopted to implement the gate (Figure 6-38), The total numberof tran-
sistors in the gate including the final buffer) is 14. This is substantially higher than previ-
ously discussed gates.’ This factor, combined with the complicated routing requirements,
makes this circuit style not particularly efficient for this gate. One should, however, be
aware of the fact that the structure simultaneously implements the AND and the NAND
functions, which might reduce the transistor countof the overall circuit.

BB
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B x _
_ xX XxX
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c U ont 
Figure 6-38 Layout and schematics of four-input NAND gate using CPL. The final
inverter stage is omitted. 
 

This particular circuit configuration is only acceptable when zero-threshold pass-transistors are used. If not, it directly
violates the concepts introduced in Figare 4-35.
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In sum, CPL is a conceptually simple and modular logic style. Its applicability depends 

strongly on the logic function to be implemented. The availability of a simple XOR and the 
ease of implementing multiplexers makes it attractive for structures such as adders and multi
pliers. Some extremely fast and efficient implementations have been reported in that applica
tion domain [Yano90]. When considering CPL, the designer should not ignore the implicit 
routing overhead of the complementary signals, which is apparent in the layout of Figure 6-38. 

Robust and Efficient Pass-Transistor Design 

Unfortunately, differential pass-transistor logic, like single-ended pass-transistor logic, suffers 
from static power dissipation and reduced noise margins, since the high input to the signal
restoring inverter only charges up to VDD- Vr,,. There are several solutions proposed to deal with 

this problem, outlined as follows: 

Solution 1: Level Restoration A common solution to the voltage drop problem is the use of a 

level restorer, which is a single PMOS configured in a feedback path (see Figure 6-39). The gate 
of the PMOS device is connected to the output of the inverter its drain is connected to the input 

of the inverter and the source is connected to V DD· Assume that node Xis at OV (our is at V DD and 
the M, is turned off) with B = VDD and A= O. lfinputA makes a Oto VDD transition, M. only 
charges up node X to VDD - VTw This is, however, enough to switch the output of the inverter 
low, turning on the feedback device !vl, and pulling node X all the way to VDD· This eliminates 
any static power dissipation in the inverter. Furthermore, no static current path can exist through 
the level restorer and the pass-transistor, since the restorer is only active when A is high. In sum, 

this circuit has the advantage that all voltage levels are either at GND or V DD' and no static 

power is consumed. 
While this solution is appealing in terms of eliminating static power dissipation, it adds 

complexity since the circuit is ratioed. The problem arises during the transition of node X from 
high to low (seeFigure 6-40). The pass-transistor network attempts to pull down node X, while 

' _,_ 

..L 

_L 
Figure 6-39 Transistor-sizing problem in level-restoring circuits. 
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In sum, CPL is a conceptually simple and modular logic style. Its applicability depends
strongly on the logic function to be implemented. The availability of a simple XOR aad the
ease of implementing multiplexers makes it attractive for structures such as adders and multi-
pliers. Some extremely fast and efficient implementations have been reported in that applica-
tion domain [¥ano90]. When considering CPL, the designer should not ignore the implicit
routing overhead of the complementarysignals, which is apparentin the layout of Figure 6-38.

Rebust and Efficient Pass-Transistor Design

Unfortunately, differential pass-transister logic, like single-ended pass-transistor logic, suffers
from static power dissipation and reduced noise margins, since the high input to the signal-
restoring inverter only charges up to Vpp— V;,,. There are several solutions proposed to deal with
this problem, outlined as follows:

Solution 1: Level Restoration A commonsolution to the voltage drop problem is the use of a
level restorer, which is a single PMOSconfigured in a feedback path (see Figure 6-39). The gate
of the PMOSdevice is connected to the output of the inverter its drain is connected to the input
of the imverter and the source is connected to Vp. Assume that nede X is at OV (euf is at Vpp and
the M, is turned off) with B = Vpp and A = 0. If input A makes a 0 to Vpp transition, MW, only
charges up node X to Vpn — Vz,. This is, however, enough to switch the output of the inverter
low, turning on the feedback device M, and pulling node X all the way to Vpn. This eliminates
anystatic power dissipation in the inverter, Furthermore, no static current path can exist through
the level restorer and the pass-transistor, since the restorer is only active when A is high. In sum,
this circuit has the advantage that all voltage levels are either at GND or Vpp, and no static
poweris consumed.

While this solution is appealing in terms of eliminating static power dissipation, it adds
complexity since the circuit is ratioed. The problem arises during the transition of node X from
high to low (seeFigure 6-40). The pass-transistor network attempts to pull down node X, while

 
Figure 6-39 Transistor-sizing problem in level-restoring circuits.
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Figure 6-40 Level-restoring circuit. 

the level restorer pulls X to V DD· Therefore, the pull-down network, represented by M,,, must 
be stronger than the pull-up device Mr to switch node X (and the output). Careful transistor 
sizing is necessary to make the circuit function correctly. Assume the notation RI to denote the 
equivalent on-resistance of transistor lv11, R2 for M2 , and R,. for M,.. When R,. is too small, it is 
impossible to bring the voltage at node X below the switching threshold of the inverter. Hence, 
the inve1ter output never switches to V DD• and the gate is locked in a single state. The problem 
can be resolved by sizing transistors M,, and Mr such that the voltage at node X drops below 
the threshold of the inverter V41, which is a function of R1 and R2• This condition is sufficient 
to guarantee the switching of the output voltage \~,,, to V DD and the turning off of the level
restoring transistor. 

Example 6.12 Sizing of a Level Restorer 

Analyzing the circuit as a whole is nontrivial, because the restoring transistor acts as a 
feedback device. One way to simplify the circuit for manual analysis is to open the feed
back loop and to ground the gate of the restoring transistor when determining the switch
ing point (this is a reasonable assumption, as the feedback only becomes active once the 
inverter starts to switch). Hence, M,. and M,, form a configuration that resembles pseudo
NMOS with M, the load transistor, and M,, acting as a pull-down network to GND. 
Assume that the inverter M 1, M2 is sized to have its switching threshold at VDD/2 (NMOS: 
0.5 µm/0.25 µm and PMOS: 1.5 µm/0.25 µm). 111erefore, node X must be pulled below 

V DD/2 to switch the inverter and to shut off M,. 
This is confirmed in Figure 6-41, which shows the transient response as the size 

of the level restorer is varied, while keeping the size of M,, fixed (0.5 µm/0.25 µm). As 
the simulation indicates, for sizes above 1.5 µm/0.25 µm, node X cannot be brought 
below the switching threshold of the inverter, and can't switch the output. 
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Level restor

 
Figure 6-40 Level-restoring circuit.

the level restorer pulls ¥ io Vpp. Therefore, the pull-down network, represented by 47, must
be stronger than the pull-up device Mr to switch node X {and the output). Careful transistor
sizing is necessary to make the circuit function correctly. Assume the notation R, to denote the
equivalent on-resistance of transistor M,, R. for Mf), and R, for M,. When R, is too smail, it is
impossible to bring the voltage at node X below the switching threshold of the imverter. Hence,
the inverter output never switches to Vpn, and the gate is locked in a single state. The problem
can be resolved bysizing transistors M,, and 44, such that the voltage at node X drops below
the threshold of the inverter V,,, which is a function of X, and Ry. This condition is sufficient
to guarantee the switching of the output voltage V,,,, to Vpn and the turning off of the level-
restoring transistor.

 

Example 6.12 Sizing ofa Level Restorer

Analyzing the circuit as a whole is nontrivial, because the restoring transistor acts as a
feedback device. One way to simplify the circuit for manual analysis is to open the feed-
back loop and to ground the gate of the restoring transistor when determining the switch-
ing point (this is a reasonable assumption, as the feedback only becomesactive once the
inverter starts to switch). Hence, M4, and M,, form a configuration that resembles pseudo-
NMOS with |f, the load transistor, and 4, acting as a pull-down network to GND.
Assume that the inverter M4,, 4, is sized to have its switching threshold at Vzp/2 (NMOS:
0.5 wm/0.25 um and PMOS: [.5 um/).23 tm). Therefore, node X must be pulled below
Vpp/2 to switch the inverter and to shut off A/,.

This is confirmed in Figure 6-41, which shows the transient response as the size
of the level restorer is varied, while keeping the size of M7, fixed (0.3 um/0.25 jum). As
the simulation indicates, for sizes above 1.5 um/0.25 pum, node X cannot be brought
below the switching threshold of the inverier, and can’t switch the output.
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Figure 6-41 Transient response of the circuit in Figure 6-39. 
A level restorer that is too large results in incorrect evaluation. 

Another concern is the influence of the level restorer on the switching speed of the 
device. Adding the restoring device increases the capacitance at the internal node X, slowing 
down the gate. In addiction, the 1ise time of the gate is affected negatively. The level restor
ing transistor M, fights the decrease in voltage at node X before being switched off. On the 
other hand, the level restorer reduces the fall time, since the PMOS transistor, once turned on, 
accelerates the pull-up action. 

Problem 6.6 De"ice Sizing in Pass-Transistors 

For the circuit shown in Figure 6-39, assume that the pull-down device consists of six pass-transistors in 
series each with a device size of 0.5 µm/0.25 µm (replacing transistor M11 ). Determine the maximum W-L 
size for the level restorer transistor for correct functionality. 

A modification of the level restorer concept is shown in Figure 6-42. It is applicable in dif
ferential networks and is known as swing-restored pass-transistor logic. Instead of a simple 
inverter at the output of the pass-transistor network, two back-to-back inverters configured in a 
cross-coupled fashion are used for level restoration and perfonnance improvement. Inputs are 
fed to both the gate and source-drain terminals, as in the case of conventional pass-transistor 
networks. Figure 6-42 shows a simple XOR/XNOR gate of three variables A, B, and C. The 
complementary network can be optimized by sharing transistors between the true and comple
mentary outputs. This logic family comes with a major caveat: When cascading gates, buffers 
may have to be included in between the gates. If not, contention between the level-restoring 
devices of the cascaded gates negatively impacts the performance. 

Solution 2: Multiple-Threshold Transistors A technology solution to the voltage-drop prob
lem associated with pass-transistor logic is the use of multiple-threshold devices. Using zero-
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Figure 6-41 Transient response of the circuit in Figure 6-39.
A level resiorer that is toc large results in incorrect evaluation.
rt

Another concern is the influence of the level restorer on the switching speed of the

device, Adding the restoring device increases the capacitance at the internal node X, slowing
down the gate. In addiction, the rise time of the gate is affected negatively. The level restor-
ing transistor M, fights the decrease in voltage at node X before being switched off. On the
other hand, the level restorer reduces the fall time, since the PMOS transistor, once turned on,

accelerates the pull-up action.
 

Problem 6.6 Device Sizing in Pass-Transistors

For the cigcnit shown in Figure 6-34, assume that the pull-down device consists of six pass-transistors in
series each with a device size of G.5 tm/0.25 pm (replacing transistor 7,). Determine the maximum W-L
size for the level restorer transistor for correct functionality. 

A modification of the level restorer concept is shown in Figure 6-42. It is applicable in dif-
ferential networks and is known as swing-restored pass-transistor logic. Instead of a simple
inverter at the output of the pass-transistor network, two back-to-back inverters configured in a
cross-coupled fashion are used for level restoration and performance improvement. Inputs are
fed to both the gate and source—drain terminals, as in the case of conventional pass-transistor
networks. Figure 6-42 shows a simple XOR/XNOR gate of three variables A, B, and C. The
complementary setwork can be optimized by sharing transistors between the true and comple-
mentary outputs. This logic family comes with a major caveat: When cascading gates, buffers
may have to be included in between the gates. If not, contention between the level-restoring
devices of the cascaded gates negatively impacts the performance.

Solution 2: Mulftiple-Threshold Transistors A technology selution to the voltage-drop prob-
lem associated with pass-transistor logic is the use of multiple-threshold devices. Using zero-
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Figure 6-42 Swing-restored pass-transistor logic [Landman91, Parameswar96]. 

threshold devices for the NMOS pass-transistors eliminates most of the threshold drop, and 

passes a signal close to V00. All devices other than the pass-transistors (i.e., the inverters) are 

implemented using standard high-threshold devices. The use of multiple-threshold transistors is 

becoming more common. and involves simple modifications to existing process flows. Observe 

that even if the device implants were carefully calibrated to yield thresholds of exactly zero, the 

body effect of the device still would prevent a full swing to V DD· 

The use of zero-threshold transistors has some negative impact on the pO\ver consumption 

due to the subthreshold currents flowing through the pass-transistors, even if VGs is below V7. 
This is demonstrated in Figure 6-43, which points out a potential sneak de-current path. While 

these leakage paths are not critical when the device is switching constantly, they do pose a sig

nificant energy overhead when the circuit is in the idle state. 

Solution 3: Transmission-Gate Logic The most widely used solution to deal with the volt

age-drop problem is the use of transmission gates.4 This technique builds on the complementary 

properties of NMOS and PMOS transistors: NMOS devices pass a strong 0, but a weak 1, while 

PMOS transistors pass a strong I but a weak 0. The ideal approach is to use an NMOS to pull 

down and a PMOS to pull up. The u·ansmission gate combines the best of both device flavors by 

placing an NMOS device in parallel with a PMOS device as in Figure 6-44a. The control 

4The transmission gate is only one of the possible solutions. Other styles of pass-transistor networks that combine 
NMOS and PMOS transistors have been devised. Double pass-transistor lo_gic {DPL) is an example of such 
[Berns.tein98, pp. 84}. 
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Figure 6-42 Swing-restored pass-transistor logic [Landman91, Parameswar9éi.

threshold devices for the NMOS pass-transistors eliminates most of the threshold drop, and

passes a signal close to Vpp,. Al devices other than the pass-transistors G.e., the inverters) are
implemented using standard high-threshold devices. The use of multipic-threshold transistors is
becoming more common, and involves simple modifications to existing process flows. Observe

that even if the device implants were carefully calibrated to yield thresholds of exactly zero, the

body effect of the device still would prevent a full swing to Vpn.
The use of zero-threshold transistors has some negative impact on the power consumption

due to the subthreshold currents flowing through the pass-transistors, even if V,. is below V;.
This is demonstrated in Figure 6-43, which points out a potential sneak dce-current path. While
these leakage paths are not critical when the device is switching constantly, they do pose a sig-

nificant energy overhead when the circuit is in the idle state.

Solution 3: Transmission-Gate Logic The most widely used solution to deal with the volt-

age-drop problemis the use of transmission gates.* This technique builds on the complementary
properties of NMOS and PMOStransistors: NMOS devices pass a strong 0, but a weak 1, while
PMOStransistors pass a strong 1 but a weak 0. The ideal approach is to use an NMOS to pull

down and a PMOSto pull up. The transmission gate combines the best of both device flavors by
placing an NMOS device in parallel with a PMOS device as in Figure 6-44da. The control 

*The transmission gate is only one of the possible solutions. Other styles of pass-transistoz networks that combine
NMOS and PMOS transistors have been devised, Double pass-transistor Jogic (DPL) is an example of such
iBernstein93, pp. 84}.
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Figure 6-43 Static power consumption when using zero-threshold 
pass-transistors. 
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Figure 6-44 CMOS transmission gate. 

signals to the transmission gate ( C and C) are complementary. The transmission gate acts as a 
bidirectional switch controlled by the gate signal C. When C = 1, both MOSFETs are on, allow
ing the signal to pass through the gate. In short, 

A=BifC=1 (6.32) 

On the other hand, C = 0 places both transistors in cutoff, creating an open circuit between nodes 
A and B. Figure 6-44b shows a commonly used transmission-gate symbol. 

Consider the case of charging node B to V DD for the transmission-gate circuit in 
Figure 6-45a. Node A is set at V DD• and the transmission gate is enabled ( C = I and C = 0). If 
only the NMOS pass device were present, node B would only charge up to V00 - V7,,, at 
which point the NMOS device would turn off. However, since the PMOS device is present 

1 
! 
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Figure 6-44 CMOS transmission gate.

signals to the transmission gate (C and C) are complementary. The tansmission gate acts as a
bidirectional switch controlled by the gate signal C. When C = 1, both MOSFETsare on, allow-

ing the signal to pass through the gate. In short,

A=B8 if C=1 (6.32)

Onthe other hand, C = 0 places both transistors in cutoff, creating an open circuit between nodes
A and &. Figure 644b shows a commonly used transmission-gate symbol.

Consider the case of charging node B to Vp, for the transmission-gate circuit in
Figure 6-45a. Node A is set at ¥,,, and the transmission gate is enabled (C = 1 and €=0). i
only the NMOS pass device were present, nade B would only charge up to Vpp — Vz,at
which point the NMOS device would turn off. However, since the PMOS device is present
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Figure 6-45 Transmission gates enable rail-to-rail switching. 

279 

and is "on" (V GSp = -V DD), the output charges all the way up to VDD· Figure 6-45b shows the 
opposite case-that is, discharging node B to 0. B is initially at V0 D when node A is driven 
low. The PMOS transistor by itself can only pull-down node B to Vr,, at which point it turns 
off. The parallel NMOS device stays turned on, however (since its V GSn = V 00), and pulls 
node B all the way to GND. Although the transmission gate requires two transistors and more 
control signals, it enables rail-to-rail swing. 

Transmission gates can be used to build some complex gates very efficiently. Figure 6-46 
shows an example of a simple inverting two-input multiplexer. This gate either selects input A or 

B on the basis of the value of the control signal S, which is equivalent to implementing the fol
lowing Boolean function: 

F=(A·S+B·S) (6.33) 

A complementary implementation of the gate requires eight transistors instead of six. 

s s 
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Figure 6-46 Transmission-gate multiplexer and its layout. 
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Figure 6-45 Transmission gaies enable rail-to-rail switching.

and is “on” (Vgs, =—Vp), the output charges all the way up to Vpp. Figure 6-45b shows the
opposite case—that is, discharging node B to 0. B is initially at Vpp when node A is driven
low. The PMOStransistor by itself can only pull-down node B to Vp, at which point it turns
off. The parallel NMOS device stays turned on, however (since its Vey, = Vpn), and pulls
node 8 all the way to GND. Although the transmission gate requires two transistors and more
control signals, it enables rail-to-rail swing.

‘Transmission gates can be used to build some complex gates very efficiently. Figure 6-46
shows an example of a simple inverting two-input multiplexer. This gate either selects input A or
B on the basis of the value of the control signal 5, which is equivalent to implementing the fol-
lowing Boolean function:

Fo={A-S48-5S) (6.33)

A complementary implementation of the gate requires eight transistors instead of six,

  
Figure 6-46 Transmission-gate multiplexer and its layout.
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Figure 6-47 Transmission-gate XOR. 

Another example of the effective use of transmission gates is the popular XOR circuit 
shown in Figure 6"47. The complete implementation of this gate requires only 6 transistors 
(including the inverter used for the generation of B), compared with the 12 transistors required 

for a complementary implementation. To understand the operation of this circuit, we need only 
analyze the B = 0 and B = 1 cases separately. For B = l, transistors M1 and M2 act as an inverter, 
while the transmission gate M3/M4 is off; hence, F = AB. In the opposite case, M 1 and M2 are 
disabled, and the transmission gate is operational, or F = AB. The combination of both leads to 
the XOR function. Notice that regardless of the values of A and B, node F always has a connec

tion to either V DD or GND and thus is a low-impedance node. When designing static-pass-tran
sistor networks, it is essential to adhere to the low-impedance rule under all circumstances. 
Other examples in which transmission-gate logic is effectively used are fast adder circuits and 

registers. 

Performance of Pass-Transistor and Transmission-Gate Logic 

The pass-transistor and the transmission gate are, unfortunately, not ideal switches, and they 
have a series resistance associated with them. To quantify the resistance, consider the circuit in 

Figure 6-48, which involves charging a node from O V to V DD· In this discussion, we use the 
large-signal definition of resistance, which involves dividing the voltage across the switch by the 
drain current. The effective resistance of the switch is modeled as a parallel connection of the 

resistances Rn and RI' of the NMOS and PMOS devices, defined as (V0 n- V°',,)lln,, and (V00 -

Vm,;)l(-10P)' respectively. The currents through the devices obviously are dependent on the value 
of V°'" and the operating mode of the transistors. During the low-to-high transition, the pass-tran

sistors traverse through a number of operation modes. For low values of V0"" the NlY!OS device 
is saturated and the resistance is approximated as 

RP= 
VOUJ-VDD 

Io,, 

VOIII-VDD =--------'-"'--=-------
k,,. (c-v DD- V Tp)(Vo,,,- V DD) (6.34) 

i 
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Figure 6-47 Transmission-gate XOR.

Another example of the effective use of transmission gates is the popular XOR circuit
shown in Figure 6-47. The complete implementation of this gate requires only 6 transistors
(including the inverter used for the generation of 2), compared with the 12 transistors required
for a complementary implementation. To understand the operation of this circuit, we need only
analyze the B = 0 and B = 1 cases separately. For # = 1, transistors M4, and M,act as an inverter,
while the transmission gate M,/M, is off; hence, F = AB. In the opposite case, M@, and 44, are
disabled, and the transmission gate is operational, or F = AR. The combination of both leads to
the XOR function. Notice that regardless of the values of A and 5, node ¥ always has a connec-

lion to either V,,, or GND and thus is a low-impedance node, When designing static-pass-tran-
sistor networks, it is essential to adhere to the low-impedance rule under all circumstances.
Other examples in which transmission-gate logic is effectively used are fast adder circuits and
registers.

Performance of Pass-Transistor and Transmission-Gate Logic

The pass-transistor and the transmission gate are, unfortunately, not ideal switches, and they
have a series resistance associated with them. To quantify the resistance, consider the circuit in
Figure 6-48, which involves charging a node from 0 V to Vpp. In this discussion, we use the
large-signal definition of resistance, which involves dividing the voltage across the switch bythe
drain current. The effective resistance of the switch is modeled as a parallel connection of the

resistances R,, and R, of the NMOS and PMOSdevices, defined as (Vpp — Viurtin, and (Vpn —
Vig(lp), tespectively. The currents through the devices obviously are dependent on the value
of V,,, and the operating mode of the transistors. During the low-to-high transition, the pass-tran-
sistors traverse through a number of operation modes. For low values ofV,,,,, the NMOS device
is saturated and the resistance is approximated as

R= Voat - Von - Your ~ Von
an Ip, Vou -¥ }?t kp ((-Voo- Vp)ou: Yop)-7 “2 ) (6.34)

1

k,(-Voa ~ Voy)
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Figure 6-48 Simulated equivalent resistance of transmission gate for low-to-high 
transition (for (W-L), = (W-L)p = 0.5 µm/0.25 µm). A similar response for overall 
resistance is obtained for the high-to-low transition. 

281 

The resistance goes up for increasing values of V
0
u

1 
and approaches infinity when V0 m reaches 

V DD - V 7,, and the device shuts off. Similarly, we can analyze the behavior of the PMOS transis
tor. When V

0
,.

1 
is small, the PMOS is saturated, but it enters the linear mode of operation for V0 ,,, 

approaching V DD· This gives the following approximated resistance: 

RP= 
V out - V DD V our - V DD =--------""'--=-------

lop 

(6.35) 

l 
~ ------

kp(-Vvv-Vrp) 

The simulated value of R,q = R,, II Rn as a function of V0"' is plotted in Figure 6-48. It can 
be observed that R,q is relatively constant (~ 8 kQ in this particular case). The same is trne in 
other design instances (for example, when discharging Cc). When analyzing transmission-gate 

networks, the simplifying assumption that the switch has a constant resistive value is therefore 

acceptable. 

Problem 6. 7 Equivalent Resistance during Discharge 

Determine the equivalent resistance by simulation for the high-to-low transition of a transmission gate. (In 
other words, produce a plot similar to the one presented in Figure 6-48). 

An important consideration is the delay associated with a chain of transmission gates. 

Figure 6-49 shows a chain of n transmission gates. Such a configuration often occurs in circuits 
such as adders or deep multiplexors. Assume that all transmission gates are turned on and a step 
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Resistance,Kohms 
You a= v

Figure 6-48 Simulated equivalent resistance of transmission gate for low-to-high
transition (for (ML), = (4-1), = 0.5 pm/0.25 um). A similar response for overallresistance is obtained ioe theRichio!low transition.

The resistance goes up for increasing values of V,,, and approaches infinity when V,,, reaches
Vp — Vp, and the device shuts off. Similarly, we can analyze the behavior of the PMOStransis-
tor, When Y,,,, is small, the PMOSissaturated, but it enters the linear mode of operation for V,,,
approaching V5. This gives the following approximated resistance:

R= Vone Vop _ Vout Vop
a fi ~Dp VvKyo (-Voo- VandVour — ¥pp) - our=Von)”‘|2 (6.35)

I

kiVop — Vrp)

The simulated value of R,, = R,, || R, as a function ofV,,, is plotted in Figure 6-48. It can
be observed that &,, is relatively constant (~ 8 kQ in this particular case). The same is true m
other design instances (for example, when discharging C,). When analyzing transmission-gate
networks, the simplifying assumption that the switch has a constant resistive value is therefore
acceptable.
 

Problem 6.7 Equivalent Resistance during Discharge

Determine the equivalent resistance by simulation for the high-to-low transition of a transmission gate. (In
other words, produce a plot similar fo the one presented in Figure 6-48). 

An important consideration is the delay associated with a chain of transmission gates.
Figure 6-49 shows a chain of n transmission gates. Such a configuration often cecurs in circuits
such as adders or deep multiplexors. Assume that all transmission gates are turned on and a step

ONSEMI EXHIBIT 1041, Page 170



282 Chapter 6 • Designing Combinational Logic Gates in CMOS 

2.5 2.5 2.5 

~~---v~c 
0 I C _L 

j 

_LC I 
0 I o 

- -
(a) A chain of transmission gates 

V; 
Rcq 

{b) Equivalent RC network 

Figure 6-49 Speed optimization in transmission-gate networks. 

is applied at the input. To analyze the propagation delay of this network, the transmission gates 
are replaced by their equivalent resistances R,q· This produces the network of Figure 6-49b. 

The delay of a network of n transmission gates in sequence can be estimated by using the 
Elmore approximation (see Chapter 4): 

" 
" n(n + I) t;,( V,,) = 0.69 L..., CR,i = 0.69CR,q 2 

(6.36) 

k=O 

This means that the propagation delay is proportional to ,,2 and increases rapidly with the num

ber of switches in the chain. 

Example 6.13 Delay of Transmission-Gate Chain 

Consider 16 cascaded minimum-sized transmission gates, each with an average resistance 
of 8 k.Q. The node capacitance consists of the capacitance of two NMOS and PMOS 
devices Qunction and gate). Since the gate inputs are assumed to be fixed, there is no 
Miller multiplication. The capacitance can be calculated to be approximately 3.6 fF for the 
low-to-high transition. The delay is given by 

(6.37) 

The transient response for this particular example is shown in Figure 6-50. The sim
ulated delay is 2.7 ns. It is remarkable that a simple RC model predicts the delay so accu
rately. It is also clear that the use of long pass-transistor chains causes significant delay 

degradation. 

I 
' 
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Figure 6-49 Speed optimization in transmission-gate networks.

is applied at the input. To analyze the propagation delay of this network, the transmission gates
are replaced bytheir equivalent resistances 2,,. This produces the network of Figure 6-49b.

The delayof a network of 2 transmission gates in sequence can be estimated by using the
Elmore approximation (see Chapter 4):

i

_ _ atat 1)1(¥,) = 0.69} CR,gk = 0.69CRy—5 (6.36)
 

kad

This meansthat the propagation delay is proportional to n* and increases rapidly with the num-
ber of switches in the chain.
 

Example 6.13 Delay of Transmission-Gate Chain

Consider 16 cascaded minimum-sized transmission gates, each with an average resistance
of 8 kQ, The node capacitance consists of the capacitance of two NMOS and PMOS
devices (junction and gate). Since the gate mputs are assumed to be fixed, there is no
Miller multiplication. The capacitance can be calculated to be approximately 3.6 fF for the
low-to-high transition. The delay is given by

fy = 0.69-CR,AAET = 0.69. (3.6 FF)(8 KAY 16(16 + 3)
2 2 ) = 2.7 ns (6.37)

The transient response forthis particular exampie is shown in Figure 6-50. The sim-
uated delay is 2.7 ns. It is remarkable that a simple RC model predicts the delay sc accu- 7
rately. It is also clear that the use of long pass-transistor chains causes significant delay
degradation.
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Time (ns) 

Figure 6-50 Speed optimization in transmission-gate networks. 

The most common approach for dealing with the long delay is to break the chain and 
insert buffers every m switches (Figure 6-51). Assuming a propagation delay t1Jrtffor each buffer, 
the overall propagation delay of the transmission gate-buffer network is then computed as 
follows: 

= 0 69[!!.cR m(m + I)] (!!.-1)\ t p , cq 2 + tbuf m m 
(6.38) 

[ 
n(m+ l)J (" ) = 0.69 CR,q 

2 
+ ;;; - I t1,,,1 

The resulting delay exhibits only a linear dependence on the number of switches n, in con
trast to the unbuffered circuit, which is quadratic in n. The optimal number of switches m0p, 

dt 
between buffers can be found by setting the derivative ~ to O. which yields 

um 

~ 1.7 / pbuf 

~ CR," 

m 

Figure 6-51 Breaking up long transmission-gate chains by inserting buffers. 

(6.39) 
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Figure 6-50 Speed optimization in transmission-gate networks.

The most common approach for dealing with the long delay is to break the cham and

insert buffers every m switches Figure 6-51), Assuming a propagation delay1,for each buffer,
the overall propagation delay of the transmission gate—buffer network is then computed as
follows:

—~
|_ a m(in+ 1b} HY0.692cr,,me| + (4 = 1 tony

(6.38)
_ nom+ 1) n= o.69[cr,ee] + (2 - Uap

The resulting delay exhibits only a linear dependence on the number of switches , in con-

trast to the unbuffered circuit, which is quadratic in x. The optimal numberof switches m,,,

at

between buffers can be found by setting the derivative > to 0, which yields

[EPop: = MT > “4 (6.39)
ced

a
Rag Reg Rey Roa Reg Reg

in WAM-We]Ngrq}>--Cc ce c ec ce c

I 7 rierL
Figure 6-51 Breaking up jong transmission-gate chains by inserting buffers.
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Obviously, the number of switches per segment grows with increasing values of tbuf· In current 
technologies, mopr typicaHy equals 3 or 4. The presented analysis ignores that tp1)/(,ritself is a func

tion of the load m. A more accurate analysis taking this factor into account is presented in Chapter 9. 

Example 6.14 Transmission-Gate Chain 

Consider the same 16-transmission-gate chain. The buffers shown in Figure 6-51 can be 

implemented as inverters (instead of two cascaded inverters). In some cases. it might be 
necessary to add an extra inverter to produce the correct polarity. Assuming that each 
inverter is sized such that the NMOS is 0.5 µm/0.25 µm and PMOS is 0.5 µm /0.25 µm, 
Eq. (6.39) predicts that an inverter must be inserted every 3 transmission gates. The simu
lated delay when placing an inverter every two transmission gates is 154 ps; for every 
three transmission gates, the delay is 154 ps; and for four transmission gates, it is 164 ps. 

The insertion of buffering inverters reduces the delay by a factor of almost 2. 

CAUTION: Although many of the circuit styles discussed in the previous sections sound very 

interesting. and might be superior to static CMOS in many respects, none has the robustness and 

ease of design of complementary CMOS. Therefore, use them sparingly and with caution. For 
designs that have no extreme area, compJexity, or speed constraints, complementary CMOS is 

the recommended design style. 

6.3 Dynamic CMOS Design 
It was noted earlier that static CMOS logic with a fan-in of N requires 2N devices. A variety of 

approaches were presented to reduce the number of transistors required to implement a given 
logic function including pseudo-NMOS, pass-transistor logic, etc. The pseudo-NMOS logic 
style requires only N + l transistors to implement an N input logic gate, but unfortunately it has 
static power dissipation. In this section, an alternate logic style calied dynamic logic is presented 

that obtains a similar result, while avoiding static power consumption. With the addition of a 
clock input, it uses a sequence of precharge and conditional evaluation phases. 

6.3.1 Dynamic Logic: Basic Principles 
The basic consn-uction of an (11-type) dynamic logic gate is shown in Figure 6-52a. The PDN 
(pull-down network) is constructed exactly as in complementary CMOS. The operation of this 

circuit is divided into two major phases-precharge and evaluation-with the mode of opera

tion determined by the clock signal CLK. 

Precharge 

When CLK = 0, the output node Out is precharged to V DD by the PMOS transistor M,,. During 
that time, the evaluate NMOS transistor M, is off, so that the pull-down path is disabled. The 

T 

I 

l 
I 
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Obviously, the number of switches per segment grows with increasing valuesof ¢,,-. In current
technologies, m,,, typically equals 5 or 4, The presented analysis ignores that ip,,,itself is a fune-
tion of the load mt. A more accurate analysis taking this factor into accountis presented in Chapter9.
a

Example 6.14 Transmission-Gate Chain

Consider the same 16-transmission-gate chain. The buffers shown in Figure 6-5! can be
implemented as inverters (instead of two cascaded inverters}. In some cases, it might be
necessary to add an extra inverter to produce the correct polarity. Assuming that each
inverter is sized such that the NMOSis 0.5 m/0.25 um and PMOSis 0.5 jam /0.25 um,
Eq. (6.39) predicts that an inverter must be inserted every 3 transmission gates. The simu-
lated delay when placing an inverter every two transmission gates is 154 ps, for every
three transmission gates, the delay is 154 ps; and for four transmission gates,it is 164 ps.
‘The insertion of buffering inverters reduces the delay by a factor of almost 2.
ilt

i

CAUTION: Although many of the circuit styles discussed in the previous sections sound very
interesting, and might be superior to static CMOS in many respects, none has the robustness and
ease of design of complementary CMOS. Therefore, use them sparingly and with caution. For
designs that have no extreme area, complexity, or speed constraints, complementary CMOSis
the recommended design style.
a

6.3 Dynamic CMOS Design
It was noted earlier that static CMOS logic with a fan-in of N requires 2N devices. A variety of
approaches were presented to reduce the numberof transistors required to implementa given
logic function Including pseudo-NMOS,pass-transistor logic, etc, The pseuda-NMOS logic
style requires only N + 1 transistors to implement an NV input logic gate, but unfortunately it has
static powerdissipation. In this section, an alternate logic style called dynamic logic is presented
that obtains a similar result, while avoiding static power consumption. With the addition of a
clock input, it uses a sequence ofprecharge and conditional evaluation phases.

6.3.1 Bynamic Logic: Basic Principies

The basic construction of an (1-type) dynamic legic gate is shown in Figure 6-32a. The PDN
(pull-dewn network) is constructed exactly as in complementary CMOS. The operation of this
circuit is divided into two major phases—precharge and evaluation—with the mode of opera-
tion determined by the cleck signal CLK.

Precharge

When CLK = 0, the output node Our is precharged to Vpp by the PMOStransister M,. During
that time, the evaluate NMOStransistor Mf, is off, so that the pull-down path is disabled. The
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Figure 6-52 Basic concepts of a dynamic gate. 

285 

Out 

1-c 

evaluation FET eliminates any static power that would be consumed during the precharge period 
(i.e., static current would flow between the supplies if both the pull-down and the precharge 
device were turned on simultaneously). 

Evaluation 

For CLK = 1, the precharge transistor MP is off, and the evaluation transistor lvfe is turned on. The 
output is conditionally discharged based on the input values and the pull-down topology. If the 
inputs are such that the PDN conducts, then a low resistance path exists between Out and GND, 

and the output is discharged to GND. If the PDN is turned off, the precharged value remains 
stored on the output capacitance CL, which is a combination of junction capacitances~ the wiring 
capacitance, and the inpnt capacitance of the fan-out gates. During the evaluation phase. the only 
possible path between the output node and a supply rail is to GND. Consequently, once Out is 
discharged, it cannot be charged again until the next precharge operation. The inputs to the gate 

can thus make at most one transition dnring evaluation. Notice that the output can be in the 
high-impedance state during the evaluation period if the pull-down network is turned off. This 
behavior is fundamentally different from the static counterpart that always has a low resistance 

path between the output and one of the power rails. 
As an example, consider the circuit shown in Figure 6-52b. During the precharge phase 

( CLK = 0), the output is precharged to V DD regardless of the input values, because the evaluation 
device is turned off. During evaluation (CLK = 1), a conducting path is created between Out and 

GND if (and only if) A · B + C is TRUE. Otherwise, the output remains at the precharged state of 

VDD· The following function is thus realized: 

Out = CLK + (A · B + C) · CLK (6.40) 
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Figure 6-52 Basic concepts of a dynamic gate.

evaluation FET eliminates any static power that would be consumed during the precharge period
(.e., static current would flow between the supplies if both the pull-down and the precharge

device were turned on simultaneously}.

Evaluation

For CLK = 1, the precharge transistor M, is off, and the evaluation transistor M, is turned on. The
output is conditionally discharged based on the input values and the pull-down topology. Hf the
inputs are such that the PON conducts, then a low resistance path exists between Out and GND,
and the output is discharged to GND. If the PDN is turned off, the precharged value remains

stored on the output capacitance C,, which is a combination of junction capacitances, the wiring
capacitance, and the input capacitance of the fan-out gates. During the evaluation phase, the only
possible path between the output node and a supply rail is to GND, Consequently, once Out is

discharged, it cannot be charged again until the next precharge operation. The inputs to the gate
can thus make af most ene transition during evaluation. Notice that the output can be in the
high-impedance state durmeg the evaluation period if the pull-down network is turned off. This
behavior is fundamentally different from the static counterpart that always has a low resistance

path between the output and one of the powerrails.

As an example, consider the circuit shown in Figure 6-32b. During the precharge phase
(CLK = 0), the output is precharged to Vpp regardless of the input values, because the evaluation
device is turned off. During evaluation (CLK = 1), a conducting path is created between Gut and
GNDif (and only if} A - 2 + Cis TRUE. Otherwise, the output remains at the precharged state of

Vop. The following function is thus realized:

Our = CLK+(A-B+C)-CLK (6.40)
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A number of important properties can be derived for the dynamic logic gate: 

• The logic function is implemented by the NMOS pull-down network. The construction of 

the PDN proceeds just as it does for static CMOS. 

• The nwnber of transistors (for complex gates) is substantiaHy lower than in the static case: 

N + 2 versus 2N. 

• It is nonratioed. The sizing of the PMOS precharge device is not important for realizing 

proper functionality of the gate. The size of the precharge device can be made large to 

improve the low-to-high transition time (of course, at a cost to the high-to-low transition 

time). There is, however, a trade-off with power dissipation, since a larger precharge 

device directly increases clock-power dissipation. 

• It only consumes dynamic power. Ideally, no static current path ever exists between VDD 

and GND. The overall power dissipation, however, can be significantly higher compared 

with a static logic gate. 
• The logic gates have faster switching speeds, for two main reasons. The first (obvious) rea

son is due to the reduced load capacitance attributed to the lower number of transistors per 

gate and the single-transistor load per fan-in. This translates in a reduced logical effort. 
For instance, the logical effort of a two-input dynamic NOR gate e<juals 213, which is sub

stantially smaller than the 5/3 of its static CMOS counterpart. The second reason is that 

the dynamic gate does not have short circuit current, and an the current provided by the 

puH-down devices goes towards discharging the load capacitance. 

The low and high output levels of V0 i and V0 H are easily identified as GND and V 00, and 
they are not dependent on the transistor sizes. The other VTC parameters are dramatically differ

ent from static gates. Noise margins and switching thresholds have been defined as static quanti

ties that are not a function of time. To be functional, a dynamic gate requires a periodic sequence 

of precharges and evaluations. Pure static analysis, therefore, does not apply. During the evalua

tion period, the pull-down network of a dynamic inverter starts to conduct when the input signal 

exceeds the threshold voltage (V rnl of the NMOS pull-down transistor. Therefore, it is reason

able to assume that the switching threshold (V,11) as well as Vm and V,L are equal to Vru, This 

translates to a low value fortheNML. 

It is also possible to implement dynamic logic using the dual approach. where the output node is connected 
by a predischarge NMOS transistor to GND. and the evaluation PUN network is implemented in PMOS. 
The operation is similar: During precharge, the output node is discharged to GND; during evaluatlon, the 
output is condiLionaHy charged to V DD. This p-type dynamic gate has the disadvantage of being slower 
than then-type because of the lower current drive of the PMOS transistors. Iii 
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A number of important properties can be derived for the dynamic logic gate:

* The logic function is implemented by the NMOS pull-down network. The construction of
the PDN proceeds just as it dees for static CMOS. i

* The nenberoftransistors (or complex gates} is substantially lowerthan in the static case:
N + 2 versus 2N.

* It is nonratioed. The sizing of the PMOS precharge device is not important for realizing
proper functionality of the gate. The size of the precharge device can be madelarge to
improve the low-to-high transition time (of course, at a cost to the high-to-low transition
time}. There is, however, a trade-olf with power dissipation, since a larger precharge

device directly increases clock-power dissipation.

* It only consumes dynamic power. Ideally, no static current path ever exists between ¥np
and GND. The overall power dissipation, however, can be significantly higher compared |
with a static logic gate.

® The logic gates havefaster switching speeds, for two main reasons. The first (obvious) rea-
son is due to the reduced load capacitance attributed to the lower numberof transistors per

gate and the single-transistor load perfan-in. This translates in a reduced logical effort.
Forinstance, the logical effort of a two-input dynamic NOR gate equals 2/3, which is sub-

stantially smaller than the 5/3 ofits static CMOS counterpart. The second reason is that
the dynamic gate does not have short circuit current, and all the current provided by the

pull-down devices goes towards discharging the load capacitance.

The low and high output levels of ¥,, and Vp,, are easily identified as GND and Vp, and
they are net dependent on the transistor sizes. The other VTC parameters are dramatically differ-

ent from static gates. Noise margins and switching thresholds have been defined as static quanti-

ties that are not a function of time. To be functional, a dynamic gate requires a periodic sequence
of precharges and evaluations. Pure static analysis, therefore, does not apply. During the evalua-

tion period, the pull-down network of a dynamic inverter starts to conduct when the input signal

exceeds the threshold voltage (Vz) of the NMOSpull-down transistor. Therefore, it is reason-
able to assume that the switching threshold (V,,} as well as V,,.and Vj, are equal to V,,. This
translates to a low value for the NM, .

 
it is also possible to implement dynamic logic using the dual approach, where the output nade is connected
by a predischarge NMOStransistor to GND, and the evaluation PUN network is implemented in PMOS. i
The operation is similar. During precharge, the output node is discharged to GND, during evaluation, the i
output is conditionally charged to V,5. This p-type dynamic gate has the disadvantage of being slower
than the 2-type because of the lower current drive of the PMOStransistors. a
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6.3.2 Speed and Power Dissipation of Dynamic Logic 

The main advantages of dynamic logic are increased speed and reduced implementation area. 
Fewer devices to implement a given logic function implies that the overall load capacitance is 
much smaller. The analysis of the switching behavior of the gate has some interesting peculiari
ties to it After the precharge phase, the output is high. For a low input signal, no additional 
switching occurs. As a result, t11Lfl = O! The high-to-low transition, on the other hand, requires 
the discharging of the output capacitance through the pull-down network. Therefore, tpHL is pro
portional to CL and the cmTent-sinking capabiUties of the pull-down network The presence of 
the evaluation transistor slows the gate somewhat, as it presents an extra series resistance. Omit
ting this transistor, while functionally not forbidden, may result in static power dissipation and 
potentially a performance loss. 

The preceding analysis is somewhat unfair because it ignores the influence of the pre
charge time on the switching speed of the gate. The precharge time is determined by the time it 
takes to charge CL through the PMOS precharge transistor. During this time, the logic in the gate 
cannot be utilized. Very often, however, the overaH digital system can be designed in such a way 
that the precharge time coincides with other system functions. For instance, the precharge of the 
arithmetic unit in a microprocessor could coincide with the instruction decode. The designer has 
to be aware of this "dead zone" in the use of dynamic logic and thus should carefully consider 
the pros and cons of its usage, taking the overall system requirements into account. 

Example 6.15 A Four-Input Dynamic NAND Gate 

Figure 6-53 shows the design of a four-input NAND example designed using the dynamic
circuit style. Due to the dynamic nature of the gate, the derivation of the voltage-transfer 
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Figure 6-53 Schematic and transient response of a four-input dynamic NAND gate. 
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6.3.2 Speed and Power Dissipation of Dynamic Logic

‘The main advantages of dynamic logic are increased speed and reduced implementation area.
Fewer devices to implement a given logic function implies that the overal! load capacitance is

much smaller. The analysis of the switching behavior of the gate has some interesting peculiari-

ties to it. After the precharge phase, the output is high. Por a low input signal, no additional

switching occurs. As a result, {,,, = 0! The high-to-low transition, on the other hand, requires
the discharging of the output capacitance through the pull-down network. Therefore,1... iS pro-
portional to C, and the current-sinking capabilities of the pull-down network. The presence of
the evaluation transistor slows the gate somewhat, as It presents an extra series resistance, Omit-

ting this transistor, while functionally not forbidden, may result in static power dissipation and
potentially a performanceloss.

The preceding analysis is somewhat unfair because it ignores the influence of the pre-
charge time on the switching speed of the gate. The precharge time is determined by the time it
takes to charge C, through the PMOSprechargetransistor. During this time, the logic in the gate
cannot be utilized, Very often, however, the overall digital system can be designed in such a way

that the precharge time coincides with other system functions. For instance, the precharge of the
arithmetic unit in a microprocesser could coincide with the instruction decode. The designer has
to be aware of this “dead zone” im the use of dynamic logic and thus should carefully consider

the pros and cons of its usage, taking the overall system requirements info account.

Example 6.15 A Four-Input Dynamic NAND Gate

Figure 6-53 shows the design of a four-input NAND example designed using the dynamic-
cireuit style. Due to the dynamic nature of the gate, the derivation of the voltage-transfer
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Figure 6-53 Schematic and transient response of a four-input dynamic NAND gate.
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characteristic diverges from the traditional approach. As discussed earlier, we assume that 
the switching threshold of the gate equals the threshold of the NMOS pull-down transistor. 
This results in asymmetrical noise margins, as shown in Table 6-IO. 

Table 6-10 The de and ac parameters of a four-input dynamic NAND. 

Transistors V DH 

6 2.5V OV 110 ps Ops 83 ps 

The dynamic behavior of the gate is simulated with SPICE. It is assumed that all 
inputs are set high when the clock goes high. On the rising edge of the clock, the output 
node is discharged. The resulting transient response is plotted in Figure 6-53, and the 
propagation delays are summarized in Table 6-10. The duration of the precharge cycle can 
be adjusted by changing the size of the PMOS precharge transistor. Making the PMOS too 
large should be avoided, however, as it both slows down the gate and increases the capaci
tive load on the clock line. For large designs, the latter factor might become a major design 
concern because the clock load can become excessive and hard to drive. 

As mentioned earlier, the static gate parameters are time dependent. To illustrate 
this, consider a four-input NANO gate with all the partial inputs tied together, and are 
making a low-to-high transition. Figure 6-54 shows a transient simulation of the output 
voltage for three different input transitions--from O to 0.45 V, 0.5 V and 0.55 V, respec
tively. In the preceding discussion, we have defined the switching threshold of the 
dynamic gate as the device threshold. However, notice that the amount by which the out
put voltage drops is a strong function of the input voltage and the available evaluation 
time. The noise voltage needed to corrupt the signal has to be larger if the evaluation time 
is short. In other words, the switching threshold is truly time dependent. 

> 
f 1.0 

;!I 

0.0 

Time,ns 

Figure 6-54 Effect of an input glitch on the output 
The switching threshold depends on the time for evaluation. 
A larger glitch is acceptable if the evaluation phase is shorter. 
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characteristic diverges from the traditional approach. As discussed earlier, we assume that

the switching threshold of the gate equals the threshold of the NMOS pull-down transistor.
This results in asymmetrical noise margins, as shown in Table 6-10.

Fable 6-10 The de and ac parameiers of a four-input dynamic NAND, 

 

6 25V¥V OV Vy 25=Vey Voy  1iGps Ops 83 ps 

The dynamic behavior of the gate is simulated with SPICE.It is assumed that ali

inputs are set high when the clock goes high. On the rising edge of the clock, the output
node is discharged. The resulting transient response is plotted in Figure 6-33, and the

propagation delays are summarized in Table 6-10. The duration of the precharge cycle can
be adjusted by changing the size of the PMOS precharge transistor, Making the PMOStoo
large should be avoided, however, as it both slows down the gate and increases the capaci-
tive load on the clock line. For large designs, the latter factor might become a major design
concern because the clock lead can become excessive and hard to drive.

As mentioned earlier, the static gate parameters are time dependent. To illustrate

this, consider a four-input NAND gate with all the partial inputs tied together, and are

making a low-to-high transition. Figure 6-54 shows a transient simulation of the output
voltage for three different input transitions—from © to 0.45 V, 0.5 ¥ and 6.35 V, respec-
tively. In the preceding discussion, we have defined the switching threshold of the
dynamic gate as the device threshold, However, notice that the amount by which the out-
put voltage drops is a strong function of the input voltage and the available evaluation
time. The noise voltage needed to corrupt the signal has to be larger if the evaluation time

is short. In other words, the switching threshold is truly time dependent.

Voltage,V    
G 20 46 50 86 10¢

Fare, 15

Figure 6-54 Effect of an input glitch on the output.
The switching threshold depends on the time for evaluation.
A larger glitch is acceptable if the evaluation phase is shorter. 
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1t would appear that dynamic logic presents a significant advantage from a power perspec
tive. There are three reasons for this. First, the physical capacitance is lower since dynamic logic 
uses fewer transistors to implement a given function. Also, the load seen for each fan-out ls one 
transistor instead of two. Second, dynamic logic gates by construction can have at most one tran
sition per clock cycle. Glitching (or dynamic hazards) does not occur in dynamic logic. Finally, 
dynamic gates do not exhibit short-circuit power since the pull-up path is not turned on when the 

gate is evaluating. 
While these arguments generally are true, they are offset by other considerations: (1) the 

clock power of dynamic logic can be significant, particularly since the clock node has a guar
anteed transition on every sing]e clock cycle; (2) the number of u-ansistors is greater than the 
minimal set required for implementing the logic; (3) short-circuit power may exist when leak
age-combatting devices are added (as will be discussed further); and (4), most importantly, 

dynamic logic generally displays a higher switching activity due to the pe,iodic prec/zarge and 
discharge operations. Earlier, the transition probability for a static gate was shown to be p0 p 1 = 
p0 (I - p0 ). For dynamic logic, the output transition probability does not depend on the state 
(history) of the inputs, but rather on the signal probabilities. For an n-tree dynamic gate, the 
output makes a O -; 1 transition during the precharge phase only if the output was discharged 
during the preceding evaluate phase. Hence, the O -; l transition probability for an ,I-type 

dynamic gate is given by 

ao-71=Po (6.41) 

where Po is the probability that the output is zero. This number is always greater than or equal to 
p 0 p 1. For uniformly distributed inputs, the transition probability for an N-input gate is 

No 
ao-1 = N 

2 

where N 0 is the number of zero entries in the truth table of the logic function. 

Example 6.16 Activity Estimation in Dynamic Logic 

(6.42) 

To iBustrate the increased activity for a dynamic gate, consider again a two-input NOR 

gate. An n-tree dynamic implementation is shown in Figure 6-55. along with its static 

counterpart. For equally probable inputs, there is a 75% probability that the output node of 
the dynamic gate discharges immediately after the precharge phase, implying that the 

activity for such a gate equals 0.75 (i.e., PNoR = 0.75 CLV&7fc1;). The c01Tesponding activ
ity is a lot smaller, 3/16, for a static implementation. For a dynamic NANO gate, the tran
sition probability is 1/4 (since there is a 25% probability the output will be discharged) 
while it is 3/16 for a static implementation. Although these examples illustrate that the 
switching activity of dynamic logic is generally higher, it should be noted that dynamic 

logic has lower physical capacitance. Both factors must be accounted for when analyzing 

dynamic power dissipation. 
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A-j 

Figure 6-55 Static NOR versus n-type dynamic NOR. 

Problem 6.8 Activity Computation 

For the four-input dynamic NAND gate, compute the activity factor with the following assumption for the 
inputs: They are independent, andpA=! = 0.2,p8=i = 0.3, Pc=!= 0.5, and Pv=t = 0.4. 

6.3.3 Signal Integrity Issues in Dynamic Design 

Dynamic logic clearly can result in high-perfonnance solutions compared to static circuits. 
However, there are several important considerations that must be taken into account if one wants 
dynamic circuits to function properly. These include charge leakage, charge sharing, capacitive 
coupling. and clock feedthrough. These issues are discussed in some detail in this section. 

Charge Leakage 

The operation of a dynamic gate relies on the dynamic storage of the output value on a capacitor. 
If the pull-down network is off, ideally, the output should remain at the precharged state of V DD 

during the evaluation phase. However, this charge gradually leaks away due to leakage currents. 
eventually resulting in a malfunctioning of the gate. Figure 6-56a shows the sources of leakage 
for the basic dynamic inverter circuit. 

Source I and 2 are the reverse-biased diode and subthreshold leakage of the NMOS 
pull-down device M 1, respectively. The charge stored on Ci will slowly leak away through 
these leakage channels, causing a degradation in the high level (Figure 6-56b). Dynamic cir

cuits therefore require a minimal clock rate, which is typically on the order of a few kHz. This 
makes the usage of dynamic techniques unattractive for lo\v-performance products such as 
watches, or processors that use conditional clocks (where there are no guarantees on mini
mum clock rates). Note that the PMOS precharge device also contributes some leakage cur
rent due to the reverse bias diode (source 3) and the subthreshold conduction (source 4). To 
some extent, the leakage current of the PMOS counteracts the leakage of the pull-down path. 
As a result, the output voltage is going to be set by the resistive divider composed of the pull
down and pull-up paths. 

r 
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Figure 6-55 Static NOR versus n-type dynamic NOR.

 

Problem 6.8 Activity Computation

For the four-input dynarnic NAND gaie, compute the activity factor with the following assumption for the
inputs: They are independent, and p,_, = 0.2, py_, = 0.3, poy = 8.5, and pp_, = 0.4. 

6.3.3 Signal integrity Issues in Dynamic Design

Dynamic logic clearly can result in high-performance solutions compared to static circuits.
However, there are several important considerations that must be taken mto account if one wants
dynamic circuits to function properly. These include charge leakage, charge sharing, capacitive
coupling, and clock feedthrough. These issues are discussed in some detail in this section.

Charge Leakage

The operation of a dynamic gate relies on the dynamic storage of the output value on a capacitor.
If the pull-down network is off, ideally, the output should remain at the precharged state of Vp,
during the evaluation phase. However, this charge gradually leaks away due to leakage currents,
eventually resulting in a malfunctioning of the gate. Figure 6-56a shows the sources of leakage
for the basic dynamic inverter circuit.

Source 1 and 2 are the reverse-biased diode and subthreshold leakage of the NMOS

pull-down device M), respectively. The charge stored on C, will slowly leak away through
these leakage channels, causing a degradation in the high level (Figure 6-56b}. Dynamic cir-
cuits therefore require a minimal clock rate, which is typically on the order of a few kHz. This

makes the usage of dynamic techniques unattractive for low-performance products such as
watches, or processors that use conditional clocks (where there are no guarantees on mini-
mum clock rates}. Note that the PMOS precharge device alse contributes some leakage cur-
rent due to the reverse bias diode (source 3) and the subthreshold conduction (source 4), To

some extent, the leakage current of the PMOS counteracts the leakage of the pull-down path.
As a result, the output voltage is going to be set by the resistive divider composed of the pull-
down and pull-up paths.
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Figure 6-56 Leakag e issues in dynamic circuits. 

Example 6.17 Leakage in Dynamic Circuits 

Consider the simple inverter with all devices set at 0.5 µm/0.25 µm. Assume that the input 
is low during the evaluation period. Ideally, the output should remain at the precharged 
state of V DD· However, as seen from Figure 6-57, the output voltage drops. Once the out
put drops below the switching threshold of the fan-out logic gate, the output is interpreted 
as a low voltage. Notice that the output settles to an intermediate voltage, due to the leak
age current provided by che PMOS pull-up. 
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Figure 6-57 Impact of charge leakage. The output settles to an intermediate 
voltage determined by a resistive divider of the pull-down and pull-up devices. 

Leakage is caused by the high-impedance state of the output node during the evaluate 
mode, when the pull-down path is turned off. The leakage problem may be counteracted by 
reducing the output impedance on the output node during evaluation. This often is done by 
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Figure 6-56 Leakag e issues in dynamic circuits.

Example 6.17 Leakage in Dynamic Circuits

Consider the simple inverter with all devices set at 0.5 lum/0.25 [im. Assume that the input
is low during the evaluation period. Ideally, the output should remain at the precharged

state of Vp. However, as seen from Figure 6-37, the output voltage drops. Once the out-
put drops beiow the switching threshold of the fan-out logic gate, the output is interpreted
as a low voltage. Notice that the output settles to an intermediate voltage, due to the leak-
age current provided by the PMOS pull-up.

Voltage,V 
Time, ms

Figure 6-57 impact of charge leakage. The output settles to an intermediate
voltage determined by a resisiive divider of the pull-down and pull-up devices.

Leakage is caused by the high-impedance state of the output nede during the evaluate
mode, when the pull-down path is turned off. The leakage problem may be counteracted by
reducing the output impedance on the output nede during evaluation. This often is done by
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Figure 6-58 Static bleeders compensate for the charge leakage. 

adding a bleeder transistor, as shown in Figure 6-58a. The only function of the bleeder-an 
NMOS style pull-up device-is to compensate for the charge lost due to the pull-down leakage 
paths. To avoid the ratio problems associated with this style of circuit and the associated static 
power consumption, the bleeder resistance is made high (in other words, the device is kept 
small). This allows the (strong) pull-down devices to lower the Out node substantially below the 
switching threshold of the next gate. Often, the bleeder is implemented in a feedback configura
tion to eliminate the static power dissipation altogether (Figure 6-58b). 

Charge Sharing 

Another important concern in dynamic logic is the impact of charge sharing. Consider the circuit 
in Figure 6-59. During the precharge phase, the output node is precharged to V00. Assume that all 
inputs are set to O during precharge~ and that the capacitance Ca is discharged. Assume further that 
input B remains at O during evaluation, while input A makes a O ~ 1 transition, turning transistor 
A(, on. The charge stored originally on capacitor CL is redistributed over CL and Ca· This causes 
a drop in the output voltage, which cannot be recovered due to the dynamic nature of the circuit. 

The influence on the output voltage is readily calculated. Under the assumptions given 
previously, the following initial conditions are valid: V

0
,,,(1 = 0) = V00 and Vx(t = 0) = 0. As a 

result, two possible scenarios must be considered: 

l. AV
0

ut < V Tn. In this case, the final value of V x equals V DD - V7n(Vx). Charge conservation 
then yields 

CLVDD = CLVm,,(final)+CJVoo-Vy,,(Vx)] 

or 

ca = -c[VDD-VT11(Vx)] 
L 

(6.43) 

r 
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Figure 6-58 Static bieeders compensate for the charge leakage.

 
adding a bleeder transistor, as shown in Figure 6-58a. The only function of the bleeder—an
NMOSstyle pull-up device—is to compensate for the charge lost due to the pull-down leakage
paths. To avoid the ratio problems associated with this style of circuit and the associated static
power consumption, the bleeder resistance is made high (in other words, the device is kept
small). This allows the (strong) pull-down devices to lower the Our node substantially below the
switching threshold of the next gate. Often, the bleeder is implemented in a feedback configura-
tion to eliminate the static power dissipation altogether (Figure 6-33b).

Charge Sharing

Another important concern in dynamic logic is the impact of charge sharing. Consider the circuit
in Figure 6-59. During the precharge phase, the output nede is precharged to Vp,. Assumethatall
inputs are set to 0 during precharge, and that the capacitance C,, is discharged. Assume further that
input B remains at 0 during evaluation, while input A makes a 0 — | transition, turningtransistor
M_,on. The chargestored originally on capacitor C; is redistributed over C, and C,. This causes
a drop in the output voltage, which cannot be recovered due to the dynamic nature of the circuit.

The influence on the output voltage is readily calculated. Under the assumptions given
previously, the following initial conditions are valid: V,,,(f = 0) = Vpp and Vy@ = 0) = 9. Asa
result, two possible scenarios must be considered:

1. A¥,,.<¥z,. in this case, the final value of Vy equals Vpn — ¥7,(¥y). Charge conservation
then yields

CVpp = Cy Vosarl final} + CTYap ~ Vad Vad

or (6.43)
C,

AVaut = Voatfinal) + (-¥pn) = “GMop— Vaal Vx)
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Figure 6-59 Charge sharing in dynamic networks. 

2. Ll vout > V Tn. vllflf and Vx then reach the same value: 

( 
c,, '\ 

AV{)U/ = -VDD C C I 
a+ LJ 

293 

(6.44) 

We determine \Vhich of these scenarios ls valid by the capacitance ratio. The boundary condition 
between tl1e two cases can be determined by setting L\V,uu equal to VTn in Eq. (6.44), yielding 

c(! vTn 
= 

CL VDD-VTll 
(6.45) 

Case 1 holds when the (C,/CL) ratio is smaller than the condition defined in Eq. (6.45). If not, 
Eq. (6.44) is valid. Overall, it is desirable to keep the value of L,.V

0
,,, below IV7pl· The output of 

the dynamic gate might be connected to a static inverter, in which case the low level of V,,,,, 
would cause static power consumption. One major concern is a circuit malfunction if the output 
voltage is brought below the swltching threshold of the gate it drives. 

Example 6.18 Charge Sharing 

Let us consider the impact of charge sharing on the dynamic logic gate shown in Figure 6-60, 

which implements a three-input EXOR function y = A e B <ll C. The first question to be 
resolved is what conditions cause the worst case voltage drop on node y. For simplicity, ignore 
the load inverter~ and assume that all inputs are low during the precharge operation and that all 

isolated Jnternal nodes (i,;i, VJJ, Ve, and Vd) are initially at O V. 
Inspection of the truth table for this particular logic function shows that the output 

stays high for 4 out of 8 cases. The worst case change in output is obtained by exposing 
the maximum amount of internal capacitance to the output node during the evaluation 
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Figure 6-59 Charges sharing in dynamic networks.

2. AVi > Veq Vou aod Vy then reach the same value:

AV, = -V a (6.44)
Out DD a 4 Cy! -

We determine which of these scenariosis valid by the capacitance ratio. The boundary condition

between the two cases can be determined by seiting AV,,,, equal to Vz,in Eq. (6.44), yielding

C,, Voy
Cy Vpp ~ Very (6.4)

Case i holds when the (C,/C,} ratio is smaller than the condition defined in Eq. (6.45). If not,
Eq. (6.44) is valid. Overall, it is desirable to keep the value of AV,,,, below |V;,,. The output of
the dynamic gate might be connected to a static inverter, in which case the low level of Vous
would cause static power consumption. One major concern is a circuit malfunction if the output

voltage is broughi below the switching threshold of the gate it drives.

Example 6.18 Charge Sharing

Let us consider the impact of charge sharing on the dynamic logic gate shown in Figure 6-60,

which implements a three-input EXOR function y = A @ B @ C. Thefirst question to be

resolved is what conditions cause the worst case voltage drop en node y. For simplicity, ignore

the load inverter, and assume that all mputs are low during the precharge operation and thatall

isolated internal nodes (V,, V,. V., and V,,) are initially at 0 ¥,
Inspection of the truth table for this particular logic function shows that the output

stays high for 4 out of 8 cases. The worst case change in output is obtained by exposing
the maximum amount of internal capacitance te the output node during the evaluation
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Figure 6-60 Example illustrating the charge-sharing effect in dynamic logic. 

period. This happens for A B C or A B C. The voltage change can then be obtained by 
equating the initial charge with the final charge as done with equation Eq. (6.44), yield
ing a worst case change of 30/(30 + 50) * 2.5 V = 0.94 V. To ensure that the circuit func
tions correctly, the switching threshold of the connecting inve1ter should be placed below 
2.5 - 0.94 = 1.56 V. 

The most common and effective approach to deal with the charge redistribution is to also 
precharge critical internal nodes, as shown in Figure 6-61. Since the internal nodes are charged 

VDD 

CLK"4 MP 1"\1.bl p-cLK 
Oul 

A """1 M" 

B """1 M, 

CLK"""1 M, 

-
Figure 6-61 Dealing with charge sharing by precharging internal nodes. An NMOS 
precharge transistor may also be used, but this requires an inverted clock. 
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Figure 6-60 Exampie illustrating the charge-sharing effect in dynamic logic.

period. This happens for A B C or A B C. The voltage change can then be obtained by
equating the initial charge with the final charge as done with equation Eq. (6.44), yield-
ing a worst case change of 30/(30 + 50) * 2.5 V = 0.94 V, To ensure that the circuit func-

tions correctly, the switching threshold of the connecting inverter should be placed below
2.5-0.94= 156.

The most common and effective approach to deal with the charpe redistribution is to also
precharge critical internal nodes, as shown in Figure 6-61. Since the internal nodes are charged

Vap

 
Figure 6-61 Dealing with charge sharing by precharging internal nodes. An NMOS
precharge transistor may also be used, but this requires an inverted clock.
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to V DD during precharge, charge sharing does not occur. This solution obviously comes at the 
cost of increased area and capacitance. 

Capacitive Coupling 

The relatively high impedance of the output node makes the circuit very sensitive to crosstalk 
effects. A wire routed over or next to a dynamic node may couple capacitively and destroy the 
state of the floating node. Another equally important fonn of capacitive coupling is backgate (or 

output-to-input) coupling. Consider the circuit shown in Figure 6-62a, in which a dynamic two
input NANO gate drives a static NANO gate. A transition in the input In of the static gate may 
cause the output of the gate (Out2) to go low. This output transition couples capacitively to the 
other input of the gate (the dynamic node 01111) through the gate-source and gate-drain capaci
tances of transistor M4• A simulation of this effect is shown in Figure 6-62b. It demonstrates how 
the coupling causes the output of the dynamic gate Out1 to drop significantly. This further causes 
the output of the static NANO gate not to drop all the way down to O V and a small amount of 
static power to be dissipated. If the voltage drop is large enough, the circuit can evaluate incor
rectly, and the NAND output may not go low. When designing and laying out dynamic circuits, 
special care is needed to minimize capacitive coupling. 

Clock Feedthrough 

A special case of capacitive coupling is clock feedthrough, an effect caused by the capacitive 
coupling between the clock input of the precharge device and the dynamic output node. The cou
pling capacitance consists of the gate-to-drain capacitance of the precharge device, and includes 
both the overlap and channel capacitances. This capacitive coupling causes the output of the 
dynamic node to rise above V DD on the low-to-high transition of the clock, assuming that the 
pull-down network is turned off. Subsequently, the fast rising and falling edges of the clock cou
ple onto the signal node, as is quite apparent in the simulation of Figure 6-62b. 

The danger of clock feedthrough is that it may cause the normally reverse-biased junction 
diodes of the precharge transistor to become forward biased. This causes electron injection into 
the substrate, which can be collected by a nearby high-impedance node in the 1 state, eventually 
resulting in faulty operation. CMOS latchup might be another result of this injection. For all pur
poses, high-speed dynamic circuits should be carefully simulated to ensure that clock 
feedthrough effects stay within bounds. 

All of the preceding considerations demonstrate that the design of dynamic circuits is 
rather tricky and requires extreme care. It should therefore be attempted only when high perfor
mance is required, or high quality design-automation tools are available. 

6.3,4 Cascading Dynamic Gates 

Besides the signal integrity issues, there is one major catch that complicates the design of 
dynamic circuits: Straightforward cascading of dynamic gates to create multilevel logic struc
tures does not work. The problem is best illustrated with two cascaded n-type dynamic 
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Figure 6-62 Example demonstrating the effect of backgate coupling: 
(a) circuit schematics; (b) simulation resulls. 

inverters, shown in Figure 6-63a. During the precharge phase (i.e., CLK = 0), the outputs of 
both inverters are precharged to Vvo· Assume that the primary input /11 makes a O __, I transi
tion (Figure 6-63b). On the rising edge of the clock, output Out, starts to discharge. The sec
ond output should remain in the precharged state of V DD as its expected value is l ( Out 1 

transitions to O during evaluation). However, there is a finite propagation delay for the input to 

discharge Out, to GND. Therefore, the second output also starts to discharge. As long as Out, 
exceeds the switching threshold of the second gate, which approximately equals VTn' a con
ducting path exists between Out2 and GND, and precious charge is lost at Out2. The conduct
ing path is only disabled once Out, reaches V7n, and turns off the NMOS pull-down transistor. 
This leaves Out

2 
at an intermediate voltage level. The correct level will not be recovered, 

because dynamic gates rely on capacitive storage, in contrast to static gates, which have de res
toration. The charge loss leads to reduced noise margins and potential malfunctioning. 

r 
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Figure 6-62 Example demonstrating the effect of backgate coupling:
{a} circuit schematics; (b) simulation resuits.

inverters, shown in Figure 6-63a. During the precharge phase {i.c., CLA = 0), the outputs of
both inverters are precharged to Vp,. Assumethat the primazy input é# makes a 0 — | transi-
tion (Figure 6-63b). On the rising edge of the clock, output Ous, starts to discharge. The sec-
ond output should remain in the precharged state of Vpp as its expected value is | (Out,
transitions to 0 during evaluation). However, there is a finite propagation delay for the input to
discharge Our, to GND. Therefore, the second outputalso starts to discharge. As long as Out,
exceeds the switching threshold of the second gate, which approximately equals V;,. a con-
ducting path exists between Ont, and GND, and precious charge is lost at Out. The conduct-
ing path is only disabled once Guz, reaches V;,, and turns off the NMOSpull-down transistor.
This leaves Out, at an intermediate voltage level. The correct level will net be recovered,
because dynamic gates rely on capacitive storage, in contrast to static gates, which have de res-
toration. The charge joss leads to reduced noise margins and potential malfunctioning.
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Figure 6-63 Cascade of dynamic n-type blocks. 

The cascading problem arises because the outputs of each gate-and thus the inputs to the 
next stages-are precharged to I. This may cause inadvertent discharge in the beginning of the 

evaluation cycle. Setting all the inputs to O during precharge addresses that concern. When doing 
so, all transistors in the pull-down network are turned off after precharge, and no inadvertent dis
charging of the storage capacitors can occur during evaluation. In other words, correct operation 
is guaranteed as long as the inputs can only make a single O -; 1 transition during the evalu
ation period.5 Transistors are turned on only when needed-and at most, once per cycle. A 
number of design styles complying with this rule have been conceived, but the two most impor

tant ones are discussed next. 

Domino Logic 

Concept A domino logic module [Krambeck82] consists of an n-type dynamic logic block 
followed by a static inverter (Figure 6-64). During precharge, the output of the n-type 

dynamic gate is charged up to V DD• and the output of the inverter is set to 0. During evalua
tion, the dynamic gate conditionally discharges, and the output of the inverter makes a condi
tional transition from O -; 1. If one assumes that all the inputs of a domino gate are outputs 
of other domino gates,6 then it is ensured that all inputs are set to O at the end of the pre
charge phase, and that the only transitions during evaluation are O -; l transitions. Hence, 

the formulated rule is obeyed. The introduction of the static inverter has the additional advan
tage that the fan-out of the gate is driven by a static inverter with a low-impedance output, 
which increases noise immunity. Also, the buffer reduces the capacitance of the dynamic out
put node by separating internal and load capacitances. Finally, the inverter can be used to 

drive a bleeder device to combat leakage and charge redistribution, as shown in the second 
stage of Figure 6-64. 

5Thls ignores the impact of charge distribution and leakage effects, discussed earlier. 
6It is required that all other inputs that do not fall under this classification (for instance, primary inputs) stay cons.ant 
during evaluation. 
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Domino Logic

Concept A domino iogic module [Krambeck&2] consists of an n-type dynamic logic block

followed by a static inverter (Figure 6-64). During precharge, the output of the a-type

dynamic gate ts charged up to Vpn. and the output of the inverter is set to 0. During evalua-
tion, the dynamic gate conditionally discharges, and the output of the inverter makes a condi-

tional transition from Q — 1, If one assumes that all the inputs of a domino gate are outputs

of other domino gates,® then it is ensured that all inputs are set to 0 at the end of the pre-
charge phase, and that the only transitions during evaluation are 0 ->+ 1 transitions. Hence,

the formulated rule is obeyed. The introduction of the static inverter has the additional advan-

tage that the fan-out of the gate is driven by a static inverter with a low-impedance output,

which increases neise immunity, Also, the buffer reduces the capacitance of the dynanvie out-

put node by separating internal and load capacitances. Minally, the inverter can be used to
drive a bleeder device to combat leakage and charge redistribution, as shown in the second
stage of Figure 6-64,
 

*This ignores the impact of charge distribution and leakage effects, discussed earlier.
“Fis required that all other inputs that do not fall under this classification (for instance, primary inputs} stay constant
during evaluation.
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Figure 6-64 Domino CMOS logic. 

Consider now the operation of a chain of domino gates. During precharge, all inputs are 
set to 0. During evaluation, the output of the first domino block either stays at O or makes a 
0--, 1 transition, affecting the second gate. This effect might ripple through the whole chain, 

one after the other, similar to a line of falling dominoes-hence the name. Domino CMOS has 
the following pro.,erties: 

• Since each dynamic gate has a static inve11er, only noninverting logic can be implemented. 
Although there are ways to deal with this, as discussed in a subsequent section, this is a 
major limiting factor, and pure domino design has thus become rare. 

• Very high speeds can be achieved: only a rising edge delay exists, while t
1
,HL equals zero. 

The inverter can be sized to match thejlln-out, which is already much smaller than in the 

complimentary static CMOS case, as only a single gate capacitance has to be accounted 
for per fan-out gate. 

Since the inputs to a domino gate are low during precharge, it is tempting to eliminate the 

evaluation transistor because this reduces clock load and increases pull-down drive. However, 
eliminating the evaluation device extends the precharge cycle-the precharge now has to ripple 
through the logic network as well. Consider the logic network shown in Figure 6-65, where the 

evaluation devices have been eliminated. If the primary input Int is I during evaluation, the out
put of each dynamic gate evaluates to 0, and the output of each static inverter is 1. On the falling 

edge of the clock, the precharge operation is started, Assume further that In 1 makes a high-to
low transition. The input to the second gate is initially high, and it takes two gate delays before 
In2 is driven low. During that time, the second gate cannot precharge its output. as the pull-down 
network is fighting the precharge device. Similarly, the third gate has to wait until the second 

gate precharges before it can start precharging, etc. Therefore, the time taken to precharge the 
logic circuit is equal to its critical path. Another important negative is the extra power dissipation 
when both pull-up and pull-down devices are on, Therefore, it is good practice to always utilize 

evaluation devices. 

T 
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Figure 6-64 Domino CMOSlogic.

Consider now the operation of a chain of domino gates. During precharge, all inputs are
set to 0. During evaluation, the output of the first domino block either stays at 0 or makes a
G— | transition, affecting the second gate. This effect might ripple through the whole chain,

one alter the other, similar to a line of falling dominoes—hence the name. Domino CMOShaa

the following properties:

« Since each dynamic gate has a static inverter, only noninverting logic can be implemented.
Although there are ways to deal with this, as discussed in a subsequentsection, this is a

major limiting factor, and pure domino design has thus becomerare.

* Very high speeds can be achieved: only a rising edge delay exists, while ¢,,,, equals zero.
The inverter can be sized to match the fon-out, which is already much smaller than in the

complimentary static CMOS case, as only a single gate capacitance has to be accounted

for per fan-out gate.

Since the inputs to a domino gate are low during precharge,ii is tempting to eliminate the

evaluation transistor because this reduces clock load and increases pull-down drive, However,

eliminating the evaluation device extends the precharge cycle—the precharge now has to ripple
through the logic network as well, Consider the logic network shown in Figure 6-65, where the

evaluation devices have been eliminated. If the primary input Jn, is 1 during evaluation, the out-
put of each dynamic gate evaiuates to 0, and the output of each static inverter is 1. On the falling

edge of the clock, the precharge operation is started. Assume further that Jn, makes a high-te-
low transition. The input to the second gate is initially high, and it takes two gate delays before
in, is driven low. During thattime, the second gate cannot prechargeits output, as the pull-down
network is fighting the precharge device. Similarly, the third gate has to wait until the second

gate precharges before it can start precharging, etc. Therefore, the time taken to precharge the
logic circuit #s equal to its critical path. Another important negative is the extra powerdissipation
when both pull-up and pull-down devices are on. Therefore, it is good practice to always utilize
evaluation devices.
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Figure 6-65 Effect of ripple precharge when the evaluation transistor is removed. 
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299 

Dealing with the Noninverting Property of Domino Logic A major limitation in domino 
logic is that only noninvening Jogic can be implemented. This requirement has limited the wide

spread use of pure domino logic. There are several ways to deal with it, though. Figure 6-66 
shows one approach to the problem-reorganizing the logic using simple boolean transforms 

such as De Morgan's Law. Unfortunately, this sort of optimization is not always possible, and 
more general schemes may have to be used. 

A general (but expensive) approach to solving the problem is the use of differential logic. 
Dual-rail domino is similar in concept to the DCVSL structure discussed earlier, but it uses a 

precharged load instead of a static cross-coupled PMOS load. Figure 6-67 shows the circuit 
schematic of an AND/NAND differential logic gate. Note that all inputs come from other differ
ential domino gates. They are low dming the precharge phase, \Vhile making a conditional O ~ 1 
transition during evaluation. Using differential domino, it is possible to implement any arbitrary 
function. This comes at the expense of an increased pov,1er dissipation, since a transition is guar

anteed every single clock cyc1e regardless of the input values-either O or O must make a O ~ 1 
transition. The function of transistors M11 and lvl f2 is to keep the circuit static when the clock is 
high for extended periods of time (bleeder). Notice that this circuit is not ratioed, even in the 

presence of the PMOS pull-up devices' Due to its high performance, this differential approach is 
very popular, and is used in several commercial microprocessors. 
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Figure 6-66 Restructuring logic to enable implementation by using noninverting domino logic. 
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Figure 6-67 Simple dual rail (differential) domino logic gate. 

Optimization of Domino Logic Gates Several optimizations can be performed on domino logic 
gates. The most obvious performance optimization involves the sizing of the transistors in the static 

inverter. With the inclusion of the evaluation devices in domino circuits, all gates precharge in par
allel, and the precharge operation takes only two gate delays-charging the output of the dynamic 
gate to Vnv, and driving the inverter output low. The critical path during evaluation goes through 
the pull-down path of the dynamic gate and through the PMOS pull-up transistor of the static 
inverter. Therefore, to speed up the circuit during evaluation, the beta ratio of the static inverter 

should be made high so that its switching threshold is close to V DD· This can be accomplished by 
using a small (minimum-sized} NMOS and a large PMOS device. The minimum-sized NM OS only 
affects the precharge time, which is generally limited due to the parallel precharging of all gates. 
The only disadvantage of using a large beta ratio is a reduction in noise margin. Hence, a designer 
should consider reduced noise margin and performance impact simultaneously during the device 

sizing. 
Numerous variations of domino logic have been proposed [Bernstein98]. One optimization 

that reduces area is multiple-output domino logic. The basic concept is illustrated in Figure 6-68. 
It exploits the fact that certain outputs a1-e subsets of other outputs to generate a number oflogical 

functions in a single gate. In this example, 03 ; C +Dis used in all three outputs, and thus it is 
implemented at the bottom of the pull-down network. Since 02 equals B · 03, it can reuse the 
logic for 03. Notice that the internal nodes have to be precharged to VvD to produce the correct 
results. Given that the internal nodes precharge to V DD, the number of devices driving precharge 

devices is not reduced. However, the number of evaluation transistors is drastically reduced 
because they are amortized over multiple outputs. Additionally, this approach results in a reduc
tion of the fan-out factor, again due to the reuse of transistors over multiple functions. 

r 

ONSEMI EXHIBIT 1041, Page 189

 

300 Chapter 6 « Designing Combinational Logic Gates in CMOS

 
Figure 6-67 Simple dualrail (differential) domine logic gate.

Optimization of Domino Logic Gates Several optimizations can be performed on domine logic
gates. The most obvious performance optimization involvesthe sizing of the transistors in the static
inverter. With the inclusion of the evaluation devices in dominocircuits, all gates precharge in par-

aliel, and the precharge operation takes only two gate delays—charging the output of the dynamic
gate to Vpn, and driving the inverter output low. The critical path during evaluation goes through
the pull-down path of the dynamic gate and through the PMOS pull-up transistor of the static
inverter. Therefore, to speed up the circuit during evaluation, the beta ratio of the static inverter
should be made high sothatits switching threshoid is close to Vppy. This can be accomplished by
using a small (minimum-sized} NMOSand a large PMOSdevice. The minimum-sized NMOSonly
affects the precharge time, which is generally limited due to the parallel precharging ofall gates.
The only disadvantage of using a large beta ratio is a reduction in noise margin. Hence, a designer
should consider reduced noise margin and performance impact simultaneously during the device

sizing.

Numerous variations of domino logic have been proposed [Bernstein98]. One optimization
that reduces area is muitiple-output domino logic. The basic conceptis illustrated in Figure 6-68.
It exploits the fact that certain outputs are subsets of other outputs to generate a number oflogical
functions in a single gate. in this example, O3 = C + Dis usedin all three outputs, and husit is
implementedat the bottom of the pull-down network. Since G2 equals B - 03,it can reuse the
logic for 03. Notice that the internal nodes have to be precharged to Vpp te produce the correct
results. Given that the internal nodes precharge to Vp,, the number of devices driving precharge
devices is not reduced. However, the number of evaluation transistors is drastically reduced

because they are amortized over multiple outputs. Additionally, this approach resuits in a reduc-
tion of the fan-out factor, again due to the reuse of transistors over multiple functions.
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Figure 6-68 Multiple-output domino. 

Compound domino (Figure 6R69) represents another optimization of the generic domino 

gate, once again minimizing the number of transistors. Instead of each dynamic gate driving a 
static inverter, it is possible to combine the outputs of multiple dynamic gates with the aid of a 
complex static CMOS gate, as shown in Figure 6-69. The outputs of three dynamic structures 
(implementing 01 = A B C, 02 = D E F and 03 = G H) are combined using a single complex 
CMOS static gate that implements O = (01 + 02) 03. The total logic function realized this way 
is O=AB C DEF+ CH. 

Compound domino is a useful tool for constructing complex dynamic logic gates. Large 
dynamic stacks are replaced by parallel structures with small fan-in and complex CMOS gates. 
For example, a large fan-in domino AND can be implemented as a set of parallel dynamic 
NANO structures with lower fan-in, combined with a static NOR gate. One important consider
ation in Compound domino is the problem associated with backgate coupling. Care must be 
taken to ensure that the dynamic nodes are not affected by the coupling between the output of 
the static gates and the output of dynamic nodes. 

np-CMOS 
An alternative approach to cascading dynamic logic is provided by np-CMOS, which uses two 
flavors (n-tree and p-tree) of dynamic logic, and avoids the extra static inverter in the critical 
path that comes with domino logic. In a p-tree logic gate, PMOS devices are used to build a pull
up logic network, including a PMOS evaluation transistor ([Gon9alvez83, Friedman84, Lee86]). 
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Compound domino (Figure 6-69) represents another optimization of the generic domino

gale, once again minimizing the numberof transistors. Instead of each dynamic gate driving a
static inverter, it is possible to combine the outputs of multiple dynamic gates with the aid of a

complex static CMOS gate, as shown in Figure 6-69, The outputs of three dynamic structures
{implementing G1 =A BC, 02 =DEFand 03 =G9)are combined using a single complex
CMOSstatic gate that implements 0 =(01+02)O3. The total logic function realized this way
isO=ABCDEF+ GH.

Compound domine is a useful tool for constructing complex dynamic logic gates. Large
dynamic stacks are replaced by parallel structures with small fan-in and complex CMOSgates.
For example, a large fan-in domino AND can be implemented as a set of parallel] dynamic

NANDstructures with lower fan-in, combined with a static NOR gate. One important consider-
ation in Compound domino is the problem associated with backsate coupling. Care must be
taken to ensure that the dynamic nodes are not affected by the coupling between the output of
the static gates and the output of dynamic nodes.

np-CMOS

An alternative approach te cascading dynamic logic is provided by mp-CMOS, which uses two

flavors (tree and p-tree) of dynamic logic, and avoids the extra static inverter in the critical

path that comes with domino logic. In a p-tree logic gate, PMOS devices are used to build a pull

up logic network, including a PMOS evaluation transistor ([Gongalvez83, Priedman84, Lee86]).
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Figure 6-70 The np-CMOS logic circuit style. 

(see Figure 6-70). The NMOS predischarge transistor drives the output low during precharge 
The output conditionally makes a O --t l transition during evaluation depending on its inputs. 

np-CMOS logic exploits the duality between 11-tree and p-tree logic gates to eliminate the 
cascading problem. If the 11-tree gates are controlled by CLK, and p-tree gates are controlled 
using CLK, n-tree gates can directly drive p-tree gates, and vice versa. Similar to domino, n-tree 
outputs must go through an inverter when connecting to another n-tree gate. During the 
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(see Figure 6-70), The NMOS predischarge transistor drives the output low during precharge
The output conditionally makes a 0 > { transition during evaluation depending onits inputs.

np-CMOSlogic exploits the duality between n-tree and p-tree logic gates to eliminate the
cascading problem. If the n-tree gates are controlled by CLK, and p-tree gates are controlled
using CLK, n-tree gates can directly drive p-tree gates, and vice versa. Similar to domino,n-tree
outputs must go through an inverter when connecting to another #-tree gate. During the  
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precharge phase (CLK = 0), the output of then-tree gate, Out1, is charged to VDD• while the 
output of the p-tree gate, Out,, is predischarged to O V. Since the n-tree gate connects PMOS 
pull-up devices, the PUN of the p-tree is turned off at that time. During evaluation, the output of 
then-tree gate can only make a 1 ----t O transition. conditionally turning on some transistors in the 
p-tree. This ensures that no accidental discharge of Out2 can occur. Similarly, n-tree blocks can 
follow p-tree gates without any problems, because the inputs to then-gate are precharged to 0. A 

disadvantage of the np-CMOS logic style is that the p-tree blocks are slower than the ll-tree 

modules, due to the lower current drive of the PMOS transistors in the logic network. Equalizing 
the propagation delays requires extra area. Also, the lack of buffers requires that dynamic nodes 
are routed between gates. 

6.4 Perspectives 

6.4.1 How to Choose a Logic Style? 

In the preceding sections, we have discussed several gate-implementation approaches using the 

CMOS technology. Each of the circuit styles has its advantages and disadvantages. Which one to 
select depends upon the primary requirement: ease of design, robustness, area, speed, or power 
dissipation. No single style optimizes alt these measures at the same time. Even more, the 
approach of choice may vary from logic function to logic function. 

The static approach has the advantage of being robust in the presence of noise. This makes 

the design process rather trouble free and amenable to a high degree of automation. It is clearly 
the best general-purpose logic design style. This ease of design does come at a cost: For complex 
gates with a large fan-in, complementary CMOS becomes expensive in terms of area and perfor
mance. Alternative static logic styles have therefore been devised. Pseudo-NM OS is simple and 

fast at the expense of a reduced noise margin and static power dissipation. Pass-transistor logic 
is attractive for the implementation of a number of specific circuits, such as multiplexers and 
XOR-dominated logic like adders. 

Dynamic logic, on the other hand, makes it possible to implement fast and small complex 

gates. This comes at a price, however. Parasitic effects such as charge sharing make the design 
process a precarious job. Charge leakage forces a periodic refresh, which puts a lower bound on 
the operating frequency of the circuit. 

The current trend is towards an increased use of complementmy static CMOS. This ten
dency is inspired by the increased use of design-automation tools at the logic design level. These 

tools emphasize optimization at the logic level, rather than at the circuit level, and they put a pre
mium on robustness. Another argument is that static CMOS is more amenable to voltage scaling 

than some of the other approaches discussed in this chapter. 

6.4.2 Designing Logic for Reduced Supply Voltages 

In Chapter 3, we projected that the supply voltage for CMOS processes will continue to drop 
over the coming decade. and may go as low as 0.6 V by 2010. To maintain performance under 
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Figure 6-71 Voltage Scaling (V0vfVron delay and leakage). 

those conditions, it is essential that the device thresholds scale as well. Figure 6-71a shows a plot 
of the (V7 , V DD)ratio required to maintain a given perlormance level (assuming that other device 

characteristics remain identical). 
This trade-off is not without penalty. Reducing the threshold voltage increases the sub

threshold leakage current exponentially, as we derived in Eq. (3.39) (repeated here for the sake 

of clarity): 

(6.46) 

In Eq. (6.46), S is the slope factor of the device. The subthreshold leakage of an inverter is the 

cmTent of the NMOS for V;,, = 0 V and V
0

,,, = V DD ( or the PMOS current for V;,, = V DD and 
V°'" = 0). The exponential increase in inverter leakage for decreasing thresholds is illustrated in 

Figure 6-71 b. 
These leakage currents are a concern particularly for designs that feature intermittent com

putational activity separated by long periods of inactivity. For example, the processor in a cellular 

phone remains in idle mode for a majority of the time. While the processor is in idle mode, ideally, 
the system should consume zero or near-zero power. This is only possible if leakage is low-that 
is, the devices have a high threshold voltage. This is in contrast to the scaling scenario that we just 
depicted, where high performance under low supply voltage means reduced thresholds. To satisfy 

the contradicting requirements of high performance during active periods and low leakage during 
standby. several process modifications or leakage-control techniques have been introduced in 
CMOS processes. Most processes with feature sizes at or below 0.18 µm CMOS support devices 

with different thresholds-typically a device with low threshold for high-performance circuits, and 
a transistor with high threshold for leakage control. Another approach gaining popularity is the 
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those conditions,it is essential that the device thresholds scale as well. Figure 6-71a shows a plot

of the (V;, Vp) ratio required to mainiain a given performance level (assuming that other device
characteristics remain identical}.

This trade-off is not without penalty. Reducing the threshold voltage increases the sub-
threshold leakage current exponentially, as we derived in Eq. (3.39) (repeated here for the sake
of clarity):

Vas7¥a

Lieatage = £510 5 [1-10 8 | (6.46)
In Eg. (6.46), S is the slope factor of the device. The subthreshold leakage of an inverteris the
current of the NMOS for V,, = OV and V,,, = Vpp for the PMOS current for V,, = Vpp and
Vq= 0). The exponential increase in inverter leakage for decreasing thresholdsis illustrated in
Figure 6-7 1b.

These leakage currents are a concern particularly for designs that feature intermittent com-
putational activity separated by long periodsof inactivity. For example, the processorima cellular
phone remainsin idle mode for a majority of the time. While the processoris in idle mode, ideally,
the system should consume zero or near-zero power. This is only possible if leakage is low-—that
is, the devices have a high threshold voltage. This is in contrast te the scaling scenario that we just
depicted, where high performance under low supply voltage means reducedthresholds. To satisfy
the contradicting requirements of high performance during active periods and low leakage during
standby, several process modifications or leakage-control techniques have been inteoduced in
CMOSprocesses. Most processes with feature sizes at or below 0.18 um CMOS support devices
with different thresholds—typically a device with low threshold for high-performance circuits, and
a transistor with high threshold for leakage control. Another approach gaining popularity is the
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dynamic control of the threshold vo1tage of a device by exploiting the body effect of the transistor. 

Use of this approach to control individual devices requires a dual-well process (see Figure 2-2). 
Clever circuit design can also help reduce the leakage current, \vhich is a function of the 

circuit topology and the value of the inputs applied to the gate. Since VT depends on body bias 
<Vnsl, the subthreshold leakage of an MOS transistor depends not only on the gate drive (Vcsl. 

but also on the body bias. In an inverter with In = 0, the subthreshold leakage of the inverter is 
set by the NMOS transistor with its Vcs = Vns = 0 V. In more complex CMOS gates, such as the 
two-input NANO gate of Figure 6-72, the leakage current depends on tl1e input vector. The sub
threshold leakage current of this gate is the least when A = B = 0. Under these conditions, the 
intermediate node X settles to 

Vx=V,1,ln(l +n) (6.47) 

The leakage cun-ent of the gate is then determined by the topmost NMOS transistor with V cs= 
V8s = -Vx- Clearly, the subthreshold leakage under this condition is smaller than that of the 
inverter. This reduction due to stacked transistors is called the stack effect. The Table in 
Figure 6-72 analyzes the leakage components for the two-input NANO gate under different 
input conditions. 

The reality is even better. In short-channel MOS transistors, the subthreshold leakage cur
rent depends not only on the gate drive (V cs) and the body bias ( V85 ), but also on the drain volt
age (Vos). The threshold voltage of a short-channel iviOS transistor decreases with increasing 
VDs due to drain-induced barrier lowering (DIBL). Typical values for DIBL can range from a 

20- to a 150-m V change in V r per voltage change in V DS· Because of this, the impact of the stack 
effect is even more signHicant for short-channel transistors. The intermediate vo)tage reduces the 
drain-source voltage of the topmost device, increases its threshold, and thus lowers its leakage. 

Example 6.19 Stack Effect in Two-Input NAND Gate 

Consider again the two-input NAND gate of Figure 6-72a, when both N1and N2 are off 

(A = B = 0). From the simulated load lines shown in Figure 6-72c, we see that Vx settles to 
approximately 100 mV in steady state. The steady-state subthreshold leakage in the gate is 
therefore due to Vcs= V8s = -IOO mV and VDs = VDD- 100 mV, which is 20 times smaller 
than the leakage of a stand-alone NMOS transistor with Vcs= V85 = 0 mV and VDs = VDo 

[Ye98]. 

In sum, the subthreshold leakage in complex stacked circuits can be significantly lower 
than in individual devices. Observe that the maximum leakage reduction occurs when all the 
transistors in the stack are off, and the intermediate node voltage reaches its stea.dy-state value. 
Exploiting this effect requires a careful selection of the input signals to every gate during 
standby or sleep mode. 
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Figure 6-72 Subthreshold leakage reduction in a two-input NAND gate 
(a) due to stack effect for different input conditions (b). Figure (c) plots the 
simulated load lines of the gate for A= B = 0. 

' 

Problem 6.9 Computing V x 

Equation (6.47) calculates the intermediate node voltage for a two-input NAND with less than 10% error, 
for A= B = 0. Derive Eq. (6.47} assuming (1) VT and ls of N, and N2 are approximately equal, (2) NMOS 
transistors are identically sized, and {3) n < 1.5. 

6.5 Summary 
In this chapter, we have extensively analyzed the behavior and performance of combinational 
CMOS digital circuits with regard to area, speed, and power. We summarize the major points as 

follows: 

• Static complementary CMOS combines dual pull-down and pull-up networks, only one of 
which is enabled at any time. 
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Problem 6.9 Computing Vy

Equation (6.47) calculates the intermediate node voltage for a two-input NAND with less than 10% error,
for A = B = 0. Derive Eq. (6.47) assuming (1) V-and /, of N, and 4, are approximately equal, (2) NMOS
transistors are identically sized, and (3) 2 < 1.5. 

6.5 Summary

In this chapter, we have extensively analyzed the behavior and performance of combinational
CMOSdigital circuits with regard to area, speed, and power. We summarize the major points as
follows:

+ Static complementary CMOS combines dual pull-down and pull-up networks, only one of
which is enabled at any time.
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• The performance of a CMOS gate is a strong function of the fan-in. Techniques to deal 

with fan-in include transistor sizing, input reordering, and partitioning. The speed is also a 
linear function of the fan-out. Extra buffering is needed for large fan-outs. 

• The ratioed logic style consists of an active pull-down (-up) network connected to a load 
device. This results in a substantial reduction in gate complexity at the expense of static 
power consumption and an asymmetrical response. Careful transistor sizing is necessary 
to maintain sufficient noise margins. The most popular approaches in this class are the 

pseudo-NMOS techniques and differential DCVSL, which require complementary 

signals. 
• Pass-transistor logic implements a logic gate as a simple switch network. This results in 

very simple implementations for some logic functions. Long cascades of switches are to 
be avoided due to a quadratic increase in delay with respect to the number of elements in 
the chain. NMOS-only pass-u·ansistor logic produces even simpler structures. but might 
suffer from static power consumption and reduced noise margins. This problem can be 
addressed by adding a level-restoring transistor. 

• The operation of dynamic logic is based on the storage of charge on a capacitive node and 
the conditional discharging of that node as a function of the inputs. This calls for a two
phase scheme, consisting of a precharge foHowed by an evaluation step. Dynamic logic 
trades off noise margin for performance. It is sensitive to parasitic effects such as 1eakage, 

charge redistribution, and clock feedthrough. Cascading dynamic gates can cause prob
lems and thus should be addressed carefully. 

• The power consumption of a logic network is strongly related to the switching activity of 
the network. This activity is a function of the input statistics, the network topology, and the 

1ogic style. Sources of power consumption such as glitches and short-circuit currents can 
be minimized by careful circuit design and transistor sizing. 

• Threshold voltage sca1ing is required for low-voltage operation. Leakage control is critica1 

for low-voltage operation. 

6.6 To Probe Further 
The topic of (C)MOS logic styles is treated extensively in the literature. Numerous texts have 

been devoted to the issue. Some of the most comprehensive treatments can be found in 

[Weste93] and [ChandrakasanOl]. Regarding the intricacies of high-performance design, 
[Shoji96] and [Bernstein98] offer the most in-depth discussion of the optimization and analysis 
of digital MOS circuits. The topic of power minimization is relatively new, but comprehensive 

reference works are available in [Chandrakasan95], [Rabaey95], and [Pedram02]. 
Innovations in the MOS logic area are typically published in the proceedings of the !SSCC 

Conference and the VLSI circuits symposium, as well as the IEEE Journal of Solid State 

Circuits (especially the November issue). 
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Exercises 
For the latest problem sets and design chaUenges in CMOS digital logic, log in to http://bwrc.eecs.berkeley.edu/ 

IcBook. 

ONSEMI EXHIBIT 1041, Page 197



DESIGN l\1ETH0DOLOGY INSERT 

C 

How to Simulate Complex 
Logic Circuits 

Timing- alld Switch-Level Simulation 

Logic and Functianal Simulation 

Behavwral Simulation 

Register-Transfer Languages 

While circuit simulation in the SPICE style proves to be an extremely valuable element of the 

designers tool box. it has one major deficiency. By taking into account a1l the peculiarities and 
second-order effects of the semiconductor devices, it tends to be time consuming. It rapidly 
becomes unwieldy when designing complex circuits, unless one is willing to spend days of com
puter time. Even though computers are always. getting faster and simulators are getting better, 

circuits are getting complex even faster. The designer can address the complexity issue by giving 
up modeling accuracy and resorting to higher representation levels. A discussion of the different 

abstraction levels available to the designer and their impact on simulation accuracy is the topic 

of this insert. 
The best way of differentiating among the myriad of simulation approaches and abstrac

tion levels is to identify how the data and time variables are represented-as analog, continuous 

variables, as discrete signals, or as abstract data models. 

309 
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C.1 Representing Digital Data as a Continuous Entity 

Circuit Simulation and Derivatives 

In Design Methodology Insert B, we established that a circuit simulator is "digitallyagnostic," 
meaning that it is, in essence, an analog simulator. Voltage, current, and time are treated as ana
log variables. This accurate modeling, combined with the nonlinearity of most of the devices 

leads to a high overhead in simulation time. 

Substantial effort has been invested to decrease the computation time at the expense of 
generality. Consider an MOS digital circuit. Due to the excellent isolation property of the MOS 
gate, it is often possible to partition the circuit into a number of sections that have limited inter
action. A possible approach is to solve each of these partitions individually over a given pedod, 
assuming that the inputs from other sections are known or constant The resulting waveforms 

can then be iteratively refined. This. relaxation-based approach has the advantage of being com
putationally more effective than the traditional technique by avoiding expensive matrix inver
sions, but it is restricted to MOS circuits [White87]. When the circuit contains feedback paths, 
the partitions can become large, and simulation performance degrades. 

Another approach is to reduce the complexity of the transistor models used. For example, 

linearization of the model leads to a dramatic reduction in the computational complexity. Yet 
another approach is to employ a simplified table-lookup model. While this approach, by neces
sity, leads to a decreased accuracy of the waveforms. it still aHows for a good estimation of tim
ing parameters such as propagation delay and 1ise and fall times. This explains why these tools 
often are called timing simulators. The big advantage is in the execution speed, which can be one 

or two orders of magnitude higher than that of SPICE-like tools. Another advantage is that, in 
contrast to the tools that are discussed next, timing simulators still can incorporate second-order 
effects such as leakage, threshold drops, and signal glitches. Examples of an offering in this 
class is the NanoSim (formerly TimeMill/PowerMill) tool set from Synopsys [TimeMill]. As a 

point of reference. simulators in this class typically give up S to 10% in accuracy on timing 
parameters. with respect to full-blown circuit simulators. 

C.2 Representing Data as a Discrete Entity 
In digital circuits, we generally are not interested in the actual value of the voltage variable, but 
only in the digital value it represents. Therefore, it is possible to envision a simulator in which 

data signals are either in the O or I range. Signals that do no comply with either condition are 
denoted as X, or undefined. 

This tertiary representation {0, 1, X} is used extensively in simulators at both the device 
and gate level. By augmenting this set of allowable data values, we can obtain more detailed 

information, while retaining the capability of handling complex designs. Possible extensions are 
the Z-value for a tristate node in the high-impedance state, and R- and F-values for the rising and 
falling transients. Some commerciaHy offered simulators provide as many as a dozen possib1e 

signal states. 
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Figure C-1 Discrelizing the time variable. 

While substantial performance improvement is obtained by making the data representation 
space discrete, similar benefits can be obtained by making time a discrete variable as well. Con

sider the voltage waveform of Figure C-1, which represents the signal at the input of an inverter 
with a switching threshold V,11 • It is reasonable to assume that the inverter output changes its 
value one propagation delay after its input crossed V M· When one is not strictly interested in the 
exact shape of the signal waveforms, it is sufficient to evaluate the circuit only at the interesting 

time points, t 1 and t2• 

Similarly, the interesting points of the output waveform are situated at I 1 + t11HL and 
t2 + tpLH· A simulator that only evaluates a gate at the time an event happens at one of its inputs 
is called an event-driven simulator. The evaluation order is determined by putting projected 
events on a time queue and processing them in a time-ordered fashion. Suppose that the wave
form of Figure C- l acts as the lnput waveform to a gate. An event is scheduled to occur at 

time t1. Upon processing that event, a new event is scheduled for the fan-out nodes at t1 + tpHL 

and is put on the time queue. This event-driven approach is evidently more efficient than the 
time-step-driven approach of the circuit simulators. To take the impact of fan-out into account, 
the propagation delay of a circuit can be expressed in terms of an int1insic delay (th) and a load

dependent factor (11), and it can differ over edge transitions: 

(C.l) 

The load CL can be entered in absolute te1ms (in pF) or as a function of the number of fan-out 
gates. Observe how closely this equation resembles the logical-effort model we introduced in the 

preceding chapter. 
While offering a substantial petfonnance benefit, the preceding approach still has the dis

advantage that events can happen any time. Another simplification could be to make the time 
even more discrete and allow events to happen oniy at integer multiples of a unit time variable. 
An example of such an approach is the unit-delay model, where each circuit has a single delay of 

one unit. Finally, the simplest model JS the zero-delay model, in which gates are assumed to be 

free of delay. Under this paradigm, time proceeds from one clock event to the next, and all 
events are assumed to occur instantaneously upon aITival of a clocking event. These concepts 
can be applied on a number of abstraction levels, resulting in the simulation approaches dis

cussed next. 
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Figure C-1  Discretizing the time variable.

While substantial performance improvementis obtained by making the data representation
space discrete, similar benefits can be obiained by making time a discrete variable as well. Con-
sider the voltage waveform of Figure C-1, which represents the signal at che input of an inverter
with a switching threshold V,,. It is reasonable to assume that the inverter output changes Its
yalue one propagation delayafter its input crossed V,,. When one is not strictly interested in the
exact shape of the signal waveforms,it is sufficient to evaluate the circuit only at the interesting
time points, f, and f..

Similarly, the interesting points of the output waveform are situated at f; + f,;,, and
fy + tyeA simulatorthat only evaluates a gate at the time an event happens at one of its inputs
is called an event-driven simulator. The evaluation order is determined by putting projected
events on a time queue and processing them im a time-ordered fashion. Suppose that the wave-
form of Figure C-1 acts as the input waveform to a gate. An event is scheduled to occur at

time #,. Upon processing that event, a new event is scheduled for the fan-out nodes at f) + ty
and is put on the time queue. This event-driven approach is evidently more efficient than the
iime-step-driven approach of the circuit simulators. To take the impact of fan-out into account,
the propagation delay of a circuit can be expressed in termsof an intrinsic delay @,,) and a load-
dependent factor (7,), and it can differ over edge transitions:

tou= bint * hina * Cy (C.1)

The load C, can be entered in absolute terms (in pF) or as a function of the number offan-out
gates. Observe howclosely this equation resembles the fogical-effort model we introduced in the
preceding chapter.

While offering a substantial performance benefit, the preceding approach still has the dis-
advantage that events can happen any time. Another simplification could be to make the time
even more discrete and allow events to happen only at integer multiples of a wit time variable.
An example of such an approachis the weit-delay model, where each circuit has a single delay of
one unit. Finally, the simplest modelis the zero-delay model, in which gates are assumed to be
free of delay. Under this paradiem, time proceeds from one clock event to the next. and all
events are assumed to occur instantaneously upon arrival of a clocking event. These concepts
can be applied on a number of abstraction levels, resulting in the simulation approaches dlis-
cussed next.
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Figure C-2 Switch-level model of CMOS inverter. 

Switch-Level Simulation 

The nonlinear nature of semiconductor devices is one of the major impediments to higher 
simulation speeds. The switch-level model [Bryant81] overcomes this hurdle by approximat
ing the transistor behavior with a linear resistance whose value is a function of the operating 
conditions. In the off-mode, the resistance is set to infinity. while in the on-mode. it is set to 
the average "on" resistance of the device (Figure C-2). The resulting network is a time-vari
ant, linear network of resistors and capacitors that can be more efficiently analyzed. Evalua
tion of the resistor network determines the steady-state values of the signals and typically 
employs a { 0, 1, X) model. For instance, if the total resistance between a node and GND is 
substantially smaller than the resistance to Vvv, the node is set to the 0-state. The timing of 
the events can be resolved by analyzing the RC network. Simpler timing models such as the 
unit-delay model are also employed. 

Example C.1 Switch versus Circuit-Level Simulation 

A four-bit adder is simulated using the switch-level simulator IRSIM ([Salz89]). The sim
ulation results are plotted in Figure C-3. Initially, all inputs (!NI and IN2) and the carry
input CIN are set to 0. After IO nsec, all inputs IN2 as well as CIN are set to I. The display 
window plots the input signals, the output vector OUT[0-3], and the most significant out
put bits OUT[2] and OUT[3]. The output converges to the correct value 0000 after a transi
tion period. Notice how the data assumes only O and I levels. The glitches in the output 
signals go rail to rail, although in reality they might represent only partial excursions. Dur
ing transients, the signal is marked X, which means "undefined.~' To put this result in per
spective, Figure C-3 plots the SPICE results for the same input vectors. Notice the partial 
glitches. Also, it shows that the IRSIM tim.ing, which is based on an RC model, is rela
tively accurate and sufficient to get a first-order impression. 
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Switch-Level Simulation

The nonlinear nature of semiconductor devices is one of the major impediments to higher
simulation speeds. The switch-level model [Bryant$1] overcomes this hurdle by approximat-
ing the transistor behavior with a Hnear resistance whose value is a function of the operating

conditions. in the off-mode, the resistance is set to infinity, while m the on-mode,it is set to

the average “on” resistance of the device (Figure C-2). The resulting network is a time-vari-
ant, linear network of resistors and capacitors that can be more efficiently analyzed, Evaiua-

tion of the resistor network determines the steady-state valnes of the signals and typically

empicys a {0, 1, X} model. For instance, if the total resistance between a node and GND is
substantially smaller than the resistance to Vpp, the node is set to the O-state. The timing of
the events can be resolved by analyzing the AC network. Simpler timing models such as the
unit-delay model are also employed.

Example C.1 Switch versus Circuit-Level Simulation

A four-bit adder is simulated using the switch-level simulator IRSIM ([Saiz89]}. The sim-

ulation results are plotted in Figure C-3. Initially, all inputs (V1 and ZV2) and the carry-

input CIN are set to 0. After 10 nsec, all inputs /N2 as well as CIN are set to 1. The display

window plots the input signals, the output vecter OUT[O—3], and the most significant out-

put bits OUTI2] and OUT{3]. The output converges to the correct value 0000 after a transi-

tion period. Notice how the data assumes only 0 and 1 levels. The glitches in the output
signals go rail to rail, although in reality they might represent only partial excursions. Dur-

ing transients, the signal is marked X, which means “undefined.” To putthis result in per-

spective, Figure C-3 piots the SPICE results for the same input vectors. Notice the partial

glitches. Also, it shows that the IRSIM timing, which is based on an RC model, is rela-

tively accurate and sufficient to get a first-order impression.
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Figure C-3 Comparison between circuit and switch-level simulations. 

Gate-Level (or Logic) Simulation 
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Gate-level simulators use the same signal values as the switch-level tools, but the simulation prim
itives are gates instead of transistors. This approach enables the simulation of more complex cir
cuits at the expense of detail and generality. For example, some common VLSI structures such as 

tristate busses and pass transistors are hard to deal with at this level. Since gate level is the preferred 
entry level for many designers, this simulation approach remained extremely popular until the 
introduction of logic synthesis tools, which moved the focus to the functional or behavioral 
abstraction layer. The interest in logic simulation was so great that special and expensive hardware 

accelerators were developed to expedite the simulation process (e.g., [Agrawal90]). 

Functional Simulation 

Functional simulation can be considered as a simple extension of logic simulation. The primi
tive elements of the input description can be of an arbitrary complexity. For instance, a simu

lation element can be a NAND gate, a multiplier, or an SRAM memory. The functionality of 
one of these complex units can be described using a modern programming language or a dedi
cated hardware description language. For instance, the THOR simulator uses the C program

ming language to determine the output values of a module as a function of its inputs [Thor88]. 
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Figure C-3 Comparison between circuit and switch-level simulations. 

Gate-Level (or Logic) Simulation

Gate-level simulators use the same signal values as the switch-level tools, but the simulation prim-
itives are gates insteadof transistors. This approach enables the simulation of more complex cir-
cuits at the expense of detail and generality. For example, some common VLSI structures such as
tristate busses and pass transistors are hard to deal with at this level, Since gate level is the preferred
entry level for many designers, this simulation approach remained extremely popular until the
introduction of logic synthesis tools, which moved the focus to the functional or behavioral
abstraction layer. The interestin logic simulation was sc great that special and expensive hardware
accelerators were developed to expedite the simulation process (e.g., [Agrawal90]}.

Functional Simulation

Functional simulation can be considered as a simple extension of logic simulation. The primi-
tive elements of the input description can be of an arbitrary complexity. For instance, a simu-
lation element can be a NAND gate, a multiplier, or an SRAM memory. The functionality of
one of these complex units can be described using a modern programming language or a dedi-
cated hardware description language. For instance, the THOR simulator uses the C program-
ming language te determine the output values of a module as a function of its inputs [Thor88].
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The SystemC language [SystemC] uses most of the syntax and semantics of C, but adds a 

number of constructs and data types to deal with the peculiarities of hardware design-such as 
the presence of concurrency. On the other hand, VHDL (VHSIC Hardware Description Lan
guage) [VHDL88] is a specially developed language for the description of hardware designs. 

In the structural mode, VHDL describes a design as a connection of functional mod
ules. Such a description often is called a netlist. For example. Figure C-4 shows a description 
of a 16-bit accumulator consisting of a register and adder. 

The adder and register can in turn be described as a composition of components such as 
full-adder or register cells. An alternative approach is to use the behavioral mode of the language 
that describes the functionality of the module as a set of input/output relations regardless of the 
chosen implementation. As an example, Figure C-5 describes how the output of the adder is the 
two·s-compiement sum of its inputs. 

entity accumulator is 
port { -- definitioll of input and output terminals 

); 

DI: in bit_vector(J5 downto 0) -- a vector of 16 bit wide 
DO: inout bit_vector(15 downto 0); 
CLK: in bit 

end accumulator; 

architecture structure of accumulator is 
component reg -- definition of register ports 

port ( 

); 

DI: in bit_vector(I5 downto O); 
DO: out bit_vector(I5 downto 0); 
CLK; in bic 

end component; 
component add -- definition oj adder pons 

port ( 

); 

INO: in bit_vector(l5 downto 0): 
!NI: in bit_vector(15 downto O); 
OUTO: out bit_vector(15 downto 0) 

end component; 
-- definition of accumulator srructure 
signal X : bit_ vector( 15 down to 0); 
begin 

add! : add 
port map (DI, DO. X); -- defines port connectivity 

regl : reg 
port map (X, DO, CLK); 

end structure~ 

Figure C-4 Functional description of an accumulator in VHDL 
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entity add is 
port ( 

INO: in bit_vector(15 downto 0); 
IN I : in bit_ vector( 15 downlo O); 
OUTO: out bit_vector(I5 downto 0) 

); 

end add; 

architecture behavior of add is 
begin 

process(l"lO, IN I) 
variable C: bit_vector(I6 downto 0); 
variable S : bit_ vector( 15 down to 0); 

begin 
loop!: 
for i in Oto 15 loop 

S(i) := !NO(i) xor IN l(i) xor C(i); 
C(i+ l ):= INO(i) and IN I (i) or C(i) and (INO(i) or IN l(i)); 

end loop loop I ; 
OUTO<=S; 

end process; 
end behavior; 

Figure C-5 Behavioral description of 16-bit adder. 
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The signal levels. of the functional simulator are similar to the switch and logic levels. A 
variety of timing models can be used-for example, the designer can describe the delay between 
input and output signals as part of the behavioral description of a module. Most often the zero
delay model is employed, since it yields the highest simulation speed. 

C.3 Using Higher-Level Data Models 

\Vhen conceiving a digital system such as a compact disk player or an embedded microcontrol
Jer, the designer rarely thinks in terms of bits. Instead. she envisions data moving over busses as 
integer or floating-point words, and patterns transmitted over the instruction bus as members of 
an enumerated set of instruction words (such as (ACC, RD, WR, or CLR)). Modeling a discrete 

design at this level of abstraction has the distinct advantage of being more understandable, and it 
also results in a substantial benefit in simulation speed. Since a 64-bit bus is now handled as a 
single object. analyzing its value requires only one action instead of the 64 evaluations it for
merly took to determine the current state of the bus at the logic level. The disadvantage of this 
approach is another sacrifice of timing accuracy. Since a bus is now considered to be a single 
entity, only one global delay can be annotated to it, while the delay of bus elements can vary 
from bit to bit at the logic level. 

It also is common to distinguish bet\veen jimctional (or structural) and behavioral 

descriptions. In a functional-level specification, the description mirrors the intended hardware 
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structure. Behavioral-level specifications only mimic the input/output functionality of a design. 

Hardware delay loses its meaning, and simulations are normally performed on a per clock-cycle 

(or higher) basis. For instance, the behavioral models of a microprocessor that are used to verify 

the completeness and the correctness of the instruction set are performed on a per instruction 

basis. 
The most popular languages at this level of abstraction are the VHDL and VERILOG 

hardware-description languages. VHDL allows for the introduction of user-defined data types 

such as 16-bit. two's-complement words or enumerated instruction sets. Many designers tend to 

use traditional programming approaches such as C or C++ for their first-order behavioral mod

els. This approach has the advantage of offering more flexibility, but it requires the user to define 

all data types and to essentially write the complete simulation scenario. 

Example C.2 Behavioral-Level VHDL Description 

To contrast the functional and behavioral description modes and the use of higher level 

data models, consider again the example of the accumulator (see Figure C-6). In this case, 

we use a fully behavioral description that employs integer data types to describe the mod

ule operation. 

Figure C-7 shows the results of a simulation performed at this level of abstraction. 

Even for this small example, the simulation performance in terms of CPU time is three 

times better than what is obtained with the structural description of Figure C-4. 

entity accumulator is 
port ( 

); 

DI : in integer; 
DO : inout integer := 0~ 
CLK: in bit 

end accumulator; 

architecture behavior of accumulator is 
begin 

process(CLK) 
variable X : integer := O; -- intermediate variable 
begin 

ifCLK='l'then 
X<=DO+Dl: 
DO<=X: 

end if; 
end process: 

end behavior; 

Figure C-6 Accumulator for Example C.2. 
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Figure C-7 Display of simulation results for accumulator example as obtained 
at the behavioral level. The WAVES display tool (and VHDL simulator) are part 
of the Synopsis VHDL tool suite (Courtesy of Synopsys.). 
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DESIGN l.VlETHODOLOGY INSERT 

D 

Layout Techniques for Complex Gates 

Weinberger and standard-cell layout techniques 

Euler graph approach 

In Chapter 6, we discussed in detail how to construct the schematics of complex gates and how 
to size the transistors. The last step in the design process is to derive a layout for the gate or cell; 
in other words, we must determine the exact shape of the various polygons composing the gate 

layout. The composition of a layout is strongly influenced by the interconnect approach. How 
does the cell fit in the overall chip layout, and how does it communicate with neighboring cells? 
Keeping these questions in mind from the start results in denser designs with less parasitic 
capacitance. 

Weinberger and Standard-Cell Layout Techniques 

We now examine two important layout approaches, although many others can be envisioned. In 
the Weinberger approach [Weinberger67], the data wires (inputs and outputs) are routed (in 

metal) parallel to the supply rails and perpendicular to the diffusion areas, as illustrated in 
Figure D-1. Transistors are formed at the cross points of the polysilicon signal wires (connected 
to the horizontal metal wires) and the diffusion zones. The "over-the-cell" wiring approach 
makes the Weinberger technique particularly suited for bit-sliced datapaths. While it is still used 

on an occasional base, the Weinberger technique has lost its appeal over the years in favor of the 

standard-cell style. 

319 
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Mirrored cell, sharing well 
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' ? -

Vss 

Figure D-1 The Weinberger approach for complex gate layoul 
(using a single metal layer). 

In the standard-cell technique, signals are routed in polysilicon perpendicular to the 
power distribution (Figure D-2). This approach tends to result in a dense layout for static 
CMOS gates, as the vertical polysilicon wire can serve as the input to both the NMOS and the 
PMOS transistors. An example of a cell implemented using the standard-cell approach is 
shown in Figure 6-12. Interconnections between cells generally are established in so-called 
routing channels, as demonstrated in Figure D-2. The standard-cell approach is very popular at 
present due to its high degree of automation. (For a detailed description of the design .automa
tion tools supporting the standard-cell approach, see Chapter 8.) 

Layout Planning using the Euler Path Approach 

The common use of this layout strategy makes it worth analyzing how a complex Boolean func
tion can be mapped efficiently onto such a structure. For density reasons, it is desirable to realize 
the NMOS and PMOS transistors as an unbroken row of devices with abutting source-drain con-

Metall 

Signals 

---- Well 

Yss 

Routing channel 

Polysilicon 

Figure D-2 The standard-cell approach for complex gate layout. 
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(using a single metal layer).

In the standard-cell technique, signals are routed in polysilicon perpendicular to the

power distribution (Figure D-2). This approach tends to result in a dense layout for static
CMOSgates, as the vertical polysilicon wire can serve as the input to both the NMOS and the

PMOS transistors. An example of a cell implemented using the standard-celi approach is

shown in Figure 6-(2. Interconnections between cells generally are established in so-called

routing channels, as demonstrated in Figure D-2. The standard-cell approach is very popular at

present due to its high degree of automation. (For a detailed description of the design automa-

tion tools supporting the standard-cell approach, see Chapter 8.)

Layout Planning using the Enler Path Approach

The common use ofthis layout strategy makes it worth analyzing how a complex Boolean func-

tion can be mapped efficiently onto such a structure. Por density reasons,it is desirable to realize
the NMOS and PMOStransistors as an unbroken row of devices with abutting source—drain con-
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Figure D-2 The standard-cell approach for complex gate layout.
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Figure D-3 Stick Diagram for x= (a+ b) · c. 
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nections, and with the gate connections of the corresponding NMOS and PMOS transistors 
aligned. This approach requires only a single strip of diffusion in both wells. To achieve this 
goal, a careful ordering of the input terminals is necessary. This is mustrated in Figure D-3, 
where the logical function x = (a + b) · c is implemented. In the first version, the order { a c b) is 
adopted. It can easily be seen that no solution will be found using only a single diffusion strip. A 

reordering of the terminals (for instance, using { a b c }), generates a feasible solution, as shown 
in Figure D-3b. Observe that the "layouts" in Figure D-3 do not represent actual mask geome
tries, but are rather symbolic diagrams of the gate topologies. Wires and transistors are repre
sented as dimensionless objects, and positioning is relative, not absolute. Such conceptual 
representations are called stick diagrams, and often are used at the conception time of the gate, 
before determining the actual dimensions. We use stick diagrams whenever we want to discuss. 
gate topologies or layout strategies. 

Fortunately, a systematic approach has been developed to derive the permutation of the 
input tenninals so that complex functions can be realized by uninterrupted diffusion strips that 
minimize the area [Uehara8 l ]. The systematic nature of the technique also has the advantage 
that it is easily automated. It consists of the following two steps: 

I. Construction of logic graph. The logic graph of a u-ansistor network (or a switching 
function) is the graph of which the vertices are the nodes (signals) of the network. and the 
edges represent the transistors. Each edge ls named for the signal controHing the corre
sponding transistor. Since the PUN and PDN networks of a static CI'v10S gate are dual, 
their corresponding graphs are dual as well-that is, a parallel connection is replaced by a 
series one and vice versa. This is demonstrated in Figure D-4, where the logic graphs for 
thePDN and PUN networks of the Boolean functionx =(a+ b) ·care overlaid (notice 
that this approach can be used to derive dual networks). 

2. Identification of Euler paths, An Euler path in a graph is defined as a path through all 
nodes in the graph such that each edge in the graph is only visited once. Identification of 
such a path is important, because an ordering of the inputs leading to an uninterrupted dif
fusion strip of NMOS {PMOS) transistors is possible only if there exists an Euler path in 
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nections, and with the gate connections of the corresponding NMOS and PMOStransistors

aligned. This approach requires only a single strip of diffusion in both wells. To achieve this
goal, a eareful ordering of the input terminals is necessary. This is illustrated in Figure D-3,
where the logical function x = (a + &) - c is implemented.In thefirst version, the order {a ¢ }} is
adopted.It can easily be seen that no solution will be found using only a single diffusion strip. A
reordering of the terminals (for instance, using {a 6 c}}, generates a feasible solution, as shown
in Figure D-3b, Observe that the “layouts” in Figure D-3 do not represent actual mask geome-
tries, but are rather symbolic diagrams of the gate topologies. Wires and transistors are repre-
sented as dimensionless objects, and positioning is relative, not absolute. Such conceptual
representations are called stick diagrams, and often are used at the conception time of the gate,
before determining the actual dimensions. We use stick diagrams whenever we want to discuss
gate topologies or layout strategies.

Fortunately, a systematic approach has been developed to derive the permutation of the
input terminals so that complex functions can be realized by uninterrupted diffusion strips that
minimize the area [Uehara81]. The systematic nature of the technique also has the advantage

that it is casily automated, It consists of the following two steps:

i
i£éz
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1. Construction of fegic graph. The logic graph of a transistor network (or a switching
function) is the graph of which the vertices are the nodes (signals) of the network, and the
edges represent the transistors. Each edge is named for the signal controiling the corre-
sponding transistor. Since the PUN and PDN networksof a static CMOS gate are dual,
their corresponding graphs are dual as well—thatis, a parallel connection is replaced by a
series one and vice versa. This is demonstrated in Figure D-4, where the logic sraphs for
the PDN and PUN networks of the Boolean function x = (@ + b)- ¢ are overlaid (notice
that this approach can be used to derive dual networks).

. Identification of Euler paths. An Euler path in a graph is defined as a path through all
nodes in the graph such that each edge in the graph is only visited once. Identification of
such a path is important, because an orderiag of the inputs leading to an uninterrupted dif-
fusion strip of NMOS (PMOS)transistorsis possible only if there exists an Euler path in
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(b) Logic graphs for PDN 
and PUN 

GND 

(c) Consistent Euler paths 
for PDN and PUN 

Figure D-4 Schematic diagram, logic graph, and Euler paths for X; (a+ b) · c. 

the logic graph of the PON (PUN) network. The reasoning behind this finding is as 

follows: 

To form an interrupted strip of diffusion, all transistors must be visited in sequence; that is. 
the drain of one device is the source of the next one. This is equivalent to traversing the logic 
graph along an Euler path. Be aware that Euler paths are not unique: many different solutions 

may exist. 
The sequence of edges in the Euler path equals the ordering of the inputs in the gate lay

out. To obtain the same ordering in both the PUN and PON networks, as is necessary if we want 
to use a single poly strip for every input signal, the Euler paths must be consistent-that is, they 

must have the same sequence. 
Consistent Euler paths for the example of Figure 0-4a are shown in Figure 0-4c. The lay

out associated with this solution is shown in Figure 0-3b. An inspection of the logic diagram of 
the function shows that { a c b) is an Euler path for the PUN, but not for the PON. A single-dif

fusion-strip solution is, hence. nonexistent (Figure D-3a). 

Example D,l Derivation of Layout Topology of Complex Logic Gate 

As an example, let us derive the layout topology of the following logical function: 

x= ab+ cd 

The logical function and one consistent Euler path are shown in Figure D-5a and 
Figure 0-5b. The corresponding layout is shown in Figure 0-5c. 
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Figure D-4 Schematic diagram, logic graph, and Euler paths for x= (a+ 6)- .

the logic graph of the PON (PUN) network. The reasoning behind this findingis as
follows:

To form an interrupted strip of diffusion, all transistors must be visited in sequence; thatis,
the drain of one device is the source of the next one. This is equivalent to traversing the logic
graph along an Euler path. Be aware that Euler paths are not unique: many different solutions
mayexist.

The sequence of edges in the Euler path equals the ordering of the inputs in the gate lay-
out. To obtain the same ordering in both the PUN and PDN networks, as is necessary if we want

to use a single poly sirip for every input signal, the Euler paths must be conststent—that is, they
must have the same sequence.

Consistent Euler paths for the example of Figure D-4a are shown in Figure D-4c. The lay-

out associated with this solution is shown in Pigure D-3b. An inspection of the logic diagram of

the function shows that {a ¢ 4} is an Euler path for the PUN, but not for the PDN.A single-dif
fusion-strip solution is, hence, nonexistent (Figure D-3a).

Example D1 Derivation of Layout Topology of Complex Logic Gate

As an example,iet us derive the layout topology of the following logical function:

x=abtcd

The logical function and one consistent Euler path are shown im Figure D-5a and
Figure D-Sb. The corresponding layout is shown in Figure D-5Sec.
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Figure D-5 Deriving the layout topology for x = (ab+ cd). 

The reader should be aware that the existence of consistent Euler paths depends on the 
way the Boolean expressions (and the con-esponding logic graphs) are constructed. For exam
ple, no consistent Euler paths can be found for x = a + b · c + d · e, but the function x = b · c + a 
+ d · e has a simple solution (confirm that this is true by preserving the ordering of the function 
when constructing the logic graphs). A restructuring of the function is sometimes necessary 
before a set of consistent paths can be identified. This could lead to an exhaustive search over all 
possible path combinations. Fortunately, a simple algorithm to avoid this plight has been pro
posed [Uehara81]. A discussion of this is beyond our scope, however, and we refer the inter

ested reader to that text. 
Finally, it is worth mentioning that the layout strategies presented are not the only possi

bilities. For example, sometimes it might be more effective to provide multiple diffusion strips 
stacked vertically. In this case, a single polysilicon input line can serve as the input for multiple 
transistors. This might be beneficial for certain gate structures, such as the NXOR gate, and 
therefore, case-by-case analysis is recommended. 

To Probe Further 

A good overview of cell-generation techniques can be found in [Rubin87, pp. 116-128]. Some 
of the landmark papers in this area include the following: 
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The reader should be aware that the existence of consistent Euler paths depends on the

way the Boolean expressions (and the corresponding logic graphs) are constructed. For exam-
ple, no consistent Euler paths can be found for ¥ =a + #-¢+d-e, but the functionx =4-c+a
+ d-¢ has a simple solution (confirm that this is true by preserving the ordering of the function
when constructing the logic graphs). A restructuring of the function is sometimes necessary
before a set of consistent paths can be identified. This could lead to an exhaustive search overall
possible path combinations. Fortunately, a simple algorithm to avoid this plight has been pro-
posed (Uehara81]. A discussion of this is beyond our scope, however, and we refer the inter-
ested reader to that text.

Finally, it is worth mentioning that the layout strategies presented are not the only possi-
bilities. For example, sometimes it might be more effective to provide multiple diffusion strips
stacked vertically. In this case, a single polysilicon input line can serve as the input for multiple

transistors. This might be beneficial for certain gate structures, such as the NXOR gate, and
therefore, case-by-case analysis is recommended.

To Probe Further

A good overview of cell-generation techniques can be found in [Rubin87, pp. 116-128]. Some
of the landmark papers in this area include the following:
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[CleinOO] D. Clein, CMOS IC Layout, Newnes, 2000. 

[Rubin87] S. Rubln, Compurer Aids for VLSI Design, Addison-Wesley, 1987. 

[Uehara81] T. Uehara and W. Van Cleemput, "Optimal Layout of CMOS Functional Arrays," IEEE Trans. on Cmnput

ers, vol. C-30, no. 5, pp. 305-31 l, May 1981. 

[Weinberger67] A. Weinberger, "Large Scale Integration of ~OS Complex Logic: A Layout Method," IEEE Journal of 

Solid State Circuits, vol. 2, no. 4, pp. 182-190, 1967. 
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7.6 Nonbistable Sequential Circuits 
7.6.1 The Schmitt Trigger 
7 .6.2 Monostable Sequential Circuits 
7 .6.3 Astable Circuits 

7.7 Perspective: Choosing a Clocking Strategy 
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7 .1 Introduction 
As described earlier, combinational logic circuits have the property that the output of a logic 
block is only a function of the current input values, assuming that enough time has elapsed for 
the logic gates to settle. Still, virtually all useful systems require storage of state information, 
leading to another class of circuits called sequential logic circuits. In these circuits~ the output 
depends not only on the current values of the inputs, but also on preceding input values. In other 
words, a sequential circuit remembers some of the past history of the system-it has memory. 

Figure 7-1 shows a block diagram of a generic finite-state machine (FSM) that consists of 
combinational logic and registers, which hold the system state. The system depicted here 
belongs to the class of synchronous sequential systems, in which all registers are under control 
of a single global dock. The outputs of the FSM are a function of the current Inputs and the Cur

rent State. The Next State is determined based on the Current State and the current Inputs and is 
fed to the inputs of registers. On the rising edge of the clock, the Next State bits are copied to the 
outputs of the registers (after some propagation delay), and a new cycle begins. The register then 
ignores changes in the input signals until the next rising edge. In general, registers can be posi
tive edge triggered (where the input data is copied on the rising edge of the clock) or negative 

edge triggered (where the input data is copied on the falling edge. as indicated by a small circle 
at the clock input). 

This chapter discusses the CMOS implementation of the most impmtant sequential build
ing blocks. A variety of choices in sequential primitives and clocking methodologies exist; mak
ing the correct selection is getting increasingly impm1ant in modern digital circuits~ and can 

Inputs--.-, ,__.._ Outputs 

Current State 

COMBINATIONAL 
LOGIC 

Registers j 
~----IQ D~'<----~ 

CU 

Next S1ate 

Figure 7-1 Block diagram of a finite-state machine, using 
positive edge-triggered registers. 
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have a great impact of performance, powe1~ and/or design complexity. Before embarking on a 
detailed discussion of the various design options, a review of the relevant design metrics and a 
classification of the sequential elements is necessary. 

7.1.1 Timing Metrics for Sequential Circuits 

There are three important timing parameters associated with a register. They are shown in 
Figure 7-2. The setup time (1.,,,) is the time that the data inputs (D) must be valid before the clock 

transition (i.e., the O ---+ l transition for a positive edge-triggered register). The hold time Uiw!d) is 
the time the data input must remain valid after the clock edge. Assuming that the setup and hold 
times are met. the data at the D input is copied to the Q output after a worst case propagation 

delay (with reference to the clock edge) denoted by tc-q· 

Once we know the timing infonnation for the registers and the combinational logic 
blocks, we can derive the system-level timing constraints (see Figure 7-1 for a simp]e system 
view). In synchronous sequential circuits, switching events take place concurrently in response 

to a clock stimulus. Results of operations await the next clock transitions before progressing to 
the next stage. In other words, the next cycle cannot begin unless all current computations have 
completed and the system has come to rest. The clock period T, at which the sequential circuit 
operates. must thus accommodate the longest delay of any stage in the network. Assume that 
the worst case propagation delay of the logic equals tploitic• while its minimum delay-also 
called the contamination delay-is tcd· The minimum clock period T required for proper opera
tion of the sequential circuit is given by 

T ~ tC-t/ + t p!ogic + tsu 

The hold time of the register imposes an extra constraint for proper operation, namely 

CLKb I \ 
I 

(,11 fiJuM 

"' ~ 

D L----~x~i~~-D_A_T_A_x_·~-------- _ STABLE 

QIL _______ ~_,n'w,-_._· _,_,i __ o_A_T_A __ _ 
_ _ STABLE 

Register 

D Q 

CL!( 

(7.1) 

(7.2) 

Figure 7-2 Definition of setup time, hold time, and propagation delay of a synchronous 
register. 
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have a great impact of performance, power, and/or design complexity. Before embarking on a
detailed discussion of the various design options, a review of the relevant design metrics and a

classification of the sequential elements is necessary.

7.4.1 Timing Metrics for Sequential Circuits

There are three important timing parameters associated with a register. They are shown in

Fisure 7-2. The setup fine (f,,) is the time that the data inputs (2) must be valid before the clock
transition (1.e., the 0 — | transition for a positive edge-triggered register). The held time G,,.3) is
the time the data input must remain valid after the clock edge. Assuming that the setup and hold

times are met, the data at the D input is copied to the G output after a worst case propagation

delay Qwith reference to the clock edge} denoted by f,_,.
Once we knowthe timing information for the registers and the combinational logic

blocks, we can derive the system-level timing constraints (see Figure 7-1 for a simple system

view). In synchronous sequential circuits, switching events take place concurrenily in response
to a clock stimulus. Results of operations awaii the next clock transitions before progressing to
the next stage. In other words, the next cycle cannot begin unless all current computations have
completed and the system has come to rest. The clock period T, at which the sequential circuit
operates, must thus accommodate the longest delay of any stage in the network. Assume that

ihe worst case propagation delay of the logic equals J,,,9;,. while its minimum delay—also
called the contamination delay—is t,; The minimumclock period T required for proper opera-
tion of the sequential circuit is given by

D2 tog ttptogic t+ tsn (7.1)e-

The hold time of the register imposes an extra constraint for proper operation, namely

f +t (7.2)edregisier cdiogic 2 lrate

Register  
Figure 7-2 Definition of setup time, hold time, and propagation deiay of a synchronous
register.
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where tcdregisrer is the minimum p1vpagation delay (or contamination delay) of the register. This 
constraint ensures that the input data of the sequential elements is held long enough after the 
clock edge and is not modified too soon by the new wave of data coming in. 

As seen from Eq. (7.1), it is important to minimize the values of the timing parameters 
associated with the register, as these directly affect the rate at which a sequential circuit can be 

clocked. In fact, modem high-performance systems are characterized by a very low logic depth, 

and the register propagation delay and setup times account for a significant portion of the clock 
period. For example, the DEC Alpha EV6 microprocessor [Gieseke97] has a maximum logic 
depth of 12 gates, and the register overhead stands for approximately 15% of the clock period. In 
general, the requirement of Eq. (7 .2) is not difficult to meet, although it becomes an issue when 

there is little or no logic between registers. 1 

7.1.2 Classification of Memory Elements 

Foreground versus Background Memory 

At a high level, memory is classified into background and foreground memory. Memory that is 
embedded into logic is foreground memo1y and is most often organized as individual registers or 
register banks. Large amounts of centralized memory core are referred to as background mem-

01y. Background memory, discussed in Chapter 12, achieves higher area densities through effi
cient use of an-ay stmctures and by trading off performance and robustness for size. In this 
chapter, we focus on foreground memories. 

Static versus Dynamic Memory 

Memories can be either static or dynamic. Static memories preserve the state as long as the 
power is turned on. They are built by using positive feedback or regeneration, where the circuit 

topology consists of intentional connections between the output and the input of a combinational 
circuit. Static memories are most useful when the register will not be updated for extended peri
ods of time. Configuration data, loaded at power-up time, is a good example of static data. This 
condition also holds for most processors that use conditional clocking (i.e., gated clocks) where 

the clock is turned off for unused modules. In that case, there are no guarantees on how fre
quently the registers will be clocked, and static memories are needed to preserve the state infor
mation. Memory based on positive feedback falls under the class of elements called 

multivibrator circuits. The bistable element is its most popular representative, but other elements 

such as monostable and astable circuits also are frequently used. 
Dynamic memories store data for a short period of time, perhaps milliseconds. They are 

based on the p1inciple of temporary charge storage on parasitic capacitors associated with MOS 
devices. As with dynamic logic, discussed earlier, the capacitors have to be refreshed periodi
cally to compensate for charge ]eakage. Dynamic memories tend to be simpler, resulting in sig

nificantly higher performance and lower power dissipation. They are most useful in datapath 

10r when the clocks at different registers are somewhat out of phase due to clock skew. We di5cuss this topic in 
Chapter 10. 
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circuits that require high performance levels and are periodically clocked. It is possible to use 
dynamic circuitry even when circuits are conditionally clocked, if the state can be discarded 
when a module goes into idle mode. 

Latches versus Registers 

A latch is an essential component in the construction of an edge-triggered register. It is a level
sensitive circuit that passes the D input to the Q output when the clock signal is high. This latch 
is said to be in transparent mode. \\Then the clock is low, the input data sampled on the falling 
edge of the clock is held stable at the output for the entire phase, and the latch is in hold mode. 
The inputs must be stable for a short period around the falling edge of the clock to meet setup 
and hold requirements. A latch operating under these conditions is a positive latch. Similarly, a 
negative latch passes the D input to the Q output when the clock signal is low. Positive and neg
ative latches are also called transparent high or transparent low, respectively. The signal wave
forms for a positive and negative latch are shown in Figure 7-3. A wide variety of static and 
dynamic implementations exists for the realization of latches. 

Contrary to level-sensitive latches. edge-triggered registers only sample the input on a 
clock transition-that is, 0 ~ 1 for a. positive edge-triggered register, and 1 ~ 0 for a negative 
edge-triggered register. They are typically built to use the latch primitives of Figure 7-3. An 
often-recurring configuration is the master-slave structure, that cascades a positive and negative 
latch. Registers also can be constructed by using one-shot generators of the clock signal 
("glitch" registers), or by using other specialized structures. Examples of these are shown later 
in this chapter. 

The literature on sequential circuits has been plagued by ambiguous definitions for the dif
ferent types of storage elements (i.e., register, flip-flop, and latch). To avoid confusion, we 
adhere strictly to the following set of definitions in this book: 

Posith'e Latch In-GOii/ 
tcLK 

elk ~--

In 

Out 

/ /' 
Out Out 

stable follows In 

elk 

In 

lVegative Late!, 

In_... D 

G 

I 
Q~Out 

! 

CLK 

Out l\. __ if';"V\NVJ,.l\._ _ _j_NV\/\J\ 

/ 
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stable follows In 

Figure 7-3 Timing of positive and negative latches. 
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circuits that require high performance levels and are periodically clocked. It is possible to use
dynamic circultry even when circuits are conditionally clocked, if the state can be discarded
when a module goes inte idle mode.

Latches versus Registers

A latch is an essential component in the construction of an edge-triggered register. It is a level
sensitive circuit that passes the D input to the Q output when the clock signal is high. This Jatch
is said to be in fransparenf mode. When the clock is low, the input data sampled on the falling
edge of the clock is held stable at the output for the entire phase, and the latch is in hold mode.
The inputs must be stable for a short period around the falling edge of the clock to meet setup
and hold requirements. A latch operating under these conditions is a positive latch. Similarly, a
negative latch passes the D input to the @ output whenthe clock signal is low. Positive and neg-
ative latches are also called transparent high ov transparent low, respectively. The signal wave-
forms for a positive and negative latch are shown in Figure 7-3. A wide variety of static and
dynamic implementations exists for the realization of latches.

Contrary to level-sensitive latches, edge-friggered registers only sample the input on a
clock transition-—that is, 0-4 | for a positive edge-triggered register, and 1 > 0 for a negative

edge-trigeered register. They are typically built to use the latch primitives of Figure 7-3, An
often-recurring configuration is the mester—siave structure, that cascades a positive and negative
latch. Registers also can be constructed by using one-shot generators of the clock signal
(“glitch” registers), or by using other specialized structures. Examples of these are shown later
m this chapter.

The literature on sequential circuits has been plagued by ambiguous definitions for the dif-
ferent types of storage elements (i.c., register, fiip-flop, and latch). To avoid confusion, we
adhere strictly to the following set of definitionsin this book:

Positive Latch Negative Lateh
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Figure 7-3 Timing of positive and negative latches.
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• An edge-triggered storage element is. called a register; 

• A latch is a level-sensitive device; 
• and any bistable component, formed by the cross coupling of gates, is called aj/ip-jiop.2 

7.2 Static Latches and Registers 

7.2.1 The Bistability Principle 
Static memories use positive feedback to create a bistable circuit-a circuit having two stable 
states that represent O and 1. The basic idea is shown in Figure 7-4a, which shows two inverters 
connected in cascade along with a voltage-transfer characteristic typical of such a circuit. Also 
plotted are the VTCs of the first inverter-that is, V01 versus V,1-and the second inverter (V02 

versus V01 ). The latter plot is rotated to accentuate that V,2 = V01 . Assume now that the output of 
the second inverter V02 is connected to the input of the first V,,, as shown by the dotted lines in 
Figure 7-4a. The resulting circuit has only three possible operation points (A, B, and C), as dem
onstrated on the combined VTC. It is easy to prove the validity of the following important 

conjecture: 

When the gain of the inverter in the transient region is larger than 1, A and B are the 
only stable operation points, and C is a metastable operation point. 

Suppose that the cross-coupled inverter pair is biased at point C. A small deviation from 
this bias point, possibly caused by noise, is amplified and regenerated around the circuit loop. 

r1 __ v_"_,[>o vol = vi2 [>o-va_2_~ 
I 
I 
I 
L---------------------1 

(a) 

\_ Vn 

;} 
A 

II 
N ~-

(b} 

Figure 7-4 Two cascaded inverters (a) and their VTCs (b). 

) vo, 

C 

B 

V11 = Vo2 

2 An edge-triggered register is often referred to as a flip-flop as well In this text, flip-flop is used to uniquely mean 
bistable element 
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° An edge-trigeered storage elernent is called a register;
¢ A latchis a level-sensitive device;

* and any bistable component, formed by the cross couplingofgates, is called aflip-flop?

7.2 Static Latches and Registers

7.2.1. The Bistability Principle

Static memories use positive feedback to create a bistable circuit—a circuit having two stable
states that represent 0 and 1. The basic idea is shown in Figure 7-4a, which shows two inverters

connected in cascade along with a voltage-transfer characteristic typical of such a circuit. Also

plotted are the VTCs ofthe first inverter—that is, V,, versus V,,—and the second mverter (¥,,

versus V,,). The latter plot is rotated to accentuate that V,. = V,,. Assume now that the output of
the second inverter ¥,, is connected to the input ofthe first V,,, as shown by the dotted lines in
Figure 7-4a. The resulting circuit has only three possible operation points (4, B, and C}, as dem-
onstrated on the combined VTC. it is easy to prove the validity of the following important

conjecture:

When the gain of the inverter in the transient region is larger than 1,4 and # are the

only stable operation points, and C is a metastable operation point.

Suppose that the cross-coupled inverter pair is biased at point C. A small deviation from

this bias point, possibly caused by noise, is amplified and regenerated around the circuit loop.
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Figure 7-4 Two cascaded inverters (a) and their VTCs (b).
 

?An edge-triggerod register is often referred to asaflip-flop as well. In this text, flip-flop is used to uniquely mean
bistable clement.
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Figure 7-5 Metastable versus stable operation points. 

This is a result of the gain around the loop being larger than I. The effect is demonstrated in 
Figure 7-5a. A small deviation Ii is applied to v,, (biased in C). This deviation is amplified by the 
gain of the inverter. The enlarged divergence is applied to the second inverter and amplified once 
more. The bias point moves away from C until one of the operation points A or B is reached. In 
conclusion, C is an unstable operation point. Every deviation (even the smallest one) causes the 
operation point to run away from its original bias. The chance is indeed very small that the cross
coupled inverter pair is biased at C and stays there. Operation points with this property are 
termed metastable. 

On the other hand, A and Bare stable operation points, as demonstrated in Figure 7-5b. In 
these points, the loop gain is much smaller than unity. Even a rather large deviation from the 
operation point reduces .in sizesand disappears. 

Hence, the cross coupling of two inverters results in a bistable circuit-that is, a circuit 
with two stable states, each corresponding to a logic state. The circuit serves as a memory. stor
ing either a l or a O (corresponding to positions A and B). 

In order to change the stored value, we must be able to bring the circuit from state A to B 
and vice versa. Since the precondition for stability is that the loop gain G is smaller than unity, 
we can achieve this by making A (or B) temporarily unstable by increasing G to a value larger 
than 1. This is generally done by applying a trigger pulse at V:·i or Vil· For example, assume that 
the system is in position A (V;1 = 0, V,, = I). Forcing Vn to l causes both inve1ters to be on simul
taneously for a short time and the loop gain G to be larger than I. The positive feedback regener
ates the effect of the trigger pulse, and the circuit moves to the other state (B, in this case). The 
width of the trigger pulse need be only a little larger than the total propagation delay around the 
circuit loop, which is twice the average propagation delay of the inverters. 

In summary, a bistable circuit has two stable states. In absence of any triggering. the cir
cuit remains in a single state (assuming that the power supply remains applied to the circuit) and 
thus remembers a value. Another common name for a bistable circuit is flip-flop. A flip-flop is 
useful only if there also exists a means to bring it from one state to the other one. In general, two 
different approaches may be used to accomplish the following: 
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Figure 7-5 Metastable versus stable operation points.

This is a result of the gain around the loop beme larger than 1. The effect is demonstrated in

Figure 7-Sa. A small deviation 8 is applied to V,, (biased in C). This deviation is amplified by the
gain of the inverter. The enlarged divergence is applied to the second inverter and amplified once

more. The bias point moves away from C until one of the operation points A or B is reached, In

conclusion, Cis an unstable operation point. Every deviation (even the smallest one) causes the
operation point to run away from its original bias. The chance is indeed very small that the cross-
coupled inverter pair is biased at C and stays there. Operation points with this property are
termed metastable.

On the other hand, A and B are stable operation points, as demonstrated in Figure 7-3b. In

these points, the loop gain is much smaller than unity. Even a rather large deviation from the

operation pomlt reduces in sizesand disappears.

Hence, the cross coupling of two inverters results in a bistable circuit—that is, a circuit
with two stable states, each corresponding to a logic state. The circuit serves as a memory, stor-
ing either a 1 or a 0 (corresponding to positions A and 3).

In order tc change the stored value, we must be able to bring the circuit from state A to B
and vice versa. Since the precondition fer stability is that the loop gain G ts smaller than unity,
we can achieve this by making A {or B) temporarily unstable by increasing G to a value larger

than 1. This is generaily done by applying a trigger pulse at V,, or V.,. For example, assume that

the system is in position A (¥,, = 0, V.= 1). Forcing V; to 1 causes both inverters to be on simul-
taneously for a short time and the loop gain G to be larger than 1. The positive feedback regener-
ates the effect of the trigger pulse, and the circuit moves to the other state (8, in this case). The
width of the trigger pulse need be onlya littie larger than the total propagation delay around the

circuit loop, which is twice the average propagation delay of the mverters.
in summary, a bistable circuit has two stable states. in absence of any triggering, the cir-

cuit remains in a single state (assuming that the power supply remains applied to the circuit) and

thus remembers a value. Another common name fora bistable circuit is fiip-flop. A flip-flop is

useful only if there also exists a means to bring it from one state to the other one. In general, two

different approaches may be used to accomplish the following:
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• Cutting the feedback loop. Once the feedback loop is open, a new value can easily be 
written into Out (or Q). Such a latch is called multiplexer based, as it realizes that the logic 

expression for a synchronous latch is identical to the multiplexer equation: 

Q = Clk · Q + Clk · In 

This approach is the most popular in today's latches, and thus forms the bulk of this 

sectlon. 

(7.3) 

• Overpowering the feedback loop. By applying a trigger signal at the input of the flip
flop, a new value is forced into the cell by overpowering the stored value. A careful sizing 

of the transistors in the feedback loop and the input circuitry is necessary to make this pos
sible. A weak trigger network may not succeed in overruling a strong feedback loop. This 
approach used to be in vogue in the earlier days of digital design, but has gradually fallen 
out of favor. It is, however, the dominant approach to the implementation of static back
ground memories (which we discuss more fully in Chapter 12). A short introduction will 

be given later in the chapter. 

7.2.2 Multiplexer-Based Latches 

The most robust and common technique to build a latch involves the use of transmission-gate 
multiplexers. Figure 7-6 shows an implementation of positive and negative static latches based 
on multiplexers. For a negative latch, input O of the multiplexer is selected when the clock is low, 
and the D input is passed to the output. When the clock signal is high, input 1 of the multiplexer, 

which connects to the output of the latch, is selected. The feedback ensures a stable output as 
long as the clock is high. Similarly in the positive latch, the D input is selected when the clock 
signal is high, and the output is held (using feedback) when the clock signal is low. 

A transistor-level implementation of a positive latch based on multiplexers is shown in 
Figure 7-7. When CLK is high, the bottom transmission gate is on and the latch is transparent
that is, the D input is copied to the Q output. During this phase, the feedback loop is open, since 
the top transmission gate is off. Sizing of the transistors therefore is not critical for realizing cor
rect functionality. The number of transistors that the clock drives is an important metric from a 
power perspective, because the clock has an activity factor of 1. This particular latch implemen-

Negative latch 

Q 

CLK 

Positive latch 

!o 
! 

D~!l 

CLK 

Q 

Figure 7-6 Negative and positive latches based on multiplexers. 
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* Cutting the feedback loop. Once the feedback loop is open, a new value can easily be
written into Out (or O). Such a latch is called multiplexer based, as it realizes that the logic
expression for a synchronouslatch is identical to the multiplexer equation:

O = Clk-O4+Cik-in (7.3)

This approachis the most popular in today’s latches, and thus forms the bulk of this
section,

Overpowering the feedback leop. By applying a trigger signal at the input of the flip-
flop, a new value is forced into the cell by overpowering the stored value. A careful sizing
of the transistors in the feedback loop andthe input circuitry is necessary to make this pos-
sible. A weak trigger network may not succeed in overruling a strong feedback loop. This
approach used to be in voguein the earlier days of digital design, but has gradually fallen
out of favor. It is, however, the dominant approach to the implementation of static back-
ground memories (which we discuss more fully in Chapter 12). A short intreduction will
be given later in the chapter.

C7

7.2.2 Multiplexer-Based Latches

The most robust and common technique to build a latch involves the use of transmission-gate
multiplexers. Figure 7-6 shows an implementation of positive and negative static laiches based
on multiplexers. For a negative latch, input 0 of the multiplexer is selected when the clock is iow,
and the D input is passed to the output. When the clock signal is high, input 1 of the multiplexer,
which connects to the output of the latch, is selected. The feedback ensures a stable output as
long as the clock is high. Similarly in the positive latch, the D input is selected when the clock
signal is high, and the output is held (using feedback) when the clock signal is iow.

A transistor-level implementation of a positive latch based on multiplexers is shown in
Figure 7-7, When CLK is high, the bottom transmission gate is on and the latch is iransparent—
that is, the D inputis copied to the @ output. During this phase, the feedback loop is open, since
the top transmission gate is off. Sizing of the transistors therefore is not critical for realizing cor-
rect functionality. The numberof transistors that the clock drives is an important metric from a
powerperspective, because the clock has an activityfactor of 1. This particular latch mplemen-

Negalive latch Positive latch

 
CLK CLE

Figure 7-6 Negative and positive latches based on multiplexers.
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Figure 7-7 Transistor-level implementation of a positive latch 
built by using transmission gates. 
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(a) Schematic diagram {b) Non overlapping clocks 

Figure 7-8 Multiplexer-based NMOS latch by using NMOS-only pass transistors 
for multiplexers. 
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talion is not very efficient from this perspective: It presents a load of four transistors to the CLK 

signal. 
It is possible to reduce the clock load to two transistors by implementing multiplexers that 

use as NMOS-only pass transistors, as shown in Figure 7-8. When CLK is high, the latch sam
ples the D input, while a low clock signal enables the feedback loop, and puts the latch in the 
hold mode. While attractive for its simplicity, the use of NMOS-only pass transistors results in 
the passing of a degraded high voltage of V00 - Vr,, to the input of the first inverter. This impacts 
both noise margin and the switching performance, especially in the case of low values of V DD 

and high values of V Tw It also causes static power dissipation in the first inverter, because the 
maximum input voltage to the inverter equals VD0 - Vn,, and the PMOS device of the inverter is 
never fully turned off. 

7.2.3 Master-Slave Edge-Triggered Register 

The most common approach for constructing an edge-triggered register is to use a master-slave 
configuration. as shown in Figure 7-9. The register consists of cascading a negative latch (master 
stage) with a positive one (slave stage). A multiplexer-based latch is used in this particular 
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Figure 7-8 Multiplexer-based NMOS latch by using NMOS-oniy pass transistors
for multiplexers.

tation is not very efficient from this perspective: presents a load of four transistors to the CLK

signal.

It is possible to reduce the clock load to twa transistors by implementing multiplexers that

use as NMOS-onlypass transistors, as shown in Figure 7-8. When CLK is high, the latch sam-
ples the D input, while a low cleck signal enables the feedback loop, and puts the latch in the

hold mede, While attractive for Hs simplicity, the use of NMOS-only pass transistors results in

the passing of a degraded high voltage of ¥),— V;,to the input of the first inverter. This impacts

both noise margm and the switching performance, especially in the case of low values of Vpp
and high values of V,,. It also causes static power dissipation in the first inverter, because the

maximum input voltage to the inverter equals V,,,— V;,, and the PMOS device of the inverteris
never fully turned off.

7.2.3 Master-Slave Edge-Triggered Regisiter

The most commen approach for constructing an edge-triggered register is to use a master—siave
configuration, as shown in Figure 7-9. The register consists of cascading a negative latch (master

stage) with a positive one (slave stage}. A multiplexer-based latch is used in this particular
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Figure 7-9 Postlive edge-triggered register based on a master-slave configuration. 

implementation, although any larch could be used. On the low phase of the clock, the master 
stage is transparent, and the D input is passed to the master stage output, QM. During this period, 
the slave stage is in the hold mode, keeping its previous value by using feedback. On the rising 
edge of the clock, the master stage stops sampling the input, and the slave stage starts sampling. 
During the high phase of the clock, the slave stage samples the output of the master stage (QM), 

while the master stage remains in a hold mode. Since Q,, is constant during the high phase of the 
clock, the output Q makes only one transition per cycle. The value of Q is the value of D right 
before the rising edge of the clock, achieving the positive edge-triggered effect. A negative edge
triggered register can be constructed by using the same principle by simply switching the order 
of the positive and negative latches (i.e., placing the positive latch first). 

A complete transistor-level implementation of the master-slave positive edge-triggered 
register is shown in Figure 7-JO. The multiplexer is implemented by using transmission gates as 
discussed in the previous section. When the clock is low (CLK = I), T1 is on and T2 is off, and 
the D input is sampled onto node QM. During this period, T, and T4 are off and on, respectively. 
The cross-coupled inverters (15, 16) hold the state of the slave latch. When the clock goes high, 
the master stage stops sampling the input and goes into a hold mode. T1 is off and T1 is on, and 
the cross-coupled inverters I2 and 13 hold the state of Q..,. Also, T3 is on and T4 is off, and QM is 
copied to the output Q. 

Q 

D 
QM 

Figure 7-10 Master-slave positive edge-triggered register, using multiplexers. 
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Figure 7-9 Positive edge-triggered register based on a master—siave configuration.

implementation, although any latch could be used. On the low phase of the clock, the master
stage is transparent, and the D input is passed to the master stage output, Q,,. During this period,
the slave stage is in the hold mode, keeping its previous value by using feedback. On the rising
edge ofthe clock, the master stage stops sampling the input, and the slave stage starts sampling.
During the high phase of the clock,the slave stage samples the output of the master stage (Qyy},
while the master stage remains in a hold mode. Since 0,, is constant during the high phaseof the
clock, the output GO makes only one transition per cycle. The value of @ is the value of D right
before the rising edge of the clock, achieving the positive edge-triggered effect. A negative edge-
triggered register can be constructed by using the same principle by simply switching the order
of the positive and negative latches (Le., placing the positive iatch first).

A complete transistor-level implementation of the master-slave positive edge-triggered
register is shown in Figure 7-10. The multiplexer is implemented by using transmission gates as
discussed in the previous section. When the clock is low (CLK = 1), T, is on and T; is off, and
the D input is sampled onto node Q,,. During this period, 7, and 7, are off and on, respectively.
The cross-coupled inverters (7;, J,) hoid the state of the slave latch. When the clock goes high,
the master stage stops sampling the input and goes into a hold mode. 7; is off and 7, is on, and
the cross-coupled inverters /, and J, hold the state of O,,. Also. T, is on and T, 1s off, and Oy is
copied to the output 0,

 
Figure 7-10 Master-slave positive edge-triggered register, using multiplexers.

ONSEMI EXHIBIT 1041, Page 223



7 .2 Static Latches and Registers 335 

Problem 7.1 Optimization of the Master-Slave Register 

It is possible to remove the inverters / 1 and /4 from Figure 7-10 without loss of functionality. Is there any 
advantage to including these inverters in the implementation? 

Timing Properties of Multiplexer-Based Master-Slave Registers 

Registers are characterized by three important timing parameters: the setup time, the hold time 
and the propagation delay. It is important to understand the factors that affect these timing 

parameters and develop the intuition to manually estimate them. Assume that the propagation 

delay of each inverter is tpd_i,w• and the propagation delay of the transmission gate is tpd_,.r Also 
assume that the contamination delay is 0, and that inverter, deriving CLK from CLK, has a delay 
ofO as well. 

The setup time is the time before the rising edge of the clock that the input data D must be 
valid. This is similar to asking the question, how long before the rising edge of the clock must 

the D input be stable such that Q.,, samples the value reliably? For the transmission gate multi
plexer-based register, the input D has to propagate through I 1, T1, I3, and 12 before the rising edge 

of the clock. This ensures that the node voltages on both terminals of the transmission gate T2 

are at the same value. Otherwise, it is possible for the cross-coupled pair 12 and 13 to settle to an 

incorrect value. The setup time is therefore equal to 3 x tpd_im· + tpd_tx· 

The propagation delay is the time it takes for the value of QM to propagate to the output Q. 
Note that, since we included the delay of lz in the setup time, the output of /4 is valid before the 
rising edge of the clock. Therefore, the delay tc-q is simply the delay through T3 and 16 (tc-q = 
fpd_tx + fpd_im.). 

The hold time represents the time that the input must be held stable after the rising edge of 
the clock. In this case, the transmission gate T1 turns off when the clock goes high. Since both 

the D input and the CLK pass through inverters before reaching T,, any changes in the input 
after the clock goes high do not affect the output. Therefore, the hold time is 0. 

Example 7.1 Timing Analysis, Using SPICE 

To obtain the setup time of the register while using SPICE, we progressively skew the 
input with respect to the clock edge until the circuit fails. Figure 7-l l shows the setup

time simulation assuming a skew of 210 ps and 200 ps. For the 210 ps case, the correct 
value of input D is sampled (in this case, the Q output remains at the value of V 00). For a 
skew of 200 ps, an incorrect value propagates to the output, as the Q output transitions to 

0. Node QM starts to go high, and the output of /2 {the input to transmission gate T2) starts 
to fall. However, the clock is enabled before the two nodes across the transmission gate T2 

settle to the same value. This results in an incorrect value being written into the master 

latch. The setup time for this register is 210 ps. 
In a similar fashion, the hold time can be simulated. The D-input edge is once again 

skewed relative to the clock signal until the circuit stops functioning. For this design, the 
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Figure 7-11 Setup time simulation. 
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hold time is O (i.e., the inputs can be changed on the clock edge). Finally, for the propaga
tion delay, the inputs transition at least one setup time before the rising edge of the clock, 
and the delay is measured from the 50% point of the CU( edge to the 50% point of the Q 

output. From this simulation (Figure 7-12), t,-q(lhi was 160 ps, and t,-,1/1,/J was 180 ps. 

-0.50'----'--..L.--"----'2'---' 
0.5 1 1.5 2.5 

Time (ns) 

Figure 7-12 Simulation of propagation delay oltransrnission gate register. 

The drawback of the transmission-gate register is the high capacitive load presented to the clock 
signal. The clock load per register is important, since it directly impacts the power dissipation of 
the clock network. Ignoring the overhead required to invert the clock signal-since the inverter 
overhead can be amortized over multiple register bits-each register has a clock load of eight 
transistors. One approach to reduce the clock load at the cost of robustness is to make the circuit 
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hold timeis 0 (i.e., the inputs can be changed onthe clock edge). Finally, for the propaga-
tion delay, the inputs transition at least one setwp time before the rising edge of the clock,
and the delay is measured from the 50% point of the CLK edgeto the 50% pointof the @
output. From this simulation (Figure 7-12), t,_,gn) was 160 ps, and f,_,/4) Was 180 ps.
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Figure 7-12 Simulation of propagation delay of transmission gate regisier. 

The drawback of the transmission-gate register is the high capacitive load presented to the clock
signal. The clock load per register is important, since it directly impacts the powerdissipation of
the clock network. Ignoring the overhead required to invert the clock signal—since the inverter
overhead can be amortized over multiple register bits—each register has a clock ioad of eight
transistors. One approachto reduce the clock load at the cost of robustness is to makethe circuit
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Figure 7·13 Reduced load clock load static master-slave register. 
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Figure 7-14 Reverse conduction possible in the transmission gate. 

ratioed. Figure 7-13 shows that the feedback transmission gate can be eliminated by directly 
cross-coupling the inve11ers. 

The penalty paid for the reducted in clock load is an increased design complexity. The 
transmission gate (T1) and its source driver must overpower the feedback inverter (12) to switch 
the state of the cross-coupled inverter. The sizing requirements for the transmission gates can be 
derived by using an analysis similar to the one used for the sizing of the level-restoring device in 
Chapter 6. The input to the inverter / 1 must be brought below its switching threshold in order to 
make a transition. If minimum-sized devices are to be used in the transmission gates, it is essen
tial that the transistors of inverter / 2 should be made even weaker. This can be accomplished by 
making their channel lengths larger than minimum. Using minimum or close-to-minimum size 

devices in the transmission gates is desirable to reduce the power dissipation in the latches and 
the clock distribution network. 

Another problem with this scheme is reverse conduction-the second stage can affect the 
state of the first latch. When the slave stage is on (Figure 7-14), it is possible for the combination 

ofT2 and /4 to influence the data stored in the / 1-/2 latch. As long as I4 is a weak device, this for
tunately not a major problem. 

Non-Ideal Clock Signals 

So far, we have assumed that CLK is a perfect inversion of CLK, or in other words, that the delay 
of the generating inverter is zero. Even if this were possible~ this stiH would not be a good 
assumption. Variations can exist in the wires used to route the two clock signals, or the load 

capacitances can vary based on data stored in the connecting latches. This effect, known as clock 

skew, is a major problem, causing the two clock signals to overlap, as shown in Figure 7-15b. 
Cloe* overlap can cause two types of failures, which we illustrate for the NM OS-only negative 
master-slave register of Figure 7-15a. 
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Figure 7-14 Reverse conduction possible in the transmission gate.

ratioed. Figure 7-13 shows that the feedback transmission gate can be eliminated by directly

cross-coupling the inverters.

The penalty paid fer the reducted in clock load is an increased design complexity. The
iransmission gate (7) and its source driver must overpower the feedback inverter @,) to switch
the state of the cross-coupled inverter. The sizmg requirements for the transmission gates can be
derived by using an analysis similar to the one used for the sizing of the level-restoring device in
Chapter 6. The input to the inverter /, must be brought below its switching threshold in order to
make a transition. If minimum-sized devices are to be used in the transmission gates, it is essen-

tial that the transistors of inverter /, should be made even weaker. This can be accomplished by
making their channel lengths larger than minimum. Using minimum or close-to-minimum size

devices in the transmission gates is desirable to reduce the power dissipation in the latches and
the clock distribution network.

Another problem with this schemeis reverse conduction—the second stage can affect the

state of the first latch, When the slave stage is on (Figure 7-14),it is possible for the combination

of T, and [, to influence the data stored in the 7,-/, latch. As long as /, is a weak device, this for-
tunately not a major problem.

Non-Ideal Clock Signals

So far, we have assumed that CLK is a perfect inversion of CLK, or in other words, that the delay
of the generating inverter is zero. Even if this were possible, this still would not be a good

assumption. Variations can exist in the wires used to route the two clock signais, or the load

capacitances can vary based on data stored in the connecting latches. This effect, known as clock

skew, is a major problem, causing the two clock signals to overlap, as shown in Figure 7-15b.

Clack overlap can cause two types of failures, which we Hlustrate for the NMOS-only negative

master-slave register of Figure 7-15a.
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Figure 7-15 Master-slave register based on NMOS-only pass transistors. 

L When the clock goes high, the slave stage should stop sampling the master stage output 
and go into a hold mode. However, since CLK and CLK are both high for a short period of 
time (the overlap periocf), both sampling pass transistors conduct, and there is a direct path 
from the D input to the Q output. As a result, data at the output can change on the rising 
edge of the clock, which is undesired for a negative edge-triggered register. This is known 

as a race condition in which the value of the output Q is a function of whether the input D 
arrives at node X before or after the falling edge of CLK. If node Xis sampled in the meta

stable state, the output will switch to a value determined by noise in the system. 
2. The primary advantage of the multiplexer-based register is that the feedback loop is open 

during the sampling period, and therefore the sizing of the devices is not critical to func
tionality. However, if there is clock overlap between CLK and CLK, node A can be driven 

by both D and B, resulting in an undefined state. 

These problems can be avoided by using two nonoverlapping clocks instead, PHI, and 

PHI
2 

{Figure 7-16). and by keeping the nonoverlap time tmm_over!ap between the clocks large 
enough so that no overlap occurs even in the presence of clock-routing delays. During the non

overlap time, the FF is in the high-impedance state-the feedback loop is open, the loop gain is 
zero, and the input is disconnected. Leakage will destroy the state if this condition holds for too 
long-hence the name pseudostatic: The register employs a combination of static and dynamic 

storage approaches, depending upon the state of the clock. 
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Figure 7-15 Master—slave register based on NMOS-oniy passtransistors.

1. When the clock goes high, the slave stage should stop sampling the masterstage output
and go into a hold mede. However, since CLK and CLE are both high for a short period of
time(the overlap period), both sampling pass transistors conduct, and there is a direct paib
from the D input to the Q output. Asa result, data at the output can changeon the rising
edge of the clock, which is undesired for a negative edge-triggered register. This is known
as a race condition in which the value of the output Q is a function of whetherthe input D
arrives at node X before or after the falling edge of CLK. If node X is sampled in the meta-
stable state, the outpet will switch to a value determined by noise in the system.

2. The primary advantage of the multiplexer-basedregisteris that the feedback loop is open
during the sampling period, and therefore the sizing of the devices is not critical to func-
tionality. However, if there is clock overlap between CLK and CLK, node A can be driven
by both D and8, resulting in an undefined state.

These problems can be avoided by using two nonoverlapping clocks instead, PHI, and
PHI, (Figure 7-16), and by keeping the nonoverlap time f,,overtay between the clocks large
enough so that ne overlap occurs even in the presence of clock-routing delays. During the non-
overlap time, the FF is in the high-impedance state—the feedback loopis open, the loop gain is
zero, and the inputis disconnected. Leakage will destroy the state if this condition holds for too
long—hence the name pseudostatic: The register employs a combination of static and dynamic
storage approaches, depending uponthe state of the clock.
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Figure 7-16 Pseudostatic two-phase D register. 

Problem 7.2 Generating Nonoverlapping Clocks 

339 

.----Q 

Figure 7-17 shows one possible implementation of the clock generation circuitry for generating a two
phase nonoverlapping clock. Assuming that each gate has a unit gate delay, derive the timing relationship 
between the input clock and the two output docks. What is the nonoverlap period? How can this period be 
increased if needed? 

):>-----,-PHI1 ,---i__..-,, 

CLK 

Figure 7-17 Circuitry for generating a two-phase nonoverlapping clock. 

7.2.4 Low-Voltage Static Latches 

The scaling of supply voltages is critical for low-power operation. Unfortunately, certain latch 
structures do not function at reduced supply voltages. For example, without the scaling of device 
thresholds, NMOS-only pass transistors (e.g., Figure 7-16) don't scale well with supply voltage 
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Problem 7.2 Generating Nonoverlapping Clocks

Figure 7-17 shows one possible implementation of the clock generation circuitry for generating a two-
phase nonoverlapping clock. Assuring that each gate has a unit gate delay, derive the timing relationship
between the input clock and the two output clocks. What is the nonoverlap period? Howcan this period be
increased if needed?

PHI,

CLE

PHI,

Figure 7-17 Circuitry for generating a two-phase nonoverlagping clock.

7.2.4 Low-Voltage Static Laiches

The scaling of supply voltages is critical for low-power operation. Unfortunately, certain latch

structures do not function at reduced supply voltages. Por example, without the scaling of device
thresholds, NMOS-only pass transistors (e.g., Figure 7-16) don’t scale well with supply voltage
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due to its inherent threshold drop. At very low power supply voltages, the input to the inverter 
cannot be raised above the switching threshold, resulting in incorrect evaluation. Even with the 
use of transmission gates, performance degrades significantly at reduced supply voltages. 

Scaling to low supply voltages thus requires the use of reduced threshold devices. How
ever, this has the negative effect of exponentially increasing the subthreshold leakage power (as 
discussed in Chapter 6). When the registers are constantly accessed, the leakage energy typically 
is insignificant compared with the switching power. However, with the use of conditional clocks, 
it is possible that registers are idle for extended periods, and the leakage energy expended by 

registers can be quite significant. 
Many solutions are being explored to address the problem of high leakage during idle peri

ods. One approach involves the use of Multiple Threshold devices, as shown in Figure 7-18 
[Mutoh95]. Only the negative latch is shown. The shaded inverters and transmission gates are 
implemented in low-threshold devices. The low-threshold inverters are gated by using high
threshold devices to eliminate leakage. 

During the normal mode of operation, the sleep devices are turned on. When the clock is 
low, the D input is sampled and propagates to the output. The latch is in the hold mode when the 
clock is high. The feedback transmission gate conducts and the cross-coupled feedback is 
enabled. An extra inverter, in parallel with the low-threshold one, is added to store the state when 
the latch is in idle ( or sleep) mode. Then, the high-threshold devices in series with the low-thresh
old inverter are turned off (the SLEEP signal is high), eliminating leakage. It is assumed that clock 

v,)D 
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T 

CLK 
SLE~ 

D Q 

SLEEP I 
CLK 
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Figure 7-18 Solving the leakage problem, using multiple-threshold CMOS. 
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due to its inherent threshold drop. At very low power supply voltages, the input to the inverter
cannot be raised above the switching threshold, resulting in incorrect evaluation. Even with the
use of transmission gates, performance degrades significantly at reduced supply voltages.

Scaling to low supply voltages thus requires the use of reduced threshold devices. How-
ever, this has the negative effect of exponentially increasing the subthreshold ieakage power(as
discussed in Chapter 6). Whentheregisters are constantly accessed, the leakage energy typically
is insignificant compared with the switching power, However, with the use of conditional clocks,
it is possible that registers are idle for extended periods, and the leakage energy expended by
registers can be quite significant.

Many solutions are being explored to address the problem of high leakage during idle peri-
ods. One approach involves the use of Multiple Threshold devices, as shown in Figure 7-18
[Mutoh95}. Only the negative latch is shown. The shaded inverters and transmission gates are
implemented in low-threshold devices. The low-threshold inverters are gated by using high-
threshold devices to eliminate leakage.

During the nermal mode of operation, the sleep devices are turned on. When the clock is
low, the D input is sampled and propagatesto the output. The latch is in the hold mode whenthe
clock is high. The feedback transmission gate conducts and the cross-coupled feedback is
enabled, An extra inverter, in parallel with the low-threshold one, is added to store the state when
the latch is in idle (or sicep) mode. Then, the high-threshold devices in series with the low-thresh-
old inverter are turned off (the SLEEP signal is high), eliminating leakage. It is assumed that clock

  
Figure 7-18 Solving the leakage problem, using multiple-threshold CMOS.
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is held high when the latch is in the sleep state. The feedback low-threshold transmission gate is 
turned on and the cross-coupled high-threshold devices maintain the state of the latch. 

Problem 7.3 Transistor Minimization in the MTCIHOS Register 

Unlike combinational logic. both NMOS and PMOS high-threshold devices are required to eliminate the 
leakage in low-threshold latches. Explain why this is the case, 

Hint: Eliminate the high-VT NMOS or high-VT PMOS of the low-threshold inverter on the ,ight of 
Figure 7-18, and investigate potential leakage paths. 

7.2.5 Static SR Flip-Flops-Writing Data by Pure Force 

The traditional way of causing a bistable element to change state is to overpower the feedback 
loop. The simplest incarnation accomplishing this is the well-known SR, or set-reset,fiip-flop, an 
implementation of which is shown in Figure 7-19a. This circuit is similar to the cross-coupled 
inverter pair with NOR gates replacing the inverters. The second input of the NOR gates is con
nected to the trigger inputs (Sand R) that make it possible to force the outputs Q and Q to a given 

state. These outputs are complimentary (except for the SR= 11 state). When both Sand Rare 0, 
the flip-flop is in a quiescent state and both outputs retain their values. (A NOR gate with one of 
its inputs being O looks like an inverter, and the structure looks like a cross-coupled inverter.) If a 
positive (or I) pulse is applied to the S input, the Q output is forced into the I state (with Q going 

to OJ and vice versa: A I -pulse on R resets the flip-flop, and the Q output goes to 0. 
These results are summarized in the characteristic table of the flip-flop, shown in 

Figure 7-19c. The characteristic table is the truth table of the gate and lists the output states as 
functions of all possible input conditions. When both S and R are high, both Q and Q are forced 
to zero. Since this does not correspond with our constraint that Q and Q must be complementary, 
this input mode is considered forbidden. An additional problem with this condition is that when 

the input triggers return to their zero levels, the resulting state of the latch is unpredictable, and 
depends on whatever input is last to go low. Finally, Figure 7-19b shows the schematic symbol 
of the SR flip-flop. 

s s R Q Q 

-a= 0 0 Q Q 

I 0 1 0 ---jR Q 
' 0 1 0 I 
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~l 1 0 0 

Forbidden State 

(a) Schematic diagram (b) Logic symbol ( c) Characteristic table 

Figure 7-19 NOR-based SR flip-flop. 
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is held high when the latch is im the sleep state. The feedback low-threshold transmission gate is
turned on and the cross-coupled high-threshold devices maintain the state of the latch.

Problem 7.3 ‘Transistor Minimization in the MTCMOSRegister

Unlike combinational logic, both NMOS and PMOS high-threshoid devices are required to eliminate the
leakage in low-threshold latches. Explain why this is the case.

Hint: Eliminate the high-V, NMOSor hich-V, PMOSofthe tow-threshold inverter on the right of
Figure 7-18, and investigate potential leakage paths.

7.2.5 Static SR Flip-Flops—wWriting Data by Pure Force

‘The traditional way of causing a bistable clement to change state is to overpower the feedback
loop. The simplest incarnation accomplishingthis is the well-known SR, or set-reset, flip-flop, an
implementation of which is shown in Figure 7-19a. This circuit is similar to the cross-coupled
inverter pair with NOR gates replacing the inverters. The second input of the NOR gates is con-
nectedto the trigger inputs (S and R) that make it possible to force the outputs O and Q toa given
state. These outputs are complimentary (except for the SR = 11 state). When both § and & are 0,

the flip-flop is im a quiescent state and both outputs retain their values. (A NOR gate with one of

its inputs being 0 looks Hike an inverter, and the structure looks like a cross-coupled inverter.Ifa
positive (or 1) pulse is applied te the § input, the @ output is forced into the | state Gwith O going
to 0) and vice versa: A l-pulse on R resets the flip-flop, and the O cutput goes to 0.

These results are summarized in the characteristic table of the flip-flop, shown in
Figure 7-19c. The characteristic table is the truth tabie of the gate and lists the output states as
functionsof all possible input conditions. When both § and R are high, both O and @ are forced
to zero. Since this does not correspond with our constraint that O and O mustbe complementary,
this input mode is considered forbidden. An additional problem with this condition is that when

the input triggers return to their zero levels, the resulting state of the latch is unpredictable, and

depends on whatever input is last to go low. Finally, Figure 7-19b shows the schematic symbol
of the SRflip-flop.

 
Forbidden State

(a) Schematic diagram (b) Logic symbol (c} Characteristic table

Figure 7-19 NOR-based SAfiip-fiop.
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Problem 7.4 SR Flip-Flop, Using NAND Gates 

An SR flip-flop can also be implemented by using a cross-coupled NAND structure, as shown in 
Figure 7-20. Derive the truth table for a such an implementation. 

s 
Q 

R 
Q 

Figure 7·20 NANO-based SR flip-flop. 

The SR Hip-flop shown so far is purely asynchronous, which does not match well with the 
synchronous design methodology, the preferred strategy for more than 99% of today's integrated 
circuits. A clocked version of the latch is shown in Figure 7-21. It consists of a cross-coupled 

inverter pair, plus four extra transistors to drive the flip-flop from one state to another~ and to pro

vide synchronization. In steady state, one inverter resides in the high state, while the other one is 
low. No static paths between V DD and GND exist. Transistor sizing isi however, essentia] to 

ensure that the !lip-flop can transition from one state to the other when requested. 

Q 

CLK --j I- CL!( 

s --j 

_l_ 

Figure 7-21 Ratioed CMOS SR latch. 

Example 7.2 Transistor Sizing of Clocked SR Latch 

Consider the case in which Q is high and an R pulse is applied. In order to make the 
latch switch, we must succeed in bringing Q below the switching threshold of the 
inverter M 1-M2• Once this is achieved, the positive feedback causes the flip-flop to 

invert states. This requirement forces us to increase the sizes of transistors N15 , 1\tl6 ~ lv17 , 

and M8 • The combination of transistors M4 , M 1 , and M8 forms a ratioed inverter. 
Assume that the cross-coupled inverter pair is designed such that the inverter threshold 
V,11 is located at V00!2. For a 0.25-µm CMOS technology, the following transistor sizes 
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Problem 7.4 SR Flip-Fiop, Using NAND Gates

An SR flip-flop can also be implemented by using a cross-coupled NAND structure, as shown in
Figure 7-20, Derive the truth table for a such an implementation.

5 Q

R Q

Figure 7-20 NAND-based SR flip-flop. 

The SR flip-flop shown se faris purely asynchronous, which does not match well with the
synchronous design methodology, the preferred strategy for more than 99% of today’s integrated
cireuits. A clocked version of the latch is shown in Figure 7-21. It consists of a cross-coupled

inverterpair, plus four extra transistors to drive the flip-flop from onestate to another, and to pro-
vide synchronization, In steady state, one inverter resides in the high state, while the other oneis
low. No static paths between Vp, and GND exist. Transistor sizing is, however, essential to
ensure that the flip-flop can transition from onestate to the other when requested.

Vp

 
Figure 7-21 Ratioed CMOS SAlatch.

 

Example 7.2 Transistor Sizing of Clocked SR Latch

Consider the case in which @ is high and an & pulse is applied. In order to make the
latch switch, we must succeed in bringing @ below the switching threshold of the
inverter M\-M,. Once this is achieved, the positive feedback causes the flip-flop to
invert states. This requirement forces us to increase the sizes of transistors Ms, Mg, Mé5,
and M,. The combination of transistors f,, 4), and M, forms a ratioed inverter.
Assume that the cross-coupled inverter pair is designed such that the inverter threshold
Vy, is located at Vpp/2. For a 0.25-m CMOStechnology, the following transistor sizes
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were selected: (W/L)M, = (WIL)M, =(0.5µrn/0.25µm),and (W/L),11, = (W/L)M, 

= (1.5 µm/0.25 µm). Assuming Q = 0, we determine the minimum sizes of M5 , M6 , M7 , 

and M8 to make the device switchable. 

To switch the latch from the Q = 0 to the Q = I state, it is essential that the low level 
of the ratioed, pseudo-NMOS inverter (M5-M6)-M2 be below the switching threshold of 
the inverter M 3-M4 that equals V 00/2. It is reasonable to assume that as long as VQ > V M• 

V Q equals O and the gate of transistor M2 is grounded. The boundary conditions on the 
transistor sizes can be derived by equating the currents in the inverter for v0 = V DD/2, as 
given in Eq. (7.4) (this ignores channel-length modulation). The currents are determined 

by the saturation cun-ent, since Vs= V DD = 2.5 V and V M = 1.25 V. We assume that M5 and 
M6 have identical sizes and that WIL5_6 is the effective ratio of the series-connected 
devices. Under this condition, the pull-down network can be modeled by a single transis
tor MS-6, whose length is twice the length of the individual devices: 

k' (W'\ (<v V )V V;',SATn) 
11 L)

5
_

6 
DD- T11 DSATn- 2 

k' (w) ( VlJs2ATp) = - ,, L 
2 

(-Vnv-Vrp)VnsATp 

(7.4) 

Using the parameters for the 0.25-µm process, Eq. (7.4) results in the constraint that 

the effective (W IL)M,_,, 2 2.26. This implies that the individual device ratio for M5 or M 6 
must be larger than approximately 4.5. Figure 7-22a shows the DC plot of VQ as a function 
of the individual device sizes of M5 and M6 . We notice that the individual device ratio of 
greater than 3 is sufficient to bring the Q voltage to the inverter switching threshold. The 
difference between the manual analysis and simulation arises from second-order effects 

3 I I ,_, I I I I 

Q s 

' 1.5 
2 - W = 0.5µm 

1 -
~-}::t~:~ 

\ ;W=0.8µm 

IV= 
1=0.9µm 

lµm , 

0.5 

o.o~~--~~--~--~ o I I I I I ' \I I I 

2.0 2.5 3.0 3.5 4.0 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
W!L5_6 Time (ns) 

(a) (b) 

Figure 7-22 Sizing issues for SR flip-flop. (a) DC output voltage versus pull-down device 
size Ms-6 (with VWL2 = 1.5 µm/0.25 µm). (b) Transient response showing that M5 and M6 
must each have a WIL larger than 3 to switch the SR flip-flop. 
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were selected: (W/Ens, = {WsLy, = (0.5 wm4).25 um), and (W/La, = (W/E)yy,
= (1.5 m/0.25 um). Assuming O — 0, we determine the minimum sizes of 44,, Mz, M;,
and M, to make the device switchable.

To switch the latch from the @ = 0 to the G = | state, itis essential that the low level

of the ratioed, pseundo-NMOSinverter (47,—/,)—4, be below the switching threshold of

the inverter Mf;—M, that equals Vp)/2. It is reasonable to assumethat as long as Vg > Vay,
Ve equals 0 and the gate of transistor M, is grounded. The boundary conditions on the
transistor sizes can be derived by equating the currents in the inverter for Vg = Vpp/2, as
given in Eq. (7.4) (this ignores channel-length modulation). The currents are determined

by the saturation current, since Vs = Vpn = 2.5 V and Vy= 1.25 V. We assume that 4, and
MM, have identical sizes and that W/L., is the effective ratio of the series-connected
devices. Under this condition, the pull-down netwerk can be modeled by a single transis-

tor Ad,_,, whose length is twice the length of the individual devices:

 t¥ Visatnk (F), aC Yop ~ Vow) Vosata ~ 3 )
. (7.4)

,{w Visar,= —£ AT)[E Von 7 Von) ¥psatp ™ = 2)
 

Using the parameters for the 0,.25-ppm process, Eq. (7.4) resuits in the constraint that

the effective (W/L)yy22.26. This implies that the individual device ratio for Ms or Mg
must be larger than approximately 4.5. Figure 7-22a shows the DC piot of Vg as a function
of the individual device sizes of M, and M,. We notice that the individual device ratio of
greater than 3 is sufficient to bring the Q voltage to the inverter switching threshold. The
difference between the manual analysis and simuiation arises from second-ordereffects
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{a) (b)

Figure 7-22 Sizing issues for SR flip-flop. (a) DC output voltage versus pull-down device
size M,_, (with Wii, = 1.5 um/0.25 um). (b} Transient response showing that M, and M,
must each have a W/L larger than 3 to switch the SAflip-flop.
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such as channel length modulation and DIBL. Figure 7-22b plots the transient response 
for different device sizes and confirms that an individual WIL ratio of greater than 3 is 
required to overpower the feedback and switch the state of the latch. 

7.3 Dynamic Latches and Registers 
Storage in a static sequential circuit relies on the concept that a cross-coupled inverter pair pro
duces a bistable element and can thus he used to memorize binary values. This approach has the 
useful property that a stored value remains valid as long as the supply voltage is applied to the 
circuit-hence the name static. The major disadvantage of the static gate, however, is its com

plexity. When registers are used in computational structures that are constantly clocked (such as 
a pipelined datapath), the requirement that the memory should hold state for extended periods of 

time can be significantly relaxed. 
This results in a class of circuits based on temporary storage of charge on parasitic capaci

tors. The principle Is exactly identical to the one used in dynamic logic-charge stored on a 
capacitor can be used to represent a logic signal. The absence of charge denotes a 0, while its 
presence stands for a stored I. No capacitor is ideal, unfortunately, and some charge leakage is 
always present. A stored value can thus only be kept for a limited amount of time, typically in 
the range of milliseconds. If one wants to preserve signal integrity, a periodic refresh of the value 

is necessary; hence, the name dynamic storage. Reading the value of the stored signal from a 
capacitor without dis1upting the charge requires the availability of a device with a high-input 

impedance. 

7.3.1 Dynamic Transmission-Gate Edge-Triggered Registers 

A fully dynamic positive edge-triggered register based on the master-slave concept is shown in 
Figure 7-23. When CLK = 0, the input data is sampled on storage node 1, which has an equiva

lent capacitance of C 1, consisting of the gate capacitance of / 1, the junction capacitance of T1, 

and the overlap gate capacitance of T1• During this period, the slave stage is in a hold mode, with 
node 2 in a high-impedance (floating) state. On the rising edge of clock, the transmission gate T2 

turns on, and the value sampled on node I right before the 1ising edge propagates to the output Q 

(note that node I is stable during the high phase of the clock, since the first transmission gate is 

CLK CLK 

j_ j_ 

D T, 
A 

11 T, 
B 

!3 Q 
c, C, 

T I T I-
CLK CLK 

Figure 7-23 Dynamic edge-triggered register. 
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turned off). Node 2 now stores the inverted version of node I. This implementation of an edge
triggered register is very efficient because it requires only eight transistors. The sampling 
switches can be implemented using NMOS-only pass transistors. resulting in an even simpler 
six transistor implementation. The reduced transistor count is attractive for high-performance 
and low-power systems. 

The setup time of this circuit is simply the delay of the transmission gate, and it corre

sponds to the time it takes node l to sample the D input. The hold time is approximately zero, 

since the transmission gate is turned off on the clock edge and further inputs changes are 
ignored. The propagation delay (tc-,) is equal to two inverter delays plus the delay of the trans
mission gate T2. 

One important consideration for such a dynamic register is that the storage nodes (i.e., the 
state) have to be refreshed at periodic intervals to prevent 
losses due to charge leakage, diode leakage, or subthreshold currents. In datapath circuits, the 

refresh rate is not an issue, since the registers are periodically clocked, and the storage nodes are 
constantly updated. 

Clock overlap is an important concern for this register. Consider the clock waveforms 
shown in Figure 7-24. During the 0-0 overlap period, the NMOS of T, and the PMOS of T2 are 
simultaneously on, creating a direct path for data to flow from the D input of the register to the Q 
output. In other words, a race condition occurs. The output Q can change on the falling edge ff 
the overlap period is large-obviously an undesirable effect for a positive edge-triggered regis
ter. The same is true for the 1-1 overlap region, where an input-output path exists through the 
PMOS of T1 and the NMOS of T2• The latter case is taken care of by enforcing a hold time con
straint. That is, the data must be stable during the high-overlap period. The former situation (0-0 
overlap) can be addressed by making sure that there is enough delay between the D input and 

node B, ensuring that new data sampled by the master stage does not propagate through to the 
slave stage. Generally, the built-in single inverter delay should be sufficient. The overlap period 
constraint is given by 

t,werlap0-0 < tn +tn + tT2 

Similarly, the constraint for the 1-1 overlap is given as: 

CLK 
:,, JO,O) overlap 

~!,!) overlap 

; 

i 
I 

I 

I 

Figure 7-24 Impact of nonoverlapping clocks. 
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turned off]. Node 2 nowstores the inverted version of node 1. This implementation of an edge-
triggered register is very efficient because it requires only eight transistors. The sampling
switches can be implemented using NMOS-only pass transistors, resulting in an even simpler
six transistor implementation. The reduced transistor count is attractive for high-performance
and low-power systems.

The setup time of this circuit is simply the delay of the transmission gate, and it corre-

sponds to the time it takes node i to sample the D input. The hold time is approximately zero,
since the transmission gate 1s turned off on the clock edge and further inputs changes are
ignored. The propagation delay @.__) is equal to two inverter delays plus the delay of the trans-

mission gate 7.
One important consideration for such a dynamic register is that the storage nodes {i.e., the

state) have to be refreshed at periodic intervals to prevent

losses due to charge leakage, diode leakage, or subthreshold currents. In datapath circuits, the

refresh rate is not an issue, since the registers are periodically clocked, and the storage nodes are
constanily updated.

Cleck overlap is an important concern for this register. Consider the clock waveforms

shown in Figure 7-24, During the 0-0 overlap period, the NMOS of T, and the PMOSof 7, are
simultaneously on, creating a direct path for data to flow fromthe D inputof the register to the @

output. In other words, a race condition occurs. The output Q can change on the falling edge if

the overlap pericd is large—obviously an undesirable effect for a positive edge-triggered regis-

ter. The same is true for the 1-1 overlap region, where an input-output path exists through the
PMOSof T, and the NMOSof T. The latter case is taken care of by enforcing a fold time con-

straint, That is, the data must be stable during the high-overlap period. The formersituation (0-0
overlap) can be addressed by making sure that there is enough delay between the D input and
nede 4, ensuring that new data sampled by the master stage does not propagate through to the
slave stage. Generally, the built-in single mverter delay should be sufficient. The overlap pericd
constraint is given by

—~|F

loverlapO-O Sfpp tip, tips (7,5)

Similarly, the constraint for the 1-1 overlap is given as:

laoid > lovertap1-! (7.6)

(6,0) overiap 
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Figure 7-24 [mpact of nonoverlapping clocks.
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WARNING: The dynamic circuits shown in this section are very appealing from the perspec

tive of complexity, performance, and power. Unfortunately, robustness considerations limit their 
use. In a fully dynamic circuit like that shown in Figure 7-23, a signal net that is capacitively 

coupled to the internal storage node can inject significant noise and destroy the state. This is 
especially important in ASIC flows, where there is little control over coupling between signal 
nets and internal dynamic nodes. Leakage currents cause another problem: Most modern proces

sors require that the clock can be slowed down or completely halted, to conserve power in low

activity periods. Finally, the internal dynamic nodes do not track variations in power supply volt
age. For example, when CLK is high for the circuit in Figure 7-23, node A holds its state, but it 

does not track variations in the power supply seen by / 1• This results in reduced noise margins. 
Most of these problems can be adequately addressed by adding a weak feedback inverter 

and making the circuit pseudostatic (Figure 7-25). While this comes at a slight cost in delay, it 
improves the noise immunity significantly. Unless registers are used in a highly-controlled envi
ronment (for instance, a custom-designed high-performance datapath), they should be made 

pseudostatic or static. This holds for all latches and registers discussed in this section. 

CLK 
.l_ 

D 

T; 
CLK 

Figure 7-25 Making a dynamic latch pseudostatic. 

7.3.2 C2M0S-A Clock-Skew Insensitive Approach 

The C2M0S Register 
Figure 7-26 shows an ingenious positive edge-triggered register that is based on a master-slave 
concept insensitive to clock overlap. This circuit is called the c'MOS (Clocked CMOS) register 
[Suzuki73], and operates in two phases: 

1. CLK = 0 ( CLK = l ): The first uistate driver is turned on, and the master stage acts as an 

inverter sampling the inverted version of D on the internal node X. The master stage is in 

the evaluation mode. Meanwhile, the slave section is in a high-impedance mode. or in a 
hold mode. Both transistors M1 and M 8 are off, decoupling the output from the input. The 

output Q retains its previous value stored on the output capacitor Cl2. 
2. The roles are reversed when CLK = I: The master stage section is in hold mode (M3-M4 

oft), while the second section evaluates (M,-M8 on). The value stored on Cu propagates 
to the output node through the slave stage, which acts as an inverter. 

The overall circuit operates as a positive edge-triggered master-slave register very similar 
to the transmission-gate-based register presented earlier. However, there is an important difference: 
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WARNING: The dynamic circuits shown in this section are very appealing from the perspec-
tive of complexity, performance, and power. Unfortunately, robustness considerations limittheir
use. In a fully dynamic cireuit like that shown in Figure 7-23, a signal net that is capacitively
coupled to the internal storage node can inject significant noise and destroy the siate. This is
especially important in ASIC flows, where there is little control over coupling between signal
nets and internal dynamic nodes. Leakage currents cause another problem: Most modem proces-
sors require that the clock can be slowed down or completely halted, to conserve power in low-
activity periods. Finally, the internal dynamic nodes de not track variations im power supply volt-
age. For example, when CLK is high for the circuit in Figure 7-23, node A holdsits state, bur it
does not track variations in the powersupply seen by /,. This results in reduced noise margins.

Most of these problems can be adequately addressed by adding a weak feedback inverter
and making the circuit pseudostatic (Figure 7-25). While this comes at a slight cost in delay,if
improves the noise immunity significantly. Unless registers are used in a highly-controlled envi-
ronment (for instance, a custom-designed high-performance datapath), they should be made
pseudosiatic or static. This holds for all latches and registers discussed in this section.

CLE
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CLK ~

Figure 7-25 Making a dynamic latch pseudostatic.
 

7.3.2 C°MOS—A Clock-Skew Insensitive Approach

The C°MOSRegister

Figure 7-26 shows an ingenious positive edge-triggered register that is based on a master-slave
conceptinsensitive to clock overlap. This circuit is called the C°MOS (Clocked CMOS)register
{Suzuki73], and operates in two phases:

1. CLK = 0 (CLK = 1): Thefirst tristate driver is turned on, and the master stage acts as an
inverter sampling the inverted version of D on the internal node X. The master stage is in
the evaluation mode, Meanwhile,the slave section is in a high-impedance mode,or in a

hold mode. Both transistors M, and Mg are off, decoupling the output from the input. The
output Q retains its previous value stored on the output capacitor C,>.

2. The roles are reversed when CLK = 1: The master stage section is in hold mode (4-4,
off), while the second section evaluates (Mf,-M, on). The value stored on C,, propagates
to the output node through the slave stage, which acts as an inverter.

The overall circuit operates as a positive edge-triggered master—slave register very similar
tothe transmission-sate-basedregisterpresented earlier. However,there is an important difference:
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D 

Master stage Slave stage 

Figure 7-26 · C2M0S master-slave positive edge-triggered register. 

A c2M0S register with CLK-CLK clocking is insensitive to overlap, as long as the 
rise and fall times of the clock edges are sufficiently small. 

To prove this statement, we examine both the (0--0) and (1-1) overlap cases (see Figure 7-24). 

In the (0-0) overlap case, the circuit simplifies to the network shown in Figure 7-27a in which 
both PMOS devices are on during this period. To operate correctly, none of the new data sam
pled during the overlap window should propagate to the output Q, since data should not change 
on the negative edge of a positive edge-triggered register. Indeed, new data is sampled on node X 
through the series PMOS devices M 2-M4, and node X can make a O-to-1 transition during the 

overlap period. However, this data cannot propagate to the output since the NMOS device M7 is 
turned off. At the end of the overlap period, CLK = l and both M7 and M 8 turn off, putting the 
slave stage in the hold mode. Therefore, any new data sampled on the falling clock edge is not 

seen at the slave output Q, since the slave state is off till the next rising edge of the clock. As the 
circuit consists of a cascade of inverters, signal propagation requires one pull-up followed by a 
pull-down, or vice versa, which is not feasible in the situation presented. 

The (1-1) overlap case where both NMOS devices M3 and M7 are turned on, is somewhat 
more contentious (see Figure 7-27b). The question is again if new data sampled dming the over

lap period (right after clock goes high) propagates to the Q output. A positive edge-triggered reg
ister may only pass data that is presented at the input before the rising edge. If the D input 
changes during the overlap period, node X can make a 1-to-O transition, but cannot propagate 
further. However, as soon as the overlap period is over, the PMOS M8 turns on and the O propa
gates tooutput, which is not desirable. The problem is fixed by imposing a hold-time constraint 

on the input data, D; or, in other words, the data D should be stable during the overlap period. 
In sum, it can be stated that the C2MOS latch is insensitive to clock overlaps because those 

overlaps activate either the pull-up or the pull-down networks of the latches, but never both of 
them simultaneously. If the rise and fall times of the clock are sufficiently slow, however, there 
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Master stage Slave siage

Figure 7-26 C?MOS master-slave positive edge-triggered register.

A C’MOSregister with CLK-CLK clockingis insensitive to overlap, as long as the
rise and fall times of the clack edges are sufficiently small.

To prove this statement, we examine both the (4) and (1-5) overlap cases (see Figure 7-24).

In the (0-0) overlap case, the circuit simplifies to the network shown in Figure 7-27a in which

both PMOS devices are en during this period. To operate correctly, none ef the new data sam-

pled during the overlap window should propagate to the output Q, since data should not change

on the negative edge of a positive edge-triggered register. Indeed, new data is sampled on node X

through the series PMOS devices M,-M,, and node X can make a 0-to-] transition during the
overlap period. However, this data cannot propagate to the output since the NMOS device M; is
turned off, At the end of the overlap period, CLX = | and both M4, and M, turn off, putting the
slave stage in the hold mode. Therefore, any new data sampled on the falling clock edge is not
seen at the slave output Q, since the slave state is off till the next rising edge of the clock. As the
circuit consists of a cascade of inverters, signal propagation requires one pull-up followed by a

pull-down, or vice versa, which is not feasible in the situation presented.

The (1-1) overlap case where both NMOSdevices 47, and M, are turned on, is somewhat
more contentious (see Figure 7-27b). The question is again if new data sampled during the over-

lap period (right after clock goes high) propagates to the Q output. A positive edge-twiggered reg-
ister may only pass data that is presented at the input before the rising edge. HW the D input

changes during the overlap period, node X can make a 1-to-0 transition, but cannot propagate
further. However, as soon as the overlap period is over, the PMOS M, turns on and the 0 propa-
gates tooutput, which is net desirable. The problem is fixed by imposing a hold-time constraint

on the input data, D; or, in other words, the data D should be stable during the overlap period.
In sum,it can be stated that the C7>MOSlatchis insensitive to clock overlaps because those

overlaps activate either the pull-up or the pull-down networks of the latches, but never both of

them simultaneously. If the rise and fall times of the clock are sufficiently slow, however, there
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D Q 

(a) (0-0) Overlap (b) (1-1) Overlap 

Figure 7-27 C2M0S D FF during overlap periods. No feasible signal path can exist 
between In and D, as illustrated by the arrows. 

exists a time slot where both the NMOS and PMOS transistors are conducting. This creates a 
path between input and output that can destroy the state of the circuit. Simulations have shown 
that the circuit operates correctly as long as the clock rise time (or fall time) is smaller than 
approximately five times the propagation delay of the register. This criterion is not too stringent, 
and it is easily met in practical designs. The impact of the rise and fall times is illustrated in 
Figure 7-28, which plots the simulated transient response of a C2MOS D FF for clock slopes of, 
respectively, O. l and 3 ns. For slow clocks, the potential for a race condition exists. 
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Figure 7-28 Transient response of C2M0S FF for 0.1-ns 
and 3-ns clock rise/fall times, assuming In = 1. 
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(a} (2-6) Overlap {b) (1-1) Overlap

Figure 7-27 C®MOS OFFduring overlap periods. No feasible signal path can exist
between jn and D, as illustrated by the arrows.

exists a time slot where both the NMOS and PMOStransistors are conducting. This creates a

path between input and output that can destroy the state of the circuit. Simulations have shown
that the circuit operates correctly as long as the clock rise time (or fall time) is smaller than
approximately five times the propagation delay of the register. This criterion is not too stringent,
and it is easily met in practical designs. The impact of the rise and fall timesis illustrated in
Figure 7-28, which plots the simulated transient response of a C°MOS D FFforclock slopesof,
respectively, 0.1 and 3 ns. For slow clocks, the potential for a race condition exists.

 
Time (ns)

Figure 7-28 Transient response of C®MOS FFfor G.1-ns
and 3-ns clock rise/fall times, assuming f= 1.
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Dual-Edge Registers 

So far, we have focused on edge-triggered registers that sample the input data on only one of the 
clock edges (rising or falling). It also is possible to design sequential circuits that sample 
the input on both edges. The advantage of this scheme is that a lower frequency clock-half the 
original rate-is distributed for the same functional throughput. resulting in power savings in the 
clock distribution network. Figure 7-29 shows a modification of the C2MOS register enabling 
sampling on both edges. It consists of two parallel master-slave edge-triggered registers, whose 
outputs are multiplexed by using tristate drivers. 

When clock is high, the positive latch composed of transistors lvJ1-li,14 is sampling the 
inverted D input on node X. Node Y is held stable, since devices M9 and M 10 are turned off. On 
the falling edge of the clock, the top slave latch M,M8 turns on, and dtives the inverted value of 
X to the Q output. During the low phase, the bottom master latch (M1, M4, M9, M1o) is turned on, 
sampling the inverted D input on node Y. Note that the devices M 1 and ,'vl4 are reused, reducing 
the load on the D input. On the rising edge, the bottom slave latch conducts and drives the 
inverted version of Yon node Q. Data thus changes on both edges. Note that the slave latches 
operate in a complementary fashion-that is, only one of them is turned on during each phase of 
the clock. 

D 

CLK4 

CLK-j 

r-4 
X ICL~ 

Figure 7-29 C2M0S-based dual-edge triggered register. 
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Dual-Edge Registers

So far, we have focused on edge-triggered registers that sarmple the input data on only one of the
clock edges (rising or falling). It also is possible to design sequential circuits that sample
the input on both edges. The advantage of this scheme is that a lower frequency clock—half the
original rate—is distributed for the same functional throughput, resulting in power savings in the
clock distribution network. Figure 7-29 shows a modification of the C2MOSregister enabling
sampling on both edges. It consists of two parallel master-slave edge-triggered registers, whose
outputs are multiplexed by usingtristate drivers.

When clock is high, the positive latch composed of transistors M4,-M, is sampling the
inverted D input on node X. NodeYis held stable, since devices M, and M,, are turned off. On
the falling edge of the clock, the top slave latch W.-M, turns on, and drives the inverted value of
X to the @ output. During the low phase, the bottom master latch (A4,, Mj, Mg, 42,9) is turned on,
sampling the inverted D input on node ¥ Note that the devices 44, and M, are reused, reducing
the load on the D input. On the rising edge, the bottom slave latch conducts and drives the

inverted version of ¥ on node @. Data thus changes on both edges. Note that the slave latches
operate in a complementary fashion—that is, only one of them is turned on during each phase of
the clock.

 
Figure 7-29 C®MOS-based dual-edgetriggeredregister.
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Problem 7.5 Dual-Edge Registers 

Determine how the adoption of dual-edge registers influences the power dissipation in the dock
distribution network. 

7.3.3 True Single-Phase Clocked Register (TSPCR) 

In the two-phase clocking schemes described earlier, care must be taken in routing the two clock 
signals to ensure that overlap is minimized. While the C2MOS provides a skew-tolerant solution, 
it is possible to design registers that only use a single phase clock. The True Single-Phase 
Clocked Register (TSPCR), proposed by Yuan and Svensson, uses a single clock [Yuan89]. The 
basic single-phase positive and negative latches are shown in Figure 7-30. For the positive latch, 
when CLK is high, the latch is in the transparent mode and corresponds to two cascaded invert
ers; the latch is noninverting, and propagates the input to the output. On the other hand, when 
CLK = 0, both inverters are disabled, and the latch is in hold mode. Only the pull-up networks 
are still active, while the pull-down circuits are deactivated. As a result of the dual-stage 
approach, no signal can ever propagate from the input of the latch to the output in this mode. A 
register can be constructed by cascading positive and negative latches. The clock load is similar 
to a conventional transmission gate register, or C2:rvt0S register. The main advantage is the use 
of a single clock phase. The disadvantage is the slight increase in the number of transistors-12 

transistors are now required. 
As a reminder, note that a dynamic circuit in the style of Figure 7-30 must be used with 

caution. When the clock is low (for the positive latch), the output node may be floating, and it is 
exposed to coupling from other signals. Also, charge sharing can occur if the output node drives 
transmission gates. Dynamic nodes should be isolated with the aid of static inverters, or made 

pseudostatic for improved noise immunity. 
As with many other latch families, TSPC offers an additional advantage that we have not 

explored so far: The possibility of embedding logic functionality into the latches. This reduces 
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Figure 7-30 True Single-Phase Latches. 
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(a) Including'logic into the latch (b) AND latch 

Figure 7-31 Adding logic to the TSPC approach. 

the delay overhead associated with the latches. Figure 7-3la outlines the basic approach for 
embedding logic, while Figure 7-3lb shows an example of a positive latch that implements the 
AND of 111 1 and ln2 in addition to performing the latching function. While the setup time of this 
latch has increased over the one shown in Figure 7-30, the overall performance of the digital cir
cuit (that is, the clock period of a sequential circuit) has improved: The increase in setup time 
typically is smaller than the delay of an AND gate. This approach of embedding logic into 
latches has been used extensively in the design of the EV4 DEC Alpha microprocessor 
[Dobberpuhl92] and many other high-performance processors. 

Example 7.3 Impact of Embedding Logic into Latches on Performance 

Consider embedding an AND gate into the TSPC latch, as shown in Figure 7-3 lb. In a 
0.25-µm technology, the setup time of such a circuit, using minimum-size devices is 140 
ps. A conventional approach, composed of an AND gate followed by a positive latch, has 
an effective setup time of 600 ps (we treat the AND plus latch as a black box that performs 
both functions). The embedded logic approach thus results in significant performance 
improvements. 

The TSPC latch circuits can be fmther reduced in complexity, as illustrated in Figure 7-32, 
where only the first inverter is controlled by the clock. Besides the reduced number of transis
tors, these circuits have the advantage that the clock load is reduced by half. On the other hand, 
not all node voltages in the latch experience the full logic swing. For instance, the voltage at 
node A (for V;,, = 0 V) for the positive latch maximally equals V00 - VT,,, which results in a 
reduced drive for the output NMOS transistor and a loss in performance. Similarly, the voltage 
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(a} Includinglogic inte the latch (b} AND latch

Figure 7-37 Adding logic to the TSPC approach.

the delay overhead associated with the latches. Figure 7-31la outlines the basic approach for
embedding logic, while Figure 7-31b shows an example of a positive latch that implements the
ANDof in, and i, in addition to performing the latching function. While the setup time of this
latch has increased over the one shown in Figure 7-30, the overall performance of the digital cir-

cuit (that 1s, the clock peried of a sequential circuit) has improved: The increase in setup time
typically is smaller than the delay of an AND gate. This approach of embedding logic into
latches has been used extensively in the design of the EV4 DEC Alpha microprocessor
[Dobberpuhi$2} and many other high-performance processors.

Example 7.3 Impact of Embedding Logic into Latches on Performance

Consider embedding an AND gate into the TSPC latch, as shown in Figure 7-31b. In a
0.25-lim technology, the setup time of such a circuit, using minimum-size devices is 140
ps. A conventional approach, composed cf an AND gate followed by a positive latch, has

an effective setup time of 600 ps (we treat the AND pluslatch as a black box that perferms
both functions). The embedded logic appreach thus results in significant performance
improvements.

The TSPC latch circuits can be further reduced in complexity, as illustrated in Figure 7-32,
where only the first inverter is controlled by the clock. Besides the reduced number of iransis-

tors, these circuits have the advantage that the clock load is reduced by half. On the other hand,
not all node voltages in the latch experience the full logic swing. For instance, the voltage at

node A Gor V,, = O V} for the positive latch maximally equals Vp, — V;,, which results in a
reduced drive for the output NMOS transistor and a loss in performance. Similarly, the voltage
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Figure 7-32 Simplified TSPC latch (also called split output). 
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on node A (for V;,, = V vol for the negative latch is only driven down to j V TPI .This also limits the 

amount of Vvo scaling possible on the latch. 
Figure 7-33 shows the design of a specialized single-phase edge-triggere<l register. When 

CLK = 0, the input inverter is sampling the inverted D input on node X. The second (dynamic) 
inverter is in the precharge mode, with M6 charging up node Y to V DD· The third inverter is in the 
hold mode, since M8 and M9 are off. Therefore, during the low phase of the clock, the input to 

the final (static) inverter is holding its previous value and the output Q is stable. On the rising 
edge of the clock, the dynamic inverter M.-M6 evaluates. If Xis high on the rising edge, node Y 
discharges. The third inverter MrM9 is on during the high phase, and the node value on Y is 
passed to the output Q. On the positive phase of the clock, note that node X transitions to a low if 
the D input transitions to a high level. Therefore, the input must be kept stable until the value on 
node X before the rising edge of the clock propagates to Y. This represents the hold time of the 
register (note that the hold time is less than I inverter delay, since it takes I delay for the input to 
affect node X). The propagation delay of the register is essentially three inverters, because the 
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Figure 7-33 Positive edge-triggered register in TSPC. 
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{4} Positive latch (b} Negativelatch

Figure 7-32 Simplified TSPC latch (also called split output).

on node A (forV,, = Vyp) for the negative latch is only driven down to [Vyp) .This also limits the
amount of ¥pp scaling possible on the latch.

Figure 7-33 shows the design of a specialized single-phase edge-iriggered register. When
CLK = 0, the input inverter is sampling the inverted D input on node X, The second (dynamic)
inverter is in the precharge mode, with M, charging up node Y to Vpp. The third inverter is in the
hold mode, since M, and Mz are off. Therefore, during the low phase of the clock, the input to
the final (static) inverter is holding its previous value and the output O is stable. On the rising
edgeofthe clock, the dynamic inverter M4,<©, evaluates. If X is high on the rising edge, node ¥
discharges. The third inverter Mj—M, is on during the high phase, and the node value on F is
passed to the output Q. Onthe positive phase of the clock, note that node X transitions to a low if
the D input transitions to a high level. Therefore, the input must be kept stable until the value on
node X before the rising edge of the clock propagates to ¥. This represents the hold time of the
register (note that the hold timeis less than | inverter delay, since it takes 1 delay for the input to
affect node X). The propagation delay of the register is essentially three inverters, because the
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Figure 7-33 Positive edge-triggered register in TSPC.
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value on node X must propagate to the output Q. Finally, the setup time is the time for node X to 
be valid, which is one inverter delay. 

WARNING: Similar to the C2MOS latch, the TSPC latch malfunctions when the slope of the 
clock is not sufficiently steep. Slow clocks cause both the NMOS and PMOS clocked transistors 
to be on simultaneously, resulting in undefined values of the states and race conditions. The 

clock slopes should therefore be carefully controlled. If necessary, local buffers must be intro
duced to ensure the quality of the clock signals. 

Example 7.4 TSPC Edge-Triggered Register 

Transistor sizing is critical for achieving cmTect functionality in the TSPC register. With 
Improper sizing, g1itches may occur at the output due to a race condition when the clock 
transitions from low to high. Consider the case where D is low and Q = l (Q = 0). While 
CLK is low, Y is precharged high turning on M7• When CLK transitions from low to high, 
nodes Y and Q start to discharge simultaneously (through M,-M5 and M7-M8, respec
tively). Once Y is sufficiently low, the trend on Q is reversed and the node is pulled high 
again through M9. In a sense, this sequence of events is comparable to what happens when 
we chain dynamic logic gates. Figure 7-34 shows the transient response of the circuit of 
Figure 7-33 for different sizes of devices in the final two stages. 

This glitch may be the cause of fatal errors, because it may create unwanted events 
(for instance, when the output of the latch is used as a clock signal input to another regis
ter). It also reduces the contamination delay of the register. The problem can be corrected 
by resizing the relative strengths of the pull-down paths through M,-M5 and M7-M8, so 
that Y discharges much faster than Q. This is accomplished by reducing the strength of the 
M.,-M8 pull-down path, and by speeding up the M,-M5 pull-down path. 

M4,Ms 
I M7,M8 ! 
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Figure 7-34 Transistor sizing issues in TSPC (for the register of Figure 7-33). 
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value on node X must propagate to the output @. Finally, the setup time is the time for node X to
be valid, which is one inverter delay.
 

WARNING:Similar to the C?7MOSlatch, the TSPC latch malfunctions when the slope of the
clock is not sufficiently steep. Slow clocks cause both the NMOS and PMOS clocked transistors

to be on simultaneously, resulting in undefined values of the states and race conditions. The

clock slopes should therefore be carefully controlled. Hf necessary, local buffers must be intro-
duced to ensure the quality of the clock signals. 

Example 7.4 TSPC Edge-Triggered Register

Transistor sizing is critical for achieving correct functionality in the TSPC register. With
impropersizing, glitches may occur at the output due to a race cendition when the clock
transitions from low to high. Consider the case where D is low and G= | (Q = 0). While
CLK is low, Y is precharged high turning on M;. When CLX transitions frors low to high,
nodes Y and Q start to discharge simultaneously (through !,—, and 44;-Mg, respec-
tively). Once Y is sufficiently low, the trend on Q is reversed and the node is pulled high
again through /,, In a sense, this sequence of events is comparable to what happens when
we chain dynamic logic gates. Figure 7-34 shows the transient response of the circuit of
Figure 7-33 for different sizes of devices in the final two stages.

This glitch may be the cause of fatal errors, because it may create unwanted events

(for instance, when the output of the latch is used as a clock signal input te another regis-
ter). It also reduces the contamination delay of the register. The problem can be corrected

by resizing the relative strengths of the pull-down paths through 44,-/M, and M@.-/4,, so
that Y discharges much faster than Q. This is accomplished by reducing the strength of the
M,—M, pull-down path, and by speeding up the ¥,—M, pull-dowa path.
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Figure 7-34 Transistor sizing issues in TSPC (for the register of Figure 7-33).
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7.4 Alternative Register Styles* 

7.4.1 Pulse Registers 

Until now, we have used the master-slave configuration to create an edge-triggered register. A 
fundamentally different approach for constrncting a register uses pulse signals. The idea is to 
construct a short pulse around the rising (or falling) edge of the clock. This pulse acts as the 

clock input to a latch (for example, Figure 7-35a), sampling the input only in a short window. 
Race conditions are thus avoided by keeping the opening time (i.e, the transparent period) of the 
latch very short. The combination of the glitch-generation circuitry and the latch results in a pos

itive edge-triggered register. 
Figure 7-35b shows an example circuit for constructing a short intentional glitch on each 

rising edge of the clock [Kozu96]. When CU(= 0, node Xis charged up to Vvv (MN is off since 
CLKG is low). On the rising edge of the clock, there is a short period of time when both inputs 

of the AND gate are high, causing CLKG to go high. This in turn activates MN, pulling X and 
eventually CLKG low (Figure 7-35c). The length of the pulse is controlled by the delay of the 

AND gate and the two inverters. Note that there exists also a delay between the rising edges of 
the input clock ( CLK) and the glitch clock ( CLKG), which also is equal to the delay of the AND 
gate and the two inverters. If every register on the chip uses the same clock generation mecha
nism, this sampling deiay does not matter. However, process variations and load variations may 
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Figure 7-35 TSPC-based glitch latch-liming generation and register. 
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7.4 Alternative Register Stylies*

7.4.1. Pulse Registers

Until now, we have used the master-slave configuration to create an edge-triggered register. A
fundamentally different approach for constructing a register uses pulse signais. The idea is to
construct a short pulse around the rising (or falling) edge of the clock. This pulse acts as the
clock input to a latch (for example, Figure 7-35a), sampling the input only in a short window.
Race conditions are thus avoided by keeping the openingtime(i.e, the transparent period) ofthe
latch very short. The combination of the glitch-generation circuitry and the latch results in a pos-
itive edge-triggered register.

Figure 7-35b shows an example circuit for constructing a short intentional glitch on each
rising edge of the clock {[Kozu96], When CLK = 0, node X is charged up to Vip (My is off since
CLKGis low). On the rising edge of the clock, there is a short period of time when both inputs
of the AND gate are high, causing CLXG to go high. This in turn activates My, pulling X and
eventually CLKG low (Figure 7-35c). The length of the pulse is controlled by the delay of the
ANDgafe and the two inverters. Note that there exists also a delay between the rising edges of
the input clock (CLK) and the glitch clock (CLXG), which alsois equal to the delay of the AND
gate and the two inverters. If every register on the chip uses the same clock generation mecha-
nism, this sampling delay does not matter. However, process variations and load variations may
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Figure 7-35 TSPC-based glitch latch-liming generation and register.
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cause the delays through the glitch clock circuitry to be different. This must be taken into 
account when performing timing verification and clock skew analysis (the topics of Chapter 10). 

If the setup time and hold time are measured in reference to the rising edge of the glitch 
clock, the setup time is essentially zero, the hold time is essentially equal to the length of the 
pulse, and the propagation delay (1,-q) equals two gate delays. The advantage of the approach is 
the reduced clock load and the small number of transistors required. The glitch-generation 
circuitry can be amortized over multiple register bits. The disadvantage is a substantial increase 
in verification complexity. For this circuit to function properly, simulations must be performed 
across all corners to ensure that the clock pulse always exists (i.e., that the glitch-generation cir
cuit works reliably). Despite the increased complexity, such registers do provide an alternate 
approach to conventional schemes, and they have been adopted in a number of high-perfor
mance processors (e.g., [Kozu96]). 

Another version of the pulsed register is shown in Figure 7-36 (as used in the AMD-K6 
processor [Partovi96]). When the clock is low, M3 and M6 are off, and device P1 is turned on. 
Node Xis precharged toVDD• the output node (Q) is decoupled from X and is held at its previous 
state. CLKD is a delay-inverted version of CLK. On the dsing edge of the clock, M3 and M6 turn 
on while devices M 1 and M4 stay on for a short period, determined by the delay of the three 
inverters. During this interval, the circuit is transparent and the input data D is sampled by the 
latch. Once CLKD goes low, node Xis decoupled from the D input and is either held or starts to 
precharge to V DD through PMOS device P2. On the falling edge of the clock, node Xis held at 
V DD and the output is held stable by the cross-coupled inverters. 

Note that this circuit also uses a pulse generator, but it is integrated lnto the register. The 
transparency period also determines the hold time of the register. The window must be wide 
enough for the input data to propagate to the Q output. In this particular circuit, the setup time 
can be negative. This is the case if the transparency window is longer than the delay from input 
to output. This is attractive. as data can anive at the register even after the clock goes high, 
which means that time is borrowed from the previous cycle. 

Figure 7-36 Flow-through positive edge-triggered register. 
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cause the delays through the glttch clock circuitry to be different. This must be taken into

account when performing timing verification and clock skew analysis (the topics of Chapter 10).
If the setup time and hold time are measured in referenceto the rising edge of the glitch

clock, the setup time is essentially zero, the hold time is essentially equal to the length of the
pulse, and the propagation delay (r,_,) equals twe gate delays. The advantage of the approachis
the reduced clock load and the small number of transistors required. The glitch-generation
circuitry can be amortized over multiple register bits. The disadvantage is a substantial increase
in verification complexity. For this circuit to function properly, simulations must be performed
across all corners to ensure that the clock pulse always exists (i.e., that the glitch-generation cir-
cuit worksreliably). Despite the increased complexity, such registers do provide an alternate
approach to conventional schemes, and they have been adopted in a number of high-perfor-
mance processors (e.g., [Kozu96)).

Another version of the pulsed register is shown in Figure 7-36 (as used in the AMD-K6
processor [Partovi96]). When the clock is low, 44, and M, are off, and device P, is turned on.
Node X is precharged to ¥pp, the output node (Q) is decoupled from X andis held atits previous
state. CLKD is a delay-inverted version of CLK. On therising edge of the clock, Af, and M, turn
on while devices M, and M, stay on for a short period, determined by the delay of the three
inverters. During this interval, the circuit is transparent and the input data D is sampled by the
latch. Once CLED goeslow, node X is decoupled from the D input andis either held or starts to
precharge to Vp, through PMOS device P,. On the falling edge of the clock, nede X is held at
Vpp and the output is held stable by the cross-coupled inverters.

Note that this circuit also uses a pulse generator, but it is intezrated mto the register. The
transparency period also determines the hold time of the register. The window must be wide
enough for the input data to propagate to the Q output. In this particular circuit, the setup time
can be negative. This is the case if the transparency window is longer than the delay from input
to output. This is attractive, as data can arrive at the register even after the clock goes high,
which means that time is borrowed from the previous cycle.

CLK

 
Figure 7-36 Flow-through positive edge-triggered register.
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Example 7 .5 Setup Time of Glitch Register 

The glitch register of Figure 7-36 is transparent during the (1-1) overlap of CLK and 
CLKD. As a result, the input data can actually change after the rising edge of the clock, 
resulting in a negative setup time (Figure 7-37). The D-input transitions to low after the 
rising edge of the clock, and transitions to high before the falling edge of CLKD (i.e., dm0 

ing the transparency period). Observe how the output follows the input. The output Q does 
go to the correct value of V DD as long as the input D is set up correctly some time before 
the falling edge of CLKD. When the negative setup time is exploited, there can be no guar
antees on the monotonic behavior of the output. That is, the output can have multiple tran
sitions around the rising edge, and therefore, the output of the register should not be used 
for driving dynamic logic or as a clock as a clock to other registers. 
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Figure 7-37 Simulation showing a negative setup time for the glitch register. 

Problem 7~6 Converting a Glit-ch Register to a Conditional Glitch Register 

Modify the circuit in Figure 7-36 so that it takes an additional Enable input. The goal is to convert the reg
ister to a conditional register which latches only when the enable signal is asserted. 

7 .4.2 Sense-Amplifier-Based Registers 

In addition to the master-slave and the glitch approaches to implement an edge-triggered regis
ter, a third technique based on sense amplifiers can be used, as introduced in Figure 7-38 
[Montanaro96].3 Sense-amplifier circuits accept small input signals and amplify them to gener
ate rail-to-rai1 swings. They are used extensively in memory cores and in low-swing bus drivers 
to either improve performance or reduce power dissipation. There are many techniques to con
struct these amplifiers. A common approach is to use feedback-for instance, through a set of 

31n a sense, these sense-amplifier-based registers are similar in operation to the glitch registers-that is, the first stage 
generates the pulse, and the second latches it. 
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Example 7.5 Setup Time of Glitch Register

The glitch register of Figure 7-36 is tansparent during the (1-1) overlap of CLK and
CURD. As a result, the input data can actually change after the rising edge of the clock,
resulting in a negative setup time (Figure 7-273. The D-input transitions to low after the
rising edge of the clock, and transitions to high before the falling edge of CLKD (ic., dur
ing the transparency period), Observe how the output follows the input. The output @ does
go to the correct value of Vp, as tong as the iaput D is set up correctly some time before
the falling edge of CLAD. When the negative setup time is exploited, there can be no guar-
antees on the monotonic behaviorof the output. That is, the output can have multiple tran-

sitions around the rising edge, and therefore, the output of the register should not be used
for driving dynamic logic or as a clock as a clock to otherregisters.
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Figure 7-37 Simulation showing a negative setup time forthe glitch register.

Preblem 7.6 Converting a Glitch Register to a Conditional Glitch Register

Modify the circuit in Figure 7-36 so that it takes an additional Ruabdle input. The goal is to convert the reg-
ister to a conditional register which latches only when the enable signal is asserted.

7.42 Sense-Amplifier-Based Registers

In addition to the szaster—slave and the glitch approaches to implement an edge-triggered regis-
ter, a third technique based on sexse amplifiers can be used, as introduced in Figure 7-38
(Montanaro96].2 Sense-amplifier circuits accept small input signals and amplify them to gener-
ate rail-to-rail swings, They are used extensively in memory cores and in low-swing bus drivers
to either improve performance or reduce power dissipation. There are many techniques to con-
struct these amplifiers. A common approach is to use feedback—for instance, through a set of

3In a sense, these sense-amplifier-based registers are similar in operation to the glitch registers—thatis, the first stage
generates the pulse, and the second latchesit.
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Figure 7-38 Positive edge-triggered register based on sense amplifier. 

cross-coupled inve11ers. The circuit shown in Figure 7-38 uses a precharged front-end amplifier 
that samples the differential input signal on the rising edge of !he clock signal. The outputs of 
front end are fed into a NAND cross-coupled SR flip-flop that holds the data and guarantees that 
the differential outputs switch only once per clock cycle. The differential inputs in this imple
mentation don't have to have rail-to-rail swing. 

The core of the front end consists of a cross-coupled inverter (M5-M8), whose outputs (L1 
and L:,) are precharged by using devices M9 and MIO during the low phase of the clock. As a 
result, PMOS transistors M 7 and M 8 are turned off and the NAND flip-flop is holding its previ
ous state. Transistor NJ 1 is similar to an evaluate switch Jn dynamic circuits and is turned off to 
ensure that !he differential inputs do not affect the output during !he low phase of the clock. On 
the rising edge of the clock, the evaluate transistor turns on and the differential input pair (M2 
and Ms) is enabled, and !he difference between !he input signals is amplified on the output nodes 

on L, and L2• The cross-coupled inverter pair flips to one of its stable states based on the value of 
the inputs. For example, if IN is !, L1 is pulled to 0, and L2 remains at V DD· Due to the amplifying 
properties of the input stage, it is not necessary for the input to swing all the way up to V DD• 

which enables the use of low-swing signaling on the input wires. 
The shorting transistor, M4, is used to provide a DC-leakage path from either node L3 , or L4, 

to ground. This is necessary to accommodate the case in which the inputs change their value after 
the positive edge of CLK has occmTed, resulting in either L, or L4 being left in a high-impedance 
state with a logical low-voltage level stored on the node. Without the leakage path, that node 
would be susceptible to charging by leakage currents. The latch could then actually change state 
prior to the next rising edge of CLK! This is best illustrated graphically, as in Figure 7-39. 
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Figure 7-38 Positive edge-iriggered register based on sense amplifier.

cross-coupled inverters. The circuit shown in Figure 7-38 uses a precharged front-end amplifier
that samples the differential input signal on the rising edge of the clock signal. The outputs of
front end are fed into a NANDcross-coupled SRflip-flop that holds the data and guarantees that
the differential outputs switch only once per clock cycle. The differential inputs in this imple-
mentation don’t have to have rail-to-rail swing.

‘The core of the front end consists of a cross-coupled inverter (M.—Mg), whose outputs (L,
and L,) are precharged by using devices 4, and Mj, during the low phase of the clock. As a
result, PMOStransistors A¢, and Af, are turned off and the NAND flip-flop is holdingits previ-
ous state, Transistor M, is similar to an evaluate switch in dynamiccircuits and is turned off to
ensure that the differential inputs do not affect the output during the low phase of the clock. On
the rising edge of the clock, the evaluate transistor turns on andthe differential input pair (4,
and M;) is enabled, andthe difference between the inputsignals is amplified on the output nodes
on ZL, and Z,. The cross-coupled inverter pair flips to oneofits stable states based on the value of
the inputs. For example,if /N is 1, L, is pulled to 0, and L, remains at Vp. Due to the amplifying
properties of the input stage, it is not necessary for the input te swing all the way up to Vp,
which enables the use of low-swing signaling on the input wires.

The shorting transistor, Mf,, is used to provide a DC-leakage path from either node L,, or L,,
to ground. This is necessary to accommodate the case in which the inputs change their value after
the positive edge of CLK has occurred, resulting in either L, or L, being left in a high-impedance
state with a logical low-voltage level stored on the node. Without the leakage path, that node
would be susceptible to charging by leakage currents. The latch could then actually change state
prior to the next rising edge of CLK] This is bestillustrated graphically, as in Figure 7-39.
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Figure 7-39 The need for the shorting transistor M4• 
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The leakage current attempts to 
charge L 1!L3, but the DC path 
through the shorting transistor 
allows it to leak away to ground. 

7 .5 Pipelining: An Approach to Optimize Sequential Circuits 

Pipelining is a popular design technique often used to accelerate the operation of datapaths in 
digital processors. The concept is explained with the example of Figure 7-40a. The goal of the 
presented circuit is to compute log(la + bl), where both a and b represent streams of numbers 
(i.e., the computation must be performed on a large set of input values). The minimal clock 
period T~iit1 necessary to ensure correct evaluation is given as 

(7.7) 

where tc-q and tsu are the propagation delay and the setup time of the register, respectively. We 
assume that the registers are edge-triggered D registers. The term tpd,logic stands for the worst 
case delay path through the combinational network, which consists of the adder, absolute value, 
and logarithm functions. In conventional systems (that don't push the edge of technology), the 
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Lyis isolated so charge accumulates The leakage current altempts to
until L,/2; change state, charge L/L, but the DC path
causing L, to change state as well. through the shorting transistor
Asa result, the flip-flop outputs change. allows it to leak away to ground.

Figure 7-29 The need for the shorting transistor M,.

7.5 Pipelining: An Approach to Optimize Sequential Circuits
Pipelining is a popular design technique often used to accelerate the operation of datapaths in
digital processors. The concept is explained with the exampie of Figure 7-40a, The goal of the
presented circuit is to compute log(|a + b), where both @ and b represent streams of numbers
(i.e., the computation must be performed on a large set of input values). The minimal clock
period T.,;, Hecessary to ensure correct evaluation is given as

T fag ttmin “¢C pd, fagic + hey @7)

where f_, and f,,, are the propagation delay and the setup time of the register, respectively. We
assume that the registers are edge-iriggered D registers. The term t,4;,,;- stands for the worst
case delay path through the combinational network, which consists of the adder, absolute value,
and logarithm functions. In conventional systems (that don’t push the edge of technology), the
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Figure 7-40 Datapath for the computation of log(la + bl). 
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latter delay is generally much larger than the delays associated with the registers and dominates 
the circuit performance. Assume that each logic module has an equal propagation delay. We note 
that each logic module is then active for only one-third of the clock period (if the delay of the 
register is ignored). For example, the adder unit is active during the first third of the period and 
remains idle (no useful computation) during the other two-thirds of the period. Pipelining is a 
technique to improve the resource uti1ization, and increase the functional through-put. Assume 
that we introduce registers between the logic blocks, as shown in Figure 7-40b. This causes the 
computation for one set of input data to spread over a number of clock-periods, as shown in 
Table 7-1. The result for the data set (a1, b1) only appears at the output after three clock periods. 

Table 7-1 Example of pipelined computations. 

Clock Period Adder Absolute Value Logarithm 

2 

3 

4 log(la2 + b2/) 

5 log(la3 + b,IJ 
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Figure 7-40 Datapath for the computation oflog(/a + Bf}.

latter delay is generally much larger than the delays associated with the registers and dominates
the circuit performance. Assumethat each logic module has an equal propagation delay. We note
that each logic module is then active for only one-third of the clock period (if the delay of the
register is ignored). For example, the adder unit is active during thefirst third of the period and
remains idle (no useful computation) during the other two-thirds of the period. Pipelining is a
technique to improve the resource utilization, and increase the functional through-put. Assume
that we introduce registers between the logic blecks, as shown in Figure 7-40b, This causes the
computation for one set of input data to spread over a number of clock-periods, as shown in
Table 7-1. The result for the data set (a,, ®,) only appears at the output after three clock periods.

Table 7-1 Example of pipelined computations.

 

 

 

 

Clock Period Adder Absolute Value Logarithm

aa
2 y+ by ja, + &,|

3 a3 t by lag + bai log(la, + },))

4 dg + by la, + &) log(lay + bs)

5 as + Bs lay + &,| log(las + 8,))PPSiSes
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At that time, the circuit has already performed parts of the computations for the next data sets, 
(a2, b2) and (a3, b3). The computation is performed in an assembly-line fashion-hence the name 

pipeline. 
The advantage of pipelined operation becomes apparent when examining the minimum 

clock period of the modified circuit. The combinational circuit block has been partitioned into 
three sections, each of which has a smaller propagation de)ay than the original function. This 

effectively reduces the value of the minimum allowable clock pe1fod: 

(7.8) 

Suppose that all logic blocks have approximately the same propagation delay, and that the 
register overhead is small with respect to the logic delays. The pipelined network outperforms 

the original circuit by a factor of three under these assumptions (i.e .• T111in,pipc= Y:ui/3 ). The 
increased performance comes at the relatively small cost of two additional registers and an 
increased latency. 4 This explains why pipelining is popular in the implementation of very high

performance datapaths. 

7.5.1 Latch- versus Register-Based Pipelines 

Pipelined circuits can be constructed by using Jevel-sensitive latches instead of edge-triggered 
registers. Consider the pipelined circuit of Figure 7-41. The pipeline system is implemented 
using pass-transistor-based positive and negative latches instead of edge-triggered registers. That 
is, logic is introduced between the master and slave latches of a master-slave system. In the fol
lowing discussion, we use the CLK-CLK notation to denote a two-phase clock system without 
loss of generality. Latch-based systems give significantly more flexibility in implementing a 
pipelined system, and they often offer higher performance. When the CLK and CLK clocks are 
nonoverlapping, correct pipeline operation is obtained. Input data is sampled on C I at the nega
tive edge of CLK and the computation of logic block F starts; the result of the logic block F is 

stored on C, on the falling edge of CLK, and the computation of logic block G starts. The non
overlapping of the clocks ensures conect operation. The value stored on C2 at the end of the 
CLK low phase is the result of passing the previous input (stored on the falling edge of CLK on 
C1) through the logic function F. When overlap exists between CLK and CLK, the next input is 
already being applied to F, and its effect might propagate to C2 before CLK goes low (assuming 

that the contamination delay of Fis small). In other words, a race develops between the previous 
input and the current one. Which value wins depends upon the logic and is often a function of 
the applied inputs. The latter factor makes the detection and elimination of race conditions non
trival in nature. 

4 Latency is defined here as the number of clock cycles it takes for the dntn to propagate from the input to the output. For 
the example at hand, pipelining increases the latency from I to 3. An increased latency is generally acceptable, but it can 
cause a global performance degradation if not treated with care. 
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At that time, the circuit has already performed parts of the computations for the next data sets,

(ay, 82) and (a3, b3). The computation is performed in an assembly-line fashion~—hencethe name
pipeline. ,

The advantage of pipelined operation becomes apparent when examming the minimum
cloek period of the modified circuit. The combinational circuit bleck has been partitioned mto
three sections, each of which has a smaller propagation delay than the original function. This
effectively reduces the value of the minimum allowable clock period:

Fsin,pipe = tong + MAX2caci fadabs ‘nddaz? + be (7.8)

Supposethat all logic blocks have approximately the same propagation delay, and that the

register overhead is small with respect to the logic delays. The pipelined network outperforms

the original circuit by a factor of three under these assumptions (c., Thinpine Zoya’3). The
increased performance comes at the relatively small cost of two additional registers and an
increased latency.’ This explains why pipelining is popular in the implementation of very high-
performance datapaths.

7.5.1 Latch- versus Register-Based Pipelines

Pipelined circuits can be constructed by using level-sensitive latches instead of edge-triggered
registers. Consider the pipelined circuit of Figure 7-41. The pipeline system is implemented
using pass-transistor-based positive and negative latches instead of edge-triggered registers. That
is, logic is introduced between the master and slave latches of a master-slave system. In the fol-
lowing discussion, we use the CLK-CLK notation to denote a two-phase clock system without
loss of generality. Latch-based systems give significantly more flexibility in implementing a
pipelined system, and they often offer higher performance. When the CLK and CLK clocks are
nonoverlapping, correct pipeline operation is obtained. Input data is sampled on C, at the nega-
tive edge of CLK and the computation of logic block F starts; the result of the logic block F is
stored on C, on the falling edge of CLK, and the computation of logic block G starts. The non-
overlapping of the clocks ensures correct operation. The value stored on C, at the end of the
CLK low phase is the result of passing the previous input (stored on the falling edge of CLX on
C)} through the logic function EF When overlap exists between CLK and CER,the next inputis
already being applied to F and its effect might propagate to C, before CLK goes low {assuming
that the contamination delay of F is small). in other words, a race develops between the previous

input and the current one. Which value wins depends upon the logic and is often a function of
the applied inputs. The latter factor makes the detection and elimination of race conditions non-
trival in natare.

 

4 Lenency is defined here as the number of clock cycles it takes for the data to propagate from the inputto the output. For
the example at hand, pipelining increases the latency from 1 to 3. An increased latency is generally acceptable, butit can
cause a global performance degradation if not treated with care.
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Figure 7-41 Operation of two-phase pipelined circuit, using dynamic registers. 
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Figure 7-42 Pipelined datapath, using C2M0S latches. 

7.5.2 NORA-CMOS-A Logic Style for Pipelined Structures 

361 

Out .-..-~ 
Ic, 

The latch-based pipeline circuit can also be implemented by using C2MOS latches, as shown in 
Figure 7-42. The operation is similar to the one discussed in Section 7.5.1. This topology has 
one additional important property: 

A C2M0S-based pipelined circuit is race free as long as all tbe logic functions F 
(implemented by using static logic) between the latches are noninverting. 

The reasoning for the preceding argument is sim.Har to the argument made in the con
struction of a C2MOS register. During a (0-0) overlap between CLK and CLK, all C2M0S 
latches simplify to pure pull-up networks (see Figure 7-27). The only way a signal can race 
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Figure 7-42 Pipelined daiapath, using C°MOSlatches.

7.5.2 NORA-CMOS—A Logic Style for Pipelined Structures

The latch-based pipeline circuit can also be implemented byusing C7MOSlatches, as shownin
Figure 7-42. The operation is similar to the one discussed in Section 7.5.1. This topology has
one additional important property:

A C°MOS-based pipelined circuit is race free as long as all the logic functions F
(implemented by using static logic) between the latches are noninverting.

The reasoning for the preceding argument is similar to the argument made in the con-
struction of a C7MOSregister. During a (0-0) overlap between CLK and CTK, all C2MOS
latches simplify to pure pull-up networks (see Figure 7-27). The only way a signal can race

ONSEMI EXHIBIT 1041, Page 250



362 Chapter 7 • Designing Sequential Logic Circuits 

VDD Voo Von 

r-----<J 
I 

! 
CL!Sj CL!S[ l '- r 0 

C 
I ~ rI CL~! I 

f --= i-i t 

( -

-
Figure 7-43 Potential race condition during (0-0) overlap in c2M0S-based design. 

from stage to stage under this condition is when the logic function F is inverting, as illustrated 
in Figure 7-43, where F is replaced by a single, static CMOS inverter. Similar considerations 
are valid for the (1-1) overlap. 

Based on this concept, a logic circuit style called NORA-CMOS was conceived 
[Gon~alves83]. It combines C2M0S pipeline registers and NORA dynamic logic function 
blocks. Each module consists of a block of combinational logic that can be a mixture of static 
and d}'namic logic, followed b}' a C2MOS latch. Logic and latch are clocked in such a way that 
both are simultaneously in either evaluation, or hold (precharge) mode. A block that is in evalua
tion during CLK = I is called a CLK module, while the inverse is called a CLK module. Exam
ples of both classes are shown in Figure 7-44a and 7-44b, respectively. The operation modes of 
the modules are summarized in Table 7-2. 

A NORA datapath consists of a chain of alternating CLK and CLK modules. While one 
class of modules is precharging with its output latch in hold mode, preserving the previous 
output value, the other class is evaluating. Data is passed in a pipelined fashion from module 
to module. NORA offers designers a wide range of design choices. Dynamic and static logic 

Table 7-2 Operation modes for NORA logic modules. 

CLKblock CLKblock 

Logic Latch Logic Latch 

CLK=O Precharge Hold Evaluate Evaluate 

CLK= l Evaluate Evaluate Precharge Hold 
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can be mixed freely, and both CLKP and CLK,, dynamic blocks can be used in cascaded or in 
pipelined form. Although this style of logic avoids the extra inverter required in domino 
CMOS, there are many rules that must be followed to achieve reliable and race-free opera
tion. As a result of this added complexity, the use of NORA has been limited to high
performance applications. 
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Figure 7-44 Examples of NORA-CMOS modules.

can be mixed freely, and both CLK, and CLK, dynamic blocks can be used in cascaded or in
pipelined form. Although this style of logic avoids the extra inverter required in domino
CMOS, there are many rules that must be followed to achieve reliable and race-free opera-
tion, As a result of this added complexity, the use of NORA has been limited to high-
performance applications.
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7 .6 Nonbistable Sequential Circuits 

In the preceding sections, we have focused on a single type of sequential element: the latch (and 
its sibling, the register). The most important property of such a circuit is that it has two stable 
states-hence, the term bistable. The bistable element is not the only sequential circuit of inter

est. Other regenerative circuits can be catalogued as astable and monostable. The former act as 
oscillators and can, for instance, be used for on-chip clock generation. The latter serve as pulse 

generators, also called one-shot circuits. Another interesting regenerative circuit is the Schmitt 
tl'igge,: This component has the useful property of showing hysteresis in its de characteristics
its switching threshold is variable and depends upon the direction of the transition (low to high 
or high to low). This peculiar feature can come in handy in noisy environments. 

7.6.1 The Schmitt Trigger 

Definition 

A Schmitt trigge,. [Schmitt38] is a device with two important properties: 

l. It responds to a slowly changing input waveform with a fast transition time at the 
output. 

2. The voltage-transfer characteristic of the device displays different switching thresholds for 
positive- and negative-going input signals. This is demonstrated in Figure 7-45, where a 

typical voltage-transfer characteristic of the Schmitt trigger is shown (and its schematics 
symbol). The switching thresholds for the low-to-high and high-to-low transitions are 
called VM+ and V:11_, respectively. The hysteresis voltage is defined as the difference 
between the two. 

One of the main uses of the Schmitt trigger is to tum a noisy or slO\vly varying input signal into 
a clean digital output signal. This is illustrated in Figure 7-46. Notice how the hysteresis sup
presses the ringing on the signal. At the same time, the fast low-to-high (and high-to-low) transi-

Vou 

in --8>-- Out 

VM- VM+ Vin 

(a) Voltage-transfer characteristic (b) Schematic symbol 

Figure 7-45 Noninverting Schmitt trigger. 
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7.6 Nonbistable Sequential Circuits

In the preceding sections, we have focused on a single type of sequential element: the latch (and

its sibling, the register). The most important property of such a circuit is that it has two stable
states—hence, the term bistable. The bistable element is not the only sequential circuit of inter-
est. Other regenerative circuits can be catalogued as astable and monostable. The former act as

oscillators and can, for instance, be used for on-chip clock generation. The latter serve as pulse

generators, also called one-shet circuits. Another interesting regenerative circuit is the Schete
trigger. This component has the useful property of showing hysteresis in its de characteristics—
its switching threshold is variable and depends upon the direction of the transition (low to high
or high to low). This peculiar feature can come in handy in noisy environments.

7.6.1 The Schmitt Trigger

Definition

A Sefunitt trigger [Schmitt38] is a device with two important properties:

L. Itresponds to a slowly changing input waveform with a fast transition time at the
output.

2. The voltage-transfer characteristic of the device displays different switching thresholds for
positive- and regative-going inpul stgnais. This is demonstrated in Figure 7-45, where a

typical voltage-transfer characteristic of the Schmitt trigger is shown (and its schematics

symbol). The switching threshelds for the low-te-high and high-to-low transitions are
called V,,, and V,,_, respectively. The Aysteresis voltage is defined as the difference
between the two.

One of the main uses of the Schmitt tigger is to turn a noisy or slowly varying input signalinto
a clean digital output signal. This is illustrated in Figure 7-46. Notice how the hysteresis sup-
presses the ringing on the signal, At the same time, the fast low-to-high (and high-te-low) transi-
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(a Voltage-transfer characteristic (b} Schematic symbol

Figure 7-45 Noninverting Schmitt trigger.
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Figure 7-46 Noise suppression, using a Schmitt trigger. 
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lions of the output signal should be observed. Steep signal slopes are beneficial in general, for 
instance for reducing power consumption by suppressing direct-path currents. The "secret" 
behind the Schmitt trigger concept is the use of positive feedback. 

CMOS Implementation 

One possible CMOS implementation of the Schmitt trigger is shown in Figure 7-47. The idea 
behind this circuit is that the switching threshold of a CMOS inverter is determined by the 
(k,,lkp) ratio between the PMOS and NMOS transistors. Increasing the ratio raises the thresh
old, while decreasing it lowers V M. Adapting the ratio depending upon the direction of the 
transition results in a shift in the switching threshold and a hysteresis effect. This adaptation 
is achieved with the aid of feedback. 

Suppose that V,,, is initially equal to 0, so that V,,,,, = 0 as well. The feedback loop biases the 
PMOS transistor M4 in the conductive mode, while M3 is off. The input signal effectively con
nects to an inverter consisting of two PMOS transistors in parallel (M2 and M4) as a pull-up net
work, and a single NMOS transistor (M1) in the pull-down chain. This modifies the effective 
transistor ratio of the inverter to kM 1! (k.w2 + kM4), which moves the switching threshold upwards. 

X 

Figure 7-47 CMOS Schmitt trigger. 
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Figure 7-46 Noise suppression, using a Schmitt trigger.

tions of the output signal should be observed. Steep signal slopes are beneficial in general, for
instance for reducing power consumption by suppressing direct-path currents. The “secret”
behind the Schmitt trigger conceptis the use of positive feedback.

CMOS Implementation

One possible CMOS implementation of the Schmitt wigger is shown in Figure 7-47. The idea
behind this cireuit is that the switching threshold of a CMOS inverter is determined by the
(4,/K,} ratio between the PMOS and NMOStransistors. Increasing the ratio raises the thresh-
old, while decreasing it lowers ¥,, Adapting the ratio depending upon the direction of the
transition results in a shift in the switching threshold and a hysteresis effect. This adaptation
is achieved with the aid of feedback,

Suppose thatV,, is initially equal to 0, so that V,,,, = 0 as well. The feedback loopbiasesthe
PMOStransistor Af, in the conductive mode, while M, is off. The input signal effectively con-
nects to an inverter consisting of two PMOStransistors in parallel (1, and M,) as a pull-up net-
work, and a single NMOStransistor (47,} in the pull-down chain. This modifies the effective
transistor ratio of the inverter to £y.)/ (kao + kg}, Which moves the switching threshold upwards.

 
Figure 7-47 CMOS Schmitt trigger.
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Once the inverter switches, the feedback loop turns off M4, and the NMOS device M 3 is 
activated. This extra pull-down device speeds up the transition and produces a clean output sig

nal with steep slopes. 
A similar behavior can be observed for the high-to-low transition. In this case. the puH

down network originally consists of M1 and M3 in parallel, while the pull-up network is formed 

by M2. This reduces the value of the switching threshold to VM-· 

Example 7 .6 CM OS Schmitt Trigger 

Consider the Schmitt trigger of Figure 7-47, with M 1 and M2 sized at I µm/0.25 µm, and 
3 µm/0.25 µm, respectively. The inverter is designed such that the switching threshold is 
around V 

00
/2 (= 1.25 V). Figure 7-48a shows the simulation of the Schmitt trigger assum

ing that devices M3 and M4 are 0.5 µm/0.25 µm and l.5 µm/0.25 µm, respectively. As 
apparent from the plot, the circuit exhibits hysteresis. The high-to-low switching point 

(V:w- = 0.9 V) is lower than V00 /2, while the low-to-high switching threshold (VM+ = 
1.6 V) is larger than V 0012. 

It is possible to shift the switching point by changing the sizes of M 3 and M4• For 
example, to modify the low-to-high transition, we need to vary the PMOS device. 

The high-to-low threshold is kept constant by keeping the device width of M3 at 0.5 µm. 
The device width of M4 is varied as k x 0.5 µm. Figure 7-48b demonstrates how the 

switching threshold increases with raising values of k. 
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(a) Voltage-transfer characteristics with hysteresis. 

Figure 7-48 Schmitt trigger simulations. 

Vin {V) 

(b) 111e effect of varying the ratio of the 
PMOS device M4, The wldth is k X 0.5 µ.m. 
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Once the inverter switches, the feedback loop turns off MZ,, and the NMOS device M, is
activated. This extra pull-down device speeds up the transition and produces a clean output sig-
nal with steep slopes. ,

A similar behavior can be observed for the high-to-lowtransition. In this case, the pull-
down network originally consists of M7, and Mf, in parallel, while the pull-up network is formed
by A4,. This reduces the value of the switching threshold to V,,-

i

Example 7.6 CMOS Schmitt Trigger

Consider the Schmitt trigger of Figure 7-47, with M, and M, sized at | um/0.25 um,and
3 um/0.25 um, respectively. The inverter is designed such that the switching threshold is
around Vpp/2 (= 1.25 V). Figure 7-48a showsthe simulation of the Schmitt trigger assum-
ing that devices M, and M, are 0.5 [tm/0.25 am and 1.5 wav/0.25 jm, respectively. AS
apparent from the plot, the circuit exhibits hysteresis. The high-to-low switching pomt
(Vy_ = 0.9 V) is lower than Vpp/2, while the low-to-high switching threshold {V,,, =
1.6 V) is larger than Vpp/2.

it is possible to shift the switching point by changing the sizes of M, and M,. Por
example, to modify the low-to-high transition, we need to vary the PMOS device.
The high-to-low threshold is kept constant by keeping the device width of M, at 0.5 uum.
The device width of M, is varied as & x 0.5 um. Figure 7-48b demonstrates how the
switching threshold increases with raising values of&.

2.3

¥.(V} ¥e(¥) 
(a} Voltage-transler characteristics with hysteresis. (b} The effect of varying the ratio of the

PMOS device Ady. The width is A 0.3 uum.

Figure 7-48 Schmitt trigger simulations.
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Problem 7.7 An Alternative CMOS Schmitt Trigger 

Another CMOS Schmitt trigger is shown in Figure 7-49. Discuss the operation of the gate, and derive 
expressions for V.u- and V.w +. 

/11 

Figure 7-49 Alternate CMOS Schmitt trigger. 

7 .6.2 Monostable Sequential Circuits 

A monostable element is a circuit that generates a pulse of a predetermined width every time the 
quiescent circuit is triggered by a pulse or transition event. It is called monostable because it has 
only one stable state (the quiescent one). A trigger event, which is either a signal transition or a 
pulse, causes the circuit to go temporarily into another quasi-stable state. This means that it 

eventually returns to its original state after a time period determined by the circuit parameters. 
This circuit, also called a one-shot, is useful in generating pulses of a known length. This func
tionality is required in a wide range of applications, We have already seen the use of a one-shot 
in the construction of glitch registers. Another well-known example is the address transition 
detection (ATD) circuit, used for the timing generation in static memories. This circuit detects a 

change in a signal or group of signals, such as the address or data bus, and produces a pulse to 
initialize the subsequent circuitry, 

The most common approach to the implementation of one-shots is the use of a simple 
delay element to control the duration of the pulse. The concept is illustrated in Figure 7-50. In 

the quiescent state, both inputs to the XOR are identical, and the output is low. A transition on 
the input causes the XOR inputs to differ temporarily and the output to go high. After a delay td 

(of the delay element), this disruption is removed, and the output goes low again. A pulse of 
length 1,, is created. The delay circuit can be realized in many different ways, such as an RC
network or a chain of basic gates. 
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Problem 7.7 An Alternative CMOS Schmitt Trigger

Another CMOS Schmitt tigger is shown in Figure 7-49. Discuss the operation of the gate, and derive
expressions for V,, and V,,,.

tt 
Figure 7-49 Aliermate CMOS Schmitt trigger. 

7.6.2 WNtonostable Sequential Circuits

A monostable elementis a circuit that generates a pulse of a predetermined width every time the
quiescent circuit is triggered by a pulse or transition event. It is called monostable becauseit has
only one stable state (the quiescent one). A trigger event, which is either a signal transition or a
pulse, causes the circuit to go temporarily into another quasi-stable state. This means that it
eventually returns to its original state after a time period determined by the circuit parameters.
This circuit, also called a one-shot, is useful in generating pulses of a known length. This func-
tionality is required in a wide range of applications, We have already seen the use of a one-shot
in the construction of glitch registers. Another well-known example is the address transition
detection (ATD) circuit, used for the timing generation in static memories. This circuit detects a
change in a signal or group of signals, such as the address or data bus, and produces a pulsete
initialize the subsequent circuitry.

The most common approach to the implementation of one-shots is the use of a simple
delay element to control the duration of the pulse. The conceptis illustrated in Figure 7-50. In
the quiescentstate, both inputs to the XOR are identical, and the output is low. A transition on
the input causes the XOR inputs to differ temporarily and the output to go high. After a delay ¢,
(of the delay element), this disruption is removed, and the output goes low again. A pulse of
length 4, is created. The delay circuit can be realized in many different ways, such as an RC-
network or a chain of basic gates.
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Figure 7-50 Transition-triggered one shot. 

7.6.3 Astable Circuits 

An astable circuit has no stable states. The output oscillates back and forth between two quasi
stable states, with a period detennined by the circuit topology and parameters (delay, power sup
ply, etc.). One of the main applications of oscillators is the on-chip generation of clock signals. 
(This application is discussed in detail in a later chapter on timing.) 

The ring oscillator is a simple example of an astable circuit. It consists of an odd number 
of inverters connected in a circular chain. Due to the odd number of inversions, no stable opera
tion point exists, and the circuit oscillates with a period equal to 2 x tP x N, where N is the num
ber of inverters in the chain and tJJ is the propagation delay of each inverter. 

Example 7 .7 Ring Oscillator 

The simulated response of a ring oscillator with five stages is shown in Figure 7-51 (all 
gates use minimum-size devices). The observed oscillation period approximately equals 
0.5 ns, which corresponds to a gate propagation delay of 50 ps. By tapping the chain at 
various points, different phases of the oscillating waveform are obtained. (Phases 1, 3, and 
5 are displayed in the plot.) A wide range of clock signals with different duty-cycles and 
phases can be derived from those elementary signals, using simple logic operations. 
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Figure 7-51 Simulated waveforms of five-stage ring oscillator. 
The outputs ol stages 1, 3, and 5 are shown. 
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Figure 7-50 Transition-triggered one shot.

7.6.3 Astable Circuits

An astable circuit has no stable states. The output oscillates back and forth between two quasi-
stable states, with a period determined bythe circuit topology and parameters (delay, power sup-
ply, etc.). One of the main applications of oscillators is the on-chip generation of clock signals.
(This application is discussed in detail in a later chapter on timing.)

Thering oscillator is a simple example of an astable circuit. It consists of an odd number
of inverters connected in a circular chain. Due to the edd numberof inversions, no stable opera-
tion point exists, and the circuit oscillates with a period equal to 2 x 4, x N, where N is the num-
ber of inverters in the chain and #, is the propagation delay of each inverter.
aii

Example 7.7 Ring Oscillator

The simulated response of a ring oscillator with five stages is shown in Figure 7-51 (all
gates use minimum-size devices). The observed oscillation period approximately equals
0.5 ns, which corresponds to a gate propagation delay of 50 ps. Bytapping the chain at
various points, different phases of the oscillating waveform are obtained. (Phases1, 3. and
5 are displayed in the plot.) A wide range of clock signals with different duty-cycles and
phases can be derived from those elementarysignals, using simple logic operations.

Volts 
“O.0 0.5 1.0 LS

Time {ns}

Figure 7-51 Simulated waveforms offive-stage ring oscillator.
The outputs of stages 1, 3, and & are shown.
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Figure 7-52 Voltage-controlled oscillator based on current-starved inverters. 

The ring oscillator composed of cascaded inverters produces a waveform with a fixed 
oscillating frequency determined by the delay of an inverter in the CMOS process. In many 
applications, it is necessary to control the frequency of the oscillator. An example of such a cir
cuit is the voltage-controlled oscillator (VCO), whose oscillation frequency is a function (typi
cally, nonlinear) of a control voltage. The standard ring oscillator can be modified into a VCO by 
replacing the standard inverter with a current-starved inverter like the one shown in Figure 7-52 
[Jeong87]. The mechanism for controlling the delay of each inverter is to limit the current avail
able to discharge the load capacitance of the gate. 

In this modified inverter circuit, the maximal discharge current of the inverter is limited by 
adding an extra series device. Note that the low-to-high transition on the inverter can also be 
controlled by adding a PMOS device in series with M2. The added NMOS transistor M3, is con
trolled by an analog control voltage Ven,/, which determines the available discharge current 
Lowering V cntl reduces the discharge current and, hence, increases tpHV The ability to alter the 
propagation delay per stage allows us to control the frequency of the ring structure. The control 
voltage is generally set by using feedback techniques. Under low-operating current levels, the 
current-starved inverter suffers from slow fall tlmes at its output. This can result in significant 
short-circuit current. We solve this problem by feeding its output into a CMOS inverter or, better 
yet, a Schmitt trigger. An extra inverter is needed at the end to ensure that the structure oscillates. 

Example 7.8 Current-Starved Inverter Simulation 

Figure 7-53 shows the simulated delay of the current-starved inverter as a function of the 
control voltage Vent!· The delay of the inverter can be varied over a large range. When 
the control voltage is smaller than the threshold, the device enters the subthreshold region. 
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Figure 7-52 Voliage-controlied oscillator based on current-starved inverters.

The ring oscillator composed of cascaded inverters produces a waveform with a fixed
oscillating frequency determined by the delay of an inverter in the CMOS process. In many
applications, it is necessary to control the frequency of the oscillater. An example of such a cir-
cuit is the voltage-controlied osciliator (VCO), whose oscillation frequencyis a function (typi-
cally, nonlinear) of a control voltage. The standard ring oscillator can be modified into a ¥CO by
replacing the standard inverter with a current-starved inverterlike the one shown in Figure 7-52
fJeong87], The mechanism for controlling the delay of each inverteris to limit the current avail-
able to discharge the load capacitance of the gate.

In this modified inverter circuit, the maximal discharge current of the inverter is limited by
adding an extra series device. Note that the low-to-high transition on the inverter can also be

contreiled by adding a PMOSdevice in series with M,. The added NMOStransistor M,, is con-
irolled by an analog control voltage V,,,,, which determines the available discharge current.

Lowering V,,,, reduces the discharge current and, hence, increases t,,,,. The ability to alter the
propagation delay per stage allows us to control the frequency of the rg structure. The control
voltage is generally set by using feedback techniques. Under low-operating currentlevels, the
current-starved inverter suffers from slow fall times at its output. This can result in significant
short-circuit current. We solve this problem by feeding its output into a CMOS inverter or, better
yet, a Schmitt trigger. An extra inverter is needed at the end to ensure that the structure oscillates.
 

Example 7.8 Current-Starved Inverter Simulation

Figure 7-33 shows the simulated delay of the current-starved inverter as a function of the

control voltage V,,,.. The delay of the inverter can be varied over a large range. When
the contro! voltage is smallerthan the threshold, the device enters the subthreshold region.
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Figure 7-53 tpHL of current-starved inverter as a function of the control voltage. 

This results in large variations of the propagation delay, as the drive current is exponen
tially dependent on the drive voltage. When operating in this region, the delay is very sen
sitive to variations in the contra] voltage and hence to noise. 

Another approach to implement the delay cell is to use a differential element as shown in 
Figure 7-54a. Since the delay cell provides both inverting and noninverting outputs, an oscillator 
with an even number of stages can be implemented. Figure 7-54b shows a two-stage differential 
VCO, where the feedback loop provides 180° phase shift through two gate delays, one nonin
verting and the other inverting, therefore forming an oscillation. The simulated waveforms of 
this two-stage VCO are shown in Figure 7-54c. The in-phase and quadrature phase outputs are 
available simultaneously. The differential-type VCO has better immunity to common mode noise 
(for example, supply noise) compared with the common ring oscillator. However, it consumes 
more power due to its increased complexity and its static current. 

7.7 Perspective: Choosing a Clocking Strategy 
A crucial decision that must be made in the earliest phases of chip design is to select the appro
priate clocking methodology. The reliable synchronization of the various operations occurring in 
a complex circuit is one of the most intriguing challenges facing the digital designer of the next 
decade. Choosing the right clocking scheme affects the functionality, speed, and power of a 

circuit. 
A number of widely used clocking schemes were introduced in this chapter. The most 

robust and conceptually simple scheme is the two-phase master-slave design. The predominant 
approach is to use the multiplexer-based register, and to generate the two clock phases locally by 
simply inverting the clock. More exotic schemes such as the glitch register are also used in prac
tice. However, these schemes require significant fine-tuning and must only be used in specific 
situations. An example of such is the need for a negative setup time to cope with clock skew. 

The general trend in high-performance CMOS VLSI design is therefore to use simple 
clocking schemes, even at the expense of performance. Most automated design methodologies 
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Figure 7-54 Differential delay element and VCO topology. 

371 

such as standard cell employ a single-phase, edge-tdggered approach, based on static flip-flops. 
Nevertheless, the tendency towards simpler clocking approaches also is apparent in high
performance designs such as microprocessors. The use of latches between logic to improve cir
cuit pe1formance is common as well. 

7.8 Summary 

This chapter has explored the subject of sequential digital circuits. The following topics were 
discussed: 

• The cross coupling of two inverters creates a bistable circuit, also known as a flip-flop. A 
third potential operation point turns out to be metastable; that is, any diversion from this 
bias point causes the flip-flop to converge to one of the stable states. 

• A latch is a level-sensitive memory element that samples data on one phase and holds data 
on the other phase. A register, on the other hand, samples the data on the rising or falling 
edge. A register has three important parameters: the setup time, the hold time, and the 
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such as standard cell employ a single-phase, edge-triggered approach, based on static flip-flops,
Nevertheless, the tendency towards simpler clocking approaches also is apparent in high-
performance designs such as microprocessors, The use of latches between logic to improve cir-
cuit performance is common as well.

7.8 Summary

This chapter has explored the subject of sequential digital circuits. The following topics were
discussed:

* The cross coupling of two inverters creates a bistebie circuit, also known as aflip-flop. A
third potential operation point turns out to be metastable; that is, any diversion from this
bias point causes the flip-flop to converge to one of the stablestates.

* A latchis a devel-sensitive memory element that samples data on one phase and holds data
on the other phase. A register, on the other hand, samples the data on the rising or falling
edge. A register has three important parameters: the setup time, the hoid time, and the
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propagation delay. These parameters must be carefully optimized, because they may 

account for a significant portion of the clock period. 
• Registers can be siatic or dynamic. A static register holds state as long as the power supply 

is turned on. It is ideal for memory that is accessed infrequently (e.g., reconfiguration reg

isters or control information). Static registers use either multiplexers or overpowering to 

enable the writing of data. 
• Dynamic memory is based on temporary charge storage on capacitors. The primary advan

tage is reduced complexity, higher performance. and lower pmver consumption. However, 

charge on a dynamic node leaks away with time, and dynamic circuits thus have a mini

mum clock frequency. Pure dynamic memory is hardly used anymore. Register circuits are 

made pseudostatic to provide immunity against capacitive coupling and other sources of 

circuit induced noise. 
• Registers can also be constructed by using the pulse or glitch concept. An intentional pulse 

(using a one-shot circuit) is used to sample the input around an edge. Sense-amplifier

based schemes also are used to construct registers; they should be used as well when high

performance or low-signal-swing signalling is required. 
• Choice of clocking style is an important consideration. Two-phase design can result in race 

problems. Circuit techniques such as C2MOS can be used to eliminate race conditions in 

two-phase clocking. Another option is to use true single-phase clocking. However, the rise 

time of clocks must be carefully optimized to eliminate races. 
• The combination of dynamic logic with dynamic latches can produce extremely fast com

putational structures. An example of such an approach, the NORA logic style, is very 

effective in pipelined datapaths. 
• Monostable structures have only one stable state; thus, they are useful as pulse generators. 

• Astable multi vibrators, or oscil1ators~ possess no stable state. The ring oscillator is the 

best-known example of a circuit of this class. 
• Schmitt triggers display hysteresis in their de characteristic and fast transitions in their 

transient response. They are mainly used to suppress noise. 

7.9 To Probe Further 
The basic concepts of sequential gates can be found in many logic design textbooks (e.g., 

[Mano82] and [Hill74]). The design of sequential circuits is amply documented in most of the 

traditional digital circuit handbooks. [PartoviOl] and [Bemstein98] provide in-depth overviews 

of the issues and solutions in the design of high-performance sequential elements. 
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PART 

3 

A System 
Perspective 

"Art, it seems to me, should simplify. That, indeed, is very nearly the whole of the higher artistic 

process; finding what conventions of form and what of detail one can do without and yet pre
serve the spirit of the whole." 

Willa Sibert Cather, 
On the Art of Fiction (l 920). 

"Simplicity and repose are the qualities that measure the true value of any work of art" 

Frank Lloyd Wright. 
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8.1 Introduction 
The dramatic increase in complexity of contemporary integrated circuits poses an enormous 
design challenge. Designing a multimillion-transistor circuit and ensuring that it operates cor
rectly when the first silicon returns is a daunting task that is virtually lmpossible without the help 
of computer aids and well-established design methodologies. In fact, it has often been suggested 
that technology advancements might be outpacing the absorption bandwidth of the design com

munity. This is articulated in Figure 8-1, which shows how IC complexity (in logic transistors) is 
growing faster than the productivity of a design engineer, creating a "design gap." One way to 
address this gap is to increase steadily the size of the design teams \\'Orking on a single project. 
We observe this trend in the high-performance processor world, where teams of more than 500 

people are no longer a surpiise. 
Obviously, this approach cannot be sustained in the long term-just imagine all the design 

engineers in the world working on a single design. Fortunately, about once in a decade we wit
ness the introduction of a novel design methodology that creates a step function in design pro
ductivity, helping to bridge the gap temporarily. Looking back over the past four decades, we 
can identify a number of these productivity leaps. Pure custom design was the norm in the early 
integrated circuits of the 1970s. Since then, programmable logic arrays (PLAs), standard cells, 
macrocells, module compilers, gate arrays, and reconfigurable hardware have steadily helped to 
ease the time and cost of mapping a function onto silicon. In this chapter, \Ve provide a descrip
tion of some commonly used design implementation approaches. Due to the extensive nature of 
the field, we cannot be comprehensive-doing so would require a textbook of its own. Instead, 
we present a user perspective that provides a basic perception and insight into what is offered 
and can be expected from the different design methodologies. 

The prefe1Ted approach to mapping a function onto silicon depends largely upon the func

tion itself. Consider, for instance, the simple digital processor of Figure 8-2. Such a processor 

10.000,000 

21 %/Yr. compound 

!000 

100 
Productivity growth rate 

!\-;~~~~~~~~~,~~~~~~,....,.., 10 

Figure 8-1 The design productivity gap. Technology (in logic transistors/chip) 
outpaces the design productivity (in transistors designed by a single design 
engineer per month). Source: SIA [SIA97]. 
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of computer aids and well-established design methodologies. In fact, it has often been suggested
that technology advancements might be outpacing the absorption bandwidth of the design com-
munity. This is articulated in Figure 8-1, which shows how IC complexity(in logic transistors} is
growing faster than the productivity of a design engineer, creating a “design gap.” One way to
address this gap is to increase steadily the size of the design teams working on a single project.
We observe this trend in the high-performance processor world, where teams of more than 500
people are no longer a surprise.

Obviously, this approach cannot be sustained in the long term—just imagine ail the design
engineers in the world working on a single design. Fortunately, about once in a decade we wit-
ness the introduction af a novel design methodology that creates a step function in design pro-
ductivity, heiping to bridge the gap temporarily. Looking back overthe past four decades, we
can identify a numberof these productivity leaps. Pure custom design was the normin the early
integrated circuits of the 1970s. Since then, programmable logic arrays (PLAs), standard cells,
macrocells, module compilers, gate arrays, and reconfigurable hardware have steadily helped to
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the field, we cannot be comprehensive—doing so would require a texibook of its own. Instead,
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and can be expected from the different design methodologies.
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Figure 8-1 The design productivity gap. Technology {in logic transistors/chip)
outpaces the design productivity {in transistors designed by a single design
engineer per month}. Source: SIA [SIA97].

ONSEMI EXHIBIT 1041, Page 267



8.1 Introduction 

i 
MEMORY -< 

/ 
f-

I ;:, 
f::: ' ;:, j-< I 

0 
f'O 
;:, 

J "' :"i 
DATAPATH 

1 
' 1-<-~ CONTROL 

Figure 8-2 Composition of a generic digital processor. The arrows 
represent the possible interconnections. 
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could be the brain of a personal computer (PC), or the heart of a compact-disc player or cellular 

phone. It is composed of a number of building blocks that occur in one form or another in almost 

every digital processor: 

• The datapath is the core of the processor; it is where all computations are performed. The 

other blocks in the processor are support units that either store the results produced by the 

datapath or help to determine what will happen in the next cycle. A typical datapath con

sists of an interconnection of basic combinational functions, such as logic (AND. OR, 

EXOR) or arithmetic operators (addition, multiplication, comparison, shift). lntennediate 

results are stored in registers. Different strategies exist for the implementation of data

paths-sh·uctured custom cells versus automated standard cells, or fixed hard-wired versus 

flexible field-programmable fabric. The choice of the implementation platform is mostly 

influenced by the trade-off between different design metrics such as area, speed, energy, 

design time, and reusability. 

• The control module determines what actions happen in the processor at any given point 

in time. A controller can be viewed as a finite state machine (FSM). It consists of registers 

and logic, and thus is a sequential circuit. The logic can be implemented in different 

\\lays-either as an interconnection of basic logic gates (standard cells), or in a more struc

tured fashion using programmable logic arrays (PLAs) and instruction memories. 

• The memory module serves as the centralized data storage area. A broad range of differ

ent memory c1asses exist. The main difference between those classes is in the way data can 

be accessed, such as ''read only" versus "read-writet sequential versus random access, or 

single-ported versus multiported access. Another way of differentiating between memories 

is related to their data-retention capabilities. Dynamic memory structures must be 

refreshed periodically to keep their data, while static memmies keep their data .as long as 

the power source is turned on. Finally, nonvolatile memories such as flash memories con

serve the stored data even when the supply voltage is removed. A single processor might 

combine different memory classes. For example, random access memory can be used to 

store data, and read-only memory may store instructions. 

ONSEMI EXHIBIT 1041, Page 268



380 Chapter 8 • Implementation Strategies for Digital ICS 

• The interconnect network joins the different processor modules to one another, while the 
input/output circuitry connects to the outside world. For a Jong time. interconnections 
were an afterthought in the design process. Unfortunately, the wires composing the inter
connect network are less than idea] and present a capacitive, resistive, and inductive load 
to the driving circuitry. As die sizes grow larger, the length of the interconnect wires also 
tends to grow. resulting in increasing values for these parasitics. Today, automated or 

slrnctured design methodologies are being introduced that ease the deployment of these 
interconnect structures. Examples include on-chip busses, mesh interconnect structures, 
and even complete nehi'orks on a chip. Some components of the interconnect network typ

ically are abstracted away on schematic block diagrams, such as the one shown in 
Figure 8-2, yet are of critical importance to the well-being of the design. These include the 
power- and clock-distribution networks. Early planning of these '"service" networks can 
go a long way toward ensuring the correct operation of the integrated circuit. 

The structure of Figure 8-2 may be repeated many times on a single die. Figure 8-3 shows 
an example of a system on a chip, which combines all the functions needed for the realization of 
a complete high-definition digital TV set. It combines two processors, memory units, specialized 
accelerators for functions such as MPEG (de)coding and data filtering, as well as a range of 
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DVDD r--

12c r--
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"' ;:, 
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Figure 8-3 The "Nexperia" system on a chip [Philips99]. This single chip combines a 
general-purpose microprocessor core, a VLIW (very large instruction word) signal 
processor, a memory system, an MPEG coprocessor, multiple accelerator units, 
and input/output peripherals, as well as two system ousses. 

1 
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peripheral units. Other applications such as wfreless transceivers or hard-disk read/write units 
may even include some sizable analog modules. 

Choosing an effective implementation approach strongly depends upon the function of the 
modules under consideration. For example, memory units tend to be very regular and structured. 
A module compiler that stacks cells in an arraylike fashion is thus the preferred implementation 
approach. Controllers, on the other hand, tend to be unstructured, and other implementation 

approaches are desirable. The choice of the implementation strategy can have a tremendous 
effect on the quality of the final product. The challenge for the designer is to pick the style that 
meets the product specifications and constraints. What works weH for one design may well be a 

disaster for another one. 

Example 8.1 Trading Off Energy Efficiency and Flexibility 

A design that embraces flexibility (or programmability) is very attractive from an applica
tion perspective. It allows for "late binding," in which the application can still be changed 
after the chip has gone to fabrication. Flexibility makes it possible to reuse a single design 
for multiple applications, or to upgrade the firmware of a component in the field, reducing 

the risk for the manufacturer. In contrast, a hard-wired component is totally fixed at manu
facturing time and cannot be modified afterwards. 

So, why not use flexible or programmable components for every possible design? As 
always, there is no free lunch. Flexibility comes at a price in both performance and energy 

efficiency. Providing programmability means adding overhead to implementation. For 
example, a programmable processor uses stored instructions and an instruction decoder to 
make a single datapath perform multiple functions. I\1ost designers are not aware of the 
large cost of flexibility. The impact is illustrated in Figure 8-4, which compares the energy 

100-1000 

None Somewhat 
flexible 

Fully Flexibility 
flexible ( or application scope) 

Figure 8-4 Trading off flexibility versus energy efficiency (in MOPS/mW or millions of op
erations per mJ of energy) for different implementation styles. The numbers were collected 
for a 0.25 µm CMOS process [RabaeyOO]. 
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efficiency-the number of operations that can be perfonned for a given amount of 
energy-of various implementation styles versus their flexibility-that is, the range of 
applications that can be mapped onto them. A staggering three orders of magnitude in 
variation can be observed. This clearly demonstrates that hard-wired or implementation 
styles with limited flexibility (such as configurable or parameterizable modules) are pref
erable when energy efficiency is a must 

In this and the following three chapters, we discuss, respectively, implementation tech
niques for random logic and controllers (this chapter), interconnect (Chapter 9), datapaths 
(Chapter l l), and memories (Chapter 12). Observe that the choice of the implementation 
approach can have a tremendous effect on the quality of the final product. Important aspects in 
the design of complex systems consisting of multiple blocks and thus deserving special attention 
are synchronization and timing (Chapter !Oi and the power disuibution network (Chapter 9). 
The distribution of clock signals and supply current has become one of the dominant problems 
in the design of state-of-the-an processors. A number of Design Methodology Inserts, inter
spersed between the chapters, address the design challenge posed by these complex components, 
and introduce the advanced design automation tools that are available to the designer. Inserts F, 
G, and H discuss design synthesis, verification, and test. respectively. 

8.2 From Custom to Semicustom and Structured-Array 
Design Approaches 

The viability of a microelectronics design depends on a number of ( often) conflicting factors, 
such as performance in terms of speed or power consumption, cost, and production volume. For 
example, to be competitive in the market, a microprocessor has to excel in performance at a low 
cost to the customer. Achieving both goals simultaneously is only possible through Jarge sales 
volumes. The high development cost associated with high-perfonnance design is then amortized 
over many parts. Applications such as supercomputing and some defense applications present 
another scenario. \Vith ultimate performance as the primary design goal, high-performance cus
tom design techniques often are desirable. The production volume is small, but the cost of elec
tronic parts is only a fraction of the overall system costs and thus not much of an issue. Finally, 
reducing the system size through integration, not performance, is the major objective in most 
consumer applications. Under these circumstances, the design cost can be reduced substantially 
by using advanced design-automation techniques, which compromise performance, but mini
mize design time. As noted in Chapter I, the cost of a semiconductor device is the sum of two 

components: 

• The nonrecurring expense (NRE), which is incurred only once for a design and includes 
the cost of designing the part. 

• The production cost per part, which is a function of the process compiexity, design area, 

and process yield. 

ONSEMI EXHIBIT 1041, Page 271



8.3 Custom Circuit Design 

Digital Circuit lmplcmentalion Approaches I 
' ' 

I Custom I I Semicustom I 
I 

I 

I Cell based I I Array ba5ed I 
I I 

' ' 
Standard cdb 

tvlacro cells 
Pre-diffused Pre-wired 

Compik<l cells (GuteArrnys) (FPGA's) 

Figure 8-5 Overview of implementation approaches !or digital 
integrated circuits (after [DeMicheli94]). 

383 

These economic considerations have spuffed the development of a number of distinct implemen

tation approaches ranging from high-performance, handcrafted design to fully programmable, 

medium-to-low performance designs. Figure 8-5 provides an overview of the different method

ologies. In the sections that follow, we discuss first the custom design methodology, followed by 

the semicustom and aiTay-based approaches. 

8.3 Custom Circuit Design 

When performance or design density is of primary importance, handcrafting the circuit topology 
and physical design seems to be the only option. Indeed, this approach was the only option in the 
early days of digital microelectronics, as is adequately demonstrated in the design of the Intel 

4004 microprocessor (see Figure 8-Sa). The labor-intensive nature of custom design translates 
into a high cost and a long time to market. Therefore, it can only be justified economically under 
the following conditions: 

• The custom block can be reused many times (for example, as a library cell). 

• The cost can be amortized over a large volume. Microprocessors and semiconductor mem
ories are examples of applications in this class. 

• Cost is not the ptime design criterion, as it is in supercomputers or hypersupercomputers. 

With continuous progress in the design-automation arena, the share of cnstom design reduces 

from year to year. Even in the most advanced high-perfonnance microprocessors, such as the 
Intel Pentium® 4 processor (see Figure 8-6), virtually aH portions are designed automatically 

using semicustom design approaches. Only the most performance-critical moduJes such as the 
phase locked-loops and the clock buffers are designed manually. In fact, library cell design is the 

only area where custom design still th,ives today. 

The amount of design automation in the custom-design process is minimal, yet some 
design tools have proven indispensable. In concert with a wide range of verification, simulation. 
extraction and modeling toois, layout editors. design-rule and electrical-mle checkers-as 
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Figure 8·6 Chip microphotograph of Intel Pentium® 4 processor. It contains 
42 million transistors, designed in a 0.18-µm CMOS technology. Its first 
generation runs at a clock speed of 1.5 GHz (Courtesy Intel Corp.). 

des.cribed earlier in Design Methodology Insert A-are at the core of every custom-design envi
ronment. A excellent discussion of the opportunities and challenges of custom design can be 

found in [ Grundman97]. 

8.4 Cell-Based Design Methodology 

Since the custom-design approach proves to be prohibitively expensive, a wide variety of design 
approaches have been introduced over the years to shorten and automate the design process. 
This automation comes at the price of reduced integration density and/or performance. The fol

lowing rule tends to hold: the shorter the design time, the larger is the penalty incurred. In 
this section, we discuss a number of design approaches that still require a full run through the 

manufacturing process for every new design. The array-based design approach discussed in the 
next section cuts the design time and cost even further by requiring only a limited set of extra 
processing steps or by eliminating processing completely. 

The idea behind cell-based design is to reduce the implementation effort by reusing a lim

ited library of cells. The advantage of this approach is that the cells only need to be designed and 
verified once for a given technology, and they can be reused many times, thus amortizing the 
design cost. The disadvantage is that the constrained nature of the library reduces the possibility 
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manufacturing process for every new design. The arrey-bused design approach discussed in the
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of fine-tuning the design. CeH-based approaches can be partitioned into a number of classes 
depending on the granularity of the library elements. 

8.4.1 Standard Cell 

The standard-cell approach standardizes the design entry level at the logic gate. A library con
taining a wide selection of logic gates over a range of fan-in and fan-out counts is provided. 
Besides the basic logic functions, such as inverter, AND/NAND, OR/NOR, XOR/XNOR, and 

flip-flops, a typical library also contains more complex functions, such as AND-OR-INVERT, 
MUX. full adder, comparator, counter, decoders, and encoders. A design is captured as a sche
matic containing only cells available in the library, or is generated automatically from a higher 
level description language. The layout is then automatically generated. This high degree of auto
mation is made possible by placing strong restrictions on the layout options. In the standard-cell 
philosophy, cells are placed in rows that are separated by routing channels, as illustrated in 

Figure 8-7. To be effective, this requires that all cells in the library have identical heights. The 
width of the cell can vary to accommodate for the variation in complexity between the cells. As 
illustrated in the drawing, the standard-cell technique can be intermixed with other layout 
approaches to allow for the introduction of modules such as memories and multipliers that do 
not adapt easily or efficiently to the logic-cell paradigm. 

An example of a design implemented in an early standard-cell design style is shown in 
Figure 8-8a. A substantial fraction of the area is devoted to signal routing. The minimization of 
the interconnect overhead is the most important goal of the standard-cell placement and routing 
tools. One approach to minimizing the wire length is to introduce feed-through cells (Figure 8-7) 

that make it possible to connect between cells in different rows without having to route around a 
complete row. A far more important reduction in wiring overhead is obtained by adding more 

Fecdthrough cell 
\ 

( 

Logic cell 

~--+- Routing 
channel 

Functional 
module 
(RAM. 
multiplier •... ) 

Figure 8-7 Standard-cell layout methodology. 
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(a) 

Figure 8-8 The evolution of standard-cell design. (a) Design in a three-layer metal 
technology. Wiring channels represent a substantial amount of the chip area. 
(b) Design in a seven-layer metal technology. Routing channels have virtually 
disappeared, and all interconnection is laid on top of the logic cells. 

(b) 

interconnect layers. The seven or more metal layers that are available in contemporary CMOS 

processes make it possible to all but eliminate the need for routing channels. Virtually all signals 

can be routed on top of the cells, creating a truly three-dimensional design. Figure 8-8b shows a 

fraction of a standard-cell design, implemented by using seven metal layers. The design achieves 

more than 90% density, which means that virtually all of the chip area is covered by logic cells, 

and that only a limited amount of the area is wasted for interconnect 
The design of a standard-cell library is a time-intensive undertaking that, fortunately, can 

be amortized over a large number of designs. Determining the composition of the library is a 

nontiivial task. A pertinent question is, A...re we better off with a small library in which most 

ceHs have a limited fan-in, or is it more beneficial to have a large librmy with many versions of 

every gate (e.g., containing two-, three-, and four-input NAND gates, and different sizes for 

each of these gates)? Since the fan-out and load capacitance due to wiring are not known in 

advance, it used to be common practice to ensure that each gate had large current-driving capa

bilities, (i.e., employs large output transistors). While this simplifies the design procedure, it 

has a detrimental effect on area and power consumption. Today's Hbrmies employ many ver

sions of each cell, sized for different driving strengths, as well as performance and power con

sumption levels. It is left to the synthesis tool to select the correct cells, given speed and area 

requirements. 
To make the library-based approach work, a detailed documentation of the cell library is 

an absolute necessity. The information should not only contain the layout, a description of func

tionality and terminal positioning, but it also must accurately characterize the delay and power 

consumption of the cell as a function of load capacitance and the input rise and fall times. Gen-

ONSEMI EXHIBIT 1041, Page 275

 

386 Chapter 8 ¢ implementation Strategies for Digital ICS

 
See = g m &

Figure 8-8 The evolution of standard-cell design. (a} Design in a three-layer metal
technology. Wiring channels represent a substantial arnount of the chip area.
(b) Design in a seven-layer metal technology. Routing channels have virtually
disappeared, and all interconnectionis laid on top of the logic celis.

interconnect layers. The seven or more metal layers that are available in contemporary CMOS
processes make it possible to all but clHiminate the need for routing channels. Virtually all signals
can be routed on top of the cells, creating a iruly three-dimensional design. Figure 8-Sb shows a
fraction of a standard-cel!l design, implemented by using seven metal layers. The design achieves

more than 90% density, which means that virtually all of the chip area is covered by logic cells,
and that only a limited amount of the area is wasted for interconnect.

The design of a standard-cell library is a time-intensive undertaking that, fortunately, can
be amortized over a large number of designs. Determining the composition of the library is a
nontrivial task. A pertinent question is, Are we better off with a small Library in which most
cells have a limited fan-in, or is it more beneficial to have a large library with many versions of

every gate (e.g., containing two-, three-, and four-input NAND gates, and different sizes for
each of these gates}? Since the fan-out and joad capacitance due to wiring are net known m
advance, it used to be commen practice to ensure that each gate had large current-driving capa-

bilities, (i... employs large output transistors). While this simplifies the design procedure, it
has a detrimental effect on area and power consumption. Today’s Hbraries employ many ver-
sions of each cell, sized for different driving strengths, as well as performance and power con-

sumption levels. It is left to the synthesis tool to select the correct cells, given speed and area
requirements.

To make the library-based approach wark, a detailed documentation of the cell library is
an absolute necessity. The information shouid not only contain the layout, a description of fanc-
tionality and terminal positioning, but it also must accurately characterize the delay and power
consumption of the cell as a function of load capacitance and the input rise and fall times. Gen-
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erating this information accounts for a large portion of the library generation effort. How to 
characterize logic and sequential cells is the topic of "Design Ivtethodology Insert E." 

Example 8.2 A Three-Input NAND-Gate Cell 

To illustrate some of the preceding observations, the design of a three-input NAND stan
dard-cell gate, implemented in a 0.18 µm CMOS technology, is depicted in Figure 8-9. 
The library actually contains five versions of the cell, supporting capacitive loads from 
0.18 pF up to 0. 72 pF and ranging in area from 16.4 µm 2 to 32.8 µm2• The cell shown rep
resents the low-performance, energy-efficient design corner, and uses high-threshold tran
sistors to reduce leakage. The NMOS and PMOS transistors in the pull-down (-up) 
networks are both sized at a (W/L) ratio of approximately 8. 

Figure 8-9 Three-input NANO standard cell (Courtesy ST Microelectronics). 

Observe how the layout strategy follows the approach outlined in Figure D-2. Sup
ply Jines are distributed horizontally and shared between cells in the same row. Input sig
nals are wired vertically using polysilicon. The input/output terminals are located 
throughout the cell body (as exemplified by the pin terminal in the layout drawing), in line 
with the over-the-cell wiring approach of today's standard-cell methodology. 
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The standard-cell approach has become immensely popular, and is used for the implemen

tation of virtually an logic elements in today's integrated circuits. The only exceptions are when 

extreme high performance or low energy consumption is needed, or when the structure of the 

targeted function is very regular (such as a memory or a multiplier). The success of the standard

cell approach can be attributed to a number of developments. including the foHowing: 

• The increased quality of the automatic cell placement and routing tools in conjunction 

with the availabHity of multiple routing layers. In fact, it has been shown in a number of 

studies that the automated approach of today rivals if not surpasses manual design for 

complex, irregular logic circuits. This is a major departure from a couple of years ago, 

when automated layout carried a large overhead. 

• The advent of sophisticated logic-synthesis tools. The logic-synthesis approach allows 

for the design to be entered at a high level of abstraction using Boolean equations, state 

machines, or register-transfer languages such as VHDL or Verilog. The synthesis tools 

automatically translate this specification into a gate netlist, minimizing a specific cost 

function such as area, delay, or power. Early synthesis tools-such as those used in the 

first half of the l 980s-focused mostly on two-level logic minimization. While this 

enabled automatic design mapping for the first time, it limited the area efficiency and the 

pe1formance of the generated circuits. It is oniy with the arrival of multilevel logic symhe
sis in the late l 980s that automated design generation has really taken off. Today, virtually 

no designer uses the standard-cell approach without resorting to automatic synthesis. A 

more detailed description of the design synthesis process can be found in "Design Meth

odology lnse1t F' which follows this chapter. 

In the early days of MOS integrated circuit design, iog[c design and optimization was a manual and lahor
intensive task. Karnaugh maps and Quine-McCluskey tables were the techniques of choice at that time. In 
the late 1970s, a first approach toward automating the tedious process of designing logic circuits emerged, 
triggered by two important developments; 

• Rather than using the ad hoc approach to iaying out logic circuits, a regular srmctured design 
approach was adopted called the Programmable logic Array or PLA. This methodology enabled the 
automatic layout generation of two-level logic circuits, and, more importantly, it did so in a predictR 

able fashion in terms of area and performance. 
• The emergence of automated logic synthesis tools for lwo-Jevel logic [Brayton84] made it possible 

to translale any possible Boolean expression into an optimized two-level (sum-of-products or prod
uct-of-sums} logic structure. Tools for the synthesis of sequential circuits followed shortly thereafter. 

The idea of structured logic design gained a rapid foothold, and already in the mid-1980s it was 
adopted by major microprocessor design companies such as Intel and DEC. While PLAs are only sparingly 
used in today's semicustom logic design, the topic deserves some discussion (especially since PLAs might 
be poised for a come-back). 

The concept is best explained with the aid of an example. Consider the foltmving logic functions, for 
which we have transformed the equations into the sum-of-products format by using Jogic manipulations: 
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The standard-cell approach has become immensely popular, and is used for the implemen-
tation of virtually all logic elements in today’s integrated circuits. The only exceptions are when
extreme high performance or low energy consumption is needed, or when the structure of the
targeted functionis very regular (such as a memory or a multiplier). The success of the standard-
cell approach can be attributed to a numberof developments, including the following:

* The increased quality of the automatic cell placement and routing tools in conjunction
with the availability of multiple routing layers. In fact, it has been shown im a number of
studies that the automated approach of today rivals if not surpasses manual design for
complex, irregular logic circuits. This is a major departure from a couple of years ago,
when automated layout carried a large overhead.

* The advent of sophisticated fegic-synthesis tools. The logic-synthesis approach allows
for the design to be entered at a high level of abstraction using Boolean equations, state
machines, or register-transfer languages such as VHDL or Verilog. The synthesis tools
automatically translate this specification into a gate netlist, minimizing a specific cost
function such as area, delay, or power. Early synthesis tools—such as those used in the
first half of the 1980s—focused mostly on two-level logic minimization, While ihis
enabled automatic design mapping forthe first time, it limited the area efficiency and the
performance of the generated circuits. It is only with the arrival of mudtilevel logic synthe-
sis in the late 1980s that automated design generation has really taken off. Today, virtually

no designer uses the standard-cell approach without resorting te automatic synthesis. A
more detailed description of the design synthesis process can be found in “Design Meth-
edology Insert F” which follows this chapter.

 
In the early days of MOS integrated circun design, logic design and optimization was a manual and labor-
intensive task. Karnaugh maps and Quine-McCluskey tables were the techniques of choice at thaf time. In
the late 1970s, a first approach toward automating the tedious process of designing logic circuits emerged,
triggered by twe important developments:

+ Rather than using the ad hoc approach to laying out logic circuits, a regular structured design
approach was adapted called the Programmable Logic Array or PLA. This methodology enabled the
automatic layout generation of two-level logic circuits, and, more importantly. it did se in a predict-
able fashion in terms of area and performance.

+ The emergence of automated logic synthesis tools for bvo-level logic [Brayton&4] madeit possible
to translate any possible Boolean expression into an epiimized two-level (sum-of-preducts or prod-
uct-of-sums)} logic structure. Tools for the synthesis of sequential circuits followed shortly thereafter.

The idea of structured logic design gained a rapid footheid, and already in the mid-1980s it was
adopted by major microprocessordesign companies such as Inte! and DEC. While PLAsare only sparingly
used in today’s semicustom logic design, the topic deserves some discussion {especially since PLAs might
be poised for a come-back).

The concept is best explained with the aid of an example. Consider the following logic functions, for
which we have transformed the equationsinto the summ-of-producis format by using logic manipulations:
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Figure 8-10 Regular two-level implementation of Boolean functions. 

One import.ant advantage of this representation is that a regular realization is easily conceived, as 
illustrated in Figure 8- 10. A first layer of gates implements the AND operations-also called product terms 
or minterms-while a second layer realizes the OR functions, called the sum terms. Hence, a PLA is a rect
angular macrocell, consisting of an array of transistors aligned to fom1 rows in correspondence with prod
uct terms, and columns in con-espondencc with inputs and outputs. The input and output columns partition 
the array into two subarrays, called AND and OR planes, respectively. 

The schematic of Figure 8- l O is not direclly realizable since single-layer logic functions in CMOS 
are always inverting. With a few simple Boolean manipulations. Eq. (8.1) can be re\vriuen into a NOR
NOR fonnat: 

(8.2) 

Problem 8.1 1\vo-Level Logic Representations 

lt is equally conceivable to represent Eq. (8.1) in a NAND-NAND format. In general, the NOR-NOR rep
resentation is preferred due to the prohibitively slow speed of large fan-in NAND gates. The NAND
NAND configuration is very dense, however, and thus can help lo reduce pm~,1er consumption. Derive the 
NAND-NAND representation for the example of Eq. (8.2). 

Translating a set oftwo-level logic functions into a physical design now boils down toa "programming" 
task-that is, deciding where to place transistors in both the AND and che OR planes. This task is easily auto
mated-hence, the early success of PLAs. An automatically generated PLA implementation of the logic func
tions described by Eq. (8.2) is shown in Figure 8-11. Unfortunately, the regular structure. while predictable, 
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Figure 8-10 Flegular two-level implementation cf Boolean functions.

One important advantage of this representation is that a regular realization is easily conceived, as
iHustrated in Figure 8-10. A first layer of gates implements the AND operations—also called product terms
OF nunternis—while a second layer realizes the OR functions, called the sumterizs. Hence, a PLA is a reci-
angular macroceil, consisting of an array of transistors aligned to form rows in correspondence with prod-
uct terms, and colunins in correspondence with inputs and outputs. The input and output columnspartition
the array into two subarrays, called AND aad OR planes, respectively.

The schematic of Figure 8-10 is not directly realizable since single-layer logic functions in CMOS
are always inverting. With a few simple Baclean manipulations, Eq. (8.1) can be rewritten into a NOR-
NORformat:

fo = (et4% 8.2
fy = (igh 5p an) +2 + (ay $9)

Problem 3.1 Two-Level Logic Representations

itis equally conceivable to represent Eq. (8.1} in a NAND-NANDformat. In general, the NOR-NORrep-
resentation is preferred due to the prohibitively slow speed of large fan-in NAND gates. The NAND-—
NAND configuration is very dense, however, and thus can help to reduce pawer consumption. Derive the
NAND-NAND representation for the example of Eq. (8.2).

Translating a set of two-levellogic functionsinto a physical design now boils down loa “programming”
task—thatis, deciding where {o place transistors in both the AND and the OR planes. This task is easily auto-
mated—hence,the early suceess of PLAs. An automatically generated PLA implementation of the logic func-
tions described by Eq. (3.2) is shown in Figure 8-11. Unfortunately, the regular structure, while predictable,
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AND plane OR plane GND 

I lo J. 
Pull-up devices Pull-up devices 

Figure 8-11 PLA layout implementing Eq. (8.2). 

brings with ita lot of overhead in area and delay (asisquite visible in the layout), which was its ultimate demise 
in the semicustom design world. Those who are curious on how these AND and OR planes are actually imple
mented must wait until we get to Chapter 12, where we discuss the transistor-level implementation of PLAs. 

Ill 

8.4.2 Compiled Cells 

The cost of implementing and characterizing a library of cells should not be underestimated. 
Today's libraries contain from several hundred to more than a thousand cells. These cells have to 
be redesigned wilh every migration to a new technology. tv1oreover, changes happen during the 
development of a single technology generation. For example, minimum me-tai widths or contact 
rules often are changed to improve yield. As a result, the complete library has to be laid out and 

characterized again. In addition. even an extensive library has the disadvantage of being discrete, 
which means that the number of design options is limited. \Vhen targeting pe1formance or 
power, customized cells with optimized transistor sizes are attractive. With the increased impact 
of interconnect load, providing cells with adjusted driver sizes is an absolute necessity from both 
a performance and a power perspective [Sylvester98]-hence, the quest for automated (or com

piled) cell generation. 
A number of automated approaches have been devised that generate cell layouts on the fly, 

given the transistor netlists, but high-quality automatic cell layout has remained elusive. Earlier 
approaches relied on fixed topologies. Later approaches allowed for more flexibility in the tran
sistor placement (e.g., [Hill85]). Layout densities close to what can be accomplished by a human 
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Figure 8-11 PLA layout implementing Eq. (8.2).

brings with ira lotofoverhead in area and delay (as is quitevisible in the layout), which wasits ultimate demise
in the semicustom design world. Those who are curious on howthese AND and ORplanesare actually imple-
mented must wait until we get to Chapter 12, where wediscuss the transistor-level implementation of PLAs.

&

8.4.2 Compiled Cells

The cost of implementing and characterizing a library of cells should not be underestimated,
Today’s libraries contain from several hundred to more than a thousand cells. These cells have to
be redesigned with every migration to a new technology. Moreover, changes happen during the
development of a single technology generation. For example, minimum metal widths or contact
rules often are changed to improve yield. As a result, the complete Hbrary has to be laid out and
characterized again. In addition, even an extensive library has the disadvantage of being discrete,
which means that the number of design options is limited. When targeting performance or
power, customized cells with optimized transistor sizes are attractive. With the increased impact
of interconnect load, providing cells with adjusted driver sizes is an absolute necessity from both
a performance and a powerperspective [Sylvester98|—hence, the quest for automated (or com-
piled} cell generation.

A numberof automated approaches have been devised that generate cell layouts on the fly,
given the transistor netlists, but high-quality automatic cell layout has remained elusive. Earlier
approaches relied on fixed topologies. Later approaches allowed for more flexibility in the tran-
sistor placement (e.g., [Hill85)}. Layout densities close to what can be accomplished by a human
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designer are now within reach, and a number of cell-generation tools are commercially avail
able-for example [CadabraOI, ProlificOI]: 

Example 8.3 Automatic Cell Generation 

The flow of a typical cell-generation process is illustrated with the example of a simple 
inverter (using the Abracad tool [CadabraOl]i. 

• The cell schematics are developed first. The Spice netlist is the starting point for the 
automatic layout generation. The generator examines the netlist and starts with tran
sistor geometries. In case of a CMOS inverter, the cell contains just two transistors 
(see Figure 8-12a) . 

• The tool proceeds along the same lines that a designer would follow. The transistors 
are placed in a cell architecture with predefined topology mies (Figure 8-12b ). This 
architecture is common for all the ceHs in the library, including the cell height. 
power rails, pin placements, routing and contact styles. 

• The cell is routed symbolically (Figure 8-12c). 
• The routing is rearranged, and the cell is compacted to meet design rules and library 

preferences (Figure 8-12d). 
• The final step cleans the cell of any remaining design rule errors and produces the 

final layout (Figure 8-l2e). 

(a) (b) (c) (d) (c) 

Figure 8-12 Automatic cell layout (a) initial transistor geometries, (b) placed transistors 
with flylines indicating intended interconnections, (c) initially routed cell, and (d) compacted 
cell, (e) finished cell. 
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8.4.3 Macrocells, Megacells and Intellectual Property 

Standardizing at the logic-gate !eve) is attractive for random logic functions, but it turns out to be 

inefficient for more complex structures such Us multipliers, data paths, memories, and embedded 

microprocessors and DSPs. By capturing the specific nature of these blocks, implementations 

can be obtained that outperform the results of the standard ASIC design process by a wide mar

gin. Cells that contain a complexity that surpasses what is found in a typical standard-cell library 

are called macmcel/s (or, sometimes, megacells). Two types of macrocells can be identified: 

The Hard Macro represents a module with a given functionality and a predetermined physical 

design. The relative location of the transistors and the wiring \.Vithin the modnie is fixed. In 

essence, a hard macro represents a custom design of the requested function. In some cases, the 

macro is parameterized, which means that versions with slightly different properties are avail

able or can be generated. I\1ultipliers and memories are examples: A hard multiplier macro may 

not only generate a 32 x l 6 multiplier, but also an 8 x 8 one. 

The advantage of the hard macro is that it brings with it all the good properties of custom 

design: dense layout, and optimized and predictable performance and power dissipation. By 
encapsulating the function into a macrornodule, it can be reused over and over in different 

designs. This reuse helps to offset the initial design cost. The disadvantage of the hard macro is 

that it is hard to porl the design to other technologies or to other manufacturers. For every new 

technology. a major redesign of the block is necessary. For this reason, hard macros are used less 

and less, and are employed mainly when the automated generation approach is far inferior or 
even impossible. Embedded memories and microprocessors are good examples of hard macros. 

They typically are provided by the IC manufacturer (who also provides the standard cell library), 

or the semiconductor vendor who has a particularly desirable function to offer (such as a stan

dard microprocessor or DSP). 
In the case of a macro that can be parameterized, a generator called the module compiler is 

used to create the actual physical layout. Regular structures such as PLAs, memodes, and multi

pliers are easily constructed by abutting predesigned leaf cells in a two-dimensional array topol

ogy. All interconnections are made by abutment, and no or little extra routing is needed if the 

cells are designed correctly, which minimizes the parasitic capacitance. The PLA of Figure 8-11 

is an example of such a configuration. The whole mray can be constructed with a minimal num

ber of cells. The generator itself is a simple software program that determines the relative posi

tioning of the various leaf cells in the array. 

Example 8.4 A Memory Macromodule 

Figure 8-13 shows an example of a "hard" memory macrocell. The 256 x 32 SRAM block 

is generated by a parameterizable module generator. Besides creating the layout, the gen

erator also provides accurate timing and power information. Modern memory generators 

also include an amount of redundancy to deal with defects. 
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Figure 8-13 Parameterizable memory "hard" macrocell. This particular instance stores 
256 x 32 (or 8192) bits. The decoders are located on the bottom. All eight address bits, as 
well as the 32 data input and output ports are placed on the right side of the cell. The total 
area of the memory module, implemented in a 0.18-µm CMOS technology, equals a mere 
0.094 mm2 (courtesy ST Microelectronics). 

A Soft Macro represents a module with a given functionality, but without a specific physical 
implementation. The placement and the wiring of a soft macro may vary from instance to 
instance. This means that the timing data can only be determined after the final synthesis and 
pJacement and routing steps-in other words, the process is unpredictable. Yet, through intrinsic 
knowledge of the internal structure of the module, and by imposing precise timing and place
ment constraints on the physical generation process, soft macros most often succeed in offering 
well-defined timing guarantees. While stepping away from the advantages of the custom design 
process and relying on the semicustom physical design process, soft macros have the major 
advantage that they can be ported over a wide range of technologies and processes. This amor
tizes the design effort and cost over a wide set of designs. 

Soft-macrocell generators come in different styles depending on the type of function they 
target. Virtually an of them can be classified as structural ge11erat01:r;: Given the desired function 
and values for the requested parameters, the generator produces a net1ist, which is an enumera
tion of the standard cells used and their interconnections. It also provides a set of timing con
straints that the placement and routing tools should meet. The advantage of this approach is that 
the generator exploits its knowledge of the function under consideration to come up with clever 
structures that are more effident than what logic synthesis would produce. For example, the 
design of fast and area-efficient multipliers has been the topic of decades of research.' The mul
tiplier generator just incorporates the best of what the multiplier literature has to offer into an 
automated generation tool. 

1Multiplier design is explained more thoroughly in Chapter l l, which discusses the design of ari1hmetic .structures. 
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straints that the placement and routing tools should meet. The advantage of this approach is that

the generator exploits its knowledge of the function under consideration to come up with clever
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Example 8.5 Multiplier Macromodule 

Two instances of an 8 x 8 multiplier module with different aspect ratios are shown in 
Figure 8-14. The modules are generated using the W'loduleCompiler tool from Synopsys 
[ModuleCompilerO I]. As can observed from the layout, a common standard-cell method

ology is used to generate the physical artwork. The contribution of the macrocelJ generator 
is to translate the compact input description into an optimized connection of standard cells 
that meets the timing constraints. This "soft" approach has the advantage that modules 
with different aspect ratios can easily be generated. Also, porting between different manu
facturing technologies is relatively easy. 

st_ririg m~t_:::;. ~~:i,~o}_h:1 1_:_ -:-:-,-_ 
-~J.:rec,~i ve·,_ -{J:!l_-11 ttYP.e:- =-;:i_nat_)_-: 

· O_u_tput sign~d ·,r.1.~i__-;z ~- _A_/ BJ; 

Figure 8-14 Multiplier "soft" macro modules. Both layouts implement an 8 x 8 booth multiplier, 
but with different aspects ratios. The compact input description to the compiler is shown in the gray 
box on top. 

The availability of macromodules has substantially changed the semicustom design land

scape in the 21" century. With the complexity of !Cs going up exponentially, the idea of building 
every new IC from scratch becomes an uneconomic and nonplausible proposition. More and more, 

circuits are being built from reusable building blocks of increasing complexity and functionality. 
Typically, these modules are acquired from third-party vendors, who make the functions available 
through royalty or licensing agreements. Macromodets distributed in this style are called intellec
tual pmpeny (or IP) modules. This approach is somewhat comparable to the software world, where 
a large programming project typically makes intensive use of reusable software libraries. Good 
examples of commonly available intellectual property modules are embedded microprocessors 

and microcontrollers, DSP processors, bus interfaces such as PCI. and several spedal-purpose 
functional modules such as FFT and filter modules for DSP applications, error-correction coders 
for wireless communications, and MPEG decoding and encoding for video. Obviously, for an IP 
module to be useful~ it has to not only deliver the hardware, but it also has to come with the appro-
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Example 8.5 Multiplier Macromodule

Two instances of an 8 x 8 multiplier module with different aspect ratios are shown in
Figure 8-14. The modules are generated using the ModuleCompiler tool from Synopsys
{ModuleCompiler01]. As can observed from the layout, a common standard-cell methed-
ology is used to generate the physical artwork. The contribution of the macrocell generator
is to translate the compactinput description inte an optimized connection ofstandard cells
that meets the timing constraints. This “soft” approach has the advantage that modules
with different aspect ratios can easily be generated. Also, porting between different manu-
facturing technologies is relatively easy.

 
Figure 8-14 Muitiplier “soft” macro modules. Both layouts implement an 3x & booth multiplier,
but with different aspects ratios. The compact input description to the compiler is shown in the gray
box an top. 

The availability of macromodules has substantially changed the semicustom design land-
scape in the 21" century. With the complexity of ICs going up exponentially, the idea of building
every new IC from scratch becomes an uneconomic and nonplausible proposition. More and more,
circuits are being built from reusable building blocks of increasing complexity and functionality.
Typically, these modules are acquired from third-party vendors, who make the functionsavailable
through royalty or licensing agreements. Macromodels distributed in this style are called intelfec-
tualproperty (or IP} modules. This approach is somewhat comparableto the software world, where
a large programming project typically makes intensive use of reusable software libraries. Good
examples of commonly available intellectual property modules are embedded microprocessors
and microcontrollers, DSP processors, bus interfaces such as PCI, and several special-purpose
functional modules such as FFT and filter modules for DSP applications, error-correction coders

for wireless communications, and MPEG decoding and encoding for video. Obviously, for an [P

module to be useful, it has to not only deliver the hardware, but 1 also has to come with the appro-
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priate software tools (such as compilers and debuggers for embedded processors), prediction mod
els, and test benches. The latter are quite important because they represent the only means for the 
end user to verify that the module delivers the promised functionality and performance. 

The design of a system on a chip is rapidiy becoming an exercise in reuse at different lev
els of granularity. At the lowest level, we have the standard cell library; at a level higher, we have 
the functional modules such as multipliers, datapaths and memories; next, we have the embed

ded processors; and finally, the application-specific megacells. With more and more of the sys
tem functionality migrating onto a single die, it is not surprising to see that a typical ASIC 
consists of a blend of design styles and modules, embedding a number of hard or soft macrocells 
within a sea of standard cells. 

Example 8.6 A Processor for Wireless Communications 

Figure 8-15 shows an integrated circuit implementing the protocol stack for a wireless 

indoor communication system [SilvaOl]. The majority of the area is occupied by the 
embedded microprocessor (the Tensilica Xtensa processor [XtensaOl]) and its memory 
system. This processor allows for a flexibie implementation of the higher levels of the pro
tocol stack (Application/Network), and enables changes in the functionality of the chip, 
even after fabrication. The memory modules are generated using module compi1ers pro

vided by the process vendor. The processor core itself is automatically generated from a 
higher level description in Verilog, and uses standard cells for its physical implementation. 
The advantage of using the "soft-core" approach is that the processor instruction set can be 
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Figure 8-15 Wireless communications processor-an example of a hybrid ASIC design 
methodology. The processor combines an embedded microprocessor and its memory sys
tem with dedicated hardware accelerators and 110 modules. Observe also the on-chip net
work module [Silva01]. 
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priate software tools (such as compilers and debuggers for embedded processors), prediction mod-
els, and test benches. The latter are quite important because they represent the only meansfor the
end user to verify that the module delivers the promised functtonality and performance.

The design of a system on a chip is rapidly becoming an exercise in reuse at different lev-
els of granularity. At the lowest Jevel, we have the standard cell library; at a level higher, we have
the functional modules such as multipliers, datapaths and memories; next, we have the embed-

ded processors; and finally, the application-specific megacelis. With more and more of the sys-
lem functionality migrating onto a single die, if is not surprising to see that a typical ASIC
consists of a blend of design styles and modules, embedding a numberof hard or soft macrocells
within a sea of standard cells.

Example 8.6 A Processor for Wireless Communications

Figure $-13 shows an mtegrated circuit fmplementing the protocol stack for a wireless

indoor communication system [SilvaQl]. The majority of the area is occupied by the

embedded microprocessor (the Tensilica Xtensa processor [XtensaOl]}) and its memory
system. This processor allows for a flexibie implementation of the higher levels of the pro-
tocol stack (Application/Network), and enables changes in the functionality of the chip,
even after fabrication. The mermery modules are generated using module compilers pro-
vided by the process vendor. The processor core itself is antomatically generated from a

higherlevel description in Verilog, and uses standard cells for its physical implementation.
The advantage of using the “soft-core” approachts that the processor instruction set can be
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Fiqure 8-15 Wireless communications processom-an example of a hybrid ASIC design
methodology. The processor combines an embedded microprocessor and its memory sys-
tem with dedicated hardware accelerators and I/O modules. Observe also the on-chip net-
werk module [Silva0l].
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tailored to the application, and that the processor itself can easily be ported to different 

technologies and fabrication processes. 
Implementing the computation-intensive parts of the protocol (MAC/PHY) on the 

microprocessor would require very high clock speeds and would unnecessarily increase the 
power dissipation of the chip. Fortunately, these functions are fixed and typically do not 
require a flexible implementation. Hence, they are implemented as an accelerator module in 

standard cells. The hard-wired implementation accomplishes the task of implementing a 
huge number of computations at a relatively low power leve] and clock frequency. The 
designer of a system on a chip is continuously faced with the challenge of deciding what is 
more desirable-after-the-fabrication flexibility versus higher performance at lower power 
levels. Fortunately, tools are emerging that help the designer to explore the overall design 
space and analyze the trade-offs in an informed fashion [SilvaOIJ. Observe also that the chip 

contains a set of I/0 interfaces, as well as an embedded network module, which helps to 
orchestrate the traffic between processor and the various accelerator and I/0 modules. 

The generation process of a macro module depends on the hard or soft nature of the block, 
as weH as the level of design entry. ln the following sections, we briefly discuss some com

monly: used approaches. 

8.4.4 Semicustom Design Flow 

So far, we have defined the components that make up the cell-based design methodology. In this 
section, we discuss how it all comes together. Figure 8-16 details the traditional sequence of 
steps to design a semicustom circuit. The steps of what we caH the design flow are enumerated 

in the figure, with a brief description of each: 

l. Design Capture enters the design into the ASIC design system. A variety of methods can 
be used to do so, including schematics and block diagrams; hardware description lan
guages (HDLs) such as VHDL, Verilog, and. more recently, C-derivatives such as Sys
temC; behavioral description languages followed by high-level synthesis; and imported 

intellectual property modules. 
2. Logic Synthesis tools translate modules described using an HDL language into a netlist. 

Netlists of reused or generated macros can then be inserted to form the complete netlist of 

the design. 
3. Prelayout Simulation and Verification. The design is checked for conectness. Perfor

mance analysis is pe1formed based on estimated parasitics and layout parameters. If the 
design is found to be nonfunctional, extra iterations over the design capture or the logic 

synthesis are necessary. 
4. Floor Planning. Based on estimated module sizes, the overall outlay of the chip is cre

ated. The global-power and clock-distribution networks also are conceived at that time. 
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Figure 8-16 The Semicustom (or ASIC) design flow. 

5. Placement. The precise positioning of the cells is decided. 
6. Routing. The interconnections between the cells and blocks are wired. 

Structural 

Physical 

397 

7. Extraction. A model of the chip is generated from the actual physical layout, including 

the precise device sizes, devices parasitics, and the capacitance and resistance of the wires. 
8. Postlayout Simulation and Verification. The functionality and perfonnance of the chip is 

verified in the presence of the layout parasitics. If the design is found to be lacking, itera
tions on the floorpJanning, placement, and routing might be necessary. Very often, this 

might not solve the problem, and another round of the structural design phase might be 
necessary. 

9. Tape Out. Once the design is found to be meeting ail design goals and functions, a binary 
file is generated containing all the information needed for mask generation. This file is 
then sent out to the ASIC vendor or foundry. This important moment in the life of a chip is 

called tape out. 

While the design flow just described has served us well for many years, it was found to be 

severely lacking once technology reached the 0.25-µm CMOS boundary. With design teclmol
ogy proceeding into the deep submicron region, layout parasitics-especially from the intercon
nect-are playing an increasingly important role. The prediction models used by the logic and 
structural synthesis tools have a hard time providing accurate estimates for these parasitics. The 

chances that the generated design meets the timing constraints at the first try are thus very small 
(Figure 8-17a). The designer (or design team) is then forced to go through a number of costly 
iterations of synthesis followed by layout generation until an acceptable artwork that meets the 
timing constraints is obtained (Figure 8-17b and c). Each of these iterations may take several 

days-just routing a complex chip can take a week on the most advanced computers! The 
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5. Placement. The precise positioning of the cells is decided,

6. Routing. The interconnections between the cells and blocks are wired.
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7. Extraction. A model of the chip is generated from the actual physical layout, including

the precise device sizes, devices parasitics, and the capacitance and resistance of the wires.

8. Pestlayout Simulation and Verification. The functionality and performance ofthe chip is
verified in the presence of the layout parasitics. If the design is found to be lacking,itera-
tions on the floorplanning, placement, and routing might be necessary. Very often, this

might not solve the problem, and another round of the structural design phase might be
necessary.

9. Tape Out. Once the design is found to be meeting ail design goals and functions, a binary
file is generated coniaining all the information needed for mask generation. This file is
then sent out to the ASIC vendor or foundry. This important momentia thelife of a chip is
called tape out.

While the design flow just described has served us well for many years, it was found to be

severely lacking once technology reached the 0.25-ppm CMOS boundary. With design technol-
ogy proceeding into the deep submicron region, layout parasitics—especially from the intercon-

nect--are playing an increasingly important role. The prediction models used by the logic and

structural synthesis tools have a hard time providing accurate estimates for these parasitics. The

chances that the generated design mects the timing constraints at the first try are thus very small
{Figure 8-17a). The designer (or design team) is then forced to go through a number of costly

iterations of synthesis followed by layout generation until an acceptable artwork that meets the
timing constraints 1s obtained (Figure 8-17b and c). Each of these iterations may take several
days—yjust routing a complex chip can take a week on the most advanced computers! The
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(a) Initial design (b) Intermediate design (c) Final design 

Figure 8-17 The timing closure process. The white lines indicate nets with timing 
violations. In each iteration of the design process, timing errors are removed by 
optimizing the logic, by insertion of buffers, by constraining the placement, or by 
streamlining the routing until an error-free design is obtained [Avanti01]. 

number of needed iterations continues to grow with the scaling of technology. This problem, 
called timing closure, made it obvious that new solutions and a change in design methodology 
were required. 

The common answer is to create a tighter integration between the logical and physical 
design processes. If the logic synthesis tool, for example, also performs some part of the place
ment-or directs the placement-more precise estimates of the layout parameters can be 
obtained. Figure 8-18 shows an example of a design environment that merges RTL synthesis 
with first-order placement and routing. The resulting netlist is then fed into an optimization tool 
that performs the detailed placement and routing, while guaranteeing the timing constraints are 
met. While this approach has shown to be quite successful in reducing the number of design iter-

Macromodules 
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t t 
Physical synthesis 

Nctlist with 
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Figure 8-18 Integrated synthesis place-and-route reduces the number 
of iterations to reach timing closure in deep submicron. 
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{a} Initial desion (b) Intermediate design (c) Final design

Figure 8-17 The timing closure process. The white lines indicate nets with timing
violations. in each iteraticn of the design process, timing errors are removed by
optimizing the fegic, by insertion of buffers, by constraining the placement, or by
streamlining the routing until an error-free design is obtained [Avanti01].

number of needed iterations continues to grow with the scaling of technology. This problem,
called timing closure, made it obvious that new solutions and a change in design methodology
were required.

The common answeris to create a lighter integration between the logical and physical
design processes.If the logic synthesis tool, for example, aiso performs somepart ofthe place-
ment—or directs the placement—more precise estimates of the layout parameters can be
obtained. Figure 8-18 shows an example of a design environment that merges RTL synthesis
withfirst-order placement and routing. The resulting netlist is then fed into an optimization too!
that performs the detailed placement and routing, while guaranteeing the timing constraints are
met. Whiie this approach has shownto be quite successful in reducing the numberof design iter-
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Figure 8-18 |niegrated synthesis place-and-route reduces the number
of Herations to reach timing closure in deep submicron.
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ations, it throws quite a challenge at the design-tool developers. \Vith the number of parasitic 
effects increasing with every round of technology scaling, the design optimization process that 
must take all this into account becomes exponentiaHy complex as well. As a result, other 
approaches might be required as well. In the coming chapters, we will highlight "design solu
tions" that can help to alieviate some of these problems. An example is the use of regular and 
predictable structures, both at the logical and the physical level. 

8.5 Array-Based Implementation Approaches 

While design automation can help reduce the design time, it does not address the time spent in 
the manufactming process. AH of the design methodologies discussed thus far require a com
plete run through the fabrication process.This can take from three weeks to several months, and 
it can substantially delay the introduction of a product Additionally, with ever-increasing mask 
costs, a dedicated process run is expensive, and product economics must determine if this is a 
viable route. 

Consequently, a number of alternative implementation approaches have been devised that 
do not require a complete run through the manufacturing process, or they avoid dedicated pro
cessing completely. These approaches have the advantage of having a lower NRE (nonrecurring 
expense) and are, therefore, more attractive for small series. This comes at the expense of lower 
performance, lower integration density, or higher power dissipation. 

8.5.1 Prediffused {or Mask-Programmable) Arrays 

In this approach, batches of wafers containing arrays of primitive cells or transistors are manu
factured by the vendors and stored. All the fabrication steps needed to make transistors are stan
dardized and executed without regard to the final application. 

To transform these uncommitted wafers into an actual design, only the desired intercon
nections have to be added. detennining the overall function of the chip with only a few metalli

zation steps. These layers can be designed and applied to the premanufactured wafers much 
more rapidly, reducing the turnaround time to a week or less. 

This approach is often called the gate-array or the sea-of-gates approach, depending on 
the style of the prediffused wafer. To illustrate the concept, consider the gate-array primitive cell 

shown in Figure 8-19a. It comprises four NMOS and four PMOS u11nsistors, polysilicon gate 

connections, and a power and ground rail. There are l\vo possible contact points per diffusion 
area and two potential connection points for the polysilicon strips. We can turn this cell, which 
does not implement any logic function so far, into a real circuit by adding some ex.u·a wires on 

the metal layer and contact holes. This is illustrnted in Figure 8- 19b, where the cell is turned into 
a four-input NOR gate. 

The original gate-array approacfr2 places the cells in rows separated by wiling channels, as 
shown in Figure 8-20a. The overall look is similar to the traditional standard-cell technique. With 

the advent of extra metallization )ayers, the routing channels can be eliminated, and routing can 

2This approach is often called the cltwmeled gate array. 
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Figure 8-20 Gate-array architectures. 

be performed on top of the primitive cells-occasionally leaving a cell unused. This channelless 
architecture, also called sea of gates (Figure 8-20b), yields an increased density, and makes it pos
sible to achieve integration levels of millions of gates on a single die. Another advantage of the 

sea-of-gates approach is that it customizes the contact layer between metal-I and diffusion and/ 
or polysilicon~ in contrast to the standard gate-array approach where the contacts are predefined 
(see Figure 8-19a). This extra flexibility leads to a further reduction in cell size. 

The primary challenge when designing a gate-array (or sea-of-gates) template is to deter
mine the composition of the primitive cell and the size of the individual transistors. A sufficient 
number of wiring tracks must be provided to minimize the number of cells wasted to intercon
nect. The cell should be chosen so that the prefabricated transistors can be utilized to a maximal 
extent over a wide range of designs. For example, the configuration of Figure 8-19 is well suited 
for the realization of four-input gates. but wastes devices when implementing two-input gates. 
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be performed on top ofthe primitive cells—occasionaily leaving a cell unused. This channeliess
architecture, also called sea ofgates (Figure 8-20b), yields an increased density, and makes it pos-
sible io achieve integration levels of millions of gates on a single die. Another advantage of the
sea-of-gates approach is that if customizes the contact layer between metal-1 and diffusion and/
or polysilicon, in contrast to the standard gate-array approach where the contacts are predefined
(see Figure §-19a}. This extra flexibility leads to a further reduction in cell size.

The primary challenge when designing a gate-array (or sea-of-gates) template is to deter-
mine the composition of the primitive cell and the size of the individual transistors. A sufficient
number of wiring tracks must be provided to minimize the numberof cells wasted to intercon-
nect. The cell should be chosen so thatthe prefabricated transistors can be utilized to a maximal
extent over a wide range of designs. Fer example, the configuration of Figure 8-19 is well suited

for the realization of four-input gates, but wastes devices when implementing two-input gates.
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Figure 8-21 Examples of sea-of-gates primitive cells (from [Veendrick92l). 

401 

Multiple cells are needed when implementing a flip-flop. A number of alternative cell structures 

are pictured in Figure 8-21 in a simplified format. In one approach, each cell contains a limited 

number of transistors (four to eight). The gates are isolated by means of oxide isolation (also 

called geometry isolation). The ""dog-bone" terminations on the poly gates allow for denser rout

ing. A second approach provides long rows of transistors, all sharing the same diffusion area. In 

this architecture, it is necessary to electrically turn off some devices to provide isolation between 

neighboring gates by tying NMOS and PMOS transistors to GND and V DD• respectively. This 

technique is called gate isolation. This approach wastes a number of transistors to provide the 
isolation, but provides an overall higher h·ansistor density. 

Figure 8-22 shows the base cell for a gate-isolated gate mTay (from [Smith97]). The cell is 

one routing track wide, and contains one p-channei and one 11-channel transistor. Also shown is a 

base cell containing all possible contact positions. There is room for 21 contacts in the vertical 
direction, which means that the cell has a height of 21 tracks. 

It is worth observing that the cell in Figure 8-21 b provides two rows of smaller NMOS 
transistors that can be connected in parallel if needed. Smaller transistors come in handy when 

implementing pass-transistor logic or memory cells. Sizing the transistors in the cells is a clear 

challenge. Due to the interconnect-oriented nature of the array-based design methodology, the 

propagation delay is generally dominated by the interconnect capacitance. This seems to favor 

larger device sizes that cause a Jarger area loss when unused. On the other hand, it is possible to 

construct Jarger transistors by putting several smaller devices in parallel. 

Mapping a logic design onto an anay of cells is a largely automated process, involving 

logic synthesis followed by placement and routing. The quality of these tools has an enormous 

impact on the final density and perfonnance of a sea-of-gates implementation. Utilization fac

tors in sea-of-gates structures are a strong function of the type of applicatfon being implemented. 

Utilization factors of nearly 100% can be obtained for regular structures such as memories. For 
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Figure 8-21 Examples of sea-of-gates primitive cells (from [Veendrick82p.

Multiple cells are needed when implementing a flip-flop. A numberof alternative cell structures
are pictured in Figure 8-21 in a simplified format. In one approach, each cell contains a limited

numberoftransistors (four to eight). The gates are isolated by means of oxide isolation(also

called geametry isolation). The “dog-bone” terminations on the poly gates allow for denserrout-
ing. A second approach provides long rowsoftransistors, all sharing the same diffusion area. In
this architecture, it is necessaryto electrically turn off some devices to provide isolation between
neighboring gates by tying NMOS and PMOStransistors to GND and ¥pp, respectively. This
technique is called gate isolation. This approach wastes a numberoftransistors to provide the
isolation, but provides an overall higher transistor density.

Figure §-22 shows the base cell for a gate-isolated gate array (from [Smith97]}. The cell is
one routing track wide, and contains one p-channel and one n-channel transistor. Also shown is a

base cell containing all possible contact positions. There is room for 2] contacts in the vertical
direction, which means that the cell has a height of 21 tracks.

It is worth observing that the cell in Figure 8-2]b provides two rows of smaller NMOS
transistors that can be connected in parallel if needed. Smaller transistors come in handy when
implementing pass-transistor logic or memorycells. Sizing the transistors in the cells is a clear

challenge. Due to the interconnect-oriented nature of the array-based design methodology, the
propagation delay is generally dominaled by the interconnect capacitance. This seems to favor
larger device sizes that cause a larger area loss when unused. On the other hand, it is possible to

construct larger transistors by putting several smaller devices in parallel.

Mapping a logic design onto an array of cells is a largely automated process, involving
logic synthesis followed by placement and routing. The quality of these tools has an enormous

impact on the final density and performance of a sea-oi-gates implementation. Utilization fac-
tors in sea-of-gates structures are a strong function of the type of application being implemented,

Udilization factors of nearly 100% can be obtained for regular structures such as memories. For
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Figure 8-22 Base cell of gate-isolated gate array (from [Smith97]). 
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Figure 8-23 Flip-flop implemented in a gate-isolated gate-array library. 
The base cell is shown on the left (from [Smith97]). 

other applications, utilization factors can be substantially lower(< 75%), due largely to wiring 
restrictions. Figure 8-23 shows an example of a flip-flop macrocell, implemented in a gate
isolated, gate-array library. 
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Figure 8-23 Flip-flop implemented in a gate-isolaited gate-array iibrary.
The base cell is shown on the left (rom [Smith97}).

other applications, utilization factors can be substantially lower (< 75%), due largely to wiring
restrictions. Figure 8-23 shows an example of a flip-flop macrocell, implemented in a gate-
isolated, gate-array library.

ONSEMI EXHIBIT 1041, Page 291



8.5 Array-Based Implementation Approaches 403 

Similar to the scenarios unfolding in the standard-cell arena, designers of sea-of-gate 

arrays discovered that a design with a large number of gates also has large memory needs. 

Implementing these memory cells on top of the gate-array base-cells is possible, but not very 

efficient. A more efficient approach is to set aside some area for dedicated memory modules. 

The mixing of gate arrays with fixed macros is called the embedded gate-array approach. Other 

modules such .as microprocessor and microcontrollers are also ideal candidates for embedding. 

Example 8.7 Sea-of-Gates 

An example of a sea-of-gates implementation is shown in Figure 8-24. The array has a. 

maximum capacity of 300 K gates and is implemented in a 0.6-µm CMOS technology. 

The upper left part of the array implements a memory subsystem, which results in a regu

lar modular layout. The rest of the array implements random logic. 

Figure 8-24 Gate-array die microphotograph (LEA300K) (Courtesy of LSI Logic.) 
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In the 1980s and 1990s, when the majority of the chips were less than 50,000 gates, design cycles oflen 
could be measured in weeks or a few montbs. The two- or three-week savings in turnaround time for a gate
array design wa,; then a significant portion of the total design cycle, more than enough to offset the addi
tional die size. With today's deep-submicron processes and muitimillion-gate complexities come longer 
design times, and the small reduction in turnaround time is no longer much of an issue. Furthermore, metal
lization has become the inost time-consuming and yield-impacting part of the semiconductor manufactur
ing process, reducing further the advantage that gate arrays had to offer. Consequently, gate affays have lost 
a lot of their luster. Another alternalive for rapid prototyping-the prewired arrays discussed in the next 
sectfon-has arisen, and it has taken a large portion out of the gate-array market. 

Still, beware of dismissing the idea of the mask-program1nable logic module as a thing of the past. A 
regular and fixed layout style has the advantage that load factors, wiring parasitics, and cross-coupling 
nolse are easily and accurately eslimated. This is in contrast to the standard-cell approach, where these val
ues are ultimately only known after placement, routing, and extraction. One may consider populating sec
tions of a large chip with a regular logic array consisting of uncommitted (pre<liffused) logic cells 
superimposed by a wiring grid. The actual programming of the module is performed by placing vias at pre
defined positions. As shown in Figure 8-25, lhe use of a via-programmable cross-point switch makes it pos
sible to overlay a wide variety of wiring pauerns on a regular repetitive wiring grid. It is the opinion of the 
authors that prediffuscd arrays have quite some life left into them. 

Via-1nogrammablc cross point 

rnctal-5 

via programmable 

melal-6 

Figure 8-25 Via-programmable gate array. Vias are used to dedicate a generic 
wiring grid to a specific wiring pattern, resulting in predictable arrays [Pileggi02]. 

8.5.2 Prewired Arrays 

While the prediffused arrays offer a fast road to implementation, it would be even more efficient 
if dedicated manufacturing steps could be avoided altogether. This leads to the concept of the 

preprocessed die that can be programmed in the field (i.e., outside the semiconductor foundry) to 
implement a set of given Boolean functions. Such a programmable, prewired anay of cells is 
called afie/d-pmgrammab/e gate array ( FPGA). The advantage of this approach is that the man
ufacturing process is completely separated from the implementation phase and can be amortized 

over a large number of designs. The lrnplementation itself can be performed at the user site with 
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Stitl, beware of dismissing ihe idea of the mask-programmable logic module as a thing of the past. A
regular and fixed layout style has the advantage that load factors, wiring parasitics, and cross-coupling
noise are easily and accurately estimated. This is in contrast to the standard-eell approach, where these val-
ues are ultimately only knownafter placement, routing, and extraction. Gne may consider populating sec-
lions of a large chip with a regular logic array consisting of uncommitted (prediffused) logic cells
superimposed by a wiring grid, The actual programming ofthe module is performed by placing vias at pre-
defined positions. As shown in Figure 8-25, the use of a via-programmable cross-point switch makesit pos-
sible to overlay a wide variety of wiring patterns on a regular repetitive wiring grid. [tis the opinionof the
authors that prediffused arrays have quite somelife left into them.

Via-progranunable cress point

 
metal-5 metal-6

 
via programmable

Figure 8-25 Via-programmabie gate array. Vias are used to dedicate a generic
wiring grid to a specific wiring pattem, resulting in predictable arrays [Pileggi02].

8.5.2 Prewired Arrays

While the prediffused arrays offer a fast road to implementation, it would be even more efficient
if dedicated manufacturing steps could be avoided altogether. This leads to the concept of the
preprocesseddie that can be programmedin the field G.e., outside the semiconductor foundry) to
implement a set of given Boolean functions. Such a programmable, prewired array of cells ts
called a field-programmabie gate array (FPGA}. The advantage ofthis approach is that the man-
ufacturing process is completely separated from the implementation phase and can be amortized
over a large number of designs. The implementationitself can be performed at the user site with
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negligible turnaround time. The major drawback of this technique is a loss in performance and 

design density, compared with the more customized approaches. 

Two main issues have to be addressed when attempting to implement a set of Boolean 

functions on top of a regular array of cells without requiring any processing steps: 

1. How do we implement "programmable" logic-that is, logic that can committed to per
form any possible Boolean function? 

2. How and where do we store the pmgram-also called the configuration-that dedicates 

the programmable array to a certain logic function? 

The answer to the second question depends on the memory technology used. Since memory 

technology is the topic of a later chapter, we limit ourselves here to a high-level overview. In 

general. three different techniques can be identified: 

• The write-once or fuse-based FPGA. The logic array is committed to a panicular func

tion by blowing "fuses" or by short-circuiting "'antifuses." A fuse is a connection element 

that is short-circuited by default. A large current causes it to blow, and then it becomes an 

open circuit. The antifuse has the opposite behavior. An example of an antifuse implemen

tation is shown in Figure 8-26 [El-Ayat89]. The advantage of the write-once approach is 

that the area overhead of the program memory (i.e., the fuses) is very small. But it has the 

important disadvantage of being one-time programmable. Circuit conections or exten

sions are not possible, and new components are required for every design change. 

• The nonvolatile FPGA. The program is stored in nonvolatile memory, which is memory 
that retains its value even when the supply voltage is turned off. Examples include 

EEPROM (Electrically Erasable Programmable Read-Only lvfemory) or Flash memories. 

Once programmed, the logic remains functional and fixed until a new programming round. 

The disadvantage of this approach is that nonvolatile memories require special steps in the 

manufacturing process, such as the deposition of ultrathin oxides. Also, high voltages 

~~-" 

I 
n+ antifusc diffusion 

2,1 

Figure 8-26 Example of antifuse. A 10-nm-thin layer(< 10 nm) of ONO 
(oxide-nitride-oxide) dielectric is deposited between conducting polysilicon 
and diffusion layers. The circuit is open by default, unless a large programming 
current is forced through it. This causes the dielectric to melt, and a permanent 
connection with fixed resistance is formed (from [Smith97]). 
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(> 10 V) are needed for the programming and erasure of the memory cells. Generating 

these high voltages and distributing them through the logic array adds extra complexity to 

the design. 
• The Volatile or RAM-Based FPGA. This popular approach to programming the logic 

array employs volatile static RAM (random-access memory) cells for the storage of the 

program. Since these memories lose their stored contents when the FPGA is powered 

down. a reloading of the configuration from an external permanent memory is necessary 

every time the part is turned on. To program the component at start-up time, programming 

data is shifted serially into the part over a single line (or pin). For all practical purposes, 

one can consider the FPGA RAM cells to be configured as a giant shift register during that 

period. Once aH memories are loaded, normal execution is started. The configuration time 

is proportional to the number of programmable elements. This can become excessive for 

today's larger FPGAs, which often feature more than one million gates. Recent parts 

therefore rely more and more on a parallel programming interface, allowing multiple cells 

to be programmed at the same time. 
In contrast to their nonvolatile counterparts, volatile FPGAs do not have special 

manufacturing process requirements, and can be implemented in a regular C!v10S process. 

In addition, designers can reuse chips during prototyping. Logic can be modified and 

upgraded once deployed in the field-a customer can be sent a new configuration file to 

upgrade the chip, instead of sending a new chip. In addition, logic can be dynamically 

modified on the fly during execution. The latter approach is called reconfiguration, and it 

became quite popular in the late 1990s. In some sense, this brings a paradigm that was 

extremely successful in the world of programming (as embodied by the microprocessor) to 

the domain of logic design. 

As for the first question, the answer is somewhat more extensive. Implementing a complex cir

cuit in a programmable fashion requires that both the logic functions as well as the interconnect 

between them are realized in a configurable fashion. In the coming sections, we first discuss dif

ferent ways of implementing programmable logic, followed by an overview of programmable 

interconnection. Finally, we detail a number of specific ways of putting the two together. 

Programmable Logic 

Similar to the situation in semicustom design, two fundamentally different approaches towards 

programmable logic are currently in vogue: array based and cell based. 

Array-Based Programmable Logic Earlier we discussed how a programmable logic array 
(PLA) implements arbitrary Boolean logic functions in a regular fashion (see page 388). A simi

lar approach can be applied to field-programmable devices as well. Consider, for example, the 

logic structure of Figure 8-27. A circle (o) at an intersection indicates a programmable connec

tion-that is, an interconnect point that is either enabled or not. An inspection of the diagram 

reveals that it is equivalent to a PLA, where both the AND and OR planes can be programmed 

by selectively enabling connections. This approach allows for the implementation of arbitrary 
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Figure 8-27 Fuse-programmable logic array (PLA). 
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logic functions in a two-level sum-of-products format. The AND plane creates the required min
terms, while the OR plane takes the sum of a selected set of products to form the outputs. To 
include a given input variable (for instance, / 1) In a specific minterm, just close the switch at the 
intersection of the input signal and the minterm. Similarly, a minterm is included into an output 
by closing the appropriate connection in the OR plane. The functionality of PLA is restricted by 
the number of inputs, outputs, and minterms. 

We can envision variations on this theme. some of which are represented in Figure 8-28. 
The dot ( •) at the intersection of two lines represents a non fusible, hard-wired link. The first 
structure represents the PROM architecture, in which the AND plane is fixed and enumerates all 
possible minterms. The second structure, called a pmgrammable array logic device (PAL), is 
located at the other end of the spectrum, where the OR plane is fixed, and the AND plane is pro
grammable. The PLA architecture is the most generic one for the implementation of arbitrary 
logic functions. The PROM and PAL structures, on the other hand, trade off flexibility for den
sity and performance. Which structure to select depends strongly on the nature of the Boolean 
functions to be implemented. All these approaches are generally classified under the common 
term of p1vgrammable logic devices (or PLDs). 

The single-a1ny architecture of the PLA, PROM, and PAL structures in Figure 8-27 and 
Figure 8-28 becomes Jess attractive in the era of higher integration density. First of aH, imple
menting very complex Jogic functions on a single, large array results in a loss of programming 
density and perfonnance. Secondly, the arrays shown implement only combinational logic. To 
realize complete, sequential subdesigns. the presence of registers and/or flip-flops is an absolute 
requirement. These deficiencies can be addressed as follows: 
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Figure 8-27 Fuse-programmable logic array (PLA).

logic functions in a two-level sum-of-products format. The AND plane creates the required min-
terms, while the OR plane takes the sum of a selected set of products to form the outputs. To
include a given input variable (for instance, /,) in a specific minterm,just close the switch at the
intersection of the input signal and the minterm. Similarly, a minterm is included into an output
by closing the appropriate connection in the OR plane. The functionality of PLA is restricted by
the numberof inputs, outputs, and minterms.

We can envision variations on this theme, some of which are represented in Figure 8-28.
The dot (*) at the intersection of two lines represents a nonfusible, hard-wired link. The first

structure represents the PROM architecture, in which the AND plane is fixed and enumeratesal!
possible minterms. The second structure, called a programmable array iegic device (PAL), is
located at the other end of the spectrum, where the OR plane is fixed, and the AND planeis pro-
grammable. The PLA architecture is the most generic one for the implementation of arbitrary
logic functions. The PROMand PALstructures, on the other hand, trade off flexibility for den-
sity and performance. Which structure to select depends strongly on the nature of the Beolean
functions to be implemented, All these approaches are generally classified under the common
term ofprogrammable logic devices (or PLDs).

The single-array architecture of the PLA, PROM, and PAL structures in Figure 8-27 and
Figure 8-28 becomes less attractive in the era of higher integration density. First of all, imple-
menting very complex logic functions on a single, large array results in a loss of programming
density and performance. Secondly, the arrays shown implement only cornbinational logic. To

realize complete, sequential subdesigns, the presence of registers and/or flip-flops is an absolute
requirement. These deficiencies can be addressed as follows:
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Figure 8-28 Alternative fuse-based programmable logic devices (or PLDs). 

I. Partition the array into a number of smaller sections, often called macrocells. 
2. Introduce flip-flops and provide a potential feedback from output signals to the inputs. 

One example of how this can be accomplished is shown in Figure 8-29. The PAL consists of k 
macrocells, each of which can select from i inputs and features, at most, j product terms. Each 
macrocell contains a single register, which also is programmable-it can be configured as a D, T, 

J-K, or a clocked S-R flip-flop. The k output signals are fed back to the input bus, and thus form 

a subset of the i input signals. 
The PLA approach to configurable logic has two distinct advantages: 

• The structure is very regular, which makes the estimation of the parasitics quite easy, and 
enables accurate predictions of area. speed, and power dissipation. 

• It provides an efficient implementation for logic functions that map well into a two-level 
logic description. Functions with a large fan-in fall into that category. Examples of such 
are finite-state machines used in controllers and sequencers. 

On the other hand, the array structure has the disadvantage of higher overhead. Every intermedi
ate node has a sizable capacitance, which negatively affects performance and power. This is 
especially true when parts of the array are underutilized-that is, if only some of the minterms 

are actively used. 
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Figure 8-28 Alternative fuse-based programmable logic devices (or PLDs).

1. Partition the array into a numberof smallersections, often called macrocells.
2. Introduce flip-flops and provide a potential feedback from outputsignals to the inputs.

One example of how this can be accomplished is shown in Figure 8-29. The PAL consists of k
macrocells, each of which can select from / inputs and features, at most, j product terms. Each
macrocell contains a single register, which also is prozrammable—it can be configured as a D,T,
J-K, or aclocked 5-2 flip-flop. The & output signals are fed back to the input bus, and thus form
a subset of the 7 input signals,

The PLA approach to configurable logic has two distinct advantages:

* The structure is very regular, which makes the estimation of the parasitics quite easy, and
enables accurate predictions of area, speed, and powerdissipation.

* It provides an efficient implementation for logic fanctions that map well into a two-level
logic description. Functions with a large fan-in fall into that category. Examples of such
are finite-state machines used in controllers and sequencers.

Onthe other hand, the array structure has the disadvantage of higher overhead. Every intermedi-
ate node has a sizable capacitance, which negatively affects performance and power. This is
especially true when parts of the array are underutilized—ihatis, if only some of the minterms
are actively used.
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programmable AND array (2i x Jk) : k rnacrocells 

________ J 

macrocell 

Figure 8·29 Schematic diagram of a PAL with iinputs, 
i minterms/macrocell and k macrocells (or outputs) [Smith97]. 

Example 8.8 Example of Programmed Macrocell 

Figure 8-30 shows an example of how to program a PROM module. The structure is proM 
grammed to realize the logical functions used e.'U·[ierduring the discussion on PLAs (Eq. (8.1)): 
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Figure 8-30 Programming a PROM. 
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programmable AND array (2: X fA} * & maerocells ‘

 macracell

Figure 829 Schematic diagram of a PAL with / inputs,
/ minterms/macrocell and k macrocells (or outputs) (Smith97].

Example 8.8 Example of Programmed Macrocell

Figure 8-30 shows an example of how to program a PROM module. The structure is pro-
grammed to realize the logical functions used earlier during the discussion on PLAs (Eq. (8.1):

Fg = XoX + 3%

Fy = XgXpXq t+ X_ FAHX,

 
NANAF, fy

Figure 8-38 Programming a PROM.
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Observe that only a fraction of the array is used as the number of input (3) and out
put (2) variables are smaller than the dimensions of the 4 x 4 array. Unused input variables 
are tied either to O or L The large dots in the output planes represent programmed nodes. 
The reader is invited to repeat the exercise for the PLA and PAL modules presented in 

Figure 8-28 and Figure 8-29. 

Cell-Based Programmable Logic The sum-of-products approach results in regular structures, 
and is very effective for logic functions that have a large fan-in such as finite-state machines. On 
the other hand, it performs rather poorly for logic that features a large fan-out, or that benefits 
from a multilevel logic implementation. (Arithmetic operations such as addition and multiplica
tion are an example of such). Other approaches can be conceived that are more in line with the 
multilevel approach favored in the standard-cell and sea-of-gate approaches. 

There are many ways to design a logic block that can be configured to perform a wide 
range of logic functions. One approach is to use multiplexers as function generators. Consider 
the two-input multiplexer of Figure 8-31, which implements the logic function F: 

F = A·S+B·S (8.3) 

By carefully choosing the connections between the variables X and Y and the input ports A. B, 

and S of the multiplexer, we can program it to perform ten useful logic operations on one or 
more of those inputs {see Figure 8-31). 

Configuration 

A B s F= 

0 0 0 0 

0 X l X 

0 y I y 

0 y X XY 

X 0 y XY 
y 0 X XY 

A 0 

I F 

B 1 i 
y I X X+Y 
j 0 X x 

s 
j 0 y y 

t j 1 1 

(a) (b) 

Figure 8-31 Using a two-input multiplexer (a) as a configurable logic block. 
By properly connecting the inputs A,B, and S to the input variables X or Y, 
or too or 1, 1 o different logic functions can be obtained (b). 
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Figure 8-32 Logic cell as used in the Actel fuse-based FPGA. 
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A number of multiplexers can be combined to form more complex logic gates. Consider, for 

example. !he logic cell of Figure 8-32, which is used in the Actel ACT family of FPGAs. It consists 

of three !wo-input multiplexers and a two-input NOR gate. The cell can be programmed to realize 

any two- and three-input logic functions, some four-input Boolean functions, and a latch. 

Example 8.9 Programmable Logic Cell 

It can be verified that the logic cell of Figure 8-32 acts as a two-input XOR under the pro

gramming conditions that follow. Assume the multiplexers select the bottom input signal 
when the control signal is high. We have the following: 

A = I; B = O; C = O; D = I; SA = SB = In I; SO = SI = !112 

As an exercise, determine the programming required for the two-input XKOR function. A 

three-input AND gate can be realized as follows: 

A =0; B =!111; C= O; D = O; SA= !112; SB=O; SO =SI= !n3 

Finally, the largest function that can be realized is the four-input multiplexer. A, B, C, and 

D act as inputs, while SA. SB, and (SO+ SI) are control signals. 

The "multiplexer-as-functional-block" approach provides configurability through pro

grammable interconnections. The lookup table (LUT) method employs a vastly different strat

egy. To configure a ful]y programmable module with fan-in of i for a specific function, a two-bit 

large memory, called the lookup table. is programmed to capture the truth table of that function. 

The input variables serve as control inputs to a multiplexer, which picks the appropriate value 
from the memory. The ldea is illusu·ated in Figure 8-33 for a two-input cell. To implement an 
EXOR function, the lookup table is loaded with the output column of the EXOR truth table, this 

is "O I I O". For an input value of "O O", the multiplexer selects the first value in the table ("O"), 

etc. With this approach. any logic function of two inputs can be realized by a simple (re)pro
gramming of the memory. 
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A numberof multiplexers can be combined to form more complex logic sates. Consider,for
example,the logic cell of Figure $-32, which is used in the Actel ACT family of FPGAs.It consists
of three iwo-input multiplexers and a two-input NOR gate. The cell can be programmedto realize
any two- and three-input logic functions, some four-input Boolean functions, and a latch,
 

Example 8.9 Programmable Legic Cell

It can be verified that the legic cell of Pigure 8-32 acts as a two-input KOR underthe pro-
gramming conditions that follow. Assume the multiplexers select the bottom input signal
when the contro? signal is high. We have the following:

A=1,B=0:C=0;D=1;SA=SA=inl: SO=- S81 = in?

As an exercise, determine the programming required for the two-input XNOR function. A
three-input AND gate can be realized as follows:

A=0 B=/ni,C=0;D=0: SA =ln?: SB =O: SO=Si = 1n3

Finally, the largest function that can be realized is the four-input multiplexer. A, B, C, and
PD act as inputs, while SA, S8, and (SO + S1) are contro! signals.

The “multiplexer-as-functional-block” approach provides configurability through pro-
grammable interconnections. The lookup table (LUT) method employs a vastly different strat-
egy. To configure a fully programmable module with fan-in of i for a specific function, a bwo-bit
large memory, called the lookup table, is programmed to capture the truth table of that function.
The input variables serve as contro] inputs to a multiplexer, which picks the appropriate value
from the memory. The idea is illustrated in Figure 8-33 for a twe-input cell. Te implement an
EXORfunction, the lookup table is loaded with the output column of the EXORtruth table, this
is “O 1 10°. For an input value of “0 0”, the multiplexer selects the first value in the table (“0"),

etc. With this approach, any logic function of two inputs can be realized by a simple (rejpro-
gramming of the memory.

ONSEMI EXHIBIT 1041, Page 300



412 

lnl ln2 

(a) 

Chapter 8 • Implementation Strategies for Digital ICS 

In Out 

Out 00 00 
~ 

01 1 

10 j 

11 0 

(b) 

Figure 8-33 Configurable logic cell based on lookup table. (a) cell schematic; 
(b) programming the cell to implement an EXOR !unction. 

As in the case of the multiplexer-based approach, more complex gates can be constructed. 
This is accomplished by either combining a number of LUTs, or by increasing the LUT sizes, or 
a combination of both. Additional functionality is provided by incorporating flip-flops. 

Example 8.10 LUT-Based Programmable Logic Cell 

Figure 8-34 shows the basic cell, called a Configurable Logic Block or CLB, used in the 
Xilinx 4000 FPGA series [Xilinx4000]. It combines two four-input LUTs feeding a three-
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Figure 8-34 Simplified block diagram of XC4000 Series CLB (RAM and Carry-logic 
functions not shown) [Xilinx4000]. 
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As in the case of the muitiplexer-based approach, more complex gates can be constructed.
This is accomplished by either combining a number of LUTs, or by increasing the LUT sizes, or
a combination of both. Additional functionality is provided by incorporating flip-flops.
 

Example 8.10 LUT-Based Programmable Logic Cell

Figure 8-34 shows the basic cell, called a Configurable Logic Block or CLB, used in the
Xilinx 4000 FPGA series {Xilinx4000]. It combines twe four-input LUTs feeding a three-
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input LUT. The cell features two flip-flops. whose inputs can be any one of the LUT out
puts F, G, or H, or an extra external input Din• and whose outputs are available at the XQ 
and l'Q output pins. The X and l' outputs exp01t the outputs of the LUTs and make it possi
ble to build more complex combinational functions. The cell has four extra inputs 
(CI ... C4) that either can be used as inputs or as set/reset and clock-enable signals for the 
flip-flops. 

Programmable Interconnect 

So far. we have discussed in some depth how to make logic programmable. A compelling ques
tion is how to make interconnections between those gates changeable or programmable as welL 
To fuHy utilize the available logic cells, the interconnect network must be flexible and routing 
bottlenecks must be avoided. Speed is another prerequisite, since interconnect delay tends to 
dominate the performance in this style of design. At the same time, the reader should be aware 
that programmable interconnect comes at a substantial cost in performance in area, perfor
mance, and power. In fact, most of the power dissipation in field-programmable architectures is 
attributable to the interconnect network [GeorgeO[). 

Once again, we can differentiate between mask-programmable, one-time programmable 
and reprogrammable approaches. It also is worth differentiating between local cell-to-cell inter
connections and global signals, such as clocks, that have to be distributed over the complete chip 
with low delay. In the local-area class, programmable wiring can be classified into two major 
groupings: anay and switchbox routers. 

ArrayMBased Programmable Wiring In this approach, wiring is grouped into routing chan
nels, each of which contains a complete grid of horizontal and vertical wires. An interconnect 
wire can then be programmed into the structure by short-circuiting some of the intersections 
between horizontal and vertical wires (see Figure 8-35). This can be accomplished by providing 
a pass transistor at each of the cross points. Closing the interconnection means raising the con
trol signal-by programming a "I" into the connected memory cell M (see Figure 8-36). This 
approach is prohibitive and expensive because it requires a 1arge number of transistors and con
trol signals. Aiso, the large number of transistors connected to each wire leads to a high fan-out, 
translating into delay and power consumption. A fuse is a more effective programmable connec
tor. In this approach, each routing channel as a fully connected grid of horizontal and vertical 

interconnect wires, and a fuse is blown whenever a connection is not needed. Unfortunately, 
interconnect networks tend to be sparsely populated, which requires the intenuption of an exces
sive number of switches and results in prohibitively long programming times. 

To circumvent this problem, an a11tifi1se can be used (as in Figure 8-26). Antifuses only 
need to be enabled when a connection is required in the routing channel. This represents a small 
fraction of the overall grid. Notice in Figure 8-35 how only two antifuses are needed to set up a 
connection. Be aware that this figure hides the programming circuitry. This operation is a one
time event and cannot be undone. The array-based wiring approach has thus been most success
ful in the write-once class of FPGAs. Circuit corrections or extensions are not possible, and new 
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Figure 8-36 Programmable interconnect point The memory cell controls the 
interconnection. A stored o and 1 mean an open or a closed circuit, respectively. 
The memory cell can be nonvolatile (EEPROM) or volatile (SRAM). 

components are required for every design change. Providing true field (re)programmability 
requires a more efficient routing strategy. 

Switch-Box-Based Programmable Wiring It's easy to imagine more efficient programmable

routing approach once we realize that the fully connected wiring grid represents major overkill. 
By restricting the number of routing resources and interconnect points, we can stiH manage to 

wire the desired interconnections, while drastically reducing the overhead. The disadvantage of 

this approach is that occasionally an interconnection cannot be routed. Iv1ost often, this can be 

addressed by remapping the design-for instance, by choosing another group of logic cells for a 

given function. 
A large number of local interconnections can be accounted for by provlding a mesh-like inter

connection between neighboring cells. For instance, the outputs of each logic cell (LC) can be distrib

uted to its neighbors to the north, east, south, and west. To account for interconnections between 

disjoint cells or to provide global interconnections, routing channels are placed between the cells con

taining a fixed number of uncommitted vertical and h01izonta! routing wires (Figure 8-37). At the 

junctions of the horizontal and vertical wires, RAJ'vl-programmable switching mal:!ices (S-boxes) are 
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Figure 8-37 Programmable mesh-based interconnect network (Courtesy Andre Dehon 
and John Wawrzyniek.). 

provided that direct the routing of the data. Cell inputs and outpulS are connected to the global inter

connect network by RAM-programmable interconnect points (C-box). Figure 8-38 provides a more 

detailed view, showing the transistor implementation of the switch and interconnect boxes. Be aware 

that the single pass-transistor implementation of the switches comes with a threshold-voltage drop. 

\Vhile advantageous from a power perspective, this reduced signal swing has a negative impact on the 
performance. Specia1 design techniques such as zero-threshold devices, level restorers, or boosted 
control signals might be required. 

The mesh architecture provides a flexible and scalable means for connecting a large num
ber of components. It is quite efficient for local connections, as the number of S\Vitches traversed 
by a single interconnectlon is small and the fan-out is small. However, the mesh network does 
not lend itself well to global interconnections. The delay caused by the combination of the many 

Figure 8-38 Transistor-level schematic diagram of 
mesh-based programmable routing network (Courtesy 
Andre Dehon and John Wawrzyniek.). 
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provided that direct the routing of the data. Cell inputs and outputs are connected to the global inter-
connect network by RAM-programmable interconnect points (C-box). Figure 8-38 provides a more

detailed view, showing the transister implementation of the switch and interconnect boxes. Be aware

that the single pass-transistor implementation of the switches comes with a threshold-veltage drop.
While advantageous from a powerperspective, this reduced signal swing has a negative impact on the
performance. Special design techniques such as zero-thresheld devices, level restorers, or boosted

control signals might be required.
The mesh architecture provides a flexible and scalable means for connecting a large num-

ber of components. It is quite efficient for local connections, as the numberof switches traversed

by a single interconnection is small and the fan-out is small. However, the mesh network does

not lend itself well to global interconnections. The delay caused try the combination of the many
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Figure 8-39 Programmable mesh-based interconnect architecture 
with overlaid 2 x 2 grid (Courtesy Andre Dehan and John Wawrzyniek.). 

switches and the large capacitive Joad becomes excessive. Most mesh-based FPGA architectures 

therefore offer alternative wiring resources that allow for effective global wiring. One approach 

for accomplishing this task is shown in Figure 8-39. In addition to the standard S-box-to-S-box 

wiring, the network also includes wires connecting S-boxes that are two steps away from each 

other. Eliminating one S-box from an interconnection decreases the resistance. Similarly, we can 

inciude long wires that connect every 4t1•, 81h, or I61
h S-box. \Vhat we are creating, in fact. is a 

number of overlaying meshes with different granulmity (single pitch, double pitch, etc.). Long 

wires are, by preference, mapped on the wiring meshes with the larger pitch. 

Putting It All Together 

A complete field-programmable gate array can now be assembled by joining logic-cell and inter
connect approaches. tvtany alternative architectures can be (and have been) conceived. The most 

important decision to make at the start is the configuration style (wlite once, nonvolatile, voia

tHe). This puts some constraints on the types of ceI1s and interconnects that can be used. Giving 

a complete overview is out of the scope of this textbook, so we limit ourselves to two popular 

architectures, which are illustrative for the field. The interested reader can find more information 

in [Trimberger94J, [Smith97], [Betz99], and [GeorgeOl]. 

The Altera MAX Series [Altera01 J The MAX family of devices (Figure 8-40) belongs to the 

class of nonvolatile FPGAs (often called EPLDs, or Electrically Programmable logic Devices). 
It uses a PAL module, (as introduced in Figure 8-29) as the basic logic module. The module 

(called the Logic Array Block or LAB in Altera language) vmies little over the members of the 

family: a \Vide programmable AND array followed by a nmrow fixed OR array and programma

ble inversion. A LAB typically contains 16 macrocells, 

The major differentiation lies in the interconnect architecture between the LABs. The 

smaller devices (MAX5000, MAX7000) use an array-based routing architecture. The back-
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Figure 8-39 Programmable mesh-based interconnect architecture
with overlaid 2 x 2 grid (Courtesy Andre Dehon and John Wawrzyniek.).

switches and the large capacitive load becomes excessive. Most mesh-based FPGA architectures
therefore offer alternalive wiring resources that allow for effective global wiring. One approach
for accomplishing this task is shown in Figure 8-39. In addition to the standard S-box-to-S-box
wiring, the network also includes wires connecting S-boxes that are two steps away [rom each
other. Eliminating one S-box from an interconnection decreases the resistance. Similarly, we can
include long wires that connect every 4", 8, or 16"" S-box. What weare creating, in fact, is a
number of overlaying meshes with different granularity (single pitch, double pitch, etc.), Leng
wires are, by preference, mapped on the wiring meshes with the larger pitch.

Putting It All Together

A complete field-programmable gate array can now be assembled by joining logic-cell and inter-
connect approaches. Many alternative architectures can be (and have been) conceived. The most
important decision to make at the start is the configuration style (write once, nonvolatile, vala-
tile).This puts some constraints on the types of cells and interconnects that can be used, Giving
a complete overview is out of the scope of this textbook, so we mit ourselves to two popular
architectures, which are illustrative for the field. The interested reader can find more information

in [Trimberger94], (Smith97], [Betz99], and [GeorgeO1].

The Altera MAX Series [Altera0Qi1] The MAX family of devices (Figure 8-40) belongs to the

class of nonvolatile FPGAs (often called EPLDs, or Electrically Pregranunabie Logic Devices).

Tt uses a PAL module, (as introduced in Figure 8-29) as the basic logic module. The module

{ealled the Legic Array Block or LAB in Altera language) varies little over the members of the
family: a wide programmable AND array followed by a narrow fixed OR array and programma-
ble inversion. A LAB typically contains 16 macrocells.

The major differentiation lies in the interconnect architecture between the LABs. The
smaller devices (MAXS000, MAX7000) use an array-based routing architecture. The back-
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Figure 8-40 The Allera MAX Architecture. (a) Organization of logic and interconnect; 
(b) LAB module; (c) a MAX family macrocell. The expanders increase the number of 
products available by taking another pass through the logic array (from [Smith97]). 

417 

bone of the routing channel is formed by the outputs of all the macrocells, complemented 
with the direct chip inputs. These can be connected to the inputs of the LABs through pro
grammable interconnect points. The advantage of this architecture, called the Programnwble 
Interconnect Array or PIA, is that it ls simple, and the routing delay between the blocks is. 
totally predictable and fixed (see Figure 8-41 ). The disadvantage is that it does not scale very 
well. This is why the larger members of the series (MAX9000) have to resort to another 
scheme. With the number of macrocells reaching up to 560, the single-channel approach runs 
out of steam, and becomes slow. A mesh-based routing architecture has been opted for 
instead, Individual macrocells can connect to both rovv and column channels, which are quite 
wide (48 to 96 wires). 

The EPLD approach delivers up to 15,000 logic gates, and typically is used when high 
performance is a necessity. Other architectures become desirable when more complex functions 
have to be implemented. 
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bone of the routing channel is formed by the outputs of all the macrocells, complemented
with the direct chip inputs. These can be connected to the inputs of the LABs through pro-
grammable interconnect points. The advantage of this architecture, called the Progranuuable

fnterconnect Array or PIA, is that il is simple, and the routing delay between the blocks is

totally predictable and fixed (see Figure 8-41). The disadvantage is that it does net scale very
well. This is why the larger members of the series (4AX9000) have to resort to another
scheme. With the number of macrocells reaching up to 560, the single-channel approach runs
oat of steam, and becomes slow. A mesh-based routing architecture has been opted for

instead. Individual macrocells can connect to both row and column channels, which are quite

wide (48 ta 96 wires).

The EPLD approach delivers up toe 15,000 logic gates, and typically is used when high

performance is a necessity, Other architectures become desirable when more complex functions

have to be implemented.
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Figure 8-41 Interconnect architectures used in the Altera MAX series. (a) Array-based 
architecture used in MAX 3000-7000; (b) Mesh architecture of the MAX9000. 

The Xilinx XC40xx Series This popular RAM-programmable device family combines the 
lookup table approach for the implementation of the logic cells, with a mesh-based interconnect 
network. The largest part in the series (XC4085) supports almost I 00,000 gates using a 56 x 56 

CLB array. The architecture of the CLB was shown in Figure 8-34. An interesting feature is that 
the CLB can also be configured as an array of Read/Write memory cells, using the memory 
lookup tables in the F' and G' blocks. Depending on the selected mode, a single CLB can be 
configured as either a 16 x 2, 32 x 1, or 16 x 1 bit array. This feature comes in handy, because it 

is typical for large modules of logic to need comparable amounts of storage. 
The interconnect architecture is also quite rich, and combines a wide variety of wiring 

resources, as shown in Figure 8-42. The overlaid meshes consist of wire segments of lengths 
1, 2, and 4. Some components also support direct connections, which link adjacent CLBs with
out using general wiring resources. Signals routed on the direct interconnect experience mini

mum wiring delay, as the fan-out is small. These Directs are especially effective in the 
implementation of fast arithmetic modules, which feature many critical local connections. To 
address global wiring~ long lines are provided that form a grid of metal interconnect segments 
that run the entire length or width of the array. These are intended for high fan-out, time-critical 

signal nets, or nets that are distributed over long distances (such as buses). In addition, special 

wires are provided for the routing of the clocks. 
One topic we have ignored so far in our discussion of configurable array structures is the 

input/output architecture. For maximum usability, it is crucial that the 1/0 pins of the component 
are flexible, and that they provide a wide range of options in terrns of direction, logic levels, and 

drive strengths. One style of input/output block (!OB), used in the XC4000 series, is shown in 
Figure 8-43. It can be programmed to act as an input, output, or bidirectional port. It includes a 
flip-flop that can be programmed to be either edge triggered or level sensitive. The slew-rate 
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control provides variable drive strengths and allows for a reduction in the rise-fall time for non

critical signals. 

Example 8.11 FPGA Complexity and Performance 

To get an impression of what can be achieved with the volatile field-programmable com
ponents, consider the Xilinx 4025. It contains approximately 1000 CLBs organized in a 

32 x 32 array. This translates into a maximum equivalent gate count of 25,000 gates. The 
chip contains 422 Kbits of RAM, used mostly for programming. A single CLB is specified 
to operate at 250 MHz. When taking into account the interconnect network and attempting 

more complex logic configurations such as adders, clock speeds between 20 and 50 MHz 
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control provides variable drive strengths and aliows for a reduction in the rise—fail time fer non-

critical signals.

Example 8.11 FPGA Complexity and Performance

To get an impression of what can be achieved with the volatile field-programmabie com-

ponents, consider the Xilinx 4025. It contains approximately 1000 CLBs organized in a

32 X 32 array. This translates into a maximum equivalent gate count of 25,000 gates. The

chip contains 422 Kbits of RAM,used mostly for programming. A single CLB is specified

to operate at 250 MHz. When taking inte account the interconnect network and attempting
more complex logic configurations such as adders, clock speeds between 20 and 56 MHz
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Figure 8-44 Chip microphotograph of XC4025 volatile FPGA (Courtesy of Xilinx, Inc.). 

are attainable. To put the integration complexity in perspective, a 32-bit adder requires 
approximately 62 CLBs. A chip microphotograph of the XC4025 part is shown in 

Figure 8-44. The horizontal and vertical routing channels are easily recognizable. 

Prewired logic arrays have rapidly claimed a significant part of the logic component market. 
TheJf arrival has effectively ended the era of logic design using discrete components represented 
by the TTL logic family. It is generally believed that the impact of these components is increas

ing with a further scaling of the technology. To make this approach successful, however, 
advanced software support in terms of cell placement, signal routing. and synthesis are required. 
Also, one should not ignore the overhead that flexibility brings with it. Programmable logic is at 

least 10 times Jess efficient in terms of energy and performance with respect to ASIC solutions. 

Hence, its scope has been moslly restricted to prototyping and small-volume applications so far. 
Yet, flexibility and reuse are alluring. Field-programmable components are bound to see a sub

stantial growth in the years to come. 

8.6 Perspective-The Implementation Platform of the Future 
The designer of today's advanced systems-on-a-chip is offered a broad range of implementation 

choices. ¥/hat approach is ultimately chosen is determined by a broad range of factors: 
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Figure 8-44 Chip microphotograph of XC4025 volaiile FPGA (Courtesy of Xilinx, Inc.).

are attainable, To put the integration complexity in perspective, a 32-bit adder requires
approximately 62 CLBs. A chip microphotograph of the XC4025 part is shown in
Figure 8-44, The horizontal and vertical routing channels are easily recognizable. 

Prewired logic arrays have rapidly claimed a significant part of the logic component market,
Their arrival has effectively ended the era of logic design using discrete components represented
by the TTL togic family. It is generally believed that the impact of these components is increas-
ing with a further scaling of the technology. To make this appreach successful, however,
advanced software support in terms of cell placement, signal routing, and synthesis are required.
Also, one should not ignore the overhead that flexibility brings with #. Programmable logic is at
least 10 times less efficient in terms of energy and performance with respect to ASIC solutions.
Hence, its scope has been mostly restricted to prototyping and smalf-volume applications so far
Yet, flexibility and reuse are alluring. Field-programmable components are bound to see a sub-
stantial growth in the years te come.

8.6 Perspective—The implementation Platform of the Future

The designer of today’s advanced systems-on-a-chip is offered a broad range of implementation
choices. What approach is ultimately chosen is determined by a broad range of factors:
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• performance, power and cost constraints 

• design complexity 

• testability 

• time to market, or more precisely. time to revenue 
• uncertainty of the market, or late changes in the design 

• application range to be covered by the design 

• prior experiences of the design team 

A number of these factors seem to imply a trend towards more flexible, programmable compo

nents that can be reused and that can be modified even after manufacturing. At the same time, 

solutions that offer the best "bang for the buck" most often end up the winners. Too much flexi

bility often results in ineffective and expensive solutions, which rapidly end up on the dust heap. 

Finding the balance between the two extremes is the ultimate challenge of the chip architects of 
today. 

On the basis of these observations, it seems logical to assume that the implementation 

platform of the future will be a combination of the strategies we have discussed in this chapter. 

providing implementation efficiency and flexibility when and where needed. The system on a 

chip is becoming a combination of embedded microprocessors with their memory subsystems, 

DSPs, fixed ASIC-style hardware accelerators, parameterizable modules, and flexible logic 

implemented in FPGA style. How these components are balanced is a function of the application 

requirements and the intended market. 

Example 8.12 Examples of Hybrid Implementation Platforms 

Figure 8-45 shows two contrasting implementation platforms for wireless applications. 

The first device, the Virtex-Il Pro from Xilinx [XilinxVirtexOI] is centered around a large 

FPGA array. A PowerPC microprocessor is embedded in the center of the array. The pro

cessor provides an effective .implementation approach for application-level functionality 

and system-level conu·ol. To provide higher performance for signal processing applica

tions, an an-ay of embedded 18 x 18 multipliers is added. These dedicated components 

offer a significant performance, power, and area advantage over a pure FPGA implementa

tion of the same function. Finally, a number of very fast 3.125-Gbps transceivers are pro

vided, aHowing for high-speed serial communication off chip. 

A somewhat contrasting approach is offered in the design of Figure 8-4Sb 

[ZhangOO]. The center of this device is an ARM-7 embedded microprocessor, acting as the 

overall chip manager. Functions that need high performance and energy efficiency are off

loaded to a configurable mray of functional units such as multipliers, ALUs, memories, 

and address generators. These components can be combined dynamically into application

specific processors. The chip also provides an embedded FPGA array for functions that 
need bit-level granularity. 
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{a)The Xilinx Virtcx-£1 Pro embeds .1 Power PC microprocessor into an FPGA fabric (Courlcsy Xilinx, inc.). 
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(b) The Maia chip combines embedded microprocessor.configurable accdcrnto~ and FPGA [ZhangOO]. 

Figure 8-45 Examples of hybrid implementation platlorms. 
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(b} The Main chip combines embedded microprecessor, configurable accelerators, and FPGA [Zhangthi.

Figure 8-45 Examples of hybrid implementation piatiorms.
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8.7 Summary 

In this chapter, we have briefly scanned the complex world of design implementation strategies 

for digital integrated circuits. New implementation styles have rapidly emerged over the Iast few 

decades, presenting the designer with a wide vmiety of options. These design techniques and the 

accompanying tools are having a major impact on the way design is performed today, and make 

possible the exciting and impressive processors and application-specific circuits to \Vhich we 

have become so accustomed. \Ve have touched on the following issues in this chapter: 

• Custom design, where each transistor is individualJy handcrafted, offers the implementa

tion from an area and perfonnance perspective. This approach has become prohibitJvely 

expensive, and should be reserved for the design of the few critical modules in which 

extreme performance is required, or for often-reused library cells. 
• The semicustom approach, based on the standard-cell methodology. is the workhorse of 

today's digital design industry. The advantage is the high degree of automation. The chal

lenge is to deal with the impact of deep-submicron technologies. 

• To deal with the increasing complexity of integrated circuits, designers increasingly rely 

on the availability of large macroce/ls such as memories, multipliers, and microprocessors. 

These modules are often provided by third-party vendors, and they have spumed a new 

industry focused on "intellectual property." 

• Starting a new design for every new emerglng application has become prohibitively 

expensive. The majority of the semiconductor market now focuses on flexlble solutions 

that allow a single component to be used for a variety of applications, either through soft

ware programming or reconfiguration. Configurable hardware delays the time when the 

required function is actually committed to the hardware. Different approaches toward late 

binding also have been discussed. Delaying the binding time comes with an efficiency 

penalty: The more flexibility that is provided, the larger the impact on performance and 

power dissipation, 

Undoubtedly, new design styles will come on the scene in the near future. Becoming familiar 

with the available options is an essential part of the learning experience of the beginning digital 

designer. We hope this chapter, although compressed, entices the reader to further explore the 

numerous possibilities. One final observation is as follows: Even with the increasing automation 

of the digital circuit design process, new challenges are continuously emerging-challenges that 

require the profound insight and intuition offered only by a human designer. 

8.8 To Probe Further 
The literature on design methodologies and automation for digital integrated circuits has. 

exploded in the last few decades. Severa} reference works are worth mentioning: 

• ASIC and FPGA design methodologies: [Smith97] 

• FPGA architectures: [Trimberger94], [GeorgeOl] 
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• System on a Chip: [Chang99] 
• Design methodology and technology: [BryantOIJ 
• Design synthesis: [DeMicheli94] 

State-of-the-art developments in the design automation domain are generally reported in the 
IEEE Transactions on CAD, the IEEE Transactions on VLSI Systems, and the IEEE Design and 
Test Magazine, Premier conferences are, among others, the Design Automation Conference 
(DAC) and the International Conference on CAD (ICCAD). The web sites of the major Elec
tronic Design Automation Companies (Cadence, Synopsys, Mentor, etc.) provide a treasure of 

information as well. 
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Exercises 
For problems and exerdses on design methodology, please check http;//bwrc.cecs.berkcley.cdu/IcBook. 
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Characterizing Logic 
and Sequential Cells 

The cliallenge of library characterization 

Characterization methods for logic cells and registers 

Cell parameters 

The Importance and Challenge of Library Characterization 

The quality of the results produced by a logic synthesis tool is a strong function of the level of 
detail and accuracy with which the individual cells were characterized. To estimate the delay of 
a complex module, a logic synthesis program must rely on higher level delay models of the indi
vidual cells-falling back to a full circuit- or switch-level timing model for each delay estima
tion is simply not possible because it takes too much compute time. Hence, an important 
component in the development process of a standard-cell library is the generation of the delay 
models. In previous chapters, we learned that the delay of a complex gate is a function of the 
fan-out (consisting of connected gates and wires), and the rise and fall times of the input signals, 
Furthe1more, the delay of a cell can vary between manufacturing runs as a result of process 
variations. 

In this insert, we first discuss the models and characte1ization methods that are commonly 
used for logic cells. Sequential registers require extra timing parameters and thus deserve a sep
arate discussion. 

427 
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Characterization of Logic Cells 

Unfortunately, no common delay model for standard cells has been adopted. Every vendor has 
his own favored methods of cell characterization. Even within a single tool, various delay mod
els often can be used. trading off accuracy for performance. The basic concepts are, however, 
quite similar, and they are closely related to the ones we introduced in Chapters 5 and 6. We 
therefore opt to concentrate on a single set of models in this section-more precise]y, those used 

in the Synopsys Design Compiler [DesignCompilerOI], one of the most popular synthesis tools. 
Once a model has been adopted, it has to be adopted for all the cells in the block; in other words, 
it cannot be changed from cell to cell. 

The total delay consists of four components, as illustrated in Figure E-1: 

(E.l) 

D1 represents the intrinsic delay, which is the delay with no output loading. D1' is the transition 
component, or the part of the delay caused by the output load. Ds is the fraction of the delay due 
to the b1pllf slope. Finally, De is the delay of the wire following the gate. All delays are charac
terized for both rising and falling transitions. 
The simplest model for the transition delay is the linear delay model of Chapter 5. We have 

(E.2) 

where LC,n1, is the sum of all input pin capacitances of gates connected to the output of this 
gate. and Cwire is the estimated wire capacitance. The slope delay Ds is approximated as a linear 
function of the transition delay DT of the previous gate, written as 

(E.3) 

where S sis the slope-sensitivity factm; and D7 f)l'C\' is the transition delay of the previous stage. 
The characterization of a library cell must therefore provide the following components, 

each of them for both rising and falling transitions, and with respect to each of the input pins: 

D5 : Slope delay. Delay at 
input A caused by the 
transition delay at B. 

B/ ! 

/ 
D1: Intrinsic delay Incurred 
from cell input to cell output. 

C 

De: Connect delay. Time 
from state transition at C 
to state transition at D. 

I 'x 

D 7 :Transition delay. 
Caused by output pin 
loading and output pin 
drive. 

Figure E-1 Delay components of a combinational gate [DesignCompiler01]. 

' 
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Characterization of Logic Celis

Unfortunately, no common delay model for standard cells has been adopted. Every vendor has
his own favored methods of cell characterization. Even within a single tool, various delay med-

els often can be used, trading off accuracy for performance. ‘The basic concepts are, however,
quite similar, and they are closely related to the ones we introduced in Chapters 5 and 6. We
therefore opt to concentrate on a single set of models in this section—more precisely, those used

in the Synopsys Design Compiler [DesignCompiler0 1], one of the most popular synthesis tools.
Once a model has been adopted, it has to be adopted forall the cells in the block; in other words,

it cannot be changed from ceil to cell.

The total delay consists of four components, as Hlustrated in Figure E-1:

Danie = Dy + Dp + Bot De. (E.1)

D, represents the intrinsic delay, which is the delay with no output loading. D;is the transition
component, or the part of the delay caused by the output load. D,is the fraction of the delay due
to the input siepe. Finally, De is the delay of the wire following the gate. Ail delays are charac-
terized for both rising and falling transitions.
The simplest model for the transition delay is the linear delay model of Chapter 5. We have

Dr= Ririvel=Cgate + Csireds (E.2)

where XC,,,,. is the sum of all input pin capacitances of gates connected to the output of this
gate, and C,,,,, is the estimated wire capacitance. The slope delay D. is approximated as a linear
function of the transition delay D, of the previous gate, written as

Ds = Ss Dope (E.3)

where S, is the slope-sensitivity factor, and Dy,,,, 18 the transition delay of the previous stage.
The characterization of a library cell must therefore provide the following components,

each of them for both msing and fallmg transitions, and with respect to each of the input pins:

D,: Hope delay. Delay at Do Connect delay. Time
input A caused by the from state transition at C
transition delay at B. to stafe transition at D.

| fo ™s
 
 \

a DB;Transition delay. 
Dy:Intrinsic delay Incurred-Caused by output pin
from ceil input to cell output. sading and outputpinrive.

Figure E-1 Delay componenis of a combinational gate [DesignCcompiler01}.
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• intrinsic delay 

• input pin capacitance 

• equivalent output driving resistance 

• slope sensitivity 

In addition to the cell models, the synthesis tools also must have access to a wire model. 

Since the length of the wires is unknown before the placement of the cells, estimates of Cw;,, and 

R..,;,-, are made on the basis of the size of the block and the fan-out of the gate. The length of a 

wire is most often proportional to the number of destinations it has to connect. 

Example E.1 Three-Input NAND Gate Cell 

The characterization of the three-input NANO standard cell gate, presented earlier in 

Example 8.2, is given in Table E- l. The table characte1izes the performance of the cell as a 

function of the load capacitance and the input-rise (fall) time for two different supply volt

ages and operating temperatures. The cell is designed in a 0.18-µm CMOS technology. 

Table E-1 Delay characterization of a three-input NAND gate (in ns) 
as a function of the input node for two operation comers (supply
voltage-temperature pairs of 1.2 V-125'C, and 1.6 V-40'C). 
The parameters are the load capacitance C and the input rise (fall) 
time T. ( Courtesy ST Microelectronics.) 

Path 1.2V-125°C 1.6V-40'C 

fnl-tpLH 0.073 +7.98C+0.317T 0.020 + 2.73C + 0.253T 

Jnl-tpHL 0.069 + 8.43C + 0.364T 0.018 + 2.!4C + 0.292T 

In2-tpUf 0.101 +7.97C+0.318T 0.026 + 2.38C + 0.255T 

fn2-tt>HL 0.097 + 8.42C + 0.325T 0.023 + 2.!4C + 0.269T 

In3-tpLH 0.120 + 8.00C + 0.318T 0.031 + 2.37C + 0.258T 

fn3-tpHL 0.1 IO+ 8.41C +0.280T 0.027 + 2.!5C + 0.223T 

\Vhile linear delay models offer good first-order estimates. more precise models are often 

used in synthesis, especially when the real wire lengths are back annotated onto the design. 

Under those circumstances, nonlinear models have to be adopted. The most common approach 

is to capture the nonlinear relations as lookup tables for each of these parameters. To increase 

computational efficiency and minimize storage and characterization requirements, only a limited 

set of loads and slopes are captured, and linear interpolation is used to determine the missing 

values. 

ONSEMI EXHIBIT 1041, Page 318



430 Insert E • Characterizing Logic and Sequential Cells 

Example E.2 Delay Models Using Lookup Tables 

A (partial) characterization of a two-input AND cell (AND2), designed in a 0.25-µm 
CMOS technology (Courtesy ST Microelectronics) follows. The delays are captured for 
output capacitances of 7 fF, 35 fF, 70 fF, and l 40 fF, and input slopes of 40 ps, 200 ps, 
800 ps, and l.6 ns, respectively. 

cell(AND) { 
area: 36; 
pin(Z) { 
direction : output ; 
function: "A*B"; 
max_capacitance : 0.14000; 

timing() { 
related_pin : "A" ; /* delay between input pin A and output pin Z */ 

cell_rise { 

) 

values( "O.l08l0, 0.17304, 0.24763, 0.39554", \ 
"0.14881, 0.2[326, 0.28778, 0.43607", \ 
"0.25149, 0.31643, 0.39060, 0.53805", \ 
"0.35255, 0.42044, 0.49596, 0.64469" ); l 

rise_transition { 

values( "0.08068, 0.23844, 0.43925, 0.84497", \ 
"0.08447, 0.24008, 0.43926, 0.848[4", \ 

"0.10291, 0.25230, 0.44753, 0.85182", \ 
"0.12614, 0.27258, 0.46551, 0.86338" );) 

cell_fall(table_l) { 
values( "O.l 1655, 0.18476, 0.26212, 0.41496", \ 

"0.15270, 0.22015, 0.29735, 0.45039", I 
"0.25893, 0.32845, 0.40535, 0.55701 ", I 
"0.36788, 0.44198, 0.52075, 0.67283" );) 

fall_transition(table_l) { 
values( "0.06850, 0.l8l48, 0.32692, 0.62442", I 

"0.07183, 0.18247, 0.32693, 0.62443", \ 
"0.09608, 0.19935, 0.33744, 0.62677", I 
"0.12424, 0.22408, 0.35705, 0.63818" );) 

intrinsic_rise : 0. I 3305 ; /* unloaded delays */ 
intrinsic_fall: 0.13536; 

timing() { 
related_pin: "B" ; /* delay between input pin A and output pin Z *I 

ONSEMI EXHIBIT 1041, Page 319



Insert E • Characterizing Logic and Sequential Cells 

intrinsic_rise : 0.12426 ; 
intrinsic_fall : 0.14802; 

} 
} 
pin(A) { 

direction : input ; 

capacitance : 0.00485 ; /* gate capacitance */ 
} 

pin(B) { 

} 
} 

direction : input ~ 

capacitance : 0.00519 ; 

Characterization of Registers 

431 

In Chapter 7, we identified the three important timing parameters of a register. The setup time 
(t,,,) is the time that the data inputs (D input) must be valid before the clock transition (in other 
words, the O to I transition for a positive edge-triggered register). The hold lime Ctiw/d) is the time 
the data input must remain valid after the clock edge. Finally, the propagation delay (t,_,;) equals 
the time it takes for the data to be copied to the Q output after a clock event. The latter parameter 
is illustrated in Figure E-2a. 

Latches have a bit more complex behavior, and thus require an extra timing parameter. 
While 'c-Q• corresponds to the delay of relaunching of data that arrived to a closed latch, tD

Q equals the delay between D and Q terminals when the latch is in transparent mode 
(Figure E-2b). 

The characterization of the tc-Q (tv-Q) delay is fairly straightforward. It consists of a 
delay measurement between the 50% transitions of Clk (D) and Q, for different values of the 
input slopes and the output loads, not unlike the case of combinational logic cells. 

'c-Q 

(a) 

'c-Q 

(b) 

Figure E-2 Propagation delay definitions for sequential components: 
(a) register; (b) latch. 
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intrinsic_rise : 0.12426 ;

intrinsic_fall : 0.14802 ;

}

}

pin(A) {

direction : input ;

capacitance : 0.00485 ; /* gate capacitance */
}

pin) {

direction : input ;

capacitance : 0.00519 ;
}

J

Characterization of Registers

In Chapter 7, we identified the three important timing parameters of a register. The setup time

(f,.,) is the time that the data inputs (D input) must be valid before the clock transition (in other

words, the 0 to | transition for a positive edge-triggered register). The hold time (t,,,,) is the time

the data input must remain valid after the clock edge. Finally, the propagation delay (/,_,) equals
the time it takes for the data to be copied to the @ outputafter a clock event. The latter parameter
is illustrated in Figure E-2a.

Latches have a bit more complex behavior, and thus require an extra timing parameter.

While ip_p, corresponds to the delay of relaunching of data that arrived to a closed latch, fp.
g equals the delay between D and @ terminals when the latch is in transparent mode
(Figure E-2b).

The characterization of the tc_p @p_g) delay is fairly straightforward. it consists of a
delay measurement between the 30% transitions of Clk (PD) and Q, for different values of the

input slopes and the output loads, not unlike the case of combinational logic cells.

!p-a

aN
D QD Q

b> Cik Cik

£,£— e fCc-os

fa} fb)

Figure E-2 Propagation delay definitions for sequential components:
(a) register; (5) latch.
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Clk 

D 

Q 

(a) 

_____ 1._os_,c_d.-- -- ~r----'.:c:...-.:.O __ _ 

to-c 

- k-
t n 
(b) 

Figure E-3 Characterization of sequential elements: (a) determining the setup 
time of a register; (b) definition of setup and hold times. 

The characterization of setup and hold times is more elaborate, and depends on what is 
defined as "valid" in the definitions of both setup and hold times. Consider the case of the setup 
time. Narrowing the time interval between the arrival of the data at the D input and the Clk event 
does not lead to instantaneous failure (as assumed in the first-order analysis in Chapter 7), but 
rather to a gradual degradation in the delay of the register. This is documented in Figure E-3a, 
which illustrates the behavior of a register when the data arrives close to the setup time. If D 
changes long before the clock edge, the tc-Q delay has a constant value. Moving the data transi
tion closer to the clock edge causes lc-Q to increase. Finally, if the data changes too close to the 
clock edge, the register fails to register the transition altogether. 

Clearly. a more precise definition of the "setup time" concept is necessary. An unambig
uous specification can be obtained by plotting the lc-Q delay against the data-to-clock offset, 
as shown in Figure E-3b. The degradation of the delay for smaller values of the offset can be 
observed. The actual definition of the setup time is rather precarious. If it were defined as the 
minimum D-Clk offset that causes the flip-flop to fail, the logic following the register would 
suffer from excessive delay if the offset is close to, but larger than, that point of failure. 
Another option is to place it at the operation point of the register that minimizes the sum of the 
data-clock offset and the tc-Q delay. This point, which minimizes the overall flip-flop over
head, is reached when the slope of the delay curve in Figure E-3b equals 45 degrees 
[Stojanovic99]. 
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Figure E-3 Characterization of sequential elements: (a} determining the setup
time of a register; (b) definition of setup and hold times.

The characterization of setup and hold times is more elaborate, and depends on whatis
defined as “valid” in the definitions of both setup and hoid times. Consider the case of the setup
time, Narrowing the time interval between the arrival of the data at the D input and the ClA event
does not lead to instantaneous failure (as assumed in the first-order analysis in Chapter 7), but

rather to a gradual degradation in the delay of the register. This is documented in Figure E-3a,
which illustrates the behavior of a register when the data arrives close to the setup time. If D

changeslong before the clock edge, the t¢_y delay has a constant value. Moving the data transi-
tion closer to the clock edge causes /¢_», to increase. Finally, if the data changes too close to the
clock edge, the register fails to register the transition altogether.

Clearly, a more precise definition of the “setup time” concept is necessary. An unambig-

uous specification can be obtained by plotting the f¢_, delay against the data-to-clockoffset,
as. shown in Figure E-3b. The degradation of the delay for smaller values of the offset can be
observed. The actual definition of the setup time is rather precarious. If it were defined as the
minimum D-Cik offset that causes the flip-flop to fail, the legic following the register would
suffer from excessive delay if the offset is close to, but larger than, that point of failure.
Another opticn is to place it at the operation point of the register that minimizes the sum of the

data-clock offset and the fo_g delay. This peint, which minimizes the overall flip-flop over-
head, is reached when the slope of the delay curve in Figure E-3b equais 45 degrees
[Stojanovic99}).
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While custom design can take advantage of driving flip-flops close to their point of 
failure-and take all the risk that comes with it-semicustom design must take a more conserva
tive approach. For the characterization of registers in a standard cell library, both setup and hold 
times are commonly defined as data-clock offsets that con-espond to some fixed percentage 
increase in fc-Q, typically set at 5%, as indicated in Figure E-3b. Note that these curves are dif
ferent for 0-1 and 1-0 transitions, resulting in different setup (an hold) times for O and I values. 

As with clock-to-output delays, setup times also are dependent on clock and data slopes, and 
they are represented as a two-dimensional table in nonlinear delay models. Identical definitions 
hold for latches. 

Example E.3 Register Setup and Hold Times 

In this example, we examine setup and hold behavior of the transmission gate master-slave 
register introduced in Chapter 7. (See Figure 7.18.) The register is loaded with a !00-fF 
capacitor, and its setup and hold times are examined for clock and data slopes of I 00 ps. 
The simulation results are plotted in Figure E-4. When data settles a "long time" before 
the clock edge, the dock-to-output delay equals 193 ps. Moving the data transition closer 

to the clock edge causes the lc-Q delay to increase. This becomes noticeable at an offset 
between data and clock of about 150 ps. The register completely fails to latch the data 
when data precedes the clock by 77 ps. The sum of D-Q offset and the tc-Q is minimal at 

93 ps. A 5% increase in tc-Q is observed at 125 ps, and this time is entered in the library 
as the setup time for this particular slope of data and clock. This charactelization of setup 
time adds a margin to the design of about 30 ps. From these simulations, we also can 
determine that this register has a hold time of-15 ps. 
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Figure E-4 Charactertzation of the clock-to-output delay, setup and hold times 
of a transmission-gate latch pair. 
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Circuit, Logic, aml Architectural Sylllfiesis 

One of the most enticing proposals one can make to a designer who has to generate a circuit with 
tough specifications in a short time is to offer him a tool that automatically translates his specifi
cations into a working circuit that meets all the requirements. One of the main reasons that semi
conductor circuits have reached the mind-boggling complexity they have today, is that such 
synthesis tools actually exist-at least to a certain extent. Synthesis can be defined as the trans
formation between two different design views. Typically, it represents a translation from a 
behavioral specification of a design entity into a structural description. In simple terms, it trans
lates a description of the function a module should pe1form (the behavior) into a composition
that is, an interconnection of elements (the structure). Synthesis approaches can be defined at 

each level of abstraction: circuit, logic, and architecture. An overview of the various synthesis 
levels and their impact is given in Figure F-1. The synthesis procedures may differ depending on 
the targeted implementation style. For example, logic synthesis translates a logic description 
given by a set of Boolean equations into an interconnection of gates. The techniques involved in 
this process strongly depend on the choice of either a two-level (PLA) or a multilevel (standard
ceH or gate-array) implementation style. We briefly desc1ibe the synthesis tasks at each of the 
different modeling levels. Refer to [DeMicheli94] for more information and a deeper insight into 
design synthesis. 
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Figure F-1 A taxonomy of synthesis tasks. 
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The task of circuit synthesis is to translate a logic desc1iption of a circuit into a network of tran

sistors that meets a set of timing constraints. This process can be divided into two stages: 

I. Derivation of transistor schematics from the logic equations. This requires the selection 
of a circuit style (complementary static, pass transistors, dynamic, DCVSL, etc.) and the 

construction of the logic network. The former task is usually up to the designer. while the 
latter depends upon the chosen style. Far instance, the logic graph technique introduced in 
Design Methodology Insert D can be used to derive the complementary pull-down and 
pull-up networks of a static CMOS gate. Similarly, automated techniques have been devel

oped ta generate the pull-dawn trees for the DCVSL logic style so that the number of 
required transistors is minimized [Chu86]. 

2. Transistor sizing to meet performance constraints. This has been a recurring subject 

throughout this book. The choice of the transistor dimensions has a major impact on the 

area, performance, and power dissipation of a circuit. We have also learned that this is a 
subtle process. For instance, the performance of a gate is sensitive to a number of layout 
parasitics, such as the size of the diffusion area, fan-out, and wiring capacitances. Not
withstanding these daunting challenges, some powerful transistor-sizing tools have been 

developed [e.g., Fishburn85, AMPS99, NorthropOI]. The key to the success of these tools 
is the accurate modeling of the performance of the circuit using RC equivalent circuits and 
a detailed knowledge of the subsequent layout-generation process. The latter allows for an 

accurate estimation of the values of the parasitic capacitances. 
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Circuit Synthesis

‘The task of circuit synthesis is to translate a logic description of a circuit into a network of tran-
sistors [hat meets a set of timing constraints. This process can be divided into two stages:

1. Derivation oftransistor schematics from the logic equations, This requires the selection
of a circuit style (complementarystatic, pass transistors, dynamic, DCVSL, etc.) and the
construction of the logic network. The formertask is usually up to the designer, while the
latter depends upon the chosen style. For instance, the logic graph technique introduced in
Design Methodology Insert D can be used to derive the complementary pull-down and
pull-up networks of a static CMOS gate. Similarly, automated techniques have been devel-
oped to generate the pull-downtrees for the DCVSL logic style so that the number of

required transistors is minimized [Chu86].
2. Transistor sizing to meet performance constraints. This has been a recurring subject

throughout this book, The choice of the transistor dimensions has a major impact on the
area, performance, and powerdissipation of a circuit. We have also learned that this is a
subtle process. For instance, the performance of a gate is sensitive to a numberof layout
parasitics, such as the size of the diffusion area, fan-out, and wiring capacitances. Not-
withstanding these daunting challenges, some powerful transistor-sizing tools have been
developed [e.g., Fishburn85,AMPS99, NorthropO1]. The key to the suceess of these tools

is the accurate modeling of the performance ofthe circuit using RC equivalent circuits and

a detailed knowledge of the subsequent layout-generation process. The latter allows for an
accurate estimation of the values of the parasitic capacitances.
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While circuit synthesis has proven to be a powerful tool, it has not penetrated the design world 
as much as we might expect. One of the main reasons for this is that the quality of the cell library 
has a strong influence on the complete design, and deslgners are reluctant to pass this important 

task to automatic tools that might produce inferior results. Yet, the need for ever-larger 1ibraries 
and the impact of transistor-siz!ng on circuit performance and power dissipation is providing a 
strong push for a more pervasive inu·oduction of circuit-synthesis tools. 

Logic Synthesis 

Logic synthesis is the task of generating a structural view of a )ogic-level model. This model can 
be specified in many different ways, such as state-transition diagrams, state charts, schematic 
diagrams, Boolean equations, truth tables, or HDL (Hardware Description Language) 

descriptions. 
The synthesis techniques differ according to the nature of the circuit (combinational or 

sequential) or the intended implementation architecture (multilevel logic, PLA, or FPGA). The 
synthesis process consists of a sequence of optimization steps, the order and nature of which 
depend on the chosen cost function-area, speed, power, or a combination of these. Typically, 

logic optimization systems divide the task into two stages: 

1. A teclmology-indepenllent phase, where the logic is optimized using a number of Boolean 

or algebraic manipulation techniques. 
2. A technology-mapping phase, which takes into account the peculiarities and properties of 

the intended implementation architecture. The technology-independent description 
resulting from the first phase is translated into a gate netlist or a PLA description. 

The two-level minimization tools were the first logic-synthesis techniques to become widely 
available. The Espresso program developed at the University of California at Berkeley 
[Brayton84] is an example of a popular two-level minimization program. For some time, the 
wide availability of these tools made regular, mTay-based architectures like PLAs and PALs the 

prime choice for the implementation of random logic functions. 
At the san1e time, the groundwork was laid for sequential or state-machine synthesis. 

Tasks involved include the state minimization that aims at reducing the number of machine 
states, and the state encoding that assigns a binary encoding to the states of a finite state machine 

[DeMicheli94]. 
The emergence of multilevel logic synthesis environments such as the Berkeley f'\1IS tool 

[Brayton87] swung the pendulum towards the standard-cell and FPGA implementations that 
offer higher performance or integration density for a majority of random-logic functions. 

The combination of these techniques with sequential synthesis has opened the road to com

plete register-transfer (RTL) synthesis environments that take as an input an HDL description (in 
VHDL or Verilog-see Design Methodology Insert C) of a sequential circuit and produce a gate 
netlist [Carlson91, Kurup97]. Saying the logic synthesis has fundamentally altered the digital cir
cuit design landscape is by no means an understatement. It also is fair to say that the tool set that 
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made this major paradigm change in design methodology ultimately happen is the Design Com
piler environment from Synopsys. Even after being in place for almost two decades, Design Com
piler continues to dominate the market and represents the synthesis tool of choice for the majority 
of the digital ASIC designers. Built around a core of Boolean optimization and technology map
ping, Design Compiler incorporates advanced techniques such as timing, area and power optimi
zation, cell-based sizing, and test insertion [Kurup97, DesignCompiler]. 

Example F.1 Logic Synthesis 

To demonstrate the difference between two-level and multilevel logic synthesis, both 
approaches were applied to the following full-adder equations, which will be treated in 
substantial detail in Chapter I J. 

S = (A $B) $ C; 

Ca = A · B + A · C1 + B · C1 

(F. l) 

The MIS-II logic synthesis environment was employed for both the two-level and 
multilevel synthesis. The minimized truth table representing the PLA implementation is 
shown in Table F-1. It can be verified that the resulting network corresponds to the preced
ing full-adder equations. The PLA counts three inputs, seven product terms, and two out
puts. Observe that no product terms can be shared between the sum and carry outputs. A 
NOR-NOR implementation requires 26 transistors in the PLA array (17 and 9 in the OR 
plane and AND planes, respectively). This count does not include the input and output 
buffers. 

Table F-1 Minimized PLA truth table for full adder. 
The dashes (-) mean that the corresponding input 
does not appear in the product term. 

A 

0 

0 

B 

0 

0 

0 

0 

s 
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Figure F-2 shows the multilevel implementation as generated by MIS-II. In the technol
ogy-mapping phase, a generic standard-cell library was targeted. Implementation of the adder 
requires only six standard cells. This co1Tesponds to 34 (!) transistors in a static CMOS imple
mentation.' Observe the usage of complex logic gates such as EXOR and OR-AND-INVERT. 
For this case study, minimization of the area was selected as the prime optimization target. Other 

implementations can be obtained by targeting performance instead. For instance, the critical tim

ing path from C; to C
0 

can be reduced by signal reordering. This requires the designer to identify 
this path as the most critical, a fact that is not obvious from a simple inspection of the full-adder 
equations. 

B 
A 

B 
c, 

B 

c, 

: Cell boundary 

Figure F-2 Standard-cell implementation of full adder, as 
generated by multilevel logic synthesis. 

Architecture Synthesis 

Architecture synthesis is the latest development in the synthesis area. It is also referred to as 
behavioral or high-level synthesis. Its task is to generate a structural view of an architecture 

design, given a behavioral desciiption of the task to be executed, and a set of perf01mance, area, 
and/or power constraints. This corresponds to determining what architectural resources are 
needed to perform the task (execution units, memories, busses, and controllers), binding the 
behavioral operations to hardware resources, and determining the execution order of the opera

tions on the produced architecture. In synthesis jargon, these functions are called allocation, 

assignment, and scheduling [Gajski92, DeMicheli94]. While these operations represent the core 
of architecture synthesis, other steps can have a dramatic impact on the quality of the solution. 
For example, optimizing transformations manipulate the initial behavioral description so that a 

superior solution can be obtained in terms of area or speed. Pipelining is a typical example of 
such a transformation. In a sense. this component of the synthesis process is similar to the use of 
optimizing transformations in software compilers. 

1 How to impJement a static complementary CMOS EXOR gate with only nine transistors is left llS an exercise for the 
reader. 
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Figure F-2 shows the multilevel implementation as generated by MIS-II. In the technol-

ogy-mapping phase, a generic standard-cel! library was targeted. Implementation of the adder

requires only six standard cells. This corresponds to 34 (1 transistors in a static CMOS imple-
mentation.'! Observe the usage of complex logic gates such as EXOR and OR-AND-INVERT.
Forthis case study, minimization of the area was selected as the prime optimization target. Other
implementations can be obtained by targeting performance instead. Forinstance, the critical tim-

ing path from C, to C, can be reduced by signal reordering. This requires the designer to identity
this path as the most critical, a fact that is not obvicus from a simple inspection of the full-adder
equations.
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Figure F-2 Standard-cell implementation of full adder, as
generated by multilevel logic syninesis.

Architecture Synthesis

Architecture synthesis is the latest development in the synthesis area. It is also referred to as

behavioral or high-level synthesis. Tis task is to generate a structural view of an architecture

design, given a behavioral description of the task te be executed, and a set of performance, area,

and/or power constraints. This corresponds to determining what architectural resources are

needed te perferm the task (execution units, memories, busses, and controllers), bmding the
behavioral operations to hardware resources, and determining the execution order of the opera-
tions on the produced architecture. In synthesis jargon, these functions are called allecation,

assignment, and scheduling [Gajski92, DeMicheli94]. While these operations represent the core

of architecture synthesis, other steps can have a dramatic impact on the quality of the solution.

For example, optimizing transformations manipulate the initial behavioral description so that a
superior solution can be obtained in terms of area or speed. Pipelining is a typical example of
such a transformation. In a sense, this component of the synthesis process is similar to the use of

optimizing transformations in sofiware compilers.
 

'Hew to implement a static complementary CMOS EXOR gate with onlynine transistorsis left as an exercise for the
reader.
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Example F.2 Architecture Synthesis 

To illustrate the concept and capabilities of architecture synthesis, consider the simple 
computational flowgraph of Figure F-3. It describes a program that inputs three numbers 
a, b, and c from off-chip and produces their sum x at the output. 

Two possible implementations, as generated by the HYPER synthesis system 
([Rabaey9 I l), are shown in Figure F-4. The first instance requires four clock cycles and 

Figure F-3 Simple program performing the sum of three numbers. 
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Figure F-4 Two alternative architectures implementing the sum program. 
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time-shares the input bus as well as the adder. The second architecture performs the pro
gram in a single clock cycle. To achieve this perfonuance, it was necessary to pipeline the 
algorithm; that is, multiple iterations of the computation overlap. The increased speed 
translates as expected to a higher hardware cost-one extra adder, extra registers, and a 
more dedicated bus architecture, including three input ports. Both architectures were pro
duced automatically, given the behavioral description and the clock-cycle constraint. This 

includes the pipelining transformation. 

\Vhile architecture compilers have been extensively researched in the academic commu

nity (e.g., [DeMan86], [Rabaey9 ll), their overall impact has remained limited. Commercial 
introductions have been largely unsuccessful. A number of reasons for this s1ow penetration can 
be enumerated: 

• Behavioral synthesis assumes the availability of an established synthesis approach at the 
register-transfer level. This has on1y recently come to a widespread acceptance. In addi
tion, the discussion about the approp1iate input language at the behavioral level has cre
ated a lot of confusion. The emergence of widely accepted input languages such as 

SystemC can change the momentum. 
• For a long time, architecture synthesis has concentrated on a limited aspect of the overall 

design process. The impact of interconnect on the overall design cost, for example, was 
long ignored. Also, limitations on the architectural scope resulted in inferior solutions 
apparent to every experienced designer. 

• Most importantly, the revolutionary advent of the system-on-a-chip has outstripped the 
evolutionary progress of the synthesis world. The hybrid nature of embedded system 

architectures that combine embedded processors with ASIC accelerators ultimately limits 
the usability of architectural synthesis. Current logic and sequential synthesis tools proba
bly suffice for the accelerators. The challenge has shifted to the synthesis of the software 
that runs on the embedded processors, chip-level operation systems, driver generators, 
interconnect network synthesis, and architectural exploration. 

Notwithstanding these observations, architectural synthesis has proven to be very successful in a 

number of application-specific areas. The design of high-performance accelerator units in areas 

such as wireless communications, storage, imaging, and consumer electronics has benefited 
greatly from compilers that translate high-level algorithmic functions into hard-wired dedicated 
solutions. 

Example F.3 Architectural Synthesis of Wireless-Communications Processor [SilvaOl] 

An advanced baseband processor for a wireless modem is generated automatically from a 
high-level description in the Simulink environment ([MathworksOI]}. Simulink and 

Mathlab are tools used extensively in the world of communications design. Capturing the 
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Figure F-5 Architectural synthesis of wireless baseband processor from Simulink (a) to silicon 
(b). The core area of the chip, which is pad limited, measures only2 mm" in a0.18 µm CMOS tech
nology, and counts 600,000 transistors. The high transistor density (0.3 transistor/µm2

) demon
strates the effectiveness of today's physical design tools. 
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Figure F-5 Architectural synthesis of wireless baseband processor from Simulink {a} to silicon
(b}. The core area of the chip, which is pad limited, measures only 2 mm* in a 0.78 ym CMOStech-
nology, and counts 600,000 transistors. The high transistor density (0.3 transistorfim®} demon-
strates the effectiveness of today’s physical design tools.
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design specifications in that environment is a major help in bridging the chasm between 
systems and implementation engineer. The translation process from Simulink to imple
mentation is managed by the "Chip-in-a-day" design environment [DavisOJ]. This tool 
manages the synthesis of the individual blocks from behavior to gate level, introduces the 
chip floorplan, performs the clock tree generation, and oversees the execution of the phys
ical synthesis. The overaH generation and verification process takes little more than 24 
hours. A similar approach has also proven to be very successful in the mapping of high
level signal-processing functions on rapid-prototyping platforms such as FPGAs. The Sys
tem Generator tool from Xilinx, Inc, for instance, maps modules such as filters, modula
tors, and correlators, described in the Mathworks Simulink environment, directly onto an 
FPGA module [SystemGenerator]. 

To Probe Further 

For an in-depth overview of design synthesis, please refer to [DeMicheli94]. 
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10.6.2 Building Blocks of a PLL 

10. 7 Future Directions and Perspectives 
10.7.1 Distributed Clocking Using DLLs 
10.7.2 Optical Clock Distribution 
10.7.3 Synchronous versus Asynchronous Design 

10.8 Summary 
10.9 To Probe Further 

10.1 Introduction 
All sequential circuits have one property in common-a weH-defined ordering of the switching 
events must be imposed if the circuit is to operate correctly. If this were not the case. wrong data 
might be w1itten into the memory elements. resulting in a functional failure. The synchronous 
system approach, in which all memory elements in the system are simultanecusly updated using 
a globally distributed periodic synchronization signal (that is, a global clock signal), represents 

an effective and popular way to enforce this ordering. Functionality is ensured by imposing 
some strict constraints on the generation of the clock signals and their distribution to the mem
ory elements distributed over the chip; noncompliance often leads to malfunction. 

This chapter starts with an overview of the different timing methodologies. The majority 
of the text is devoted to the popular synchronous approach. We analyze the impact of spatial 
variations of the clock signal, called clock skew, and temporal variations of the clock signal, 
called clock jitrer, and introduce techniques to cope with both. These variations fundamentally 
limit the performance that can be achieved using a conventional design methodology. 

At the other end of the spectrum is an approach called asynchronous design, which avoids 
the problem of clock uncertainty altogether by eliminating the need for globally distributed 
clocks. After discussing the basics of asynchronous design approach. we analyze the associated 
overhead and identify some practical applications. The important issue of synchronization 
between different clock domains and inte,facing between asynchronous and synchronous sys
tems also deserve in-depth treatment. Finally, the fundamentals of on-chip clock generation 

using feedback are introduced, along with trends in timing. 

10.2 Timing Classification of Digital Systems 

In digital systems, signals can be classified depending on how they are related to a local clock 
[Messerschmitt90J[Dally98]. Signals that transition only at predetermined periods in time can 

be classified as synchronous, mesochronous. or plesiochronous with respect to a system clock. A 
signal that can transition at arbitrary times, on the other hand, is considered asynchronous. 

10.2.1 Synchronous Interconnect 

A synchronous signal is one that has the exact same frequency as the local clock and maintains a 
known fixed phase offset to that clock. In such a timing framework, the signal is "synchronized" 

with the clock, and the data can be sampled directly without any uncertainty. In digital logic 
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CLK 

Figure 10-1 Synchronous interconnect methodology. 

design, synchronous systems are the most straightforward type of interconnect. The flow of data 

in such a circuit proceeds in lockstep with the system clock, as illustrated in Figure I 0-1. 

Here. the input data signal In is sampled with register R1 to produce signal Ci11 , which is 

synchronous with the system clock, and then it is passed along to the combinational logic block. 

After a suitable setting period, the output C,m, becomes valid. Its value is sampled by R2 which 

synchronizes the output with the clock. In a sense, the certainly period of signal C01u-the 
period during which data are valid-is synchronized with the system clock. This allows register 
R2 to sample the data with complete confidence. The length of the uncertainty period, or the 

period during which data are not valid, places an upper bouud on how fast a synchronous 
system can be clocked. 

10,2.2 Mesochronous Interconnect 

A mesochronous signal-mesa is Greek for "middle"-is a signal that not only has the same fre
quency as the local clock, but also has an unknown phase offset with respect to that clock, For 

example, if data are being passed between two different clock domains, the data signal transmit

ted from the first module can have an unknown phase relationship to the clock of the receiving 

module. In such a system, it is not possible to directly sample the output at the recejving module 

because of the uncertainty in the phase offset. A (mesochronous) synchronizer can be used to 
synchronize the data signal with the receiving clock, as shown in Figure 10.2. The synchronizer 

serves to adjust the phase of the received signal to ensure proper sampling. 

In Figure 10-2, signal D1 is synchronous. with respect to Clk.4, However. D 1 and D2 are 

mesochronous with C!k8 because of the unknown phase difference between C/kA and C/k8 and 

the unknown interconnect delay in the path between Block A and Block B. The role of the syn

chronizer is to adjust the variable delay line such that the data signal D3 (a delayed version of 

D2) is aligned properly with the system clock of Block B. In this example, the variable delay ele

ment is adjusted by measuring the phase difference between the received signal and the local 

clock. Register R2 samples the lncoming data during the certainty period, after which the signa1 

D4 becomes synchronous with Clk8 . 

10,2,3 Plesiochronous Interconnect 

A plesiochmnous signal is one that has a frequency that is nominally the same as that of the local 

clock, yet is slightly different. (In Greek, plesio means "near.") This causes tl1e phase difference 

to drift in time. This scenario can easily arise when two interacting modules have independent 

clocks generated from separate crystal oscillators. Since the transmitted signal can arrive at the 

receiving module at a different rate than the local clock, one needs to utilize a buffering scheme 

to ensure that all data are received. Typically, plesiochronous interconnect occurs only in distributed 
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design, synchronous systems are the most straightforward type of interconnect. The flow of data
in such a circuit preceeds in lockstep with the system clock, as illustrated in Figure 10-1.

Here, the input data signal Je is sampled with register XR, to produce signal C,,, which is
synchronous with the system clock, and then it is passed along to the combinational logic block.
After a suitable setting period, the output C,,,, becomes valid. Its value is sampled by R, which
synchronizes the output with the clock. In a sense, the certainty period of signal C.,,,-—the
period during which data are valid—is synchronized with the system clock. This allows register
R, to sample the data with complete confidence. The length of the uncertainty period, or the
period during which data are not valid, places an upper bound on how fast a synchronous
system can be clocked.

14.2.2 Mesochronous Interconnect

A mesochronous signal—inesa 1s Greek for “middle”-—~is a signal that not only has the samefre-

quency as the local clock, but also has an unknown phase offset with respect to that clock. Por
example, if data are being passed between two different clock domains, the data signal transmit-
ted from the first module can have an unknown phase relationship to the clock of the receiving
module. in such a system, it 1s not possible to directly sampte the output at the recelving module
because of the uncertainty in the phase offset. A (mesochronous} synchronizer can be used to
synchronize the data signal with the receiving clock, as shown in Figure 10.2. The synchronizer
serves ia adjust the phase of the received signal to ensure proper sampling.

In Figure 10-2, signal D, is synchronous with respect to Cik,. However, D, and 2, are
mesochronous with Cik, because of the unknown phase difference between Clk, and Cik, and
the unknown interconnect delay in the path between Block A and Block B. The role of the syn-

chronizer is to adjust the variable delay line such that the data signal D, (a delayed version of
D,) is aligned properly with the system clock of Block B. In this example, the variable delay ele-
ment is adjusted by measuring the phase difference berveen the received signal and the local
clock. Register R, samples the incoming data during the certainty period, after which the signal
&, becomes synchronous with Cik,.

10.2.3 Plesiochronous Interconnect

A plesiochronous signal is one that has a frequency that is nominally the same as thatof the local
clock, yet is slightly different. (In Greek, plesio means “near’’) This causes the phase difference
to drift in time. This scenario can easily arise when two interacting modules have independent
clocks generated from separate crystal oscillators. Since the transmitted signal can arrive at the
receiving module at a different rate than the local clock, one needs to utilize a buffering scheme
toensure thatall data are received. Typically, plesiochronous interconnect occurs onlyin distributed

ONSEMI EXHIBIT 1041, Page 336



494 Chapter 10 • Timing Issues in Digital Circuits 

Variable 
Delay Linc 

Block A '·i. n R \rv;1!Interconnect D3 R2 H H.1 in l Dela. D 
1 • i 2 

Cl~k~t~ 'T 
A 

Control 

Figure 10-2 Mesochronous communication approach using variable delay line. 

Clock C1 

+ 
Originating 

Module 

Timing 
Recovery 

c, 

Clock C, 

+ -
Receiving 
Module 

Figure 10-3 Plesiochronous communications by using a FIFO. 

systems that contain long-distance communications, since chip- or even board-level circuits typ
ically utilize a common oscillator to derive local clocks. A possible framework for plesiochronous 

interconnect is shown in Figure 10-3. 
In this digital communications framework, the originating module issues data at some 

unknown rate C 1• which is plesiochronous with respect to C2• The timing recovery unit is 
responsihle for deriving clock C, from the data sequence and buffering the data in a FIFO. As a 

result, C3 will be synchronous with the data at the input of the FIFO and will be mesochronous 
with C1• Since the clock frequencies from the originating and receiving modules are mis
matched, data might have to be dropped if the transmit frequency is faster, or data can be dupli
cated if the transmit frequency is slower than the receive frequency. However, by making the 
FIFO large enough, as well as periodically resetting the system whenever an overflow condition 

occurs, robust communication can be achieved. 

10.2.4 Asynchronous Interconnect 

Asynchronous signals can transition arbitrarily at any time, and they are not slaved to any local 
clock. As a result, it is not straightforward to map these arbitrary transitions into a synchronized 
data stream. It is possible to synchronize asynchronous signals by detecting events and by intro

ducing latencies into the data stream synchronized to a local clock. A more natural way to han
dle asynchronous signals, however, is simply to eliminate the use of local clocks and utilize a 
self-timed asynchronous design approach. In such an approach, communication between mod
ules is controlled through a handshaking protocol that ensures the proper ordering of operations. 

When a logic block completes an operation (Figure 10-4), it will generate a completion 

signal DV to indicate that output data are valid. The handshaking signals then initiate a data 
transfer to the next block, which latches in the new data and begins a new computation by assert
ing the initialization signal J. Asynchronous designs are advantageous because computations are 
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systems that contain long-distance communications, since chip- or even board-level circuits typ-
ically utilize a commonoscillator to derive local clocks. A possible frameworkfor plesiochronous
interconnect is shown in Figure 10-3.

In this digital communications framework, the originating module issues data af some
unknown rate C), which is plesicchroncus with respect to C,. The timing recovery unit is
responsible for deriving clock C, from the data sequence and buffering the data in a FIFO. Asa
result, C, will be synchronous with the data at the input of the FIFO and will be mesochronous
with C,. Since the clock frequencies from the originating and receiving modules are mis-
matched, data might have to be dropped if the transmit frequency is faster, or data can be dupli-
cated if the transmit frequency is slower than the receive frequency. However, by making the
FIFO large enough, as well as periodically resetting the system whenever an overflow condition
eceurs, robust communication can be achieved.

10.2.4 Asynchronous Interconnect

Asynchronous signals can transition arbitrarily at any time, and they are not slaved to any local
clock. As a result, it is not straightforward to map these arbitrary transitions into a synchronized
data stream.It is possible io synchronize asynchronous signals by detecting events and by intro-
ducing latencies into the data stream synchronized to a local clock. A more natural way to han-
dle asynchronous signals, however, is simply to eliminate the use of local clocks and utilize a
self-timed asynchronous design approach. In such an approach, communication between med-
ules is controlled through a handshaking protocol that ensures the proper ordering of operations.

When a logic block completes an operation (Figure 16-4), it will generate a completion
signal DV to indicate that output data are valid. The handshaking signals then imitiate a data
transfer to the next block, which latches in the new data and begins a new computation by assert-

ing the initialization signal 7, Asynchronous designs are advantageous because computations are

 

ONSEMI EXHIBIT 1041, Page 337



r 
I 10.3 Synchronous Design-An In-Depth Perspective 

Data 

Req 

Ack 

Reg 
Self-Timed 

Logic 

I DV 

Reg 

Interconnect Circuit 

handshaking 
signals 

Self-Timed 
Logic 

I DV 

Figure 1 Q..4 Asynchronous design methodology for simple 
pipeline interconnect. 

495 

performed at the native speed of the logic, and block computations occur whenever data become 

available. There is no need to manage dock skew, and the design methodology leads to a very 

modular approach in which interaction between blocks simply occurs through a handshaking 

procedure. However, these protocols result in increased complexity and overhead in communi
cation, which impacts performance. 

10.3 Synchronous Design-An In-Depth Perspective 

10.3.1 Synchronous Timing Basics 

Virtually all systems designed today use a periodic synchronization signal or clock. The genera

tion and distribution of a clock has a significant impact on the performance and power dissipa

tion of the system. For the time being, let us assume a positive edge-triggered system, in which 

the rising edge of the clock denotes the beginning and completion of a clock cycle. In an ideal 

world, the phase of the clock (i.e., the position of the clock edge relative to the reference) at var

ious points in the system is exactly equal, assuming that the clock paths from the central distri

bution point to each register are perfectly balanced. Figure 10-5 shows the basic structure of a 

synchronous pipelined datapath. In the ideal scenario, the clocks at registers 1 and 2 have the 

same period and transition at the exact same time. 

Assume that the following timing parameters of the sequential circuit are available: 

• The contamination or minimum delay (tc- q,cd) and the maximum propagation delay of the 

register (tt·-)· 
• The setup (t,,.) and hold times (t,,01d) for the registers. 

• The contamination delay Cttogic.cd) and the maximum delay U1og;c) of the combinational logic. 

• The positions of the rising edges of the clocks CLK, and CLK2 (tclkl and lc1k2• respectively), 
relative to a global reference. 

In 

,,_,, 
tc-q,cd 

lsu, lJio/d 

Combinational 
Logic Q 

Figure 10-5 Pipelined datapath circuit and timing parameters. 
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performed at the native speed ofthe logic, and bleck computations occur whenever data become
available. There is no need to manage clock skew, and the design methodology ieads to a very
modular approach in which interaction between blocks simply occurs through a handshaking
procedure. However, these protocels result in increased complexity and overhead in communi-
cation, which impacts performance.

10.3 Synchronous Design—AnIn-Depth Perspective

10.3.1. Synchronous Timing Basics

Virtually all systems designed today use a periodic synchronization signal or clock. The genera-
tion and distribution of a clock has a significant impact on the performance and powerdissipa-
tion of the system. For the time being, let us assume a positive edge-triggered system, in which
the rising edge of the clock denotes the beginning and completion of a clock cycle. In an ideal
world, the phase of the clock (i-c., the position of the clock edge relative to the reference} at var-
ious points in the system is exactly equal, assuming that the clock paths from the central distri-
bution point to each register are perfectly balanced. Figure 10-5 shows the basic structure of a

synchronous pipelined datapath. in the ideal scenario, the clocks at registers 1 and 2 have the
same peried and transition at the exact same time.

Assume that the following timing parameters of the sequential circuit are available:

* The contamination or minimum delay (¢, _ ,..q) and the maximum propagation delay of the
register (f,._ 4).

» The setup (,,,) and hold times (t,,,,) for the registers.

* The contamination delay (f),.ic,cq) and the maximum delay(¢,,,;-) ofthe combinational logic.
* The positionsof the rising edges of the clocks CLK, and CLK, (t,,., and ty, respectively),

relative to a global reference,
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Figure 10-5 Pipelined datapath circuit and timing parameiers.
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Under the ideal condition that tc1kl = tc1,2, the minimum clock period required for this sequential 
circuit is determined solely by the worst case propagation delays. The period mast be long 
enough for the data to propagate through the registers and logic and to be set up at the destina

tion register before the next rising edge of the clock. As we saw in Chapter 7, this constraint is 

given by the following expression: 

(10.1) 

At the same time, the hold time of the destination register must be shorter than the minimum 

propagation delay through the logic network: 

(10.2) 

Unfortunately, the preceding analysis is somewhat simplistic, since the clock is never ideal. The 
different clock events turn out to be neither perfectly periodic nor perfectly simultaneous. As a 
result of process and environmental variations, the clock signal can have both spatial and tempo

ral variations. which lead to performance degradation and/or circuit malfunction. 

Clock Skew 
The spatial variation in arrival rime of a clock transition on an integrated circuit is commonly 
refeJTed to as clock skew. The clock skew between two points i andj on an IC is given by o (i,j) = 
t; - tj, where t1 and tjare the positions of the rising edge of the clock with respect to the reference. 
Consider the transfer of data between registers RI and R2 in Figure 10-5. The clock skew can be 
positive or negative depending upon the routing direction and position of the clock source. The 
timing diagram for the case with positive skew is shown in Figure I 0-6. As the figure illustrates, 

the rising clock edge is delayed by a positive oat the second register. 
Clock skew is caused by static mismatches in the clock paths and differences in the clock 

load. By definition, skew is constant from cycle to cycle. That is, if in one cycle CLK2 lagged 
CLK1 by o, then on the next cycle, it will lag it by the same amount. It is important to note that 

clock skew does not result in clock period variation, but only in phase shift. 
The clock-skew phenomenon has strong implications for both the performance and the func

tionality of sequential systems. First, consider the impact of clock skew on performance. We can 
see from Figure 10-6 that a new inputJn sampled by RI atedge(j) will propagate through the com-

(j)I • ,8 

I Tcu 

' 
®i 

Figure 10-6 Timing diagram to study the impact of clock skew on performance 
and functionality. In this sample timing diagram, o > 0. 
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Underthe ideal condition that 4.) = ty, the minimum clock period required for this sequential
circuit is determined solely by the worst case propagation delays. The period must be long
enough for the data to propagate through the registers and logic and to be set up at the destina-
tion register before the next rising edge of the clock. As we saw in Chapter 7, this constraint is
given by the following expression:

P >t.gt biapic then (10.1)

At the same time, the hold time of the destination register must be shorter than the minimum

propagation delay through the logic network:

bhotd =Fged + hrozie, cd (10.2)

Unfortunately, the preceding analysis is somewhat simplistic, since the clock is never ideal. The
different clock events turn out to be neither perfectly periodic nor perfectly simultaneous. As a
result of process and environmental variations, the clock signal can have both spatial and tempo-
rai variations, which lead to performance degradation and/orcircuit malfunction.

Clock Skew

The spatial variation in arrival time of a clock transition on an integrated circuit is commonly
referred to as clock skew. The clock skew between two points / andj on an IC is given by 3(4, J) =

1; — t, Where ¢, and f,are the positions ofthe rising edge of the clock with respect to the reference.
Consider the transfer of data between registers R1 and R2 in Figure 10-5. The clock skew can be
positive or negative depending upon the routing direction and position of the clock source. The
timing diagram forthe case with positive skewis shown in Figure 10-6. As the figureillustrates,
the rising clock edge is delayed by a positive 6 at the second register.

Clock skew is caused by static mismatches in the clock paths and differences in the clock
load, By definition, skew is constant from cycle to cycle. Thatis, if in one cycle CLK, lagged
CLK,by &, then on the next cycle,it will lag it by the same amount.It is important to note that
clock skew does not result in clock period variation, but only in phase shift.

The clock-skew phenomenonhas strong implications for both the performance and the func-
tionality of sequential systems. First, consider the impact of clock skewon performatice, We can
see from Figure 10-6 that a new input /a sampled by 1 at edge @ will propagate throughthe com-
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Figure 10-6 Timing diagram to study the impactof clock skew on performance
and functionality. in this sample timing diagram, 5 > 0.
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binational logic and be sampled by R2 on edge©. lf the clock skew is positive, the time available 
fora signal to propagate from RI to R2 is increased by the skew /5. The output of the combinational 
logic must be valid one setup time before the rising edge of CLK2 (point@). The constraint on the 
minimum clock period can then be derived as follows: 

or (10.3) 

This equation suggests that clock skew actually has the potential to improve the perfor
mance of the circuit. That is, the minimum clock period required to operate the circuit reliably 
reduces with increasing clock skewl This is indeed correct, but unfortunately, increasing skew 

makes the circuit more susceptible to race conditions, which may harm the correct operation of 
sequential systems. 

This can be illustrated by the following example: Assume again that input In is sampled on 
the rising edge of CLK1 at edge© into RI. The new value at the output of Rl propagates through 
the combinational logic and should be valid before edge® at CLK2• However, if the minimum 
delay of the combinational logic block is small, the inputs to R2 may change before the clock 

edge @, resulting in incorrect evaluation. To avoid races, we must ensure that the minimum 
propagation delay through the register and logic is long enough that the inputs to R2 are valid for 
a hold time after edge®. The constraint can be formally stated as 

or (10.4) 

0 < t (c- q, cd} + t (logic, cd} - tlwld 

Figure 10-7 shows the timing diagram for the case in which O < 0. For this case, the rising 
edge of CLK2 happens before the rising edge of CLK1• On the rising edge of CLK1, a new input 
is sampled by R 1. The new data propagate through the combinational logic, and they are sam
pled by R2 on the rising edge of CLK2, which corresponds to edge @. As Figure I 0-7 and Eq. 
( 10.3) clearly show, a negative skew adversely impacts the performance of a sequential system. 

However, assuming thofrl+ 8 < t\c-q,cd) +t(logic,cd)• a negative skew implies that the system never 
fails, since edge@ happens before edge©! 

I ""~ i~---T-c_L_K_+_a_.,1 ! 
I i::' ==:::::;r;:;-;:--11-:-· 

_c_L_K..:,_...J.I _Q)..,! j T CLK ® "j _____ c ____ _ 

i 

Figure 10-7 Timing diagram for the case when 6 < 0. The lising edge 
of CLK2 arrives earlier than the edge of CLK1. 
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binational logic and be sampled by R2 on edge @. If the clock skewis positive, the time available
for a signal to propagate from Xl to X2 is increased by the skew & The output of the combinational
logic must be valid one setup time before the rising edge of CLK, (point ©). The constraint on the
minimum clock period can then be derived as follows:

T4828.ot hogic then or Tt, +1,,-8 (10.3)eng t Lagte He

This equation suggests that clock skew actually has the potential to improve the perfor-
mance of the circuit. That is, the minimum clack period required to operate the circuit reliably
reduces with increasing clock skew! This is indeed correct, but unfortunately, nereasing skew
makes the circuit more susceptible to race conditions, which may harm the correct operation of
sequential systems.

This can be illustrated by the following example: Assume again that input /7 is sampled on
the rising edge of CLK, at edge D into R1. The new value at the output of21 propagates through
the combinational logic and should be valid before edge © at CLX,. However, if the minimum
delay of the combinational logic block is small, the inputs to R2 may change before the clock
edge @, resulting in incorrect evaluation. To avoid races, we must ensure that the minimum

| propagation delay through the register and logic is long enough thatthe inputs to #2 are valid for
a hold time after edge @. The constraint can be formally stated as

8 + thald < fte—, ed) + fuagie, ed)

or (10.4)

é< fe- g, cad} + luagic, ed} frold

Figure 10-7 shows the timing diagram for tie case in which 6 < G. For this case, the rising

edge of CLK, happens before the rising edge of CLK). On the rising edge of CLK,, a new input
is sampled by R1. The new data propagate through the combinational logic, and they are sam-
pled by R2 on the rising edge of CLK,, which corresponds to edge @. As Figure 10-7 and Eq.
(10.3) clearly show, a negative skewadversely impacts the performance of a sequential system.

However, assuming tayt 8 < tio4ea) t fuogic, cap & Negative skew implies that the system never
fails, since edge @ happens before edge ©!

i }
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Figure 18-7 Timing diagram for the case when 6 < 0. The ising edge
of CLK, arrives earlier than the edge of CLK,.
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Figure 10-S Positive and negative clock skew scenarios. 

Example scenarios for positive and negative clock skew are shown in Figure 10-8. 

• 3 > 0-cThis coJTesponds to a clock routed in the same direction as the flow of the data 
through the pipeline (Figure I0-8a). In this case, the skew has to be strictly controlled and 
satisfy Eq .. If the constraint is not met, the circuit malfunctions independently of the 
clock period. Reducing the clock frequency of an edge-triggered circuit does not help get
ting around skew problems! It is therefore necessary to satisfy the hold-time constraints at 

design time. On the other hand. positive skew increases the through put of the circuit as 
expressed by Eq. (l0.3). The clock period can be shortened by I'>. The extent of this 
improvement is limited. as large values of O soon provoke violations of Eq .. 

• o < 0-When the clock is routed in the opposite direction of the data (Figure !0-8b), the 

skew is negative and provides significant immunity to races; if the hold time is zero or 
negative, races are eliminated because Eq. is unconditionally met! The skew reduces the 
time available for actual computation so that the clock period has to be increased by Joi. In 
summary, routing the clock in the opposite direction of the data avoids disasters. but ham

pers the circuit performance. 

Unfortunately, since a general logic circuit can have data flowing in both directions (for 

example, circuits with feedback), this solution to eliminate races does not always work. 
Figure l 0-9 shows that the skew can assume both positive and negative values, depending on the 
direction of the data transfer. Under these circumstances, the designer has to account for the 
\vorst case skew condition. In general. routing the clock so that only negative skew occurs is not 

feasible. Therefore, the design of a low-skew clock network is essential. 
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Figure 10-8 Positive and negative clock skew scenarios.

Example scenariosfor positive and negative clock skew are shown in Figure [0-8.

* 6 > O-—This correspondsto a clock routed in the same direction as the flew of the data
through the pipeline (Figure 10-8a). In this case, the skew has to be strictly controlled and
satisfy Eq. . If the constraint is not met, the circuit maifunctions independently of the
clock period. Reducing the clock frequency of an edge-triggered circuit does not help get-
ting around skew problems!It is therefore necessary to satisfy the hold-time constraints at
design time. On the other hand, positive skew increases ihe through put of the circuit as
expressed by Eq. (10.3). The clock period can be shortened by 6. The extentof this
improvementis limited, as large values of 6 soon provoke violations of Eq..

* § < &—Whenthe clock is routed in the opposite direction of the data (Figure i0-8b), the
skew is negative and providessignificant immunity to races; if the hold time is zero or
negative, races are eliminated because Eq. is unconditionally met! The skew reduces the
time available for actual computation so that the clock period has to be increased by|8j. In
summary, routing the clock in the oppesite direction of the data avoids disasters, but ham-
pers the circuit performance.

Unfortunately, since a general logic circuit can have data flowing in both directions (for
example, circuits with feedback}, this solution to eliminate races does not always work,
Figure 10-9 showsthat the skew can assume both positive and negative values, depending on the
direction of the data transfer. Under these circumstances, the designer has to account for the
worst case skew condition. In general, routing the clock so that only negative skew occurs is not
feasible. Therefore, the design of a low-skew clock networkis essential.
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Figure 10-9 Datapath structure with feedback. 

Example 10.1 Propagation and Contamination Delay Estimation 

Consider the logic network shown in Figure 10- l 0. Detennine the contamination and 
propagation delays of the network, given a worst case gate delay of ti;are- \Ve also assume 
that the maximum and minimum delays of the gates are identical. 

The contamination delay is easily found; it equals 21gm,, and is the delay through 
OR I and OR2 . On the other hand, computation of the worst case propagation delay is not 

as simple. At first glance, it would appear that the worst case corresponds to path ©, and 
its delay is 5tgare- However, when analyzing the data dependencies, it becomes obvious 
that path (j) can never be exercised. Path (j) is called a false path. If A = I, the critical path 

goes through OR, and OR2• If A =0 and B = 0, the critical path is through / 1, OR, and OR2 

(corresponding to a delay of 3tg,,,,J. For the case in which A= 0 and B = 1, the longest path 
goes through 11, OR,, AND3 and OR2 . In other words, for this simple (but contrived) net
work, the output does not even depend on inputs C and D (that is, there is redundancy). 
Therefore, the actual propagation delay is 4tgare- Given the propagation and contamination 
delay, the minimum and maximum allowable skew can be easily computed. 

A 

>-

C 

D 

Figure 10-10 Logic network for computation of performance. 
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Figure 16-9 Datapath structure with feedback,

Example 16.1 Propagation and Contamination Delay Estimation

Consider the logic network shown in Figure 10-10. Determine the contamination and

propagation delays of the network, given a worst case gate delay of 1,,,,. We also assume
that the maximum and minimum delays of the gates are identical.

The contamination delay is easily found; it equals 2¢,,.. and is the delay through
OR, and OR,. On the other hand, computation of the worst case propagation delay is not
as simple. At first glance, it would appear that the worst case corresponds to path ®, and

its delay 8 54,o,.. However, when analyzing the data dependencies, it becomes obvious
that path © can never be exercised. Path @ is called a falve path. WA = 1, the critical path

goes through OR, and OR,. IfA = 0 and 2 = 0,the critical path is through /,, OR, and OR,

(corresponding to a delay of 3¢,,,.). For the case in which A = 0 and B = |, the longest path
goes through f,, OR,, AND, and OR). In other words, for this simpie (but contrived) net-
work, the output does not even depend on inputs C and D éthatis, there is redundancy).

Therefore, the actual propagationdelayis 4/,,,,.. Given the propagation and contamination
deiay, the minimum and maximum allowableskew can be easily computed.

A path@®

 
Figure 10-10 Legic network for computation of performance.
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WARNING: The computation of the worst case propagation delay for combinational logic, due 
to the existence of false paths, cannot be obtained simply by adding the propagation delays of 

individual logic gates. The critical path is strongly dependent on circuit topology and data 

dependencies. 

Clock Jitter 

Clock jitter refers to the temporal variation of the clock period at a given point on the chip-that 
is, the clock period can reduce or expand on a cycle-by-cycle basis. It is strictly a temporal 

uncertainty measure, and it is often specified at a given point. Jitter can be measured and char
acterized in a number of ways and is a zero-mean random variable. The absolute jitter (t111,eJ 
refers to the worst case variation (absolute value) of a clock edge at a given location with respect 

to an ideally periodic reference clock edge. The cycle-to-cycle jitter (T;;iml typically refers to the 
time-varying deviations of a single clock period relative to an ideal reference clock. For a given 

spatial location i, it is given as Tipuer(n) = ticlk,n+l - lc11;.,1 - T CLK~ where tidk,u+J and t1clk.n represent 
the anival time of then + l 1h and the nth clock edges at node i, respectively, and T CLK is the nom

inal clock period. Under the worst case conditions, the magnitude of the cycle-to-cycle jitter 

equals twice the absolute jitter (2tijim:,). 

Jitter directly impacts the performance of a sequential system. Figure 10-11 shows the 
nominal clock period, as well as the variation in period. Ideally, the clock period starts at edge@ 

and ends at edge®, with a nominal clock period ofTcLK· However, the worst case scenario hap
pens when the leading edge of the current clock period is delayed by jitter (edge®), while jitter 
causes the leading edge of the next clock period to occur early (edge®). As a result, the total 

time available to complete the operation is reduced by 2rjiii,r in the worst case and is given by 

TcLK-2tjiffer~tc-q+tlogic +tsuor T~tc-q+f1ogic+tsu+2tjiuer (10.5) 

Equation (10.5) illustrates that jitter directly reduces the performance of a sequential circuit. 

Keeping it within strict bounds is essential if one is concerned about performance. 

CLK <DI HQ) 
' 

In REGS 

CLK 

lc-q, lc-q,etl 

tsu. l1iold 
lfiuer 

Combinational 
Logic 

1togic 

tlogic. r:d 

Figure 10-11 Circuit for studying the impact of jitter on performance. 
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WARNING: The computation of the worst case propagation delay for combinational logic, due
to the existence offalse paths, cannot be obtained simply by adding the propagation delays of
individual logic gates. The critical path isstrongly dependent on circuit topology and data
dependencies. 

Clock Jitter

Clockjitter refers to the temporal variation of the clock period at a given point on the chip—that
is, the clock period can reduce or expand on a cycle-by-cycle basis. It is strictly a temporal
uncertainty measure,andit is often specified at a given point. Jitter can be measured and char-
acterized in a number of ways and is a zero-mean random variable. The absolute jitter (iji0,)
refers to the worst case variation (absolute value) of a clock edge at a given iccation with respect

to an ideally periodic reference clock edge. The cycle-to-cycle jitter(Tji,.,} typically refers to the
time-varying deviations of a single clock period relative to an ideal reference clock. For a given
spatial location i, it is given as Tine) =Ogenat — Poth ~ Tee: Where fpand tg, represent
the arrival timeof the n + 1" and the a'" clock edgesat node i, respectively, and T-,, is the nom-
inal clock period. Under the worst case conditions, the magnitude of the cycle-to-cycle jitter

equals twice the absolute jitter (27 j12,)-
Fitter directly impacts the performance of a sequential system. Figure 10-11 shows the

nominal clock period, as well as the variation in period. Ideally, the clock periodstarts at edge @
and ends at edge ©, with a nominal clock period of 77. However, the worst case scenario hap-
pens when the leading edge of the current clock period is delayed by jitter (edge @), while jitter
causes the leading edge of the next clock period to occur early (edge @). As a result, the total

time available to complete the operation is reduced by 21,,;,,, in the worst case and is given by
(10.5)

Hier

Feu ~ 28iter 2 feng + flogic + f,,, OF P2 fog + Flowic tis, + 2titer

Equation (10.5) illustrates that jitter directly reduces the performance of a sequential circuit.
Keeping it within strict bounds is essential if one is concerned about performance.
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Figure 10-14 Circuit far studying the impact ofjitter on performance.
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The Combined Impact of Skew and Jitter 

In this section, the combined impact of skew and jitter is studied for conventional edge-triggered 

clocking. Consider the sequential circuit shown in Figure 10-14. 
Assume that as a result of the clock distribution. there is a static skew o between the clock 

signals at the two registers (assume that 3 > 0). Furthermore, the two clocks experience a jitter of 
tJiuer· To determine the constraint on the minimum clock period, we must look at the minimum 

available time to perform the required computation. The worst case occurs when the leading 
edge of the cmTent clock period on CLK1 happens late (edge®) and the leading edge of the next 
cycle of CLK2 happens early (edge®). This results in the following constraint: 

T CLK + 8--2tjiller~t<-.-q + t!ogic + fsu 

or (!0.6) 

This equation illustrates that positive skew can provide a performance advantage. On the other 
hand, jitter always has a negative impact on the minimum clock period. L 

To formulate the minimum delay constraint, consider the case in which the leading edge of 

the CLK1 cycle arrives early (edge(!)). and the leading edges the current cycle of CLK2 mTives 
late ( edge ®). The separation between edges (j) and ® should be smaller than the minimum 
delay through the network. This results in 

or 

8 + [hold+ 2t jiu er< f(c- q, cd) + t(logic, cd) 

<D<ll ®@ 
bj ,~-~~~~--~ 0 ( 0 
k T cu, + 8 r-l 

i c-+I F~l r,-,,."-JcLK 11 l 1 CLK1 

:01@ i®@ 

_cL_K2_-=--'""-=H !
1
1wa I ) I • 

(DI@ (z)I@ 

Figure 10-12 Sequence circuit with a negative clock skew (o). 
The skew is assumed to be larger than the jitter. 

(10.7) 

1This analysi.~ is definitely for rhe worsr case. It assumes that tlle jiu er values at the source and the destination nodes arc inde
pendent statistical variables. In reality, the clock edges involved in the hold-time analysis are derived from !he same clock 
edge and are statistically dependent. Taking this dependence into account reduces the timing constraint,; substantially. 
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: The Combined hpact of Skew and Jitter

in this section, the combined impact of skew and jitter is studied for conventional edge-triggered
clocking, Consider the sequential circuit shown in Figure 10-14,

Assumethatas a result of the clock distribution, there is a static skew 6 between the clock

signals at the two registers (assume that 6 > 0). Furthermore, the two clocks experience a jitter of

finer TO determine the constraint on the minimumclock period, we must look at the minimum
available time to perform the required computation. The worst case occurs when the leading
edge of the current clock period on CLK, happens late (edge @) and the leading edge of the next
cycle of CLK, happens early (edge @). This results in the following constraint:

EmannaaTERN

Per +6~ 2sinter =2i, ~¢ + opie thoy
or (10.6)

TtegFt hogict teq OF 2cog differ

This equation illustrates that positive skew can provide a performance advantage. On the other
hand, jitter always has a negative impact on the minimumclock period.'

To formulate the minimum delayconstraint, consider the case in which the leading edge of

the CLK, cycie arrives early (edge ®), and the leading edges the current cycle of CLK, arrives
late (edge ©). The separation between edges © and © should be smaller than the mmimum
delay through the network. This results in

6 + 'neld + 2tster < fees wed + Fulogic, ccf)

or (10.7)

b< fee ~4, cd} + Togie, cd) Thetd ~ 2!sitter

— ine 
Figure 10-12 Sequencecircuit with a negative clock skew (8).
The skew is assumed to be larger than the fifer.

 
"This analysis is definitely for che worst case, ft assumesthatthejitter values ot the source and the destination nodes arc inde-
pendentstatistical variables. In reality, the clock edges involved in: the hold-time analysis are derived from the same clack
edge and are stalistically dependent. Taking this dependence inte account reduces the timing constraints substantially. 
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Figure 10-13 Skew and jitter sources in synchronous clock distribution. 

This relation indicates that the acceptable skew is reduced by the jitter of the two signals. 
Now consider the case in which the skew is negative (8 < 0)~ as shown in Figure 10-12. 

Assume that lol > tjiua· It can be verified that the worst case timing is exactly the same as in the 
previous anaJysis. with O ta1cing a negative value. That is, negative skew reduces performance. 

10.3.2 Sources of Skew and Jitter 

A perfect clock is defined as a periodic signal that simultaneously uiggers various memory ele
ments on the chip. However, due to a variety of process and environmental variations, clocks are 

not ideal. To illustrate the sources of skew and jitter, consider a simplistic view of a typical clock 

generation and distribution network, as shown in Figure 10-13. A high-frequency clock is either 

provided from off chip or generated on chip. From a central point, the clock is distributed using 
multiple matched paths to low-level sequential elements. In this picture, two paths are shown. 

The clock paths include the wiring and the associated distributed buffers required to drive inter

connect and loads. A key point to realize in clock distribution is that the absolute delay through 
a clock distribution path is not important; what matters is the relative arrival time at the regis

ter points at the end of each path. It is perfectly acceptable for the clock signal to take multiple 

cycles to get from a central distribution point to a low-level register as long as all clocks arrive at 

the same time at all the registers on the chip. 

There are many reasons why the two parallel paths don't result in exactly the same delay. 

The sources of clock uncertainty can be classified in several ways. First, errors can be divided 

into two categories: systematic and random. Systematic errors are nominally identical from chip 

to chip and are predictable (for instance, variation in total load capacitance of each clock path). 

In principle, such errors can be modeled and corrected at design time, given sufficiently good 

models and simulators. Short of that, systematic enors can be deduced from measurements over 

a set of chips, and the design can be adjusted to compensate. Random errors are due to manufac

turing variations that are difficult to model and eliminate (for instance, dopant fluctuations that 

result in threshold variations). 

ft.1ismatches may also be characterized as static or time varying. In practice, a continuum 

exists between changes that are slower than the time constant of interest and those that are faster. 

For example, temperature gradients on a chip vary on a millisecond time scale. A clock network 
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Figure 10-13 Skew and jitter sources in synchrenous clock distribution.

This relation indicates that the acceptable skew is reduced by the jitter of the two signals.
Nowconsider the case in which the skew is negative (6 < 0}, as shown in Figure 10-12,

Assumethat|8| > tener It can be verified that the worst case timing is exactly the same as in the
previous analysis, with 6 taking a negative value. That is, negative skew reduces performance.

10.3.2 Sources of Skew and Jitter

A perfect cleck is defined as a periodic signa! that simultaneously triggers various memoryele-

ments on the chip. However, due to a variety of process and environmental variations, clocks are
not ideal. To illustrate the sources of skew and jitter, consider a simplistic view of a typical clock
generation and distribution network, as shown in Figure 10-13. A high-frequency clock is either

provided from off chip or generated on chip. From a central point, the clock is distributed using

multiple matched paths to low-level sequential elements. In this picture, two paths are shown,

The clock paths include the wiring and the associated distributed buffers required to drive Inter-

connect and loads, A key point to realize in clock distribution is that the abselute delay through
a clock distribution path is not important; what matters is the relative arrival time at the regis-
ter points at the end of each path. it is perfectly acceptable for the clock signal to take multiple
cycles to get from a central distribution point to a tow-level register as jong as all clocks arrive at

the same time at all the registers on the chip.

There are many reasons why the two parallel paths don’t result in exactly the same delay.

The sources of clock uncertainty can be classified in several ways. First, errors can be divided
Inte two categories: systematic and random. Systematic errors are nominally identical from chip

to chip and are predictable (for instance, variation im total load capacitance of each clock path).
In principle, such errors can be modeled and corrected at design time, given sufficiently good
models and simulators. Short of that, systematic errors can be deduced from measurements over

aset of chips, and the design can be adjusted to compensate. Aandor: errors are due to manufac-

turing variations that are difficult to model and eliminate (fer instance, dopant fluctuations that
result in threshold variations),

Mismatches may also be characterized as static or time varying. In practice, a continuum

exists between changes that are slower than the time constant of interest and those that are faster.

For example, temperature gradients on a chip vary on a millisecond time scale. A clock network
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Figure 10-14 Sequential circuit to study the impact of skew and jitter 
on edge-triggered systems. In this example, a positive st,ew(6) is assumed. 
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tuned by a one-time calibration is vulnerable to the time-varying mismatch caused by the vary
ing the1mal gradients. On the other hand, thermal changes appear essentially static to a feedback 
network with a bandwidth of several megahertz. Another example is fielded by power-supply 
noise. The clock net is usually by far the largest signal net on the chip, and simultaneous transi

tions on the clock drivers induce noise in the power supply. This high-speed effect does not cre
ate a time-varying mismatch, because it is the same at every clock cycle and affects each rising 
clock edge the same way. Of course, this power-supply glitch may still cause static mismatch if 
it is not the same throughout the chip. The various sources of skew and jitter introduced in 

Figure 10-13 are desciibed and characterized in detail in the sections that follow. 

Clock-Signal Generation (1) 

The generation of the clock signal itself causes jitter. A typical on-chip clock generator, as 

described at the end of this chapter, takes a low-frequency reference clock signal and produces a 
high-frequency global reference for the processor. The core of such a generator is a voltage
controlled oscillator (VCO). This is an analog circuit, sensitive to intrinsic device noise and 
power-supply variations. A major problem is the coupling from the sunounding noisy digital cir

cuitry through the substrate. This is especially a problem in modern fabrication processes that 

use a lightly doped epitaxy on the heavily doped substrate (to combat latch up). This causes sub
strate noise to travel over large distances on the chip [ManeatisOO]. These noise sources cause 
temporal variations in the clock signal that propagate unfiltered through the clock drivers to the 

flip-flops, and result in cycle-to-cycle clock-pe1iod vmiations. 

Manufacturing Device Variations (2) 

Distributed buffers are lntegral components of the clock distribution networks. They are required 

to drive both the register loads and the global and local interconnects. The matching of devices in 
the buffers along multiple clock paths is critical to minimizing timing uncertainty. Unfortunately, 
as a result of process variations. device parameters in the buffers vary along different paths> result
ing in static skew. There are many sources of variations that contribute, such as. oxide variations 
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Figure 10-14 Sequential circuit to study the impact of skew and jitter
on edge-triggered systems. in this example, a positive skevy (6) is assumed.

tuned by a one-time calibration is vulnerable to the time-varying mismatch caused by the vary-
ing thermal gradients. On the other hand, thermal changes appear essentially static to a feedback
network with a bandwidth of several megahertz. Another example is fielded by power-supply
noise. The clock net is usually by far the largest signal net on the chip, and simultaneoustransi-
tions on the clock drivers induce noise in the power supply. This high-speed effect does nat cre-
ate a time-varying mismatch, because it is the same at every clock cycle and affects each rising
clock edge the same way, Of course, this power-supplyglitch maystill cause static mismatch if
it is not the same throughout the chip. The various sources of skew and jitter introduced in
Figure 16-13 are described and characterized in detail in the sections that follow.

Clock-Signal Generation (1)

The generation of the clock signal itself causes jitter. A typical on-chip clock generator, as
described at the end of this chapter, takes a low-frequency reference clock signal and produces a
high-frequency global reference for the processor. The core of such a generator is a veltage-
controlled oscillator (¥CO). This is an analog circuit, sensitive to mtrinsic device noise and
power-supply variations. A major problem is the coupling from the surrounding noisy digital cir-
cuitry through the subsirate. This is especially a problem in modern fabrication processes that
use a lightly doped epitaxy on the heavily doped substrate (to combatlatch up). This causes sub-
sirate noise to travel over large distances on the chip [ManeatisO0]. These noise sources cause
temporal variations in the clock signal that propagate unfiltered through the clock drivers te the
flip-flops, and result in cycle-to-cycle clock-period variations.

 
Manufacturing Device Variations (2)

Distributed buffers are integral components of the clockdistribution networks. They ave required
to drive both the register loads and the global and local interconnects. The matching of devices in
the buffers along multiple clock pathsis critical to minimizing timing uncertainty. Unfortunately,
as aresult of process variations, device parameters in the buffers varyalong differentpaths, result-
ing in static skew. There are many sources of variations that contribute, such as oxide variations
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(which affect the gain and threshold), dopant variations, and lateral dimension (width and length) 
variations. The doping variations can affect the depth of junction and dopant profiles and cause 
electrical parameters (such as device threshold and parasitic capacitances) to vary. 

The orientation of polysilicon also can have some impact on the device parameters. Keep
ing the orientation the same across the chip for the clock drivers is therefore critical. Variation in 
the polysilicon critical dimension is particularly important, because it translates directly into 
MOS transistor channel length, impacting the drive cmTent and switching characteristics. Spatial 
variation usually consists of a wafer-level (or within-wafer) variation and a die-level (or wlthin
die) variation. At least part of this variation is systematic and therefore can be modeled and com
pensated for. The random variations, however, ultimately limit the matching and lower bound of 
the skew that can be achieved. 

Interconnect Variations (3) 

Vertical and lateral dimension variations cause the interconnect capacitance and resistance to 
vary across a chip. Since this variation is static, it causes skew between different paths. One 
important source of interconnect variation is the Inter-layer Dielectric (JLD) thickness variation. 
In the formation of aluminum interconnect, layers of silicon dioxide are interposed between lay
ers of patterned metallization. Oxide is deposited over a layer of patterned metal features, gener
ally resulting in some remaining step height or surface topography. Chemical-mechanical 

polishing (CMP) is used to "planarlze" the smface and remove the topography resulting from 
deposition and etch (as described in Chapter 3 and shown in Figure I0-l5a). While at the fea
ture scale (i.e., over an individual metal line), CMP can achieve excellent planarity, there are 
limitations on it over a global range. This is due primarily to variations in the polish rate, which 
is a function of the circuit layout density and pattern effects. Figure I0-15b shows this effect
the polish rate is higher for the lower-spatial-density region, resulting in a smaller dielectric 
thickness and higher capacitance. 

The assessment and control of variation is of critical importance in semiconductor process 
development and manufacturing. Significant advances have been made to develop analytical 

p 1 = low p 2 = high 

t - tl _J'L...ft._, _J\JUL 
Oxide OD~Metal 0 0 

l -· 111111 11111 t = t2 

I I .~ 
D 0 non - II II ... 

I 
t = t3 ........ " " ... 

I I D D ODO 
(a) Ideally (b) In reality 

Figure 10-15 Inter-level Dielectric (ILD) thickness variation due to density 
(Courtesy of Duane Boning.). 
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(which affeet the gain and threshold), dopant variations, and lateral dimension Gvidth and length)
variations. The doping variations can affect the depth of junction and dopant profiles and cause
electrical parameters (such as device threshold and parasitic capacitances) to vary.

The orientation of polysilicon also can have some impact on the device parameters. Keep-
ing the orientation the same across the chip for the clock drivers is therefore critical. Variation in
the polysilicon critical dimension is particularly important, because it translates directly into
MOS transistor channel length, impacting the drive current and switching characteristics. Spatial
variation usually consists of a wafer-level (or within-wafer) variation and a die-level (or within-
die} variation. At least part of this variation is systematic and therefore can be modeled and com-
pensated for, The randomvariations, however, ultimately limit the matching and lower bound of
the skew that can be achieved.

Interconnect Variations (3)

Vertical and lateral dimension variations cause the interconnect capacitance and resistance to

vary across a chip. Since this variation is static, it causes skew deiween different paths, One
important source of interconnect variation is the Inter-layer Dielectric {ILD} thickness variation,
In the formation of aluminum interconnect, layers of silicon dioxide are interposed between lay-

ers of patterned metallization. Oxide is deposited over a layer of patterned metal features, gener-
ally resulting in some remaining step height or surface topography. Chemicalonechanical
polishing (CMP) is used to “planarize” the surface and remove the topography resulting from
deposition and etch (as described in Chapter 3 and shown in Figure [0-15a}. While at the fea-
ture scale G.e., over an individual metal lime}, CMP can achieve excellent planarity, there are
limitations on it over a global range. This is due primarily to variations in the polish rate, which
is a function of the circuit layout density and pattern effects. Figure 10-15b showsthis effect
the polish rate is higher for the lower-spatial-density region, resulting in a smaller dielectric
thickness and higher capacitance.

The assessment and controlof variationis of critical importance in semiconductor process

development and manufacturing. Significant advances have been made to develop analytical
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Figure 10-15 inter-level Dielectric (ILD) thickness variaiion due to density
{Courtesy of Duane Boning.).
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models for estimating the ILD thickness variations. based on spatial density. Since this compo
nent is often predictable from the layout, it is possible to actually correct for the systematic com
ponent at design time (e.g.~ by adding appropriate delays or making the density uniform by 
adding "dummy fills"). Figure l 0-16 shows the spatial pattern density and ILD thickness for a 
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Figure 10-16 Pattern density and ILD thickness variation for a high-performance 
microprocessor. (Courtesy of Duane Boning) 
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models for estimating the ILD thickness variations, based on spatial density. Since this compo-

nent is often predictable from the layout, it is possible to actually correct for the systematic com-
ponent at design time fe.g.. by adding appropriate delays or making the density uniform by
adding “dummy Alls”). Figure 10-16 shows the spatial pattern density and ILD thickness for a
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Figure 10-16 Pattern density and ILD thickness variation for a high-performance
microprocessor. {Courtesy of Duane Boning}
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high-perfonnance microprocessor. The graphs shovl a clear correlation between the density and 

the thickness of the dielectric. Hence, clock distribution networks must exploit such information 

in order to reduce clock skew. 
Other interconnect variations include deviations in the width of the wires and line spacing, 

which result from photolithography and etch dependencies. At the lower levels of the metalliza

tion hierarchy, lithographic effects are more important, while etch effects that depend on width 

and layout are dominant at the higher levels. The width is a critical parameter because it directly 

impacts the resistance of the line, and the wire spacing affects the wire-to-wire capacitance. A 
detailed review of device and interconnect variations is presented in [BoningOO]. Recent proces

sors use copper interconnects, in which line thickness variations are also seen to be highly pat

tern dependent due to CMP dishing and erosion effects [ParkOO]. 

Environmental Variations (4 and 5) 

Environmental variations probably are the most significant contributors to skew and jitter. The 

two major sources of environmental variations are temperature and power supply. Temperature 

gradients across the chip result from variations in power dissipation across the die. These gradi

ents can be quite large, as shown in Figure 10-17, which displays a snapshot of the surface tem

perature of the DEC 21064 microprocessor. Temperature variation has become an important 

issue with clock gating, where some parts of the chip may be idle, while other parts of the chip 

are fully active. Clock gating has become popular in recent years as a means to minimize power 

dissipation in idle modules (as described in a later section). Shutting off parts of the chip leads to 

large temperature variations. Since the device parameters (such as threshold and mobility) 

depend strongly on temperature, the buffer delay for a clock distribution network can vary dras

tically from path to path. More importantly, this component is time varying, since the tempera

ture changes as the logic activity of the circuit varies. Hence, it is not sufficient to simulate the 

clock networks at worst case corners of temperature; instead, the worst case variation in temper

ature must be simulated. An interesting question is whether temperature variation contributes to 

skew or to jitter. Clearly, the difference in temperature is time varying. but the changes are rela-

Figure 10-17 Temperature variation (snapshot) over DEC 21064 microprocessor. 
The highest temperature occurs at the central clock driver [HerrickOO]. 
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high-performance microprocessor. The graphs showa clear correlation between the density and
the thickness of the dielectric. Hence, clock distribution networks must exploit such information
in order to reduce clock skew. "

Other mterconnect variations include deviations in the width of the wires and line spacing,

which resuit from photolithography and etch dependencies. At the lower levels of the metalliza-

tion hierarchy, lithographic effects are more important, while etch effects that depend on width
and layout are dominant at the higher levels. The width is a critical parameter because it directly
impacts the resistance of the line, and the wire spacing affects the wire-to-wire capacitance. A
detailed review of device and interconnect variations is presented in [Boning00]. Recent proces-

SOFS Use copper interconnects, in which line thickness variations are also seen to be highly pat-
tern dependent due to CMP dishing and erosion effects [Park(Q0].

Environmental Yariations (4 and 5)

Environmental variations probably are the most significant contributors to skew andjitter. The

two major sources of environmental variations are temperature and power supply, Temperature
gradients across the chip result from variations in power dissipation across the die. These gradi-
ents can be quite large, as shown in Figure 10-17, which displays a snapshot of the surface tem-
perature of the DEC 21064 microprocessor. Temperature variation has become an important
issue with cleck gating, where some parts of the chip maybe idle, while other parts of the chip
are fully active. Clock gating has become popular in recent years as a means to Minimize power
dissipation in idle modules (as described ina later section). Shatting off parts of the chip leads to
large temperature variations. Since the device parameters (such as threshold and mobility)
depend strongly on temperature, the buffer delay for a clock distribution network can vary dras-
tically from path to path. More importantly, this component is time varying, since the tempera-
ture changes as the logic activity of the circuit varies. Hence, it is not sufficient to simulate the
clock networks at worst case corners of temperature; instead, the worst case variation in temper-
ature must be simulated. An interesting question is whether temperature variation contributes to
skew orto jitter. Clearly, the difference in temperature is time varying. but the changes are rela-

 
Figure 10-17 Ternperature variation (snapshot) over DEC 21064 microprocessor.
The highest temperature occurs at the central clock driver [HerrickOO].
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tively slow (typical time constants for temperature changes are on the order of milliseconds). 
Therefore, it is usually considered as a skew component and the worst case conditions are used. 
Fortunately, by using feedback, it is possible to calibrate the temperature and to compensate for 

this effect. 
Power-supply vadations, on the other hand, are the major source of jitter in clock distribu

tion networks. The delay through buffers is a very strong function of power supply, as it directly 

affects the drive of the u·ansistors. As with temperature, the power-supply voltage is a strong 

function of the switching activity. Therefore, the buffer delay varies strongly from path to path. 
Power-supply variations can be classified into slow- (or static) and high-frequency variations. 

Static power-supply variations may result from fixed cmTents drawn from various modules, 
while high-frequency variations result from instantaneous IR drops along the power grid due to 

fluctuations in switching activity. Inductive effects on the power supply also are a major concern 
since they cause voltage fluctuations. Again, clock gating has exacerbated this problem, because 
the logic transitions between the idle and active states can cause major changes in current drawn 
from the supply. Since the power supply can change rapidly, the period of the clock signal is 
modulated on a cycle-by-cycle basis, resulting in jitter. The jitter on two different clock points 

may be correlated or uncoITelated. depending on how the power network is configured and the 
profile of switching patterns. Unfo11unately, high-frequency power-supply changes are difficult 

to compensate for, even with feedback techniques. Consequently, power-supply noise funda
mentally limits the performance of clock networks. To minimize power-supply variations. 
high-performance designs add decoupling capacitance around major clock drivers. 

Capacitive Coupling ( 6 and 7) 

Changes in capacitive load also contribute to timing unce1tainty. There are two major sources of 
capacitive-load variations: coupling between the clock lines and adjacent signal wires, and vari
ation in gate capacitance. The clock network includes both the interconnect and the gate capaci
tance of latches and registers. Any coupling between the clock wire and adjacent signal results in 

timing uncertainty. Since the adjacent slgnal can transition in arbitrary directions and at arbitrary 
times, the exact coupling to the clock network is not fixed from cycle to cycle, causing jitter. 
Another major source of clock uncertainty is the variation in the gate capacitance contributed by 
the connecting sequential elements. The load capacitance is highly nonlinear and depends on the 
applied voltage. For many latches and registers, the clock load is a function of the current state 

of the latch/register (i.e., the values stored on the internal nodes of the circuit), as well as the 
next state. This causes the delay ti1rough the clock buffers to vary from cycle to cycle, which 

causes jitter. 

Example 10.2 Data-Dependent Clock Jitter 

Consider the circuit shown in Figure 10-18, where a minimum-sized local clock buffer 
drives a register. (Actually, each clock buffer drives four registers, though only one is 
shown here.) The simulation shows CKb, the output of the first inverter for four possible 
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Figure 10-18 Impact of data-dependent clock load on clockjitterfortransmission
gate register. 

0.4 

transitions (0 ~ 0, 0 ~ 1, 1 ~ 0 and I ~ 1). The jitter on the clock based on data-depen
dent capacitance is illustrated. In general, the only way to deal with this problem is to use 
registers that do not exhibit a large variation in load as a function of data-for example. 
the differential sense-amplifier register shown in Chapter 7. 

10.3.3 Clock-Distribution Techniques 

It is clear from the previous discussion that clock skew and jitter are major issues in digital cir
cuits, and can fundamentally limit the perfonnance of a digital system. It is therefore necessary 
to design a clock network that minimizes both. While designing that clock network, a close eye 
should be kept on the associated power dissipation. In most high-speed digital processors, a 
majority of the power is dissipated in the clock network. To reduce power dissipation, clock net
works must support clock conditioning-that is, the ability to shut down parts of the clock net
work. Unfortunately, clock gating results in additional clock uncertainty (as described earlier). 

In this section, an overview of basic constructs in high-performance clock distribution 
techniques is presented, along with a case study of clock distribution in the Alpha microproces
sors. There are many degrees of freedom in the design of a clock network, including the type of 
material used for wires, the basic topology and hierarchy, the sizing of wires and buffers, the rise 
and fall times, and the partitioning of load capacitances. 

Fabrics for Clocking 

Clock networks typically include a network that is used to distribute a global reference to vari
ous parts of the chip, and a final stage that is responsible for local distribution of the clock 
while considering the local load variations. Most clock distribution schemes exploit the fact that 
the absolute delay from a central clock source to the clocking elements is irrelevant-only the 
relative phase between two clocking points is important. Therefore, one common approach to 
distributing a clock is to use balanced paths (called trees). 
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Figure 10-18 impact of data-dependent clock load on clockjitter for transmission-
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transitions (0 >= 0, 0-3 1, 1 -» Gand | - 1). Thejitter on the clock based on data-depen-

dent capacitance is illustrated. In general, the only way to deal with this problem is to use
registers that do not exhibit a large variation in load as a function of data—for example,
the differential sense-amplifier register shown in Chapter 7.

10.3.3 Clock-Distribution Techniques

It is clear from the previous discussion that clock skew and jitter are major issues in digital cir-
cuits, and can fundamentally limit the performance of a digital system. It is therefore necessary
to design a clock network that minimizes both. While designing that clock network, a close eye
should be kept on the associated power dissipation. In most high-speed digital processors, a
majority of the poweris dissipated in the clock network. To reduce powerdissipation, clock net-
works must support clock conditioning—thatis, the ability to shut down parts of the clock net-
work. Unfortunately, clock gating results in additional clock uncertainty (as described earlier).

In this section, an overview of basic constructs in high-performance clock distribution
techniques is presented, along with a case study of clock distribution in the Alpha microproces-
sors. There are many degrees of freedom in the design of a clock network, including the type of
material used for wires, the basic topology and hierarchy, the sizing of wires and buffers, the rise
and fall times, and the partitioning of load capacitances.

Fabrics for Clocking

Clock networks typically include a network that is used to distribute a global reference to vari-
ous parts of the chip, and a final stage that is responsible for lecal distribution of the clock
while considering the local lead variations. Most clock distribution schemes exploit the fact that
the absolute delay from a central clock source to the clocking elements is irrelevant—only the
relative phase between two clocking points is impertant. Therefore, one common approach to

distributing a clock is to use balanced paths (called trees).
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Figure 10-19 Example of an H-tree clock-distribution network for 16 leaf nodes. 

The most common type of clock distribution scheme is the H-tree network. which is illus
trated in Figure I 0- I 9 for a 4 x 4 processor array. The clock is first routed to a central point on 

the chip. Balanced paths that include both matched interconnect and buffers then distribute the 
reference to the various leaf nodes. Ideally, if each path is perfectly balanced, the clock skew is 
zero. Although it might take multiple clock cycles for a signal to propagate from the central 
point to each leaf node, the arrival times are identical at every leaf node. However, in reality, pro
cess and environmental variations cause clock skew and jitter to occur. 

The H-tree configuration is particularly useful for regular array networks in which all 

elements are identical and the clock can be distributed as a binary tree (for example, arrays of 
identical tiled processors). The concept can be generaHzed to a more generic setting. The more 
general approach, referred to as matched RC trees, represents a floor plan that distributes the 
clock signal so that the interconnections carrying the clock signals to the functional subblocks 
are of equal length. That is, the general approach does not rely on a regular physical structure. 

An example of a matched RC is shown in Figure 10-20. The chip is partitioned into 10 bal
anced load segments (tiles). The global clock driver distributes the clock to the tile drivers 
located at the dots in the figure. A lower level RC-matched tree is used to drive 580 additional 
drivers inside each tile. A 3D visualization of the clock delay in a tree net\vork is shown in 
Figure I0-21. 

An alternative clock distribution approach is the grid structure of Figure I0-22 [BaileyOO]. 
Grids typically are used in the final stage of a clock network to distribute the clock to the clock

ing element loads. This approach is fundamentally different from the balanced RC approach. 
The main difference is that the delay from the final driver to each load is not matched. Rather, 

the absolute delay is minimized, assuming that the grid size is small. A major advantage of such 
a grid structure is that it allows for late design changes, since the dock is easily accessible at var
ious points on the die. Unfortunately, the penalty is a relatively large power dissipation since the 
structure has a lot of "excess" interconnect. In addition to the schemes described earlier. other 

approaches have been devised for clock distribution. The length-matched serpentine approach is 
just one of them [Young97). 
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.. ~ 

Figure 10-20 An example RC-matched distribution for an IBM 
microprocessor [Restle98]. 

(a) (b) 

Figure 10-21 Visualization of clock delay in a tree network driving different loads. The X- and Y
axes represent the die, while the Z-axis represents the clock delay. The width of the lines is pro
portional to the designed wire width. The unbalanced load creates a large skew, as is clear in (a). 
By careful tuning of the wire widths, the load is balanced, minimizing the skew, as shown in (b) 
[Restle01]. See also Colorplate 9. 
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Figure 10-22 Grid structures allow a low skew distribution and 
physical design flexibility at the cost of power dissipation [BaileyOO]. 

511 

It is essential to consider clock distribution in the earlier phases of the design of a complex 
circuit, since it might influence the shape and form of the chip's floor plan. It is tempting for a 
designer to ignore the clock network in the early phases of a project and consider it only at the 
end of the design cycle, when most of the chip layout is already frozen. This results in unwieldy 
clock networks and multiple timing constraints that hamper the performance and operation of 

the final circuit. With careful planning, a designer can avoid many of these problems, and clock 
distribution becomes a manageable operation. 

Clocli Distribution Crum Study~The Digital Alpha Microprocessors. . . 

In this section, the clock distribution strategies for three generations of the Alpha microprocessor are dis
cussed in detail. These processors have always been at the cutting edge of the technology and therefore rep
resent an interesting perspective on the evolution of dock distribution [HerrickOG]. 

The Alpha 21064 Processor-The first-generation Alpha microprocessor (21064 or EV4) from 
Digital Equipment Corporation used a single global clock driver [Dobberpuhl92). The distribution of dock 
load capacitance among various functional blocks is shown in Figure 10-23. The total clock load equals 
3.25 nF! The processor uses a single-phase clock methodology. and the 200-MHz clock is fed to a binary 
tree with five levels of buffering. The inputs to the clock drivers are shorted to smooth out the asymmetry in 
the incoming signals. The final output stage, residing in the middle of the chip, drives the clock net. The 
clock driver and the associated pre-drivers account for 40% of the effective switched capacitance (12.5 nF), 
resulting in significant power dissipation. The overall width of the clock driver was on the order of 35 cm in 
a 0.75-µm technology. A detailed clock skew simulation with process variations indicates that a clock 
uncertainty of less than 200 ps ( < 10%) was achieved. 

The Alpha 21164 Processor-The second-generation Alpha microprocessor (EV5) operates at a 
clock frequency of 300 Mhz while using 9.3 million transistors on a 16.5 mm. x l&.l mm die in a 0.5-.um 
CMOS technology [BowhHl95]. A single-phase clocking methodology was selected, and the design made 
extensive use of dynamic logic, resulting in a substantial clock load of 3.75 nF. The clock distribution sys
tem consumes 20 W, which is 40% of the total dissipation of the processor. 

ONSEMI EXHIBIT 1041, Page 354



512 Chapter 10 • Timing Issues in Digital Circuits 

I Clock driver ii 
(35-cm width) l 

I 
Integer unit Write ! 

1129 pF buffer ! 

ICache ~ 
82pF 

373pF 
Data 

Floating unit cache 

I 803 pF 208pF 

Figure 10-23 Distribution of clock load capacitance for the 21064 Alpha processor. 

The incoming clock signal is first routed through a single si.x-stage buffer placed at the center of 
the chip. The resulting signal is distributed in metal-3 to the left and right banks of final clock dftvers, 
positioned between the secondary cache memory and the outside edge of the execution unit {see 
Figure 10-24a). The produced dock signal is driven onto a grid of metal-3 and metaJ-4 wires. The equiva
lent transistor width of the final driver inverter equals 58 cm! To ensure the integrity of the clock grid 
across the chip, the grid was extracted from the layout, and the resulting RC-network was. simulated. A 

Clock driver 

(a) Chip microphotogrnph, showing position
ing of clock drivers, 

(b) Clock skew simulation. 

Figure 10-24 Clock distribution and skew in a 300-MHz microprocessor. 
(Courtesy of Digital Equipment Corporation.) 
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three-dimensional representation of the simulation results is plotted in Figure l0-24b. As evident from lhe 
plot, the skew is zero at the output of the left and right drivers. The maximum value of the absolute skew 
is smal1er than 90 ps. The critical instruction and execution units all see lhe clock within 65 ps. 

Clock skew and race problems were addressed using a "mix-and-match" approach. The clock skew 
problems were eliminated by either routing the clock in the opposite direction of rhe data (at a small cost in 
tenns of performance) or by ensuring that the data could not overtake the clock. A standardized library of 
leve1-sensitive transmission-gate latches was used for the complete chip. To avoid race-through conditions, 
the following design guidelines were used: 

• Careful sizing of the local clock buffers were carefully sized so that their skew was minimal. 
• At lenst one gate had to be inserted between connecting latches. This gate, which can be part of the 

logic function or just a simple inverter, ensures was a minimum contamination delay. Special design 
verification tools were developed to guarantee that this rule was obeyed over the complete chip. 

To improve the interlayer dielectric uniformity, filler polygons were inserted between widely spaced lines, 
as shown in Figure 10-25. Though this may increase the capacitance to nearby signal Jines. the improved 
uniformity results in lower variation and clock uncertainty. The dummy fills are automatically inserted, and 
tied to one of the power rails (V DD or GND). Dummy insertion is required today to equalize the etch-away 
of CMP (Chapter 3). This technique is used in many of today's processes for controlling the clock skew. 

This example demonstrates that managing clock skew an.d clock distribution for large, high-perfor
mance synchronous designs is a feasible task. However, making such a circuit work in a reliable way 
requires careful planning and intensive analysis. 

The Alpha 21264 Processor-A hierarchical clocking scheme is used in the 600-Mhz Alpha 21264 
(EV6) processor (in 0.35-;tm CMOS). shown in Figure 10-26 [Bailey98]. The choice of a hierarchical 
clocking scheme for this processor is a major departure from the preceding processors, which did not have 

Figure 10-25 Dummy fills reduce the ILD variation and improve clock skew. 
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Figure 1 ()..26 Clock hierarchy for the Alpha 21264 Processor. 

a hierarchy of docks beyond the global clock grid. Using a hierarchical clocking approach enables trade
offs between power and skew management. Power is reduced, because the docking networks for individual 
blocks can be gated. As seen in previous-generation microprocessors, the dock pO\i,ter contributes to a large 
fraction of overall power consumption. Also, the flexibility of having local clocks provides the designers 
with more freedom with respect to circuit styles at the module leveL The drawback of using a hierarchicai 
clock net\vork is that skew reduction becomes more difficult. Clocks to various local reglsters may go 
through very different paths, which may contribute to the skew. However, by uslng timing verification 
tools, the skew can be managed by tweaking of the clock drivers. 

The clock hierarchy consists of a global clock grid, called GCLK, that covers the entire die, State 
elements and clocking points exist from zero to height levels past GCLK. The on-chip _generated clock is 
routed to the center of the die and distributed using tree structures. to 16 distributed clock drivers (see Figure 
I0-27). The global clock distribution network utilizes a windowpane configuration, which achieves low 
skew by dividing the clock into four regions, \Vhich reduces the distance from the drivers to the loads. Each 
grid pane is driven from four sides, reducing the dependence on process variations. This also helps the 
power supply and thermal problems, as the drivers are distributed through the -chip. 

The use of a gridded clock has the advantage of reducing the clock skew, while providing universal 
availability of the clock signals. The drawback ls the increased capacitance of GCLK, compared with a tree
distribution approach. In addition to the GCLK. at the next level of clock hierarchy, there is a major clock 
grid. The major clocks were introduced to reduce power: They have localized loads, and they can be sized 
appropriately to meet the skew and edge requirements for the local loading conditions at timing~criticai 
units. 

The lowest level in this hierarchy is formed by the local clocks, which are generated as needed from 
any other clock. Typically, they can be customized to meet local timing constraints. The local clocks pro
vide great flexibility in the design of the logic blocks, but at the same time make it significantly more diffi
cult to manage skew. Furthennore, the local clocks are more susceptible to coupHng from data Hnes, 
because they are not shielded like the global gridded clocks. As a result, the local clock distribution is 
highly dependent on its local interconnection and thus has to be designed very carefoHy. 
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Figure 10-27 Global clock distribution network in a windowpane structure. 
Pane structure (a): clock skew distribution over die (b). 
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From the preceding discussions. some useful guidelines for reducing dock skew and jitter can be derived: 

1. To minimize skew, balance clock paths from a central distribution source to individual clocking ele
ments, using H-tree structures or more generally routed matched-tree structures. \Vhen using routed 
clock trees, tl1e effective clock load of each path that includes wiring as well as transistor loads must 
be equalized. 

2. The use of local clock grids {instead of routed trees) can reduce skew at the cost of increased capac
itive load and power dissipation. 

3. If data-dependent clock load variations cause significant jitter, differential registers that have a data
independent clock load should be used. The use of gated clocks to save power results in a data
dependent clock load and increased jittei: In clock networks where the fixed load is large (e.g., in 
dock grids), the data-dependent variation might not be significant. 

4. If data flow in one direction, route the data and the clock in opposite directions. This eliminates 
races at the cost of performance. 

5. Avoid data-dependent noise by shielding clock wires from adjacent signal wires. By placing power 
lines (V DD or GND) next to the clock wires, coupling from neighboring signal net.."> can be minimized 
or avoided. 

6. Variations in interconnect capacitance due to interlayer dielectric thickness variacion can be greatly 
reduced through the use of dummy fills. Dummy fills are very common and reduce skew by increas
ing uniformity. Systematic variations should be modeled and compensated for. 

7. Variation in chip temperature across the die causes variations in clock buffer delay. The use of feed
back circuits based on delay-locked loops, discussed later in this chapter, can compensale for tem
perature variations. 

8. Power-supply variation is a significant component of jitter, as it impacts the cycle-to-cycle delay 
through clock buffers. High-frequency power-supply variation can be reduced by adding on-chip 
decoupling capacitors. Unfortunately, decoupling capacitors require a significant amount of area, 
and efficient packaging solutions must be leveraged in order to reduce chip area. 11 
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10.3.4 Latch-Based Clocking* 

The use of registers in a sequential circuit translates into a robust, reliable design methodology. 

Yet there are significant performance advantages to be made through the use of a latch-based 

design style, in which combinational logic is separated by transparent Jatches. In an edge-trig

gered system, the worst case logic path between two registers determines the minimum clock 

period for tl1e entire system. lf a logic block finishes before the end of the clock period, it has to 

sit idle until the next clock edge. The use of a latch-based methodology enables more flexible 

timing by allowing one stage to pass slack or to borrow time from other stages. The added flexi

bility also increases overall performance. Note that the latch-based methodology can be thought 

of as adding logic between latches of master-slave flip-flops. 

Consider the latch-based system of Figure 10-28, which uses a two-phase clocking 

scheme. Assume that the clocks are ideal and that the two clocks are inverted versions of each 

other (for the sake of simplicity). In this configuration, a stable input is available to the combina

tional logic block A (CLB_A) on the falling edge of CLK1 (at edge@). It has a maximum time 

equal to the TcLK/2 to evaluate-that is, the entire low phase of CLK1. On the falling edge of 
CLK2 (at edge@), the output CLB_A is latched, and the computation of CLK_B is launched. 

CLB _B computes on the low phase of CLK2, and the output is available on the falling edge of 

CLK1 (at edge@). From a timing perspective. this scenario appears to be equivalent to an edge

triggered system, \Vhere CLB_A. and CLB_B are cascaded between two edge-triggered registers 

(see Figure I0-29). In both cases, it appears that the time available to perform the combination 

of CLB_A and CLB_B is TcLK· 
However, there is an important performance-related difference. In a latch-based system, it 

is possible for a logic block to utilize time that is left over from the previous logic block. This 

phenomenon, which results from the transparency of a latch du1ing its on time. is referred to as 

slack honvwing [Bemstein98]. It requires no explicit design changes, as the passing of siack 
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Figure 10-28 Latch-based design in which transparent latches are separated by 
combinational logic. 
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Figure 10-29 Edge-triggered pipeline (back-to-back latches for edge-triggered registers) 
of the logic in Figure 10-28. 

from one block to the next is automatic. The key advantage of slack borrowing is that it allows 
logic between cycle boundaries to use more than one clock cycle while satisfying the overall 
cycle time constraint. Stated in another way. if the sequential system works at a particular clock 
rate, and the total logic delay for a complete cycle is larger than the clock period, then unused 
time, or slack, has been implicitly borrowed from preceding stages. Formally stated, slack pass
ing has taken place if TcLK < tpd,,t + tpd.B• and the Jogic functions correctly (for simplicity, the 
delay associated with latches are ignored). This implies that the clock rate can be higher than the 
worst case critical path! 

As mentioned earlier, slack passing results from the level-sensitive nature of the latches. In 
Figure 10-28, the input to CLB_A must be valid by the falling edge of CLK1 (edge®). What hap
pens if the combinational logic block of the previous stage finishes early and has a valid input 
data for CLB_A before edge®? Since the latch is transparent during the entire high phase of the 
clock, the input data for CLB_A are valid as soon as the previous stage has finished computing. 
This implies that the maximum time available for CLB_A is its phase time (i.e., the low phase of 
CLK1) plus any time left from the previous computation. 

Consider the latch-based system of Figure 10-30. In this example, signal a (input to 
CLB_A) is valid well before edge®. This implies that the previous block did not use its entire 
allotment, producing slack time as denoted by the shaded area. By construction, CLB_A can start 
computing as soon as signal a becomes valid. It uses this slack time to finish well before its allo
cated time (edge ®). Since L2 is a transparent latch, valid on the high phase of CLK2, CLB_B 
starts to compute using the slack provided by CLB_A. Again, CLB_B completes before its allo
cated time (edge©), and it passes a small amount of slack to the next cycle. As this picture indi
cates, the total cycle delay-that is, the sum of the delay for CLB_A and CLB_B-is larger than 
the clock period. Since the pipeline behaves correctly, slack passing has taken place and a higher 
through-put has been achieved. 

An important question related to slack passing involves to the maximum possible siack 
that can be passed across cycle boundaries. In Figure 10-30, it is easy to see that the earliest time 
that CLB_A can start computing is <D. This happens if the previous logic block did not use any 
of its allocated time (CLK1 high phase) or if it finished by using slack from previous stages. 
Therefore, the maximum time that can be borrowed from the previous stage is ha)f of a 
cycle or T CLK/2. Similarly, CLB _B must finish its operation by edge ©. This implies that 
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Figure 1 0-30 Example of slack borrowing. 

the maximum logic cycle delay is equal to 1.5 x T CLK· However. note that for an n-stage 
pipeline, the overall logic delay cannot exceed the time available of n x TcLK· 

Example 10.3 Slack-Passing Example 

First, consider the negative edge-triggered pipeline of Figure I0-31. Assume that the pri
mary input /11 is valid slightly after the rising edge of the clock. We can derive that the 
minimum clock period required is 125 ns. The latency is two clock cycles. (Actually, the 
output is valid 2.5 cycles after the input settles.) Note that for the first pipeline stage, one
half cycle is wasted, as the input data are available only to CL1 after the falling edge of the 
clock. This time can be exploited in a latch-based system. 

Figure I0-32 shows a latch-based version of the same circuit. As the timing indi
cates, exactly the same timing can be achieved with a clock period of 100 ns. This is 
enabled by slack b01Towing between the logical partJtions. 

I~ a CL, b CL, c ~ CL3 e CL4~ut 

iD Q 75ns 50ns If 75ns 50ns! If 
CLK CLK CLK 

Figure 10-31 Conventional edge-triggered pipeline. 
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Figure 10-32 Latch-based pipeline. 

If slack passing or borrowing intrigues you, we refer you to [Bemstein98], which presents 

an excelient quantitative analysis of this attractive, yet challenging, approach. 

10-4 Self-Timed Circuit Design* 

10.4.1 Self-Timed Logic-An Asynchronous Technique 

The synchronous design approach advocated in the previous sections assumes that all circuit 
events are orchestrated by a central clock. Those clocks have a dual function: 

• They ensure that the physical timing constraints are met. The next clock cycle can start 

only when all Jogic transitions have settled and the system has come to a steady state. This 

ensures that only legal logical values are applied in the next round of computation. In 

short, clocks account for the worst case delays of logic gates, sequential logic elements, 

and the wiring. 
• Clock events serve as a logical ordering mechanism for the global system events. A clock 

provides a time base that determines what will happen and when. On every clock transi

tion. a number of operations are initiated that change the state of the sequential network. 

Consider the pipelined datapath of Figure I 0-33. In this circuit, the data transitions through 

logic stages under the command of the clock. The important point is that the dock period is chosen 

to be larger than the worst case delay of each pipeline stage, or T > max (fptll, tp,n• fpt13) + tpd,reg· 

This will ensure satisfaction of the physical constraint. At each dock transition, a new set of inputs 

is sampled, and computation is started again. The throughput of the system-which is equivalent 

to the number of data samples processed per second-is equivalent to the clock rate. The time at 

which to sample a new input and the availability of an output depend upon the logical ordering of 

the system events and clearly are orchestrated by the clock in this example. 
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Figure 10-33 Pipelined, synchronous datapath. 

The synchronous design methodology has some clear advantages. It presents a structured, 

deterministic approach to the problem of choreographing the myriad of events that take place in 

digital designs. The approach taken is to equalize the delays of all operations by making them as 

bad as the worst of the set. The approach is robust and easy to adhere to, which explains its enor

mous popularity; however, it does have several pitfalls: 

• It assumes that all clock events or timing references happen simultaneously over the com

plete circuit. This is not the case in reality, because of effects such as clock skew and jitter. 

• As all the docks in a circuit transition at the same time, significant current flows over a 

very short period of time (due to the large capacitance load). This causes significant noise 

problems due to package inductance and power-supply grid resistance. 

• The linking of physical and logical constraints has some obvious effects on the perfor

mance. For instance, the throughput rate of the pipelined system of Figure 10-33 is 

directly linked to the worst case delay of the slowest element in the pipeline. On average, 

the delay of each pipeline stage is smaller. The same pipeline could support an average 

throughput rate that is substantially higher than the synchronous one. For example, the 

propagation delay of a 16-bit adder is highly data dependent: Adding two 4-bit numbers 

requires a much shorter time compared with adding two 16-bit numbers. 

One way to avoid these problems is to opt for an asynchronous design approach and to 
eliminate all the clocks. Designing a purely asynchronous circuit is a nontrivial and potentially 

hazardous task. Ensuring a correct circuit operation that avoids all potential race conditions 

under any operation condition and input sequence requires a careful timing analysis of the net

work. In fact, the logical ordering of the events is dictated by the structure of the transistor net
work and the relative delays of the signals. Enforcing timing constraints by manipulating the 

logic structure and the lengths of the signal paths requires an extensive use of CAD tools and is 

recommended only when strict! y necessary. 

A more reliable and robust technique is the self-timed approach, which presents a local 

solution to the timing problem [Seitz80]. Figure 10-34 uses a pipelined datapath to illustrate 

how this can be accomplished. It is assumed that each combinational function has a means of 

indicating that it has completed a computation for a particular piece of data. The computation of 

a logic block is initiated by asserting a Sta11 signal. The combinational logic block computes on 

the input data, and in a data-dependent fashion (taking the physical constraints into account), 

generates a Done flag once the computation is finished. In addition, the operators must signal 

each other that either they are ready to receive a next input word or they have a legal data word at 
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Req Req Req Req 

Ack HS Ack HS Ack HS Ack 

Start tDone Start t Done Done 

Figure 10-34 Self-timed, pipelined datapath. 

their outputs that is ready for consumption. This signaling ensures the logical ordering of the 
events and can be achieved with the aid of extra Ack(nowledge) and Req(uest) signals. In the 
cruse of the pipelined datapath, the scenario could proceed as follows: 

1. An input word arrives, and a Req(uest) to the block Fl is raised. If Fl is inactive at the 
time, it transfers the data and acknowledges this fact to the input buffer, whlch can go 
ahead and fetch the next word. 

2. Fl is enabled by raising the Start signal. After a certain amount of time, \Vhich is depen
dent upon the data values and operating conditions, the Done signal goes high, indicating 
the completion of the computation. 

3. A Req(t1est) is issued to the F2 module. If this function is free, anAck(nowledge) is raised, 
the output value is transferred, and Fl can go ahead with its next computation. 

The self-timed approach effectively separates the physical and logical ordering functions 
implied in circuit timing. The completion signal Done ensures that the physical timing con
straints are met and that the circuit is in steady state before accepting a new input The logical 
ordering of the operations is ensured by the acknowledge-request scheme_ often called a hand
shaking protocol. Both interested parties synchronize \Vith each other by mutual agreement ( or, 

if you want, by "shaking hands"). The ordering protocol described previously and implemented 
in the module HS is only one of many that are possible. The choice of protocol is important, 
since it has a profound effect on the circuit performance and robustness. 

When compared with the synchronous approach_ self-timed circuits display some alluring 
properties: 

• In contrast to the global centralized approach of the synchronous methodology, timing sig
nals are generated locally. which avoids all problems and overheads associated with dis
tributing high-speed clocks. 

• Separating the physical and logical ordering mechanisms results in a potential increase in 
performance. In synchronous systems, the period of the clock has to be stretched to 
accommodate the slowest path over all possible input sequences. In self-timed systems, a 
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completed data word does not have to wait for the arrival of the next clock edge in order to 

proceed to the subsequent processing stages. Since circuit delays often are dependent on 

the actual data value, a self-timed circuit proceeds at the average speed of the hardware. in 

contrast to the rvorsr case model of synchronous logic. For a ripple-carry adder. the aver

age length of cany propagation is O(log (N)). This is a fact that can be exploited in self

timed circuits, while in a synchronous methodology. a worst case perfonnance that varies 

linearly with the number of bits (O(NJ) must be assumed. 

• The automatic shutdown of blocks that are not in use can result in power savings. In addi

tion, the pmver consumption overhead of generating and distributing high-speed clocks 

can be partially avoided. As discussed earlier, this overhead can be substantial. The use of 

gated clocks in synchronous design yields simHar results. 

• Self-timed circuits are, by namre, robust regarding variations in manufacturing and operat

ing conditions such as temperature. Synchronous systems are limited by their performance 

at the extremes of the operating conditions. The performance of a self-timed system is 

determined by the actual operating conditions. 

Unfoiiunately, these general properties are not without cost-they come at the expense of 

a substantial circuit-level overhead. which Is caused by the need to generate completion signals 

and the need for handshaking logic that acts as a local traffic agent to order the circuit events 
(see block HS in Figure l0-34). Both of these topics are treated in more detail in the subsequent 

sections. 

10.4.2 Completion-Signal Generation 

A necessary component of self-timed logic is the circuitry to indicate when a particular piece of 

circuitry has completed its operation for the cuITent piece of data. There are two common and 

reliable ways to generate the completion signal. 

Dual-Rail Coding 

One common approach to completion-signal generation is the use of dual-rail coding. It actually 

requires the introduction of redundancy in the data representation in order to signal that a partic

ular bit is in either a transition or a steady-state mode. Consider the redundant data mode] pre

sented in Table 10-l. Two bits (BO and B !) are used to represent a single data bit B. For the data 

Table 10-1 Redundant signal representation 
to include transition state. 

B BO B1 

in transition (or reset) 0 0 

0 0 

0 

illegal 
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Figure 10-35 Generation of a completion signal in DCVSL. 
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Done 

to be valid or the computation to be completed, the circuit must be in a legal O (BO= 0, Bl = I) 
or I (BO = I, B 1 = 0) state. The (BO= 0, B 1 = 0) condition signals that the data are nonvalid and 
the circuit is in either a reset or a transition mode. The (BO= I, Bl= l) state is illegal and should 
never occur in an actual circuit. 

A circuit that actually implements such a redundant representation is shown in 
Figure 10-35, which is a dynamic version of the DCVSL logic style where the clock is 
replaced by the Start signal [Heller84]. DCVSL uses a redundant data representation by 
nature of its differential dual-rail structure. \Vhen the Start signal is low, the circuit is pre
charged by the PMOS transistors, and the output (BO, Bl) goes in the Reset-Transition state 
(0, 0). When the Start signal goes high, signaling the initiation of a computation, the NMOS 
pull-down network evaluates, and one of the precharged nodes is lowered. Either BO or BI
but never both-goes high, which raises Done and signals the completion of the computation. 

DCVSL is more expensive in terms of area than a nonredundant circuit due to its differen
tial nature. The completion generation is performed in series with the logic evaluation, and its 
delay adds directly to the total delay of the logic block. The completion signals of all the individ
ual bits must be combined to generate the compJetion for an N-bit data word. Completion gener
ation thus comes at the expense of both area and speed. The benefits of the dynamic timing 
generation often justify this overhead. 

Redundant signal representations other than the one presented in Table 10-1 can also be 
envisioned. One essential element is the presence of a transition state denoting that the circuit is 
in evaluation mode and the output data are not valid. 

Example 10.4 Self-Timed Adder Circuit 

An efficient implementation of a self-timed adder circuit is shown in Figure 10-36 
[Abnous93]. A Manchester-carry scheme is used to boost the circuit perf01mance. The 
proposed approach is based on the observation that the circuit delay of an adder is domi
nated by the carry-propagation path. It is therefore sufficient to use the differential 
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Figure 10-36 Manchester-carry scheme with differential signal representation. 

signaling in the carry path only (Figure l0-36a). The completion signal is efficiently 
derived by combining the carry signals of the different stages (Figure I0-36b). This safely 
assumes that the sum generation, which depends upon the arrival of the cmTy signal. is 
faster than the completion generation. The benefit of this approach is that the completion 
generation starts earlier and proceeds. in parallel with sum generation, which reduces the 
critical timing path. All other signals, such as P(ropagate), G(enerate), K(ill), and S(um), 
do not require completion generation and can be implemented in single-ended logic. As 
shown in the circuit schematics, the differential carry paths are virtually identical. The 
only difference is that the G(enerate) signal is replaced by a K/ill). A simple logic analysis 
demonstrates that this indeed results in an inverted carry signal and, hence, a differential 

signaling. 

Replica Delay 

While the dual-rail coding just described allows tracking of the signal statistics, it comes at the 
cost of power dissipation. Every single gate must transition for every new input vector, regard
less of the value of the data vector. A way to reduce the overhead of completion detection is to 
use a critical-path replica configured as a delay element, as shown in Figure 10-37. To start a 
computation, the Start signal is raised and the computation of the logic network is initiated. At 
the same time, the start signal is fed into the replica delay line, which tracks the critical path of 

l 
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Figure 10-37 Completion-signal generation using delay module. 

the logic network. It is important that the replica is structured such that no glitching transitions 
occur. When the output of the delay line makes a transition, it indicates that the logic is complete 
as the delay line mimics the critical path. In general, it is important to add extra padding in the 
delay line in order to compensate for possible random process variations. 

The advantage of this approach is that the logic can be implemented using a standard non
redundant circuit style, such as complementary CMOS. Also, if multiple logic units are comput
ing in parallel, it is possible to amortize the overhead of the delay line over multiple blocks. Note 
that this approach generates the completion signal after a time equal to the worst case delay 
through the network. As a result. it does not exploit the statistical properties of the incoming 
data. However, 1t can track the local effects of process variations and environmental variations 
(e.g., temperature or power-supply variations). This approach is widely used to generate the 
internal timing of semiconductor memories where self-timing is a commonly used technique. 

Example 10.5 An Alternate Completion Detection Circuit Using Current Sensing 

Ideally, logic should be implemented using nonredundant CMOS (e.g., static CMOS), and 
the completion signal circuiu-y should track data dependencies. Figure l0-38 shows an 
approach that attempts to realize this principle [Dean94 ]. A current sensor is inserted in 
series with the combinational logic, and it monitors the current flowing through the logic. 
The cunent sensor outputs a low value when no current flows through the logic (ie .• the 
Jogic is idle) and a high value when the combinational logic is switching. This signal 

lnpurs 
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Figure 10-38 Completion-signal generation using current sensing. 
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effectively detennines when the logic has completed its cycle. Note that this approach 
tracks data-dependent computation times-if only the lower order bits of an adder switch, 
current will stop flowing once the lower order bits switch to the final value. If the input 
data vector does not provoke any change in the logic from one cycle to the next. no current 
is drawn from the supply for static CMOS logic. In this case, a delay element that tracks 
the minimum delay through the logic and cutTent sensor is used for signal completion. The 

outputs of the current sensor and minimum delay element are then combined. 
This approach is interesting, but requires careful analog design. Ensuring reliability 

while keeping the overhead circuitry small is the main challenge. These concerns have 

kept the applicability of the approach very limited, despite its obvious potential. 

10.4.3 Self-Timed Signaling 

Besides the generation of the completion signals, a self-timed approach also requires a hand
shaking protocol to logically order the circuit events in order to avoid races and hazards. The 
functionality of the signaling (or handshaking) logic is illustrated by the example of Figure I0-
39, which shows a sender module transmitting data to a receiver [Sutherland89]. The sender 

places the data value on the data bus © and produces an event on the Req control signal by 
changing the polarity of the signal @. In some cases, the request event is a rising transition; at 
other times. it is a falling one-the protocol described here does not distinguish between them. 
Upon receiving the request, the receiver accepts the data when possible and produces an event 
on the Ack signal to indicate that the data have been accepted ®. If the receiver is busy or its 
input buffer is full, no Ack event is generated, and the transmitter is stalled until the receiver 
becomes available by, for instance, freeing space in the input buffer. Once the Ack event is pro

duced, the transmitter goes ahead and produces the next data word ©. The four events-data 
change, request, data acceptance, and acknowledge-proceed in a cyclic order. Successive 
cycles may take different amounts of time, depending on the time it takes to produce or consume 

the data. 
This is called the two-phase p1vtocol, since only two phases of operation can be distin

guished for each data transmission-the active cycle of the sender and the active cycle of the 
receiver. Both phases are terminated by certain events. The Req event terminates the active cycle 
of the sender, while the receiver's cycle is completed by the Ack event. The sender is free to 

change the data during its active cycle. Once the Req event is generated, it has to keep the data 

constant as long as the receiver is active. The receiver can only accept data during its active cycle. 
The correct operation of the sender-receiver system requires a strict ordering of the signal

ing events, as indicated by the arrows in Figure !0-39. Imposing this order is the task of the 
handshaking logic, which, in a sense, performs logic manipulations on events. An essential com
ponent of virtually any handshaking module is the lv!uller C-element. This gate, whose sche

matic symbol and truth table are given in Figure 10-40, perf01ms an AND-operation on events. 
The output of the C-element is a copy of its inputs when both inputs are identical. When the 
inputs differ, the output retains its previous value. Phrased in a different \Vay, events must occur 
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Figure 10-39 Two-phase handshaking protocol. 
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Figure 10-41 Implementations of a Muller C-elemenl. 
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\_ 

at both inputs of a Muller C-element for its output to change state and to create an output event. 
As long as this does not happen, the output remains unchanged and no output event is generated. 
The implementation of a C-element is centered around a latch, which should not be a surprise, 

given the similarities in their truth tables. Figure I 0-41 presents a static and a dynamic circuit 
realization of the function. 
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Figure 10-42 A Muller C-element implements a two-phase handshake protocol. 
The circle at the lower input of the Muller C-element stands !or inversion. 

Figure l 0-42 shows how to use this component to enforce the two-phase handshaking pro
tocol for the example of the sender-receiver. Assume that Req, Ack, and Data Ready are initially 
0. When the sender wants to transmit the next word, the Data Ready signal is set to l, which trig
gers the C-element, because both its inputs are at 1. Req goes high-this is commonly denoted as 
Req i. The sender now resides in the wait mode, and control is passed to the receiver. The C
element is blocked, and no new data are sent to the data bus (Req stays high) as long as the 
transmitted data are not processed by the receiver. Once this happens, the Data accepted sig
nal is raised. This can be the result of many different actions, possibly involving other C-ele
ments communicating with subsequent blocks. An Ack 1' ensues, which unblocks the C
element and passes the control back to the sender. A Data readyl event, which might already 
have happened before Ack i, produces a Reql, and the cycle is repeated. 

Problem 10.1 Two-Phase Self-Timed FIFO 

Figure I0-43 shows a two-phase, self-timed imp-lementation of a FIFO (first-in first-out) buffer with three 
registers. Assuming that the registers accept a data word on both positive- and negative-going transitions of 
the En signals, and that the Done signal is simply a delayed version of En. examine the operation of the 
FIFO by plotting the timing behavior of aH signals of interest. How can you observe that the FIFO is com
pletely empty? Full? (Hint: Determine the necessary conditions on the Ack and Req signals.) 

In Out 
RI RZ R3 

En 
Req0 

C 

Ack0 

Figure 10-43 Three-stage, self-timed FIFO, using a two-phase signaling protocol. 
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The two-phase protocol has the advantage of being simple and fast. However, this protocol 
requires the detection of transitions that may occur in either direction. Most logic devices in the 

MOS technology tend to be sensitive to levels or to transitions in one particular direction. Event
triggered logic, as required in the two-phase protocol, requires exu-a logic as weH as state infor
mation in the registers and the computational elements. Since the transition direction is impor
tant, initializing all the Muller C-elements in the appropriate state is essential. If this is not done, 

the circuit might become deadlocked, which means that all elements are permanently blocked 
and nothing will ever happen. A detailed study on how to implement event-triggered logic can be 
found in [Sutherland89], the defining text on micropipelines. 

The only alternative is to adopt a different signaling approach, such as four-phase signal
ing, or returnRto-zero (RTZ). This class of signaling requires that aH controlling signals be 
brought back to their initial values before the next cycle can be initiated. Once again, this is 
illustrated with the example of the sender-receiver. The four-phase protocol for this example is 
shown in Figure 10-44. 

The protocol presented is initially the same as the two-phase one. Both the Req and the 
Ack are initially in the zero state, however. Once a new data word is put on the bus <D, the Req is 
raised (Req t or ®), and control is passed to the receiver. When ready, the receiver accepts the 
data and raises Ack (Ack 1' or @). So far, nothing new. The protocol proceeds by bringing both 

Req (Req.J. or ©) and Ack (Ack.J. or ®) back to their initial state in sequence. Only when that 
state is reached is the sender allowed to put new data on the bus <D. This protocol is called four
phase signalling because four distinct time zones can be recognized per cycle: two for the 
sender; two for the receiver. The first two phases are identical to the two-phase protocol, while 
the last two are devoted to resetting of the state. An implementation of the protocol, based on 
Muller C-elements. is shown in Figure 10-45. It is interesting to note that the four-phase proto
col requires two C-elements in series (since four states must be represented). The Data ready 
and Data accepted signals must be pulses instead of single transitions. 
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Figure 10-44 Four-phase handshaking protocol. 
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Figure 10-45 Implementation of lour-phase handshake protocol using Muller C-elements. 

Problem 10.2 Four-Phase Protocol 

Derive the timing diagram for the signals shown in Figure 10-45. Assume that the Data Ready signal is a 
pulse and that the Data Accepted signal is a delayed version of Req. 

The four-phase protocol has the disadvantage of being more complex and slower, since 
two events on Req and Ack are needed per transmission. On the other hand, it has the advantage 

of being robust. The logic in the sender and receiver modules does not have to deal with transi
tions, which can go either way; it has to consider only rising ( or falHng) transition events or sig
nal Jevels. This is readily accomplished with traditional logic circuits. For this reason, four
phase handshakes are the preferred implementation approach for most of the current self-timed 

circuits. The two-phase protocol is mainly selected when the sender and receiver are far apart 

and the delays on the control wires (Ack and Req) are substantial. 

Example 10.6 The Pipelined Datapath-Revisited 

We have introduced both the signaling conventions and the concepts of the completion

signal generation. Now it is time to bring them all together. We do this with the example of 
the pipelined dalapath, which was presented earlier. A view of the self-timed datapath, 
including the timing control, is offered in Figure 10-46. The logic functions Fl and F2 are 

implemented using dual-rail, differential logic. 
To understand the operation of this circuit, assume that all Req and Ack signals, 

including the internal ones, are set to 0, which means there is no activity in the data path. 
AU Start signals are low so that aB ]ogic circuits are in precharge condition. An input 
request (Req,.1) triggers the first C-element. The enable signal En of Rl is raised, effec
tively latching the input data into the register, assuming a positive edge-triggered or a 

level-sensitive implementation. Ack,.1 acknowledges the acceptance of the data. The sec
ond C-element is triggered as wel], since Ackim is low. This raises the Start signal and 
starts the evaluation of Fl. At its completion, the output data are placed on the bus, and a 
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Figure 10-46 Self-timed pipelined datapath-cornplete composition. 

request is initiated to the second stage (Req;,,,i), which acknowledges its acceptance by 
raising Ack;m· 

At this point, slllge l is still blocked for further computations. However, tl1e input 
buffer can respond to the Ack) event by resetting Req1 to its zero slate (Reqrl ). In tum, this 
lowers En and Ack1• Upon receipt of Acki11,t, Start goes low, the precharge phase starts, 
and Fl is ready for new data. Note that this sequence corresponds to the four-phase hand
shake mechanism described earlier. The dependencies among the events are presented in a 
more pictorial fashion in the state transition diagram (STG) shown in Figure 10-47. These 
STGs can become very complex. Computer tools are often used to derive STGs that 
ensure proper operation and optimize the performance. 

' \ 
I 

AckiL J ..J CNelcment 1 

~ 

( 
Start..J.. 

Req1,),. --e) C-element2 

Figure 10-47 State transition diagram for pipeline stage 1. The nodes represent 
the signaling events, while the arrows express dependencies. Arrows in dashed 
lines express actions in either the preceding or the following stage. 

10.4.4 Practical Examples of Self-Timed Logic 

Self-timed circuits can provide a significant performance advantage. Unfortunately, the over
head circuitry precludes a widespread application in general-purpose digital computing. Never
theless, the key concepts of self-timed circuits are being exploited in a number of practical 
applications. We present a few examples that illustrate the use of self-timed concepts for either 
power savings or performance enhancement. 
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Figure 10-48 Application of sell-timing for glitch reduction. 

Glitch Reduction Using Self-Timing 

A major source of unnecessary switched capacitance in large datapaths, such as bit-sliced adders 
and multipliers, is due to spurious transitions caused by glitch propagation. Imbalances in a 
logic network cause inputs of a logic gate or block to arrive at different times. resulting .in glitch

ing transitions. In large combinational blocks such as multipliers, transitions happen in waves as 
the primary input changes ripple through the logic. Enabling a logic block only when all the 
inputs have settled helps reduce or eliminate the glitching transitions. One approach for doing so 
is the use of a self-timed gating approach, which partitions each computational logic block into 
smaller blocks and distinct phases. Tristate buffers are inserted between each of these phases in 

order to prevent glitches from propagating through the datapath, as shown in Figure 10-48. 
Assuming an arbitrary logic network, it is fair to assume that the outputs of logic block I will not 
be synchronized. When the tristate buffers at the output of logic block I are enabled, the compu
tation of logic block 2 is allowed to proceed. To reduce glitching transitions, the tristate buffer 
should be enabled only when it is ensured that the outputs of logic block I are stable and valid. 
The control of the tristate buffer can be performed through the use of a self-timed enable signal, 

generated by passing the system clock through a delay chain that models the critical path of the 
processor. The delay chain is then tapped at the points corresponding to the locations of the buff
ers, and the resulting signals are distributed throughout the chip. This technique succeeds in sub
stantially reducing the switching capacitance of combinational logic blocks such as multipliers, 
even when taking into account the overhead of the delay chain, gating signal distribution, and 

buffers [Goodman98]. 

Post-Charge Logic 

An interesting form of self-timed logic is self-resetting CMOS. This structure uses a control 

structure different from the conventional self-timed pipeline. Instead of waiting for all the logic 
stages to complete their operation before transitioning to the reset stage, the idea is to precharge 
a logic block as soon as it completes its operation. Since the precharge happens after the opera
tion instead of before evaluation, it is often termed postcharge logic. A block diagram of post

charge logic is shown in Figure 10-49 [WilliamsOO]. As can be seen from this block diagram, the 
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precharging of LI happens when its successor stage has completed and does not need its input 
anymore. It is possible to precharge a block based on the completion of its own output, but care 
must be taken to ensure that the stage that follows has properly evaluated and the input has 
become obsolete. 

It should be noted that, unlike with other logic styles, the signals are represented as pulses 
and are valid only for a limited duration. The pulse width must be shorter than the reset delay or 

else there is a contention between the precharge device and the evaluate switches. While this 
logic style offers potential speed advantages, special care must be taken to ensure correct timing. 
Also, circuitry that converts level signals to pulses, and vice versa is required. An example of 
self-resetting logic is shown in Figure I0-50 [Bemstein98]. Assume that all inputs are low and 
that int is initially precharged. If A goes high, int will fall, causing out to go high. This causes the 

gate to precharge. When the PMOS precharge device is active, the inputs must be in a res.et state 

in order to avoid contention. 

Clock-Delayed Domino 

One interesting application of self-timed circuits that uses the delay-matching concept is clock
delayed (CD) domino [Yee96J[Bernstein00]. This is a style of dynamic logic in which there is no 
global clock signal. Instead, the clock for one stage is derived from that for the previous stage. A 
simple example of a CD domino stage is shown in Figure 10-51. The two inverter delays plus 

the transmission gate along the clock path emulate the worst-case delay through the dynamic 
logic gate. The transmission gate is always turned on, and the delay of the clock path is adjusted 
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CL!( 

Figure 10-51 Clock-delayed domino logic: a sell-clocked logic style. 

through the sizing of the devices. Clock-delayed domino was used in IBM's I-GHz micro

processor, and it is used widely in high-speed domino logic. Clock-delayed domino can provide 

both inverting and noninverting functionality. This alleviates a major limitation of conventional 

domino techniques~ which are capabJe only of noninverting logic. The inverter after the puil

down network is not essential because the dock arrives at the next stage only after the current 
stage has evaluated. The clock-evaluation edge thus atTives only after the inputs are stable. On 

the other hand, adding the inverter allows for the elimination of the foot switch (see Chapter 6). 

10.5 Synchronizers and Arbiters* 

10.5.1 Synchronizers-Concept and Implementation 

Even though a complete system may be designed in a synchronous fashion, it must still commu

nicate with the outside world, which is generally asynchronous. An asynchronous input can 
change value at any time related to the clock edges of the synchronous system, as is illustrated in 

Figure l0-52. 
Consider a typical personal computer. Ail operations within the system are strictly orches

trated by a central clock that provides a time reference. This reference determines what happens 

within the computer system at any point in time. This synchronous computer has to communicate 

with a human through the mouse or the keyboard, even though the human does not have knowl

edge of this time reference and may decide to press a keyboard key at any point in time. The way 

a synchronous system deals with such an asynchronous signal is to sample or poll it at regular 

intervals and to check its value. If the sampling rate is high enough, no transitions will be 
missed-this is known as the Nyquist criterion in the communication community. However. it 
might happen that the signal is polled in the middle of a transition. The resulting value is neither 

low nor high, but undefined. At that point, it is not clear whether the key was pressed or not. Feed

ing the undefined signal into the computer could be the source of ail kinds of trouble, especially 

when it is routed to different functions or gates that might interpret it differently. For instance, 

one function might decide that the key is pushed and start a certain action~ while another function 

might lean the other way and issue a competing command. This results in a conflict and thus a 
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potential crash. Therefore, the undefined state must be resolved in one way or another before it is 
interpreted further. It does not really matter what decision is made, as long as a unique result is 
available. For instance, it is either decided that the key is not yet pressed, a situation that will be 

corrected in the next poll of the keyboard, or it is concluded that the key is already pressed. 
Thus, an asynchronous signal must be resolved to be either in the high or low state before 

it is fed into the synchronous environment. A circuit that implements such a decision-making 
function is called a synchronizer. Now comes the bad news: Building a perfect synchronizer 
that always delivers a legal answer is impossible [Chaney73] [Glasser85]! A synchronizer 

needs some time to come to a decision, and in certain cases this time might be arbitrarHy long. 
An asynchronous-synchronous interface is thus always prone to errors, known as synchroniza
tion failures. The designer's task is to ensure that the probability of such a failure is small 
enough that it is not likely to disturb the normal system behavior. Typically, this probability can 

be reduced in an exponential fashion by waiting longer before making a decision. This is not too 
troublesome in the keyboard example, but in general, waiting affects system performance and 
should be avoided as much as possible. 

To illustrate why waiting helps reduce the failure rate of a synchronizer, consider a syn
chronizer as shown in Figure 10-53. This circuit is a latch that is transparent during the low 

phase of the clock and samples the input on the Iising edge of the clock CLK. However, since 
the sampled signal is not synchronized to the clock signal, there is a finite probability that the 
setup time or hold time of the latch is violated. (The probability is a strong function of the 
transition frequencies of the input and the clock.) As a result, once the clock goes high, there 
is a chance that the output of the latch resides somewhere in the undefined transition zone. 

The sampled signal eventually evolves into a legal O or 1, even in the latter case, as the latch 
has only two stable states. 

CLK 
j_ 

int 
D Q 

I, 

Figure 10-53 A simple synchronizer. 
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Example 10.7 Synchronizer Trajectories 

Figure 10-54 shows the simulated trajectories of the output nodes of a cross-coupled static 

CMOS inverter pair for an initial state close to the metastable point. The inverters are com

posed of minimum-size devices. 

100 200 300 
Timc,ps 

Figure 10-54 Simulated trajectory for a simple synchronizer. 

If the input is sampled such that the cross-coup]ed inverter pair starts at the metasta

ble point, the voltage will remain at the metastable state forever in the absence of noise. If 

the data are sampled with a small offset (positive or negative), the differential voltage will 

evolve in an exponential way, with a time constant that is dependent on the strength of the 

transistors as weH as the parasitic capacitances. The time it takes to reach the acceptable 

signal zones depends upon the initial distance of the sampled signal from the metastable 

point. 

In order to determine the required waiting period, let us build a mathematical model of the 

behavior of the bistable element and use the results to determine the probability of synchroniza

tion failure as a function of the waiting period [Veendrick80]. 
The transient behavior around the metastable point of the cross-coupled inverter pair is 

accurately modeled by a system with a single dominant pole. Under this assumption, the tran

sient response of the bistable element after the sampling clock has been tumed off can be 

modeled as 

v(t) = VMS+ (v(O)- VMs)eti< (10.8) 

where V,ws is the metastable voltage of the latch, v(O) is the initial voltage after the sampling 

clock is turned off, and 1: is the time constant of the system. Simulations indicate that this first

order model is quite precise. 
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Figure 10-55 Linear approximation of signal slope. 
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The model can now be used to compute the range of values for v(O) that causes an error or 

a voltage in the undefined range, after a waiting period T. A signal is called undefined if its value 

is situated between Vm and Vu~: 

(10.9) 

Equation (10.9) conveys an important message: The range of input voltages that cause a syn
chronization error decreases exponentially with the waiting period T. Increasing the waiting 
period from 2, to 4, decreases the interval and the chances of an error by a factor of 7 .4. 

Some information about the asynchronous signal is required in order to compute the prob

ability of an error. Assume that Vin is a periodical waveform with an average period Tsignal 

between transitions and with identical rise and fall times t,.. Assume also that the slopes of the 

waveform in lhe undefined region can be approximated by a linear function, as shown in 

Figure 10-55. Using this model, we can estimate the probability Pinir that v(O), the value of ~
11 

at 

the sampling time, resides in the undefined region: 

(
Vw- VIL) 

vswing fr 

Tsignal 
Pi11i1 = (10.10) 

The chances for a synchronization enm to occur depend upon the frequency of the syn

chronizing clock, tp. The greater the number of sampling events, the higher the chance of run

ning into an error. This means that the average number of synchronization errors per second, 

N,y,,JO). equals Eq. (] O. l I) if no synchronizer is used. Therefore, we can write 

(10.11) 

where T9 is the sampling period. 

From Eq. (10.9), we learned that waiting a period T before observing the output reduces 

exponentially the probability that the signal is still undefined: 

= 
(Vm- Vn)e-Tt, I, 

Vswhrg Tsigmi1T qi 
(10.12) 
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The robustness of an asynchronous-synchronous interface is thus determined by the fol
lowing parameters: signal switching rate and 1ise time, sampling frequency, and waiting time T. 

Example 10.8 Synchronizers and Mean Time to Failure 

Consider the following design example: T, = 5 ns, which corresponds to a 200-Mhz clock; 
T = T~ = 5 ns; T,,gnnl = 50 ns; t,.=0.5 ns; and~= 150 ps. From the VTC of a typical CMOS 
inverter, it can be derived that Vm- V1L approximately equals 0.5 V for a voltage swing of 
2.5 V. Evaluation of Eq. (10.12) yields an error probability of 1.38 x 10-9 errors/s. The 
inverse of N,c,-,,, is called the mean time to failure, or the MTF, and equals 7 x 108 s, or 23 
years. If no synchronizer were used, the MTF would have been only 2.5 µs! 

When designing a synchronous-asynchronous interface, we must keep in mind the following observations: 

• The acceptable failure rate of a system depends upon many economic and social factors and is a 
strong function of the system's application area. 

• The exponential relation in Eq. (10.12) makes the failure rate extremely sensitive to the value of 't. 
Defining a precise value of 'tis not easy in the first place, because 't: varies from chip to chip and is a 
function of temperalure as well. The probability of an error occurring can thus fluctuate over large 
ranges even for the same design. A worst case design scenario is definitely advocated here. If the 
worsl case failure rate exceeds a certain criterion, it can be reduced by increasing the value of T. A 
problem occurs when T exceeds the sampling period T-q:,. This can be avoided by cascading (or pipe
lining) a number of synchronizers. as shown in Figure 10-56. Each of those synchronizers has a 
waiting period equal to T«. Notice that this arrangement requires the q, pulse to be short enough to 
avoid race conditions. The global waiting period equals the sum of the Ts of all the individual syn
chronizers. The increase in MTF comes at the expense of an increased latency. 

o, , I 
Sync 

o, ~0111 

JL_J 
"'----'-------~-------' 

Figure 10-56 Cascading (edge-triggered) synchronizers reduces 
the main time to failure. 

• Synchronization error~ are very hard to trace, due to their random nature. Making the mean time to 
failure very large does not preclude errors. The number of synchronizers in a system should 
therefore be severely restricted. A maximum of one or two per system ls advocated. Iii 

10.5.2 Arbiters 

Finally, a sibling of the synchronizer called the arbiter, interlock element, or mutual-exclusion 
circuit, should be mentioned. An arbiter is an element that decides which of two events has 
occurred first For example. such components aHow multiple processors to access a single 
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resource, such as a large shared memory. A synchronizer is actually a special case of an arbiter, 
since it determines whether a signal transition happened before or after a clock event. A synchro
nizer is thus an arbiter with one of its inputs tied to the clock. 

An example of a mutual-exclusion circuit is shown in Figure 10-57. It operates on two 
input-request signals that operate on a four-phase signaling protocol; that is, the Req(uest} signal 
has to go back to the reset state before a new Req(uest} can be issued. The output consists of two 
Ack(nowledge) signals that should be mutually exclusive. While Requests may occur concur
rently. only one of the Acknowledges is allowed to go high. The operation is most easily visual
ized starting with both inputs Jow-neither device issuing a request-nodes A and B high, and 
both Acknowledges low. An event on one of the inputs (e.g., Reqll) causes the flip-flop to 
switch, node A to go low, and Ack! 1'. Concurrent events on both inputs force the flip-flop into 
the metastable state, and the signals A and B might be undefined for a while. The cross-coupled 
output structure keeps the output values low until one of the NANO outputs differs from the 
other by more than a threshold value Vr. This approach eliminates glitches at the output. 

10.6 Clock Synthesis and Synchronization Using a Phase-Locked Loop* 

There are numerous digital applications that require the on-chip generation of a periodic signal. 
Synchronous circuits need a global periodic clock reference to orchestrate the events. Current 
microprocessors and high-performance digital circuits require dock frequencies in the gigahertz 
range. Crystal oscillators, by contrast, generate only accurate, low-jitter clocks over a frequency 
range from !O's of MHz to approximately 200 MHz. To generate the higher frequency required 
by digital circuits, a phase-locked loop (PLL) structure typically is used. A PLL takes an exter
nal low-frequency reference crystal frequency signal and multiplies its frequency by a rational 
number N (see the left side of Figure 10-58). 
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Figure 10-58 Applications of phase locked loops (PLL). 

Another and equally important function of a PLL is to synchronize communications 
between chips. As shown in Figure 10-58, a reference clock is sent along with the parallel data 
being communicated. (In this example only the transmit path from chip I to chip 2 is shown.) 
Since chip-to-chip communication most often occurs at a lower rate than the on-chip clock rate, 
the reference clock is divided, but kept in phase with the system clock. In chip 2, the reference 
clock is used to synchronize all the input flip-flop, which can present a significant clock load in 
the case of wide data busses. Unfortunately, implementing clock buffers to deal with this prob
lem introduces skew between the data and the sample clock. A PLL aligns (i.e., de-skews) the 
output of the clock buffer with respect to the data. In addition, the PLL can multiply the fre
quency of the incoming reference clock, allowing the core of the second chip to operate at a 

higher frequency than the input reference clock. 

10.6.1 Basic Concept 

A set of two or more periodic signals of the same frequency is well defined if we know one of 
them and its phase with respect to the other signals, as shown in Figure 10-59, where <j, 1 and <j,2 

represent the phases of the two signals. The relative phase is the difference between the two. 
A PLL is a complex, nonlinear feedback circuit. Its basic operation is best understood with 

the aid of Figure 10-60 [Jeong87]. The voltage-controlled oscillator (VCO) takes an analog con
trol input and generates a clock signal of the desired frequency. In general, there is a nonlinear 
relationship between the control voltage (v"',,,) and the output frequency. To synthesize a system 
clock of a particular frequency, it is necessary to set the control voltage to the appropriate value. 
This is a function of the rest of the blocks and the feedback loop in the PLL. The feedback loop 
is critical to the tracking process and environmental variations. The feedback also allows for fre

quency multiplication. 
The reference clock is, in general, generated off chip from an accurate crystal refer

ence. It is compared with a divided version of the system clock (i.e., the local clock), using a 
phase detector, which dete,mines the phase difference between the signals and produces an 

ONSEMI EXHIBIT 1041, Page 383



10.6 Clock Synthesis and Synchronization Using a Phase-Locked Loop* 

s, 

jJ L 
' ' Time 
' ' 

</>1 </>2 tub -</>2-</>1 

Figure 10-59 Relative and absolute phase of two periodic signals. 
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Up or Down signal when the local clock lags or leads the reference signal. It detects which 
of the two input signals arrives earlier and produces the appropriate output signal. The Up 
and Down signals are fed into a charge pump, which translates the digital encoded contro) 
information into an analog voltage [Gardner80}. An Up signal increases the value of the con
trol voltage and speeds up the VCO, which causes the local signal to catch up with the refer
ence clock. A Down signal, on the other hand, slows down the oscillator and eliminates the 
phase lead of the local clock. 

Passing the output of the charge pump directly into the VCO creates a jittery clock signal. 
The edge of the local clock jumps back and forth instantaneously and oscillates around the tar
geted position. As discussed earlier, clock jitter is highly undesirable, since it reduces the time 
available for logic computation, and therefore should be kept within a given percentage of the 
clock period. This is partially accomplished by the introduction of the loop filter. This low-pass 
filter removes the high-frequency components from the VCO control voltage and smooths out its 
response, which results in a reduction of the jitter. Note that the PLL structure is a feedback 
structure. The addition of extra phase shifts, as introduced by a high-order filter, may result in 
instability. Important properties of a PLL are its lock range. the range of input frequencies over 
which the loop can maintain functionality; the lock time, the time it takes for the PLL to lock 
onto a given input signal; and the jitter. When in lock, the system clock is N times the reference 
clock frequency. 

ONSEMI EXHIBIT 1041, Page 384



542 Chapter 10 • Timing Issues in Digital Circuits 

A PLL is an analog circuit and Js inherently sensitive to noise and interference. This is 
especially true for the loop filter and VCO, for which induced noise has a direct effect on the 
resulting clock jitter. A major source of interference is the noise coupling through the supply 
rails and the substrate. This is a particular concern in digital environments, where noise is intro

duced by a variety of sources. Analog circuits with a high supply rejection, such as differential 
VCOs, are therefore desirable [Kim90]. In summary, integrating a highly sensitive component 

into a hostile digital environment is nontrivial and requires expe11 analog design. More detailed 
descriptions. of various components of a PLL are given in the following subsections. 

10.6.2 Building Blocks of a PLL 

Voltage Controlled Oscillator (VCO) 

AVCO generates a periodic signal with a frequency that is a linear function of the input comroi 

voltage vnmr In other words, the VCO frequency can be expressed as 

(t) = COo + K,.co . v cont (10.13) 

Since the phase is the time integral of the frequency, the output phase of the VCO block is 

given by 

(10.14) 

where K 
1
,cv is the gain of the VCO given in rad/s/V, ro0 is a fixed frequency offset, and l\_-om 

controls a frequency centered around co0 . The output signal has the form 

x(t) = A· cos( co0 t + K,.rn · f~ vcu,,,dt) (10.15) 

Various implementation strategies for VCOs were discussed in Chapter 7. Differentiai ring oscil

lators are the method of choice al present. 

Phase Detectors 

The phase detector dete1mines the relative phase difference between two incoming signals and 
outputs a signal that is proportional to this phase difference. One of the inputs to the phase detec
tor is a reference clock that typically is generated off chip, while the other clock input is a 
divided version of the VCO. Two basic types of phase detectors are commonly used-the XOR 

gate and the phase frequency detector (PFD). 

XOR Phase Detector An XOR gate, the simplest of the two detectors, is useful as a phase 
detector because of the following observation: the relative phase difference between the inputs is 
reflected by the time over which the two inputs are different. Figure I0-61 shows the XOR
function of two waveforms. Feeding this output in a low-pass filter results into a de-signal that is 

proportional to the phase difference, as shown in Figure 10-6l(c). 
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For this detector, a deviation in a positive or negative direction from the perfect in-phase 
condition (i.e., a phase error of zero) produces the same change in duty factor, resulting in the 
same average voltage. Thus the linear phase range is only 180 degrees. In steady state, a PLL 
locks into a quadrature phase relationship (1 cycle offset) between the two inputs. 

Phase Frequency Detector The phase frequency detector (PFD) is the most commonly used 
form of phase detector, and it solves several of the shortcomings of the detector discussed previ
ously [Dally98]. As the name implies, the output of the PFD is dependent on both the phase and 
frequency difference between the applied signals. Accordingly, it cannot lock to an incorrect 
multiple of the frequency. The PFD takes two clock inputs and produces two outputs, UP and 
DN, as shown in Figure I0-62. 

The PFD is a state machine with three states. Assume that both UP and DN outputs are ini
tially low. When input A leads B, the UP output is asserted on the rising edge of input A. The UP 

signal remains in this state until a low-to-high transition occurs on input B. At that time, the DN 
output is asserted, causing both flip-flops to reset through the asynchronous reset signal. Notice 
that there is a small pulse on the DN output, whose duration is equal to the delay through the 
AND gate and register Resef.to-Q delay. The pulse width of the UP pulse is equal to the phase 
error between the two signals. The roles are reversed for the case in which input A lags B. A 
pulse proportional to the phase error is generated on the DN output. If the loop is in lock, short 
pulses will be generated on the UP and DN outputs. 

The circuit also acts as a frequency detector, providing a measure of the frequency error 
(see Figure I 0-63). For the case in which A is at a higher frequency than B, the PFD generates a 
lot more UP pulses-with the average pulse proportional to the frequency difference-while the 
number of DN pulses are close to zero, on average. Exactly the opposite is true for the case in 
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Figure 10-62 Phase frequency detector. 
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Figure 10-63 Timing of the PFD measuring frequency error. 

fi 

which B has a frequency larger than that of A-many more pulses are generated on the DN out
put than on the UP output. 

The phase characteristics of the phase detector are shown in Figure 10-64. Notice that the 

linear range has been expanded to 41t. 

Charge Pump 

The UP and DN pulses must be converted into an analog voltage that controls the VCO. One 
possible implementation is shown in Figure 10-65. A pulse on the UP signal adds an amount of 
charge to the capacitor proportional to the width of the UP pulse, while a pulse on the DN signal 
removes charge proportional to the DN pulse width. If the width of the UP pulse is larger than 
that of the DN pulse, there is a net increase in the control voltage. This effectively increases the 

frequency of the VCO. 
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Figure 10-64 PFD phase characteristics. 
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Figure 10-65 Charge pump. 

Example 10.9 Transient Behavior of Phase-Locked Loop 

The settling lime of a PLL is the time it takes to reach steady-state behavior. The 
length of the startup transient is strongly dependent on the bandwidth of the loop fil
ter. Figure I0-66 shows a SPICE level simulalion of a PLL implemented in a 0.25-µm 
CMOS. An ideal VCO is used to speed up the simulation. In this example, a refer
ence frequency of !00 MHz is chosen, and the PLL multiplies this frequency by 8 to 
800 MHz. The Figure 10-66a illustrates the transient response and the settling process 
of the control voltage input of the VCO. Once the control voltage reaches its final 
value, the output frequency (the clock of the digital system) settles to steady state. 
The simulation on the right shows the reference frequency, the output of the divider, 
and the output frequency in steady state. Figure I0-66b shows the PLL in lock at fou, 
= 8 x /, .. :r, while Figure 10-66c shows the waveforms during the locking process when 
the output is not in phase with the input, and the frequencies are not related yet by 
the divide ratio. 
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Figure 10-66 SPICE simulation of a PLL. The control voltage of the VCO is shown 
along with the waveforms before lock and after lock. 

Summary 

In a short span of time, phase-locked loops have become an essential component of any high
performance digital design. Their design requires considerable skill, integrating analog circuitry 

into a hostile digital environment. Yet experience has demonstrated that this combination is per

fectly feasible, and it leads to new and better solutions. 

10.7 Future Directions and Perspectives 
This section highlights some of the trends in timing optimization for combining high perfor

mance and )ow power dissipation. 

10.7.1 Distributed Clocking Using DLLs 

A recent trend in high-petformance clocking is the use of delay locked loop (DLL), a variation 
of the PLL structure. The schematic of a DLL is shown in Figure 10-67a [ManeatisOOJ. The key 
component of a DLL is a voltage-co11trolled delay line (VCDL). It consists of a cascade of 

adjustable delay elements (for instance, a current-starved inverter). The idea is to delay the out
put clock such that it lines up perfectly with the reference. Unlike the case of a VCO, there is 
no clock generator. The reference frequency is fed into the input of the VCDL. Similar to the 

case of a PLL structure, a phase detector compares the reference frequency with the output of 
the delay line (F 0 ) and generates an UP-DN error signal. Note that only a phase and not a phase
frequency detection, is required. When in lock, there is no error between the two clocks. The 
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Figure 10·67 Delay-locked loop [ManeatisOO]. 
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function of the feedback is to adjust the delay through the VCDL such that the rising edge of the 
input reference clock ifREF) and the output clock (j0 ) are aligned. 

A qualitative sketch of the signals in the DLL is shown in Figure I0-67b and c. Initially, 
the DLL is out of lock. Since the first edge of the output arrives before the reference edge, an UP 
pulse of width equal to the error between the two signals occurs. The role of the charge pump is 
to generate a charge packet proportional to the error, increasing the VCDL control voltage. This 
causes the edge of the output signal to be delayed in the next cycle. (This implementation of the 
VCDL assumes that a larger voltage resu1ts in larger delay.) After many cycles, the phase error is 
corrected, and the two signals are in lock. Note that a DLL does not alter the frequency of the 
input reference, but rather adjusts its phase. 

Figure I 0-68 shows the utilization of a DLL structure in a clock distribution network. The 
chip is partitioned into many small regions (or tiles). A global clock is distributed to each tile in 
a low-skew manner; this could be done through the package or by using low-skew, on-chip rout
ing schemes. For the pmpose of simplicity, the figure shows a two-tile chip, but this is easily 
extended to many regions. Inside each tile, the global clock is buffered before driving the digital 
load. In front of each buffer is a VCDL. The goal of the clock network is to deliver a signal to the 
digital circuit with close-to-zero skew and jitter. As we observed earlier, the static and dynamic 
variations of the buffers cause the phase error between the buffered clocks to be nonzero and 
time varying. The feedback inside each tile adjusts the control voltage of VCDL such that the 
buffered output is locked in phase to the global input clock. The feedback loop compensates for 
both static process variations and for slow dynamic variations (e.g.~ temperature). Such configu
rations have become common in high-pe1formance digital microprocessors, as well as in media 
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processors. The preceding approach of clock distribution using multiple DLLs can be extended 
to the use of multiple disuibuted PLLs on a chip [GutnikOO]. Distributed PLLs offer potential 
performance advantages, but careful system analysis is required for stable operation. 

10, 7 .2 Optical Clock Distribution 

By now, the reader should have become aware of the fact that future high-performance multi
GHz systems face some fundamental synchronization problems. The performance of a digital 
design is fundamentally limited by process and environmental variations. Even with aggressive 
active clock management schemes. such as the use of DLLs and PLLs, the variations in power 
supply and clock load result in unacceptable clock uncertainty. Researchers are fmiously search· 
ing for innovative solutions. An alternative approach that has received a lot of attention is the use 
of optics for systemwide synchronization. An excellent review of the rationale and trade-offs in 
optical interconnects versus electrical interconnects is given in [MillerOO]. 

The potential advantages of optical technology for clock distribution are that the delay of 
optical signals is not sensitive to temperature and that the clock edges do not degrade over long 
distances (i.e., tens of meters). In fact, it is possible to deliver an optical clock signal with, at 
most, 10-100 ps of uncertainty over tens of meters. Optical clocks can be distributed on-chip via 
waveguides or through free space. Figure 10-69 shows the plot of an optical clock architecture, 
using waveguides. The off-chip optical source is brought to the chip, distributed through 
waveguides, and converted through receiver circuitry to a local electrical clock distribution net
work. The chip is divided into small sections {or tiles), and the global clock is distributed from 
the photon source through waveguides with splitters and bends to each of the sections. Notice 
that an H-tree is used in distributing the optical clock. At the end of the waveguide is a photode
tector, which can be implemented using si1icon or germanium. Upon reaching the detector in 
each section, the optical pulses that represent the global clock are converted into current pulses. 
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These have a very small magnitude (tens of µA), and are fed into a amplifier that amplifies the 
signal into voltage signals appropriate for digital processing. The electrical clock is then distrib
uted to the local load using conventional techniques [KimerlingOO]. 

The optical approach has the advantage that the skew of the global clock to the photodec

tors is virtually zero. There are some variations in the arrival time of the optical signal, but they 
are minimal. For instance, variations at the waveguide bends may cause the energy losses to dif
fer from path to path. Optics has the additional advantage that many of the difficulties associated 
with electromagnetic wave propagation-such as cross talk and inductive coupling-are 
avoided. 

On the other hand, the challenge lies in the design of the optical receiver. To amplify and 
transform the small current pulses into reasonable voltage signals requires multiple amplifier 
stages. These are susceptible to process and environmental variations, and thus also to skew. The 
problem becomes very similar to the conventional electrical approach. The advantage, however, 
is that the problem is confined to these receivers, which makes it more tractable. 

Optical clocking may have an important future in high-performance systems. The chal
lenges of dealing with process variations in the opto-electronic circuitry must be addressed first 
for this to become a reality. 

10.7.3 Synchronous versus Asynchronous Design 

The self-timed approach offers a potential solution to the growing clock-distribution problem. It 
translates the global clock signal into a number of local synchronization problems. Indepen

dence from physical timing constraints is achieved with the aid of completion signals. Hand
shaking logic is needed to ensure the logical ordering of the circuit events and to avoid race 
conditions. This requires adherence to a certain protocol. which normaHy consists of either two 
or four phases. 

Despite all its advantages, self-timing has only been used in a number of isolated cases. 

Examples of self-timed circuits can be found in signal processing [Jacobs90], fast arithmetic 
units (such as self-timed dividers) [Williams87], simple microprocessors [Martin89] and mem
ory (static RAM, FIFOs). In general, synchronous logic is both faster and simpler, since the 
overhead of completion-signal generation and handshaking logic is avoided. The design of a 
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foolproof network of handshaking units that is robust with respect to races, live lock, and dead 
lock is nontrivial and requires the availability of dedicated design-automation tools. 

On the other hand, distributing a clock at high speed becomes exceedingly difficult. Skew 
management requires extensive modeHng and analysis, as well as careful design. It win not be 
easy to extend this methodology into the next generation of designs. With the increasing timing 
uncertainty in synchronous circuits, self-timing is bound to become more attractive in the years 
to come [Sutherland02]. This observation is already reflected in the fact that the routing network 
for the latest generation of massively parallel supercomputers is completely implemented using 
self-timing [Seitz92]. For self-timing to become a mainstream design technique, however (if it 
ever will), further innovations in circuit and signaling techniques and design methodologies are 

needed. 
Other alternative timlng approaches might emerge as well. Possible candidates are fully 

asynchronous designs or islands of synchronous units connected by an asynchronous network. 
The latter method, called the globall}~asynchronous locall}~synchronous approach, is quite 
attractive. It avoids the pitfalls of self-timed design at the local circuit level, while eliminating 
the need for strict phase synchronization between blocks that are quite distant from each other 
on the die. In fact, the pure phase-synchronicity requirement between large modules in a system
on-a-chip is most often too large a constraint. Mesochronous or plesiochronous communication 
would work just as well. It is our conjecture that these styles of synchronization will become 

much more common in the coming decade. 

10.8 Summary 
This chapter has explored the timing of sequential digital circuits: 

• An in-depth analysis of the synchronous digital circuits and clocking approaches was pre
sented. Clock skew and jitter substantially impact the functionality and performance of a 
system. Important parameters are the clocking scheme used and the nature of the clock 
generation and distribution network. 

• Alternative timing approaches. such as self-timed design, are becoming attractive for deal
ing with clock distribution problems. Self-timed design uses completion signals and hand
shaking logic to isolate physical timing constraints from event ordering. 

• The connection of synchronous and asynchronous components introduces the risk of syn
chronization failure. The introduction of synchronizers helps to reduce that risk, but can 
never eliminate it. 

• Phase-locked loops are becoming an important element of the digital designer's toolbox. 
They are used to generate high-speed clock signals on a chip. The analog nature of the 
PLL makes its design a real challenge. 

• Important trend in clock distribution include the use of delay-locked loops to actively 
adjust delays on a chip. 

• The key message of this chapter is that synchronization and timing are among the most 
intriguing chaHenges facing the digital designer of the next decade. 

, 
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10.9 To Probe Further 

\Vhile system timing is an important topic, a comprehensive reference work is not available in 
this area. One of the best discussions so far is the chapter by Chuck Seitz in [Mead80, Chapter 7]. 
Other in-depth overviews are given in [Bakoglu90], [Johnson93, Chapter I I], [Bernstein98, 
Chapter 7], and [ChandrakasanOO, Chapters 12 and 13}. A collection of papers on clock distribu
tion networks is presented in [Friedman95]. Numerous other publications are available on this 
topic in the leading journals, some of which are mentioned in the following list of references. 
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Exercises and Design Problem 
Visit the book's web site http://bwrc.eecs.berkcley.edu/IcBook for challenging exercises and design problems. 
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Design Verification 

Simulation versus Verijicatio11 

Electrical a11d Timing Verificatio11 

Formal Verificatio11 

Up to this point, we have relied heavily on simulation as the preferred method for ensuring the 
correctness of a design and for extracting critical parameters such as speed and power dissipa
tion. Simulation is, however, only one of the techniques the designer has in his toolbox to 
accomplish those objectives. In general, it is useful to differentiate between simulation and 
verification. 

In the simulation approach, the value of a design parameter such as noise margin. propaga
tion delay, or dissipated energy is determined by applying a set of excitation vectors to the cir
cuit model of choice and extracting parameters from the obtained signal waveforms. While this 
approach is very flexible, it has the disadvantage that the results depend strongly upon the choice 
of the excitations. For example, a charge-redistribution condition in a dynamic logic gate is not 
detected by a simulation if the exact sequence of input patterns that causes the charge sharing is 
not applied. Similarly, the delay of an adder varies widely depending on the input signal. Identi
fication of the worst-case delay requires a careful choice of the excitation vector so that the com
plete carry path is exercised. In other words, the designer must have a good understanding of the 
intrinsics of the circuit module and its operation. Failing to do so produces meaningless results. 

553 

ONSEMI EXHIBIT 1041, Page 396



554 Insert G • Design Verification 

Verification, on the other hand, attempts to extract the system parameters directly from the 

circuit description. For instance, the c1itical path of an adder can be recognized from an inspec
tion of the circuit diagram or a model of it. ·This approach has the advantage that the result is 
independent of the choice of excitation vectors and is supposedly foolproof. On the other hand, 
it relies on a number of implicit assumptions regarding design techniques and methodologies. 
For the example of the adder, determination of the propagation delay requires an understanding 

of the logic operation of the composing circuitry-for example, dynamic or static logic-and a 
definition of the term p1vpagation delay. As a second example, it is necessary to identify the reg
ister elements first before the maximum clock speed of a synchronous circuit can be determined. 

The resulting tools are therefore restricted in scope and handle only a limited class of circuit 
styles, such as single-phase synchronous design. In this insert. we analyze a number of the pop

ular verification techniques. 

Electrical Verification 

Given the transistor schematics of a digital design. it is possible to verify whether a number of 
basic rules are satisfied. Some examples of typical rules help illustrate this concept, and many 

others can be derived from previous chapters: 

• The number of inversions between two C2MOS gates should be even. 
•Ina pseudo-NM OS gate, a well-defined ratio between the PMOS pull-up and NMOS pull

down devices is necessary to guarantee a sufficient noise-margin low NM L· 

• To ensure that rise and fall times of the signal waveforms stay within limits, minimum 
bounds can be set on the sizes of the driver transistors as a function of the fan-out. 

• The maximum amount of charge sharing in a dynamic design should be such that the 

noise-margin high is not violated. 

Pure common sense can help define a large set of rules to which a design should always 

adhere. Applying them requires an in-depth understanding of the circuit structure. An electrical 
verifier, therefore, starts with the identification of well-known substructures in the overall cfrcuit 
schematic. Typical templates are simple logic gates. pass transistors, and registers. The veflfier 
traverses the resulting network on a rule-per-rule basis. Since electrical rules tend to be specific 

to a particular design style, they should be able to be easily modified. For example, rule-based 

expert systems allow for an easy updating of the rule base [DeMan85]. The individual rules can 
be complex and even invoke a circuit simulator for a small subsection of the network to verify 
whether a given condition is met In summary, electrical verification is a helpful tool, and it can 

dramatically reduce the risk of malfunction. 

Timing Verification 

As circuits become more complex, it is increasingly difficult to define exactly which paths 

through the network are critical with respect to timing. One solution is to run extensive SPICE 
simulations that may take a long time to finish. Even then, this does not guarantee that the iden-
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Figure G-1 Example of false path in timing verification. 

tified critical path is the worst case, since the delay path is a function of the applied signal pat

terns. A timing ve1ifier traverses the electrical network and rank-orders the various paths, based 

on delay. This delay can be detennined in a number of ways. One approach is to build an RC

model of the network and compute bounds on the delay of the resulting passive network. To 

obtain more accurate results, many timing verifiers first extract the details of the longest path(s), 

based on the RC-model, and perform circuit simulation on the reduced circuit in order to obtain 

a better estimation. Examples of early timing verifiers are the Crystal [Ousterhout83] and TV 

[Jouppi84] systems. 

One problem that hampered many earlier systems is that they identified false paths-that 

is, critical paths that can never be exercised during normal circuit operation. For example, a false 

path exists in the carry-bypass adder discussed in Chapter l l (also shown in simplified form in 

Figure G-1). From a simple analysis of only the circuit topology, one would surmise that the 

critical path of the circuit passes through the adder and multiplexer modules as illustrated by the 

arrow. A closer look at the circuit operation reveals that such a path is not feasible. All individual 

adder bits must be in the propagate mode for Ill to propagate through the complete adder. How

ever, the bypass signal is asserted under these conditions, and the bottom path through the multi

plexer is selected instead. The actual critical path is thus shorter than what would be predicted 

from the first-order analysis. Detecting false timing paths is not easy. since it requires an under

standing of the logic functionality of the network. Newer timing verifiers are remarkably suc

cessful in accomplishing this and have become one of the more important design aids for the 

high-performance circuit designer [Devadas9 l]. 

Example G.1 Example of Timing Verification 

The output of a static timing verifier, the PathMill tool from Synopsys [PathMill], is 

shown in Figure G-2. The input to the verification process is a transistor netlist, but gate

and block-level models can be included as well. The analysis considers capacitive and 

resistive parasitics that are obtained from the transistor schematic or layout extraction. 

The output of the timing analysis is an ordered list of ctitical timing paths. For the 

example of Figure G-2, the longest path extends from node B (falling edge) to node Y (fall

ing edge) over nodes SI, S2, and X3. The predicted delay is 1.14 ns. Other paths close to 
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Figure G-2 Example of static timing verifier response as generated by the PathMill 
tool (Courtesy of Synopsys, Inc.). The results are displayed using the Cadence DF/1 
toot The critical timing path runs from node B to node Yvia nodes S1, S2, and XS. 

the critical one are in order of decreasing delay: B (F)----> Y (R) (Ll I ns), B (R)----> Y (F) 

(L04 ns), C (R)----> Z (R) (L04 ns), and D (R)----> Y (R) (LOO ns). Observe that the circuit 
contains multiple chained pass transistors that make the analysis complicated and increase 
the chances for false paths to occur. An example of the latter is the path A(F) ----> XI ----> X3 
----, Z(R) for B = 0. For a low value on B, node Z can only make a falling transition. 

Functional (or Formal) Verification 
Each component (transistor, gate, or functional block) of a circuit can be described behaviorally 
as a function of its inputs and internal state. By combining these component descriptions, an 
overall circuit model can be generated that symbolically describes the behavior of the complete 
circuit. Formal verification compares this derived behavior with the designer's initial specifica
tion. Although not identical, the two descriptions need to be mathematically equivalent for the 

circuit to be correct 

-, 
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Formal verification is the designer's ultimate dream of what design automation should be 
able to accomplish-proof that the circuit will work as specifietl. Unfortunately, no general and 
widely accepted verifier has yet been realized. The complexity of the problem is illustrated by 
the following argument: One way to prove that two circuit descriptions are identical is to com
pare the outputs while enumerating all possible input patterns and sequences thereof. This is an 
intractable approach with a computation time exponential in the number of inputs and states. 

This does not mean that formal verification is a fantasy, however. Techniques have been 
proposed and successfully implemented for certain classes of circuits. For instance, assuming 
that a circuit is synchronous heJps minimize the search space. Proving the equivalence between 
state machines has been one of the main research targets and has Jed to some remarkable 
advances (e.g., [Coudert90]). In general, formal ve1ification techniques fall into two major 
classes: 

• Equivalence Proving-Design often follows a refinement approach. An initial high-level 
description is refined into a more detailed one in a step-by-step fashion. Equivalence
proving tools establish that the obtained result is functionally equivalent to the original 
desc1iption. As an example, such a tool could establish that the transistor schematic of an 
N-input static CMOS NAND gate truly implements the intended NAND function. 

• Property Proving-A designer often wants to know if her creation possesses some well
defined properties. A possible requirement could be, "My circuit should never experience 
a race condition." A property-proving tool analyzes whether this goal is met; if it is not 
met, the tool also analyzes the circumstances. 

One of the prime necessities for formal verification to work is that the design is described in a 
manner that is unambiguous and that has a clearly defined meaning (or semantics). When these 
conditions are met, formal-verification techniques have yielded some remarkable results and are 
very effective. For instance, finite-state machines (FSMs) represent an area where formal verifi
cation has made some major advances. The secret to the success is a well-defined mathematical 
description modeL 

Summary 

Although not yet in the mainstream of the design-automation process, functional verification 
might become one of the impm1ant assets in the designer's toolbox. For this to happen, impor
tant progress must be made in the fields of design specification and interpretation. 
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11.8 Perspective: Design as a Trade-off 
11 .9 Summary 
11 .10 To Probe Further 

11.1 Introduction 
After the in-depth study of the design and optimization of the basic digital gates, it is time to test 

our acquired skills on a somewhat larger scale and put them in a more system-oriented 

perspective. 
We will apply the techniques of the previous chapters to design a number of circuits often 

used in the datapaths of microprocessors and signal processors. N1ore specifically, we discuss 
the design of a representative set of modules such as adders, multipliers, and shifters. The speed 
and power of these elements often dominates the overall system performance. Hence, a careful 
design optimization is required. It rapidly becomes obvious that the design task is not straight
forward. For each module, m.ultiple equivalent logic and circuit topologies exist, each of whkh 

has its own positives and negatives in terms of area, speed, or power. 
Although far from complete, the analysis presented helps focus on the essential trade-offs 

that must be made in the course of the digital design process. You will see that optimization at 
only one design level-for instance. through transistor sizing only-leads to inferior designs. A 
global picture is therefore of crucial importance. Digital designers focus their attention on the 
gates, circuits, or transistors that have the largest impact on their goal function. The noncritical 
parts of the circuit can be developed routinely. We also may develop first-order performance 

models that foster understanding of the fundamental behavior of a module. The discussion also 
clarifies which computer aids can help to simplify and automate this phase of the design process. 

Before analyzing the design of the arithmetic modules, a short discussion of the role of the 
datapath in the digital-processor picture is appropriate. This not only highlights the specific 
design requirements for the datapath, but also puts the rest of this book in perspective. Other 

processor modules-the input/output, controUer, and memory modules-have different require
ments and were discussed in Chapter 8. After an analysis of the area-power-delay trade-offs in 
the design of adders, multipliers, and shifters, we will use the same structures to illustrate some 
of the power-minimization approaches introduced in Chapter 6. The chapter concludes with a 

short perspective on datapath design and its trade-offs. 

11.2 Datapaths in Digital Processor Architectures 
We introduced the concept of a digital processor in Chapter 8. Its components consist of the 
datapath, memory, control, and input/output blocks. The datapath is the core of the processor
this is where all computations are performed. The other blocks in the processor are support units 
that either store the results produced by the datapath or help to determine what will happen in 

the next cycle. A typical datapath consists of an interconnection of basic combinational func
tions, such as arithmetic operators (addition, multiplication, comparison, and shift) or logic 
(AND, OR, and XOR). The design of the arithmetic operators is the topic of this chapter. The 

l 
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Figure 11-1 Bit-sliced datapath organization. 

intended application sets constraints on the datapath design. In some cases, such as in personal 
computers, processing speed is everything. In most other appJications~ there is a maximum 
amount of power that is allowed to be dissipated, or there is maximum energy available for com
putation while maintaining the desired throughput. 

Datapaths often are arranged in a bit-sliced organization. as shown in Figure 11-1. Instead 

of operating on single-bit digital signals, the data in a processor are arranged in a word-based 

fashion. Typical microprocessor datapaths are 32 or 64 bits wide, while the dedicated signal pro
cessing datapaths, such as those in DSL modems, magnetic disk drives, or compact-disc players 
are of arbitrary width, typically 5 to 24 bits. For instance, a 32-bit processor operates on data 
words that are 32 bits wide. This is reflected in the organization of the datapath. Since the same 

operation frequently bas to be performed on each bit of the data word, the datapath consists of 
32 bit slices, each operating on a single bit-hence the term bit sliced. Bit slices are either iden
tical or resemble a similar structure for all bits. The datapath designer can concentrate on the 
design of a single slice that is repeated 32 times. 

11.3 The Adder 

Addition is the most commonly used arithmetic operation. It often is the speed-limiting element 
as well. Therefore, careful optimization of the adder is of the utmost importance. This optimiza

tion can proceed either at rhe logic or circuit level. Typical logic-level optimizations try to rear

range the Boolean equations so that a faster or smaller circuit is obtained. An example of such a 
logic optimization is the carry lookahead adder discussed later in the chapter. Circuit optimiza
tions, on the other hand, manipulate transistor sizes and circuit topology to optimize the speed. 

Before considering both optimization processes, we provide a short summary of the basic defini

tions of an adder circuit (as defined in any book on logic design [e.g., Katz94]). 

11.3.1 The Binary Adder: Definitions 

Table 11. l shows the truth table of a binary full adder. A and B are the adder inputs, C1 is the 
carry input, Sis the sum output, and C

0 
is the carry output The Boolean expressions for Sand C

0 

are given in Eq. (I !.I). 
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Table 11-1 Truth table for full adder. 

A B 

0 0 

0 0 

0 I 

0 l 

l 0 

l 0 

l I 

I l 

C; i s Co 
I 

0 0 0 

l l 0 

I 
0 I l 0 

l 0 I 

0 l 0 

I 0 I 

0 I 0 I 

l l l 

S = A Ei'! B Ei'! c, 
= ABC;+ ABC;+ ABC;+ ABC, 

C
0 

= AB+BC,+AC; 

Carry Status 

delete 

delete 

propagate 

propagute 

propagate 

propagate 

generate/propagate 

generate/propagate 

([ I.I) 

It is often useful from cin implementation perspective to define Sand C0 as functions of 

some intermediate signals G (generate), D (delete), and P (propagate). 1 G = I (D = l) ensures 
that a carry bit will be generated (deletetf) at C

0 
independent of C,, while P = I guarantees that 

an incoming ca1Ty will propagate to C
0

• Expressions for these signals can be derived from 

inspection of the truth table: 

G = AB 

D = AB 

P=AffJB 

We can rewrite Sand C
0 

as functions of P and G (or D): 

C.(G,P) = G+PC, 

S(G, P) = P Ei'! C, 

(l l.2) 

(11.3) 

Notice that G and P are only functions of A and B and are not dependent upon c,. In a similar 

way, we can also derive expressions for S(D, P) and Co<D, P). 

1 Note that the propagate signal sometimes is also defined as the OR function of the inputs A and B-this condition guar
antees that the input carry propagates to the output when A= B = 1, too. We will provide appropriate warning whenever 
this definition is used. 
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Figure 11-2 Four-bit ripple-carry adder: topology. 

An N-bit adder can be constructed by cascading N full-adder (FA) circuits in series, con
necting Co,k-l to c,., fork= 1 to N-1, and the first carry-in c,.o to O (Figure l l-2). This configu
ration is called a ripple-carry adder, since the carry bit "ripples" from one stage to the other. The 
delay through the circuit depends upon the number of logic stages that must be traversed and is a 
function of the applied input signals. For some input signals, no rippling effect occurs at all. 
while for others, the carry has to ripple all the way from the least significant bit/ lsb) to the most 
significant bit (msb). The propagation delay of such a structure (also called the critical path) is 
defined as the 1-vorst case delay over all possible input patterns. 

In the case of the ripple-carry adder, the worst case delay happens when a cany generated 
at the least significant bit position propagates all the way to the most .significant bit position. 
This carry is finally consumed in the last stage to produce the sum. The delay is then propor
tional to the number of bits in the input words N and is approximated by 

(ll.4) 

where trnrf)· and l.mm equal the propagation delays from Ci to C
0 

and S, respectively.2 

Example 11.1 Propagation Delay of Ripple-Carry Adder 

Derive the values of A, and B, (k = O ... N - I) so that the worst case delay is obtained for 
the ripple-carry adder. 

The worst case condition requires that a carry be generated at the lsb position. Since 
the input carry of the first full adder C10 is always 0, this both A0 and B0 must equal I. All 
the other stages must be in propagate mode. Hence, either A1 or Bi must be high. Finally, 
we would like to physically measure the delay of a transition on the msb sum bit. Assum

ing an initial value of O for SN-I• we must arrange a O---? 1 transition. This is achieved by 

setting both AN-I and BN-J to O (or 1), which yields a high sum bit given the incoming 
carry of I. 

For example, the following values for A and B trigger the worst case delay for an 8-

bit addition: 

A: 0000001; B: 0! 111111 

2Equation (l 1.4) ass.umes. that both the delay from the input signals A0 {or B0) m C,,_0 for the lsb, and the C1to-C,, delay 
for all other bits equal to t,.,my 
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To set-up the worst case delay transition, all the inputs can be kept constant with A0 

undergoing a O --;. 1 transition. 
The left-most bit represents the msb in this binary representation. Observe that this 

is only one of the many worst case patterns. This case exercises the O ---> l delay of the 

final sum. Derive several other cases that exercise the O 4 1 and I ----1 0 transitions. 

Two important conclusions can be drawn from Eq. (l 1.4): 

• The propagation delay of the ripple-carry adder is linearly proportional to N. This property 

becomes increasingly important when designing adders for the wide data paths 

(N = I 6 ... 128) that are desirable in current and future computers. 

• When designing the full-adder cell for a fast ripple-carry adder, it is far more important to 

optimize tC(my than l.iww since the latter has only a minor influence on the total value of ladder 

Before starting an in-depth discussion on the circuit design of full-adder cells, the follow

ing additional logic prope11y of the full adder is worth mentioning: 

Inverting all inputs to a full adder results in inverted values for all outputs. 
This property, also called the inverting pmperty, is expressed in the pair of equations 

- - -
S(A, B, C,) = S(A, B, C;) 

(11.5) 
C

0
(A, B, C,) = C0 (A, B, C;) 

and will be extremely useful when optimizing the speed of the ripple-carry adder. It states that 

the circuits of Figure I 1-3 are identical. 

11.3.2 The Full Adder: Circuit Design Considerations 

Static Adder Circuit 

One way to implement the full-adder circuit is to take the logic equations of Eq. (11.l) and 

translate them directly into complementary CMOS circuitry. Some logic manipulations can help 

to reduce the transistor count. For instance, it is advantageous to share some logic between the 

A B 
t 

C; FA c,, 

s 
Figure 11-3 Inverting property of the lull adder. 
The circles in the schematics represent inverters. 
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Figure 11-4 Complementary static CMOS implementation of full adder. 

sum- and carry-generation subcircuits, as long as this does not slow down the carry generation, 
which is the most critical part, as stated previously. The foHowing is an example of such a reor
ganized equation set: 

C0 = AB+BC,+AC, 

and (I 1.6) 

The equivalence with the original equations is easily verified. The corresponding adder design, 
using complementary static CMOS, is shown in Figure 11-4 and requires 28 transistors. In addi

tion to consuming a large area, this circuit is slow: 

• Tall PMOS transistor stacks are present in both cany- and sum-generation circuits. 

• The intdnsic load capacitance of the C0 signal is large and consists of two diffusion and 
six gate capacitances, plus the wiring capacitance. 

• The signal propagates through two inverting stages Jn the carry-generation circuit. As 
mentioned earlier, minimizing the carry-path delay is the prime goal of the designer of 
high-speed adder circuits. Given the small load (fan-out) at the output of the cmry chain, 

having two logic stages is too high a number, and leads to extra delay. 
• The sum generation requires one extra logic stage, but that is not that important, since a 

factor appears only once in the propagation delay of the ripple-carry adder of Eq. ( l l.4). 
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Figure 11-5 Inverter elimination in carry path. FA' stands for a full 
adder without the inverter in the carry path. 

Although slow, the circuit includes some smart design tricks. Notice that the first gate of 

the carry-generation circuit is designed with the Ci signal on the smaller PMOS stack, lowering 
its logical effort to 2. Also, the NMOS and PMOS transistors connected to C1 are placed as close 
as possible to the output of the gate. This is a direct application of a circuit-optimization tech
nique discussed in Section 4.2-transistors on the critical path should be placed as close as pos
sible to the output of the gate. For instance, in stage k of the adder, signals A, and B, are available 

and stable long before Ci,k (= Co.k-I) arrives after rippling through the previous stages. In this 
way, the capacitances of the internal nodes in the transistor chain are precharged or discharged in 
advance. On arrival of c,.,, only the capacitance of node X has to be (dis)charged. Putting the 
c,., transistors closer to VDD and GND would require not only the (dis)charging of the capaci

tance of node X, but also of the internal capacitances. 
The speed of this circuit can now be improved gradually by using some of the adder prop

erties discussed in the previous section. First. the number of inverting stages in the carry path 
can be reduced by exploiting the inverting property-inverting ail the inputs of a full-adder cell 
also inverts al1 the outputs. This rule allows us to eliminate an inverter in a cmry chain, as dem

onstrated in Figure 11-5. 

Mirror Adder Design 

An improved adder circuit, also called the mirror adder, is shown in Figure 11-6 [Weste93]. Its 

operation is based on Eq. (11.3). The carry-generation circuitry is worth analyzing. First, the 
carry-inverting gate is eliminated, as suggested in the previous section. Secondly, the PDN and 

PUN networks of the gate are not dual. Instead, they form a clever implementation of the propa
gate/generate/delete function-when either D or G is high, C0 is set to Vvv or GND, respec
tively. When the conditions for a Propagate are valid (or P is 1),3 the incoming carry is 

propagated (in inverted format) to Cu. This results in a considerable reduction in both area and 
delay. The analysis of the sum circuitry is left to the reader. The following observations are 

worth considering: 

• This full-adder cell requires only 24 transistors. 

3Thc P = A + B definition of the propagate signal is used here. 

1 
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Figure 11-6 Mirror adder-circuit schematics. 

• The NMOS and PMOS chains are completely symmetrical, which still yields correct oper
ation due to self-duality of both the sum and carry functions. As a result, a maximum of 
two series transistors can be found in the carry-generation circuitry. 

• The transistors connected to C; are placed closest to the output of the gate. 
• Only the transistors in the carry stage have to be optimized for speed. All transistors in the 

sum stage can be of minimum size. \Vhen laying out the cell, the most critical issue is the 

minimization of the capacitance at node C0 • Shared diffusions reduce the stack node 
capacitances. 

• In the adder cell of Figure 11-4, the inverter can be sized independently to drive the C; 
input of the adder stage that follows. If the carry circuit in Figure 11-6 is symmetrically 
sized, each of its inputs has a logical effort of 2. This means that the optimal fan-out, sized 

for minimum delay, should be (4/2) = 2. However, the output of this stage drives two inter
na] gate capacitances and six gate capacitances in the connecting adder cell. A clever solu
tion to keep the transistor sizes the same in each stage is to increase the size of the carry 
stage to about three to four times the size of the sum stage. This maintains the optimal fan

out of 2. The resulting transistor sizes are annotated on Figure 11-6, where a PMOS/ 

NMOS ratio of 2 is assumed. 

Transmission-Gate-Based Adder 

A full adder can be designed to use multiplexers and XORs. While this is impractical in a com
plementary CMOS implementation, it becomes attractive when the multiplexers and XORs are 
implemented as transmission gates. A full-adder implementation based on this approach is 

shown in Figure 11-7 and uses 24 transistors. It is based on the propagate-generate model, 
introduced in Eq. (11.3). The propagate signal, which is the XOR of inputs A and B, is used to 
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Figure 11-7 Transmission-gate-based lull-adder cell with sum and carry delays 
of similar value (alter [Weste93]). 

select the true or complementary value of the input carry as the new sum output. Based on the 
propagate signal, the output carry is either set to the input carry, or either one of inputs A or B. 
One of interesting features of such an adder is that it has similar delays for both sum and carry 

outputs. 

Manchester Carry-Chain Adder 

The carry-propagation circuitry in Figure 11-7 can be simplified by adding generate and delete 
signals, as shown in Figure l l-8a. The propagate path is unchanged, and it passes c, to the C0 

output if the propagate signa) ( A; ffi B1 ) is true. If the propagate condition is not satisfied, the out
put is either pulled low by the D; signal or pulled up by G1• The dynamic implementation 
(Figure 11-8b), makes even further simplification possible. Since the transitions in a dynamic 
circuit are monotonic, the transmission gates can be replaced by NMOS-only pass transistors. 
Prechm·ging the output eliminates the need for the kill signal (for the case in which the carry 
chain propagates the complementary values of the carry signals). 

A Manchester cany-chain adder uses a cascade of pass transistors to implement the carry 
chain [Kilbum60]. An example, based on the dynamic circuit version introduced in Figure 11-8, 
is shown in Figure 11-9. During the precharge phase (<p = 0), all intermediate nodes of the pass
transistor cm-ry chain are precharged to V DD· During evaluation, the Ak node is dischm-ged when 
there is an incoming caITy and the propagate signal Pk is high, or when the generate signal for 

stage k ( Gk) is high. 
Figure 11- IO shows an example layout of the Manchester caJTy chain in stick-diagram for

mat. The datapath layout consists of three rows of cells organized in bit-sliced style: The top row 
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Figure 11-8 Manchester carry gates. (a) Static, using propagate, generate, 
and kill, (b) dynamic implementation, using only propagate and generate signals. 
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Figure 11-9 Manchester carry-chain adder in dynamic logic (four-bit section). 

569 

of cells computes the propagate and generate signals, the middle row propagates the cany from 
left to right, and the bottom row generates the final sums. 

The worst case delay of the carry chain of the adder in Figure 11-9 is modeled by the lin
earized RC network of Figure 11-11. As derived in Chapter 4, the propagation delay of such a 
network equals 

N i 

tP = 0.69~c(~R;)= 0.69N(~+l)RC (I 1.7) 

when all C1 = C and R; = R. 
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Figure 11-10 Stick diagram of two bits of a Manchester carry chain. 
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Figure 11-11 Equivalent network to determine propagation delay of a carry chain. 

Example 11.2 Sizing of Manchester Carry Chain 

The capacitance per node on the cany chain equals four diffusion capacitances, one 
inverter input capacitance, and the wiring capacitance proportional to the size of the cell. 
The inverter and the PMOS precharging transistor can be kept at unit size. Together with 
the wire capacitance, the fixed capacitance can be estimated as !5 tF (for our technology). 
If a unit-sized transistor with width W0 has a resistance of 10 kQ and a diffusion capaci

tance of 2 tF, then the RC time constant for a chain of transistors of width Wis 

RC = 6 tF · - + 15 tF · 10 k.Q · -( 
W ) Wo 
W 0 W 

Increasing the transistor width reduces this time constant, but it also loads the gates in the 

previous stage. Therefore, the transistor size is limited by the input loading capacitance. 
Unfortunately, the distributed RC-nature of the carry chain results in a propagation delay 

that is quadratic in the number of bits N. To avoid this, it is necessary to insert signal-buffering 
inverters. The optimum number of stages per buffer depends on the equivalent resistance of the 
inverter and the resistance and capacitance of the pass transistors, as was discussed in Chapter 9. 

In our technology, and in most other practical cases, this number is between 3 and 4. Adding the 
inverter makes the overall propagation delay a linear function of N. as is the case with ripple

carry adders. 
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11.3.3 The Binary Adder: Logic Design Considerations 

The ripple-carry adder is only practical for the implementation of additions with a relatively 

small word length. Most desktop computers use word lengths of 32 bits, while servers require 64; 
very fast computers, such as mainframes, supercomputers, or multimedia processors (e.g., the 
Sony PlayStation2) [Suzuoki99], require word lengths of up to 128 bits. The linear dependence of 

the adder speed on the number of bits nmkes the usage of 1ipple adders rather impractical. Logic 

optimizations are therefore necessary, resulting in adders with Ir < O(N). We briefly discuss a 

number of those in the sections that follow. We concentrate on the circuit design implications, 

since most of the presented structures are well known from the traditional logic design literature. 

The Carry-Bypass Adder 

Consider the four-bit adder block of Figure l l-12a. Suppose that the values of Ak and B, (k = 
0 ... 3) are such that all propagate signals P, (k = 0 ... 3) are high. An incoming carry C;,o= I prop

agates under those conditions through the complete adder chain and causes an outgoing carry 

C
0

, 3 = I. In other words, 

if (P0P1P2P3 = 1) then C0 , 3 = C;,o 

else either DELETE or GENERATE occurred 
(11.8) 

This infonnation can be used to speed up the operation of the adder, as shown in Figure I I - l 2b. 

When BP = P0P1P2P3 = l, the incoming carry is forwarded immediately to the next block 

through the bypass transistor M,,-hence the name carry-bypass adder or carry-skip adder 
[Lehman62]. If this is not the case, the carry is obtained by way of the normal route. 

FA FA 

(a) Carry propagation 

BP - PoP1PzP3 
:1-c,.,T FA FA FA FA ~ I 
Ji i Co,3 

ti--
"' '-------------------,~,~, 

(bl Adding a bypass 

Figure 11-12 Carry-bypass structure-basic concept. 
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Example 11.3 Carry Bypass in Manchester Carry-Chain Adder 

Figure 11-13 shows the possible carry-propagation paths when the full-adder circuit is 
implemented in Manchester-carry style. This picture demonstrates how the bypass speeds 
up the addition: The carry propagates either through the bypass path, or a carry is gener
ated somewhere in the chain. In both cases, the delay is smaller than the normal ripple 
configuration. The area overhead incurred by adding the bypass path is small and typically 
ranges between 10 and 20%. However, adding the bypass path breaks the regular bit-slice 
structure (as was present in Figure 11-10). 

Po Pz P, BP 
J_ J_ J_ J_ 

T 
BP 

Figure 11-13 Manchester carry-chain implementation of bypass adder. 

Let us now compute the delay of an N-bit adder. At first, we assume that the total adder 
is divided in (NIM) equal-length bypass stages, each of which contains M bits. An approxi
mating expression for the total propagation time can be derived from Figure l 1-14a and is 
given in Eq. (11.9). Namely, 

Bit 0-3 Bit4--7 

Setup + tserup Setup 
I 

Carry ,~ Carry 
propagation propagation 

Sum Sum 

Mbits 

Bit 8-11 

fbyp!!IS 
Setup -
Carry 

propagation 

Sum 

Bit 12-15 

Setup 

Carry I>- propagation 

t I Sum 
!mmf'---~ 

(11.9) 

Figure 11-14 (N= 16) carry-bypass adder: composition. The worst case delay path 
is shaded in gray. 
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with the composing parameters defined as follows: 

• tsemp: the fixed overhead time to create the generate and propagate signals. 
• tcarry: the propagation delay through a single bit. The worst case carry-propagation delay 

through a single stage of M bits is approximately M times larger. 
• tbypnss: the propagation delay through the bypass multiplexer of a single stage. 
• t"m,: the time to generate the sum of the final stage. 

The critical path is shaded in gray on the block diagram of Figure 11-14. From Eq. (11.9), it fol
lows that tr is still linear in the number of bits N, since in the worst case, the carry is generated at 
the first bit position, ripples through the first block, skips around (Nll'vf. - 2) bypass stages, and is 
consumed at the last bit position without generating an output carry. The optimal number of bits 
per skip block is determined by technological parameters such as the extra delay of the bypass
selecting multiplexer, the buffering requirements in the carry chain, and the ratio of the delay 
through the ripple and the bypass paths. 

Although still linear, the slope of the delay function increases in a more gradual fashion 
than for the ripple-carry adder, as pictured in Figure 11-15. This difference is substantial for 
larger adders. Notice that the ripple adder is actually faster for small values of N, for which the 
overhead of the extra bypass multiplexer makes the bypass structure not interesting. The cross
over point depends upon technology considerations and is normally situated between four and 
eight bits. 

Problem 11.1 Delay of Carry-Skip Adder 

Determine an input pattern that triggers the worst case delay in a 16-bit (4x 4) carry-bypass adder. Assum
ing that tcany = tsetup = tskip = lsum = I, detennine the delay and compare it with that of a normal ripple 
.adder. 

~-~---------..N 
4 ... 8 

Figure 11-15 Propagation delay of ripple-carry versus carry-bypass adder. 
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The Linear Carry-Select Adder 

In a ripple-carry adder, every full-adder cell has to wait for the incoming carry before an outgo
ing caITy can be generated. One way to get around this linear dependency is to anticipate both 
possible values of the cmTy input and evaluate the result for both possibilities in advance. Once 
the real value of the incoming cany is known, the correct result is easily selected with a simple 
multiplexer stage. An implementation of this idea, appropriately called the carry~select adder 
[Bedrij62], is demonstrated in Figure 11-16. Consider the block of adders, which is adding bits k 

to k + 3. Instead of waiting on the anival of the output carry of bit k - I, both the O and 1 possi

bilities are analyzed. From a circuit point of view, this means that two carry paths are imple
mented. When Co.I-I finally settles, either the result of the O or the I path is selected by the 
multiplexer, which can be performed with a minimal delay. As is evident from Figure 11-16, the 
hardware overhead of the carry-select adder is restricted to an additional carry path and a multi

plexer, and equals about 30% with respect to a ripple-carry structure. 
A full carry-select adder is now constructed by chaining a number of equal-length adder 

stages, as in the carry-bypass approach (see Figure 11-17). The critical path is shaded in gray. 
From inspection of the circuit, we can derive a first-order model of the worst case propagation 

delay of the module, written as 

(11.10) 

where tsemp• tsww and t,m,x are fixed delays and N and M represent the total number of bits, and the 
number of bits per stage, respectively. trnnj' is the delay of the cany through a single full-adder 
cell. The carry delay through a single block is proportional to the length of that stage or equals 

M !carry· 

The propagation delay of the adder is, again, linearly proportional to N (Eq. (11.10)). The 

reason for this linear behavior is that the block-select signal that selects between the O and I 
solutions still has to ripple through all stages in the worst case. 

0-Carry propagation 

1 I-Carry propagation 

c,,.,k-i 
Multiplexer 

Carry vector 

Sum Generation 

Figure 11-16 Four-bit carry-select module-topology. 
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Bit 0-3 Bit 4-7 Bit 8-11 Bit 12-15 

Setup Setup Setup Setup 

0 0-Carry 0-+-

I 

" 1-Carry 1-+- l-Carj~ 

Ci,O 
Multiplexer I c"; Multiplexer Multiplexer 

Co.II 
Multiplexer 

Cu,15 

Sum generation ! Sum generation i Sum generation Sum generation 

S0-, S4_7 Se-11 s,2-15 

Figure 11-17 Sixteen-bit, linear carry-select adder. The critical path is shaded in gray. 

Prnblem 11.2 Linear Can-y-Select Delay 

Determine the delay of a 16-bit iinear carry-select adder by using unit delays for all ceHs. Compare the 
result with lhat of Problem 11.1. Compare various block configurations as well. 

The Square-Root Carry-Select Adder 

The next structure illustrates how an alert designer can make a major impact. To optimize a 
design, it is essential to locate the critical timing path first. Consider the case of a 16-bit linear 
carry-select adder. To simplify the discussion, assume that the full-adder and multiplexer cells 
have identical propagation delays equal to a normalized value of I. The worst case atTival times 
of the signals at the different network nodes \Vith respect to the time the input is applied are 
marked and annotated on Figure 11-l Sa. This analysis demonstrates that the critical path of the 
adder ripples through the multiplexer networks of the subsequent stages. 

One striking opportunity is readily apparent. Consider the multiplexer gate in the last 
adder stage. The inputs to this multiplexer are the two carry chains of the block and the block
multiplexer signal from the previous stage. A major mismatch between the atTJval times of the 
signals can be observed. The results of the carry chains are stable long before the multiplexer 

signal arrives. It makes sense to equalize the delay through both paths. This can be achieved by 
progressively adding more bits to the subsequent stages in the adder, requiring more time for the 
generation of the cmTy signals. For example, the first stage can add 2 bits, the second contains 3, 
the third has 4, and so forth, as demonstrated in Figure l l-18b. The annotated arrival times show 
that this adder topology is faster than the linear organization, even though an extra stage is 
needed. In fact, the same propagation delay is also valid for a 20-bit adder. Observe that the dis
crepancy in arrival times at the multiplexer nodes has been eliminated. 

In effect, the simple trick of making the adder stages progressively longer results in an 
adder structure with sublinear delay characteristics. This is illustrated by the following analysis: 
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Q 

(!) 

1-Carry 

(5) 
(6) 

C;.o 
Multiplexer 

Sum Generation Sum Generation Sum Generation l 

' 
Sum Generation 

Sr,_J 

Sum Sum Generation! 

Sz-1 

Ss..-11 

(a) Linear configuration 

Bit 5-8 

Setup 

Multiplexer 

Sum Generation 

S:,~ 

(b) Square root configuration 

Bit 9-13 Bit 14-19 

Sc.up 

0-Curry 

(6) 

Sum Generation 

Figure 11-18 Worst case signal arrival times in carry-select adders. The signal arrival 
times are marked in parentheses. 

Assume that an N-bit adder contains P stages, and the first stage adds M bits. An additional bit is 
added to each subsequent stage. The following relation then holds: 

N = M+(M+ l)+(M+2)+(M+3)+ ... +(M+P-I) 

· P(P-1) = MP+ 
2 

(11.11) 

If M << N (e.g .• M = 2, and N = 64), the first term dominates, and Eq. (11.l l) can be 
simplified to 

p2 
N~-

2 
(11.12) 

ONSEMI EXHIBIT 1041, Page 419



11.3 The Adder 

or 

50 

40 Ripple adder 

-~ ,., 
~ 

30 " "" -·a 
~ 

_§, 20 

-~ 
10 

Linear select ...._r 

~ 
Square root select 

20 40 60 
N 

Figure 11-19 Propagation delay of square-root carry-select adder versus linear 
ripple and select adders. The unit delay model is used to model the cell delays. 

Equation ( 11.13) can be used to express tudd as a function of N by rewriting Eq. (11. lO): 

577 

(11.13) 

(l L 14) 

The delay is proportional to JN for large adders (N >> M), or /mid = O(JN). This square-root 
relation has a major impact, which is illustrated in Figure 11-19, where the delays of both the 
linear and square-root select adders are plotted as a function of N. It can be observed that for 
large values of N, tadd becomes almost a constant. 

Problem 11.3 Unequal Bypass Groups in Carry-Bypass Adder 

A careful reader might be interested in applying the previous technique to carry-bypass adders. Vie saw ear
lier that their delay is a linear function of a number of bits. Can they be modified to achieve better than lin
ear delay by using variable group sizes? 

It does make sense to make the consecutive groups gradually larger. However, the technique used in 
carry-select adders does not directly apply to this case, and a progressive increase in stage sizes eventually 
increases the delay. Consider a carry-bypass adder in which the last stage is the largest: The carry signal 
that propagates through that stage and gets consumed at the msb position (with no chance of bypassing it) is 
on the critical path for the sum generation. Increasing the size of the last group does not help the problem. 

Based on this discussion and assuming constant delays for carry and bypass gates, sketch the profile 
of the carry bypass network that achieves a delay that is better than linear. 
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The Carry-Lookahead Adder" 

The Monolithic Lookahead Adder When designing even faster adders, it is essential to get 

around the rippling effect of the cany that is still present in one form or another in both the 
carry-bypass and carry-select adders. The carry-lookahead principle offers a possible way to do 
so [Weinberger56, MacSorley61]. As stated before, the following relation holds for each bit 

position in an N-bit adder: 

Co,k = f(Ak,B,, Co,k-1) = G,+PkCo.k-1 

The dependency between C
0
., and C0 .,_, can be eliminated by expanding C0 ,,_,: 

Co,k = G,+Pk(Gk-1 +P,_,co.,-2) 

In a fully expanded form, 

C
0
., = Gk+P,(G,_ 1+Pk_,(. .. +P1(Go+P0C1,o))) 

with c,,o typically equal to 0. 

(11.15) 

(11.16) 

(11.17) 

This expanded relationship can be used to implement an N-bit adder. For every bit, the 
carry and sum outputs are independent of the previous bits. The ripple effect has thus been effec

tively eliminated, and the addition time should be independent of the number of bits. A block 
diagram of the overall composition of a carry-lookahead adder is shown in Figure 11-20. 

Such a high-level model contains some hidden dependencies. When we study the detailed 

schematics of the adder, it becomes obvious that the constant addition time is wishful thinking 
and that the real delay is at least increasing linearly with the number of bits. This is illustrated in 
Figure 11-21, where a possible circuit implementation of Eq. (11.17) is shown for N = 4. Note 
that the circuit exploits the self-duality and the recursivity of the carry-lookahead equation to 
build a mirror structure, similar in style to the single-bit full adder of Figure 11-6.4 The large 
fan-in of the circuit makes it prohibitively slow for larger values of N. Implementing it with sim

pler gates requires multiple logic levels. In both cases, the propagation delay increases. Further-

P, 

Figure 11·20 Conceptual diagram of a carry-lookahead adder. 

4Similar to the mirror adder, this circuit requires that the Propagate signal be defined as P =A+ B. 
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Figure 11-21 Schematic diagram of mirror implementation 
of four-bit lookahead adder (from [Weste85]). 
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more, the fan-out on some of the signals tends to grow excessively, slowing down the adder even 
more. For instance, the signals G0 and P0 appear in the expression for every one of the subse
quent bits. Hence, the capacitance on these lines is substantial. Finally, the area of the imple
mentation grows progressively with N. Therefore, the lookahead structure suggested by Eq. 
(l 1.16) is only useful for small values of N (:£ 4). 

The Logarithmic Lookahead Adder-Concept For a carry-lookahead group of N bits, the 
transistor implementation has N + 1 parallel branches with up to N + I transistors in the stack. 
Since wide gates and large stacks display poor performance, the carry-lookahead computation has 
to be limited to up to two or four bits in practice. In order to build very fast adders, it is necessary 
to organize carry propagation and generation into recursive trees. A more effective implementa
tion is obtained by hierarchically decomposing the carry propagation into subgroups of N bits: 

co.O = Go+PoC;.o 

C,,., = G, +P,G0 +P1P0 C1•0 = (G1 +P,G0 )+(P,P0 )C,, 0 = G,,0 +P,,0 C1.o 

C0 • 2 = G2 +P2G1 +P2P 1G0 +P2P,P0 C;,o = G2 +P2 C0 ., 

C0 • 3 = G3 +P3G2 +P3P 2G1 +P3P2P,G0 +P3P2P 1P0C;,o 

= (G3 +P3G2)+(P3P 2)C
0
,, = G3,2 +P3,2C

0
,, 

(11.18) 
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In Eq. (11.18), the carry-propagation process is decomposed into subgroups of two bits. 

G;) and P;J denote the generate and propagate functions, respectively, for a group of bits (from 
bit positions i to jJ. Therefore, we call them block generate and propagate signals. G;,jequals I if 

the group generates a carry, independent of the incoming carry. The block propagate Pi:j is true if 
an incoming cmTy propagates through the complete group. This condition is equivalent to the 
carry bypass, discussed earlier. For example, G3,2 is equal to I when a carry either is generated at 

bit position 3 or is generated at position 2 and propagated through position 3, or G3,2 = G3 + 
P 3G2• P 3:2 is true when an incoming carry propagates through both bit positions, or P 3:2 = P3P2• 

Note that the format of the new expression for the carry is equivalent to the original one, 
except that the generate and propagate signals are replaced with block generate and propagate 

signals. The notation G;,y and Pi.J generalizes the original carry equations, since Gi = Gi:i and Pi= 

Pu Another generalization is possible by treating the generate and propagate functions as a pair 
( Gi:j• P;}, rather than conside1ing them as separate functions. A new Boolean operator, called 
the dot operator(·), can be introduced. This operator on the pairs and allows for the combination 

and manipulation of blocks of bits: 

(G, P) · (G',P') = (G + PG', PP') (I 1.19) 

Using this operator we can now decompose (G3,2, P3,2J = (G3, P3) • (G2, P 2). The dot operator 

obeys the associative property, but it is not commutative. 

Example 11.4 Ripple-Carry Adder Expressed by Using the Dot Operator 

With the dot operator, a four-bit 1ipple carry adder can be re-written as 

(C
0

, 3, OJ = [(G3, P3 ) · (G2, P 2J · (G., P 1) · (G0, P 0)l · (C;,o, OJ 

The associative property allows us to rewrite this function and express C0 •3 as a function of 

2 group carries: 

(G3 ,0, P 3,0J = [(G3, P 3) · (G2, P 2)l · [(G 1, P1) • (G0, P 0)l 

(Gn, P3,2). (G1,o,P1,ol 

By exploiting the associative property of the dot operator, a tree can be constructed that effec

tively computes the carries at all 2' - 1 positions (that is, 1, 3, 7, 15, etc.) for i = 1...log2(N). The 
crucial advantage is that the computation of the carry at position 2' - l takes only log2(N) steps. 
In other words, the output cruTy of an N-bit adder can be computed in log2(N) time. This is a 
major improvement over the previously described adders. For example, for an adder of 64 bits, 
the propagation delay of a linear adder is proportional to 64. For a square-root select adder, it is 

reduced to 8, while, for a logarithmic adder, the proportionality constant is 6. This is illustrated 
in Figure 11-22, which shows the block diagram of a 16-bit logarithmic adder. The carry at posi
tion 15 is computed by combining the results of blocks (0:7) and (8: 15). Each of these, in tum, is 
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Figure 11-22: Schematic diagram for Kogge-Stone 16-bit lookahead logarithmic adder. 

composed hierarchically. For instance, (0:7) is the composition of (0:3) and (4:7), while (0:3) 
consists of (0: I) and (2:3), etc. 

Computing the carries at just the zi - 1 positions is obviously not sufficient. It is necessary 
to derive the carry signals at the intermediate positions as well. One way to accomplish this is by 
replicating the tree at every bit position, as illustrated in Figure 11-22 for N = 16. For instance, 
the cmTy at position 6 is computed by combining the results of blocks (6:3) and (2:0). This com
plete structure, which frequently is referred to as a Kogge-Stone tree [Kogge73], is a member of 
the radix-2 class of trees. Radix-2 means that the tree is binary: It combines two cany words at a 
time at each level of hierarchy. The total adder requires 49 complex logic gates each to imple
ment the dot operator. In addition, 16 logic modules are needed for the generation of the propa
gate and generate signals at the first level (P1 and G1 ), as well as 16 sum-generation gates. 

Design Example=Jmplementing a Eookah_ead Adder in Dynamic Eogic- · _ -

The combination of car0·-lookahead {CLA) techniques and dynamic logic seems to be ideal when very 
high performance is the ultimate goal. It is therefore useful to walk through the complete design of a 
dynamic CLA. 

The first module generates the propagate and generate signal, as shown in Figure 11-23. The addi
tion of a separate lOverter to drive the keeper represents a small twist. This approach is beneficial in gates 
that drive a sizable fan-out. By decoupling its driver from the fan-out it aHows for a quick disengagement of 
the keeper after the transition starts. The inverter that is driving successive logic gates, on the other hand, is 
optimized to drive a fan-out of two (for G outputs) or three (for P outputs) NMOS pull-down networks. 

Each of the black dots in Figure 11-22 represents two gates that compute the block-1eve] propagate 
and generate signals, as shown in Figure 11-24. Since these gates are not located at the beginning of the 
pipeline, the evaluation transistor (also called the foot switch) is optional, as discussed in Chapter 6. This 
approach is commonly used in dynamic datapaths. During the precharge phase, all the outputs of the dom
ino gates are guaranteed co be low, turning off any discharge path in the succeeding domino stages. Etimi
nation of the foot switch in any stage other than the first lowers the logical effort of the gates and speeds up 
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Clko----q C/ko----q 

C/k o-J 

Clko-J 

Figure 11-23 Dynamic Implementation of propagate and generate signals. 

the evaluation. For example, the propagate gate in Figure l 1-24 has a logical effort of two-thirds instead of 
unity (assuming that the inve11er JS symmetrical). However, there is a drawback to this method. During the 
precharge phase, a short-circuit current exists in all gates without a foot switch until their inputs get pre
charged. To avoid the short-circuit current, the clock at each stage Clkk is delayed from the previous stage. 
This approach is caUed clock-delayed domino as was introduced in Chapter 10. Note that the clock is 
delayed by the same amount for all bit-slices per stage, thus simplifying the implementation. 

By putting together seven stages of fogic in a bit-sliced fashion-P-G generation, followed by six dot 
operators-a 64-bit adder can be constructed. The only logic stage that is missing to complete the dynamic 
adder design is the final sum generation. The sum generation requires an XOR function. which is not easily 
built in domino logic. Static XOR gates could be used, but these produce nonmonotonic transitions and thus 
cannot be used to drive other domino gates. This might not be a problem per se, since the sum generation typ
ically is the final stage of the addition operation. However, the latch that follows the .sum generation cannot 
be transparent, because this could cause a violation of the transition rule for the succeeding domino gates. 

One way of implementing the sum in domino logic is through sum selection, in which both care for 
the sum are computed as S~ = a1 $ b; and s; = a;© b; . The dynamic gate of Figure 11-25 is then used to 
select one of these possibilities, based on the incoming carry. 

pi-k:i-~~ 

-'-
(a) 

<>--j 
Gi-J::i-2k+1 

(b) 

Figure 11-24 Implementation of the dot operator in dynamic logic: (a) propagate 
and (b) generate logic at stage k and bit position i (see Figure 11-22). 
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Figure 11 -25 Sum select in dynamic logic. 

The implementation of the multiplexer gate requires three logic levels, because no complementary 
carry is available in domino logic. As usual, keepers should be placed at all dynamic nodes, but the one 
shown in the figure is absolutely critical. The first two dynamic stages (on top} violate the dynamic logic 
design rules: two dynamic gates are cascaded without introducing an inverter. A glitch might happen at the 
output of the second gate if both gates are evaluated \Vith the same clock. Delaying the clock of the second 
gate (Clkd) helps to address this issue, although. the delayed clock presents a hard-timing edge-all the 
inputs to the second gate must have finished their transition before the dock raises. 

It should be emphasized that when a designer chooses to use these design techniques, circuit robust
ness cannot be compromised. All docks are subject to random skew, and the delayed dock must have 
enough margin to absorb the worst case skew. If Clkd arrives early, the adder will malfunction. However, 
proper sizing of the keeper may add a kind of safety net to the design. It can suppress the glitch at the out
put of the second stage, in case the clock arrives early. The keeper must be sized large enough to minimize 
this glitch, but not so large that it would compromise performance. 

Another option is to implement the adder in differential domino logic, where both signal polarities 
are available, and the inversion problem is avoided. However, the overall design would be quite power 
hungry. II 

Problem 11.4 Static Adder Tree Design 

Design a 16-bit carry-lookahead adder tree in static complementary CMOS. Design the lookahead tree by 
using inverted logic gates, avoiding the addition of inverters. Highlight the critical path of this adder. What 
are the logical efforts of gates along the critical path? How wouJd you size it for minimal delay? 
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Logarithmic Lookahead Adder-Alternatives Designers of fast adders sometimes revert to 
other styles of tree structures as they trade off for area, power, or pe1formance, We briefly discuss 
the Brent-Kung adder and the radix-4 adder, two of the more common alternative structures. 

The Kogge-Stone tree of Figure 11-22 has some interesting properties. First, its intercon
nect structure is regular, which makes implementation quite easy. Furthermore, the fan-out 
throughout the tree is fairly constant, especially on the critical paths. The task of sizing the tran

sistors for optimal performance is therefore simplified. Ac the same time, however, the replica
tion of the carry trees to generate the intermediate carries comes at a large cost in terms of both 
area and power. Designers sometimes trade off some delay for area and power by choosing less 
complex trees. A simpler tree structure computes only the cruries to the powers-of-two bit posi

tions [Brent82], as illustrated in Figure 11-26 for N = 16. 
The forward binary tree realizes the carry signals only at positions 2N - I: 

(C0 • 0, 0) = (G0, P 0) · (C;,o, 0) 

(Co.1,0) 

(Ca3,0) 
' 

(Ca.1,0) 

= 

= 
= 

[(G1, P 1) · (G0, P 0 )] · (C1•0, 0) = (G1,0, P 1,0) • (C,. 0, 0) 

[(G3 ,2, P 3,2) · (G 1,0, P 1,0)] · (C1,o, 0) = (G3,0, P3 ,0 ) • (C1.o, 0) 

[( G7,4, P7,4) · ( G3,0, P 3,o)l · ( c,. o, 0) = ( G,,o, P1,ol · ( C1.o, 0) 

(11.20) 

The forward binary-tree structure is not sufficient to generate the complete set of carry 
bits. An inverse binary tree is needed to realize the other carry bits (shown in gray lines in 
Figure 11-26). This structure combines intermediate results to produce the remaining carry bits. 

It is left for the reader to verify that this structure produces the correct expressions for all carry 
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Figure 11-26 A 16-bit Brent-Kung tree. The reverse binary tree is colored gray. 
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Figure 11-27 Radix-4 Kogge-Stone tree for 16-bit operands. 

bits. The resulting structure, commonly called the Brent-Kung adder, uses 27 dot gates, or 
almost half of the 49 needed for a full radix-2 tree, and it needs fewer wires as welL The wiring 
structure is less regular. however, and fan-out varies from gate to gate, making performance opti

mization more difficult. Especially the fan-out of the middle node (C0,7), which equals one sum 
and five dot operations for this example, is of major concern. This observation makes the Brent
Kung adder rather unsuited for very large adders(> 32 bits). 

An option to reduce the depth of the tree is to combine four signals at a time at each level 
of the hierarchy. The resulting tree is now of class radix-4, because it uses building blocks of 
order 4 as shown in Figure l 1-27. A 16-bit addition needs only two stages of carry logic. Be 

aware that each gate is more complex and that having less logic stages may not always result in 
faster operation (as we saw in Chapter 5). 

Problem 11.5 Radix-4 Dot Operator in Dynamic Logic 

Design the radix-4 dot operators in dynamic logic. Use the radix-2 circuits as reference. How is the sum 
select implemented for radix-4? Using the method of logical effort, compare the delays of radix-2 and 
radix-4 designs for 16-bit adders. Which one is faster? 

On average, a lookahead adder is several times larger than a ripple adder, but has dramatic 
speed advantages for larger operands. The logarithmic behavior makes it preferable over bypass 

or select adders for larger values of N. The exact value of the cross point depends heavily on 
technology and circuit design factors. 

The discussion of adders is by no means complete. Due to its impact on the performance 

of computational structures, the design of fast adder circuits has been the subject of many publi
cations. It is even possible to construct adder structures with a propagation delay that is indepen
dent of the number of bits. Examples of those are the carry-save structures and the redundant 
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binary arithmetic structures [Swartzlander90]. These adders require number-encoding and -
decoding steps, whose delay is a function of N. Therefore, they are only interesting when 
embedded in larger structures such as multipliers or high-speed signal processors. 

11.4 The Multiplier 
Multiplications are expensive and slow operations. The perfo,mance of many computational 

problems often is dominated by the speed at which a multiplication operation can be executed. 
This observation has, for instance, prompted the integration of complete multiplication units in 
state-of-the-art digital signal processors and microprocessors. 

Multipliers are, in effect, complex adder arrays. Therefore, the majority of the topics dis
cussed in the preceding section are of value in this context as well. The analysis of the multiplier 
gives us some further insight into how to optimize the performance ( or the area) of complex cir
cuit topologies. After a short discussion of the multiply operation, we discuss the basic array 
multiplier. We also discuss different approaches to partial product generation, accumulation and 
their final summation. 

11.4.1 The Multiplier: Definitions 

Consider two unsigned binary numbers X and Y that are M and N bits wide, respectively. To 
introduce the multiplication operation, it is useful to express X and Yin the binary representation 

N-! 

y = 2,Y;2j (11.21) 

i = 0 j=O 

with X;, Yj E { 0, 1}. The multiplication operation is then defined as follows: 

Af+N-1 

z = xx Y = I, z,2' 
k=O (11.22) 

The simplest way to perform a multiplication is to use a single two-input adder. For inputs 
that are M and N bits wide, the multiplication takes M cycles, using an N-bit adder. This shift

and-add algorithm for multiplication adds together M partial products. Each partial product is 
generated by multiplying the multiplicand with a bit of the multiplier-which, essentially, is an 
AND operation-and by shifting the result on the basis of the multiplier bit's position. 

A faster way to implement multiplication is to resort to an approach similar to manually 
computing a multiplication. All the partial products are generated at the same time and orga
nized in an array. A multioperand addition is applied to compute the final product. The approach 
is illustrated in Figure 11-28. This set of operations can be mapped directly into hardware. The 

, 
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1 0 1 0 1 0 Multiplicrmd 

X 0 1 1 Multiplier 

1 0 1 0 1 0 

1 0 1 0 1 0 

0 0 0 0 0 0 Partial products 

+ 0 1 0 1 0 

1 1 1 0 0 1 1 1 0 Result 

Figure 11-28 Binary multiplication-an example. 

resulting structure is called an array multiplier and combines the fo11owing three functions: 
partial-pmduct generation, partial-product accunmlation, and final ad<lition. 

Problem 11.6 Multiplication by a Constant 

It is often necessary to implement multiplication of an operand by a constant. Describe how you would pro
ceed with this task. 

11.4.2 Partial-Product Generation 

Partial products result from the logical AND of multiplicand X with a multiplier bit Y, (see 
Figure ll-29). Each row in the partial-product array is either a copy of the multiplicand or a 
row of zeroes. Careful optimization of the partial-product generation can lead to some substan
tial delay and area reductions. Note that in most cases the partial-product array has many zero 
rows that have no impact on the result and thus represent a waste of effo1t when added. In the 
case of a multiplier consisting of all ones, all the partial products exist, while in the case of all 
zeros, there is none. This observation allows us to reduce the number of generated partial prod
ucts by half. 

Assume, for example, an eight-bit multiplier of the form 01111110, which produces six 
nonzero partial-product rows. One can substantially reduce the number of nonzero rows by 
recoding this number (27 + 26 + 25 + 24 + 23 +22) into a different format. The reader can verify 
that the form !OOOOOTO, with Ta shorthand notation for-!, represents the same number. Using 

X7 X6 X:,. X4 X3 X2 X 1 X0 

~9999999 
PP7 PP6 PP5 PP4 PP3 PP2 PP1 PP0 

Figure 11-29 Partial-product generation logic. 
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this format, we have to add only two partial products, but the final adder has to be able to per
form subtraction as well. This type of transformation is called Booth's recoding [Booth51], and 
it reduces the number of partial products to, at most, one half. It ensures that for every two con

secutive bits, at most one bit will be I or -1. Reducing the number of partial products is equiva
lent to reducing the number of additions, which leads to a speedup as well as an area reduction. 
Formally, this transformation is equivalent to formatting the multiplier word into a base-4 
scheme, instead of the usual binary fo1mat: 

(N- !)/2 

Y = L Y141 with(YjE {-2,-1,0,l,2}) 

j=O 

(11.23) 

Note that 1010 ... 10 represents the worst case multiplier input because it generates the most par
tial products (one half). While the multiplication with {0, 1} is equivalent to an AND operation, 
multiplying with {-2, -1, 0, I, 2) requires a combination of inversion and shift logic. The encod

ing can be performed on the fly and requires some simple logic gates. 
Having a variable-size partial-product aTI'ay is not practical for multiplier design, and a 

modified Booth's recoding is most often used instead [MacSorley61]. The multiplier is parti
tioned into three-bit groups that overlap by one bit. Each group of three is recoded, as shown in 
Table 11-2, and forms one partial product. The resulting number of partial products equals half 

of the multiplier width. The input bits to the recoding process are the two current bits, combined 
with the upper bit from the next group, moving from msb to lsb. 

Table 11-2 Modified Booth's recoding. 

Partial Product Selection Table 

Multiplier Bits Recoded Bits 

000 0 

001 + Multiplicand 

OIO + Multiplicand 

011 + 2 x Multiplicand 

100 - 2 x Multiplicand 

101 - Multiplicand 

110 - Multiplicand 

111 0 
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In simple terms, the modified Booth's recoding essentially examines the multiplier for strings of 
ones from msb to lsb and replaces them with a leading I, and a - I at the end of the string. For 
example, 011 is understood as the beginning of a string of ones and is there-fore replaced by a 
leading l (or JOO), while l JO is seen as the end of a string and is replaced by a - I at the least 
significant position (or OTO). 

Example 11.5 Modified Booth's Recoding 

Consider the eight-bit binary number O l l l I 110 shown earlier. This can be divided into 
four overlapping groups of three bits, going from msb to lsb: 00 (I), 11 (] }, 11 (I), lO (0). 
Recoding by using Table 11-2 yields: JO (2 x), 00 (0 x), 00 (0 x), TO (-2 x), or, in com
bined format, 100000010. This is equivalent to the result we obtained before. 

Problem 11.7 Booth's Reeoder 

Design the combinational logic that implements a modified Booth's recoding for a parallel multiplier, using 
Table I I-2. Compare its implementation in complementary and pass-transislor CMOS. 

11.4.3 Partial-Product Accumulation 

After the partial products are generated, they must be summed. This accumulation is essentially 
a multioperand addition. A straightforward way to accumulate partial products is by using a 
number of adders that will form an array-hence, the name, array multiplier. A more sophisti
cated procedure perfo,ms the addition in a tree format. 

The Array Multiplier 

The composition of an array multiplier is shown in Figure 11-30. There is a one-to-one topolog
ical correspondence between this hardware structure and the manual multiplication shown in 
Figure 11-28. The generation of N partial products requires N x M two-bit AND gates (in the 
style of Figure l 1-29).5 Most of the area of the multiplier is devoted to the adding of the N par
tial products, which requires N - I M-bit adders. The shifting of the partial products for their 
proper alignment is pe1formed by simple routing and does not require any logic. The overall 
structure can easily be compacted into a rectangle. resulting in a very efficient layout. 

Due to the array organization, determining the propagation delay of this circuit is not 
straightforward. Consider the implementation of Figure 11-30. The partial sum adders are 
implemented as ripple-cany structures. Performance optimization requires that the critical tim
ing path be identified first. This turns out to be nontrivial. In fact, a large number of paths of 
almost identical length can be identified. Two of those are highlighted in Figure 11-31. A closer 

5This particular implementation does not employ Booth's recoding. Adding recoding does not substantially change the 
implementation. The number of adders is reduced by half, and the partial-product generation is slightly more complex. 
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FA HA 

Xo? Y, z, 

FA HA 

z, z, z, 
Figure 11-30 A 4 x 4 bit-array multiplier for unsigned numbers-composition. HA stands for a 
half adder, or an adder cell wtth only two inputs. The hardware for the generation and addition of 
one partial product is shaded in gray. 

look at those critical paths yields an approximate expression for the propagation delay (derived 

here for critical path 2). We write this as 

tumlt:::::: [(i\,J - 1) + (N - 2)]fc-r1rry + (N - 1 )tsum + tan,! (I 1.24) 

where tcarry is the propagation delay between input and output carry, tsum is the delay between the 

input carry and sum bit of the full adder, and t,,,,d is the delay of the AND gate. 
Since all critical paths have the same length, speeding up just one of them-for instance, 

by replacing one adder by a faster one such as a carry-select adder-does not make much sense 

from a design standpoint. All critical paths have to be attacked at the same time. From Eq. 
(11.24 ), it can be deduced that the minimization of tmufi requires the minimization of both tcorry 

--~--

, I r . 

--EJ 

.. 1:!1 
L__j 

Critical Path 1 

Critical Path 2 

Figure 11-31 Ripple-carry based 4 x 4 multiplier (simplified diagram). Two of the 
possible critical paths are highlighted. 
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and 151111r In this case, it could be beneficial for !carry to equal t5111w This contrasts with the require
ments for adder cells discussed before, where a minima] tamy was of prime importance. An 

example of a full-adder circuit with comparable tsum and rc,my delays was shown in Figure 11-7. 

Problem 11.8 Signed-Binary Multiplier 

The multiplier presented ln Figure 11-30 only handles unsigned numbers. Adjust the structure so that 
two's-complement numbers are also accepted. 

Carry-Save Multiplier 

Due to the large number of almost identical critical paths, increasing the performance of the 
structure of Figure 11-31 through transistor sizing yields marginal benefits. A more efficient 

realization can be obtained by noticing that the multiplication result does not change when the 
output carry bits are passed diagonally downwards instead of only to the right, as shown in 
Figure 11-32. We include an extra adder called a vector-merging adder to generate the final 
result. The resulting multiplier is called a cany-save multiplier [Wallace64], because the carry 
bits are not immediately added, but rather are "saved" for the next adder stage. In the final stage, 
carries and sums are merged in a fast carry-propagate (e.g., carry-lookahead) adder stage. While 

this structure has a slightly increased area cost (one extra adder), it has the advantage that its 
worst case critical path is shorter and uniquely defined, as highlighted in Figure 11-32 and is 
expressed as 

tmult = t,rnd + (N - l)tcaFJ'y + tmerge 

still assuming that tadd = tcarry· 

Vector~merging adder 

rll 
! 

Figure 11-32 A 4 x 4 carry-save multiplier. The critical path is 
highlighted in gray. 

(11.25) 
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Example 11.6 Carry-Save Multiplier 

When mapping the carry-save multiplier of Figure 11-32 onto silicon, one has to take into 
account some other topological considerations. To ease the integration of the multiplier 
into the rest of the chip, it is advisable to make the outline of the module approximately 
rectangular. A floor plan for the carry-save multiplier that achieves this goal is shown in 

Figure 11-33. Observe the regularity of the topology. This makes the generation of the 

structure amenable to automation. 

x, 
I 

z, 

x, 

z, z, 

D HA multiplier cell 

1-- · :·~-:I FA multiplier cell 

VectorMmerging cell 

X and Y signals are 
broadcast through the 
complete array.(-·>) 

Figure 11-33 Rectangular !loorplan of carry-save multiplier. Different cells 
are differentiated by shades of gray. X and Y signals are AND'ed before being 
added. The leftmost column of cells is redundant and can be eliminated. 

The Tree Multiplier 

The partial-sum adders can also be remrnnged in a treelike fashion, reducing both the critical 
path and the number of adder cells needed. Consider the simple example of four partial products 
each of which is four bits wide, as shown in Figure l 1-34a. The number of full adders needed 

for this operation can be reduced by observing that only column 3 in the array has to add four 

bits. All other columns are somewhat less complex. This is illustrated in Figure l l-34b, where 
the original matrix of partial products is reorganized into a tree shape to visually illustrate its 
varying depth. The challenge is to realize the complete matrix with a minimum depth and a min
imum number of adder elements. The first type of operator that can be used to cover the array is 

a full adder, which takes three inputs and produces two outputs: the sum, located in the same 
column and the carry, located in the next one. For this reason, the FA is called a 3-2 compressor. 
It is denoted by a circle covering three bits. The other operator is the half-adder, which 
takes two input bits in a column and produces two outputs. The HA is denoted by a circle cover

ing two bits. 
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Partial products 

6543210 
0 0 0 0 

0 0 0 0 

0 0 0 0 

0 0 0 0 

(a) 

First stage 

6 5 
0 0 

4 3 2 0 Bit position 
0 0 0 0 0 

(b) 

Final adder 
6543210 

~~~~~~o 

(d) 

Figure 11-34 Transforming a partial-product tree (a) into a Wallace tree (b,c,d), 
using an iterative covering process. The example shown is for a four-bit operand. 
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To arrive at the minimal implementation, we iteratively cover the tree with FAs and 
HAs, stai1ing from its densest part. In a first step, we introduce HAs in columns 4 and 3 
(Figure l 1-34b). The reduced tree is shown in Figure l l-34c. A second round of reductions 
creates a tree of depth 2 (Figure l l-34d). Only three FAs and three HAs are used for the 
reduction process, compared with six FAs and si.{ HAs in the carry-save multiplier of 
Figure ll -32! The final stage consists of a simple two-input adder, for which any type of 
adder can be used (as discussed in the next section, '"Fina) Addition"). 

The presented structure is called the Wallace tree multiplier [Wallace64 ], and its imple
mentation is shown in Figure 11-35. The tree multiplier realizes substantial hardware savings for 
larger multipliers. The propagation delay is reduced as well. In fact, it can be shown that the 
propagation delay through the tree is equal to O(log312(N)). While substantially faster than the 
carry-save structure for large multiplier word lengths, the Wallace multiplier has the disadvan
tage of being very iITegular, which complicates the task of coming up with an efficient layout 
This irregulmity is visible even in the four-bit implementation of Figure 11 -35. 

There are numerous other ways to accumulate the partial-product tree. A number of com
pression circuits has been proposed in the literature, a detailed discussion of which is beyond the 
scope of this book. They are all based on the concept that when full adders are used as 3:2 com
pressors, the number of pmtial products is reduced by two-thirds per multiplier stage. One can 
even go a step further and devise a 4-2 (or higher order) compressor, such as in [Weinberger81, 
Santoro89]. In fact, many of today's high-performance multipliers do just that. 

11.4.4 Final Addition 

The final step for completing the multiplication is to combine the result in the final adder. Perfor
mance of this "vector-merging" operation is of key importance. The choice of the adder style 
depends on the structure of the accumulation array. A carry-lookahead adder is the preferable 
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X].}'2 X3)'1 X1Y2 X3Yo X1Y1 XzYo Xo)'1 

Partial products XtY.3 Xo)'3 Xi.Yi XQ)lz X1Yo XoYo 

First stage 

Second stage 

Final adder 

, \ 
I I , ___________________________________ / 

Z5 z, z, z, z, Zo 

Figure 11-35 Wallace tree for four-bit multiplier. 

option if all input hits to the adder arrive at the same time, as it yields the smallest possible delay. 
This is the case if a pipeline stage is placed right before the final addition. Pipelining is a tech
nique frequently used in high-performance multipliers. In nonpipelined multipliers, the arrival
time profile of the inputs to the final adder is quite uneven due to the varying logic depths of the 
multiplier tree. Under these circumstances, other adder topologies, such as carry select, often 
yield performance numbers similar to lookahead at a substantially reduced hardware cost 
[OklohdzijaOI]. 

11.4.5 Multiplier Summary 

All the presented techniques can be combined to yield multipliers with extremely high perfor
mance. For instance, a 54 x 54 multiplier can achieve a propagation delay of only 4.4 ns in a 
0.25-µm CMOS technology by combining Booth encoding with a Wallace tree by using 4-2 
compression in pass-transistor implementation and by using a mixed carry-select. carry
lookahead topology for the final adder [Ohkubo95]. More information on these multipliers (and 
others) can be found in the references [e.g., Swartzlander90, OklobdzijaOl]. 

11.5 The Shifter 
The shift operation is another essential arithmetic operation that requires adequate hardware 
support. It is used extensively in floating-point units, scalers, and multiplications by constant 
numbers. The latter can be implemented as a combination of add and shift operations. Shifting a 
data word left or right over a constant amount is a trivial hardware operation and is implemented 
by the appropriate signal wiring. A programmable shifter, on the other hand, is more complex 
and requires active circuitry. In essence, such a shifter is nothing less than an intricate multi
plexer circuit. A simple one-hit left-right shifter is shown in Figure 11-36. Depending on the 
control signals, the input word is either shifted left or right, or else it remains unchanged. Multi
bit shifters can he built by cascading a number of these units. This approach rapidly becomes 
complex, unwieldy, and ultimately too slow for larger shift values. Therefore, a more structured 
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Nop Left 

B; 

Bit-slice i 

Figure 11-36 One-bit (left-right) programmable shifter. 
The data passes undisturbed under the nap condition. 
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approach is advisable. Next, we discuss two commonly used shift structures, the barrel shifter 
and the logarithmic shifter. 

11.5.1 Barrel Shifter 

The structure of a barrel shifter is shown in Figure 11-37. It consists of an array of transistors, in 
which the number of rows equals the word length of the data, and the number of columns equals 
the maximum shift width. In this case, both are set equal to four. The control wires are routed 
diagonally through the array. A major advantage of this shifter is that the signal has to pass 
through at most one transmission gate. In other words, the propagation delay is theoretically 
constant and independent of the shift value or shifter size. This is not true in reality, however, 
because the capacitance at the input of the buffers rises linearly with the maximum shift width. 

A3 

A1 

Ai 

Ao 

Sh1 

S'12 

I 

Sh2 

I 

I 

Sh3 

s, 
-- : Data Wire 

- - - · : Control Wire 

s, 

Figure 11-37 Barrel shifter with a programmable shift width from zero to three 
bits to the right. The structure supports automatic repetition of the sign bit (A3), also 
called sign-bit extension. 
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An important property of this circuit is that the layout size is not dominated by the active 
transistors as in the case of all other arithmetic circuits, but by the number of wires running 
through the cell. More specifically, the size of the cell is bounded by the pitch of the metal wires! 

Another important consideration when selecting a shifter is the format in which the shift 
value must be presented. From the schematic diagram of Figure 11-37, we see that the ban-el 
shifter needs a control wire for every shift bit. For example, a four-bit shifter needs four control 
signals. To shift over three bits, the signals Sh3 : Sh0 take on the value 1000. Only one of the sig
nals is high. In a processor, the required shift value normally comes in an encoded binary format, 
which is substantially more compact. For instance, the encoded control word needs only two 
control signals and is represented as 11 for a shift over three bits. To translate the latter represen
tation into the former (with only one bit high), an extra module called a decoder is required. 
(Decoders are treated in detail in Chapter 12.) 

Problem 11.9 1\vo's Complement Shifter 

Explain why the shifter shown in Figure i 1-37 implements a two's complement shift 

11.5.2 Logarithmic Shifter 

While the barrel shifter implements the whole shifter as a single array of pass transistors, the 
logarithmic shifter uses a staged approach. The total shift value is decomposed into shifts over 
powers of two. A shifter with a maximum shift width of M consists of a log2M stages, where the 
ith stage either shifts over 2' or passes the data unchanged. An example of a shifter with a maxi
mum shift value of seven bits is shown in Figure I 1-38. For instance, to shift over five bits, the 
first stage is set to shift mode, the second to pass mode, and the last stage again to shift. Notice 
that the control word for this shifter is already encoded, and no separate decoder is required. 

The speed of the logarithmic shifter depends on the shift width in a logarithmic way, since 
an M-bit shifter requires Iog2A1 stages. Furthermore, the series connection of pass transistors 
slows the shifter down for larger shift values. A careful introduction of intermediate buffers is 
therefore necessary, as discussed in Chapter 6. 

In general, we conclude that a barrel shifter is appropriate for smaller shifters. For larger 
shift values, the logarithmic shifter becomes more effective, in terms of both area and speed. 
Furthermore. the logarithmic shifter is easily parameterized, allowing for automatic generation. 
The most important concept of this section is that the exploitation of regularity in an arithmetic 
operator can lead to dense and high-speed circuit implementations. 

11.6 Other Arithmetic Operators 
In the previous sections, we only discussed a subset of the large number of arithmetic circuits 
required in the design of microprocessors and signal processors. Besides adders, multipliers, and 
shifters, others operators such as comparators, dividers, counters, and goniometric operators 
(sine, cosine, tangent) are often needed. A full analysis of these circuits is beyond the scope of 
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Figure 11-38 Logarithmic shifter with maximal shift width of seven bits to the right. 
(Only the lour least significant bits are shown.) 
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this book. We refer the interested reader to some of the excellent references available on the 
topic (e.g., [Swartzlander90], [OklobdzijaOl]. 

The reader should be aware that most of the design ideas introduced in this chapter apply 
to these other operators as well. For instance, comparators can be devised with a linear, square 
root, and logarithmic dependence on the number of bits. In fact, some operators are simple 
derivatives of the adder or multiplier structures presented earlier. For example. Figure 11-39 
shows how a two's complement subtracter can be realized by combining a two's complement 
adder with an extra inversion stage~ or how a subtractor can be used to imp)ement A ~ B. 

Two's complement add 
1 

Two's complement add 

S.v~1 

ln 12::.In2 

(a) Subtractor (b) Comparator 

Figure 11-39 Arithmetic structures derived from a full adder. 
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Problem 11.10 Comparator 

Derive a logic diagram for a comparator that implements the following logic functions:~.==, and~. 

The core of any microprocessor or microcontroller is the arithmetic-logic unit (or ALU). The ALU com
bines addition and subtraction with other operations, such as shifting and bitwise logic operations (AND, 
OR, and XOR). 

An ALU taken from a 64-bit high-end microprocessor is shown in Figure l l-40 [MathewOl.] It con
sists of two levels of wide multiplexers, a 64-bit adder, a logic unit, an operator-merging multiplexer and 
the write-back bus driver. The first pair of 9-: 1 multiplexers selects the from nine different input sources, 
three of which are from register files and caches. The other six are bypass paths that come directly from the 
six ALUs-the microprocessor in question can issue six integer instructions in one cycle. One of the bypass 
loops actually feeds the output of the ALU back to its own input, creating a single cycle loop that defines 
the critical path. The second 5: 1 multiplexer on the A input perfonns a partial shifting of the operand, while 
the 2: l multiplexer on the B input simply inverts the operand to implement subtraction. The adder executes 
t\vo•s complement addition or subtraction on the operands A and B. Two's complement subtraction is per
fonned by inverting all the bits of the operand B (using the 2: 1 MUX) and by setting the carcy~in to one. 
The sum~selection block not only implements the sum selection, but also merges the outputs of arithmetic 
and logic units. Finally, a strong buffer drives the loop-back bus, which presents a 1arge load to the ALU. 
For example, for a six-issue Intel/HP Itanium processor [Fetzer02], the bus has to connect to ail six units, 
translating into more than 2 mm of \Vlre length in a 0.18~µm technology. When added to the load from the 
register file, it presents over 0.5 pF of capacitive load. 

An ALU represents a typical example of a bit-sliced design. Each slice in each block is pitch 
matched, which minimizes the vertical routing. A floor plan of the 64-bit ALU is shown in Figure l l-4l. 
Intercell routing is done horizontally in metal-3. except for the long horizontal wires between adder stages 
1 and 2 and 2 and 3, which are laid out in a combination of meral-3 and metal-4. For example, if the adder 
is implemented as a radix-4 CLA, the longest wire after the second PG stage crosses 48 cells. 
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Figure 11-40 A 64-bit arithmetic-logic unit. 
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Figure 11-41 Floor plan of a 64-bit ALU. 
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design of six ALUs together with bypasses, register file, and control logic. 
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The loop-back wiring is routed in the top-level metal {e.g .• metal-5). In case of a multip!e-lssue 
microprocessor, these busses span across all ALUs, as can be seen in Figure 11 A2. The number of loop
back busses frequently determines the bil-pitch in muitiissue ALUs. In our example. nine 64-bit-wide bus
ses have to cross back over the ALU. To avoid needing to add extra wiring space, the bit width is set to nine 
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bus-wire pitches. Since these wires are long; they are designed with double width and at least double spac
ing to reduce their resistance and capacitance. II 

11.7 Power and Speed Trade-Offs in Datapath Structures* 
In the preceding discussion on adders, multipliers, and shifters, we mainly explored the trade-off 

between speed and area and ignored power considerations. In this section, we briefly analyze the 

third dimension of the design exploration space. Since most of the approaches to minimize 

power were already introduced in Chapter 6, the discussion that follows serves mostly as an 

illustration of the concepts advanced there. 
Typical digital designs are either latency or throughput constrained. A latency-constrained 

design has to finish computation by a given deadline. Interactive communication and gaming are 

examples of such. Throughput-constrained designs, on the other hand, must maintain a required 

data throughput. A IOOOBaseT Gigabit Ethernet connection has to maintain a constant through

put of 1 Gigabitls. The architectural optimization techniques that are available to the designer 

differ based on the design constraints. Pipelining or parallelization. for instance. works effec

tively for the throughput-constrained scenario, but it may not be applicable to the latency-con

strained case. For example, a throughput of I Gb / s over copper wires is achieved in Gigabit 

Ethernet by processing four 250 Mb /s streams of data in parallel. 
With a fixed architecture of the datapath, speed, area, and power can be traded off through 

the choice of the supply voltage(s), transistor thresholds, and device sizes. This opens the door 

for a large variety of power minimization techniques, which are summarized in Table l l-3. Ti •. :' 

are classified as follows: 

• Enable Time-Some design techniques are implemented ( or enabled) at design time. 

Transistor widths and lengths, for instance, are fixed at the time of design. Supply voltage 

and transistor thresholds, on the other hand, can be either assigned statically during the 

design phase, or changed dynamically at run time. Other techniques primarily address the 

time that a function or module in a digital design is in idle mode (or standby). It is only 

logical to require that the power dissipation of a module in sleep mode should be abso

lutely minimal. 

Table 11-3 Power minimization techniques. 

Constant Throughput/Latency Variable Throughput/Latency 

Active 

Leakage 

Design Time 

Lower V DD• Muhi-V DD• 

Transistor Sizing 
Logic Optimizations 

Multi-Vn1+ 
Active Techniques 

Sleep Mode 

Clock gating 

Sleep transistors, 
Variable V 111 

Run Time 

Dynamic voltage scaling 

Variable V Th + 
Active Techniques 
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• Targeted Dissipation Source--Another classification of the po\ver-management tech
niques concerns the source of power dissipation they address: active (dynamic) power or 
leakage (static) power. Lowering the supply voltage, for example. is a very attractive tech
nique: It not only reduces the energy consumed per transition in a quadratic way-albeit at 
the expense of performance-but also reduces the leakage current. On the other hand, 
increasing the threshold voltage mainly impacts the leakage component. 

The sleep mode of operation deserves some special attention. If a digital block still 
receives a clock while in idle mode, its clock distribution network, together with the attached 
flip-flops, continues to consume energy, even while no computation is performed. Recall that, 
typically, one third of total energy of a digital system is consumed in clock distribution network. 
A common method to reduce power in idle mode is the clock gating technique introduced in 

Chapter JO. In this approach, the main clock connection to a module is turned off ( or gated) 
whenever the block is idle. However, clock gating does not reduce the leakage power of the idle 
block. More complicated schemes to lower the standby power have to be used, such as increas
ing the transistor thresholds or switching off the power rails. 

In the following sections. we discuss each of these design-time and run-time technlques 
in detail. 

11.7 .1 Design-Time Power-Reduction Techniques 

Reducing the Supply Voltage 

A reduction in supply voltage results in quadratic power savings and thus is the most attractive 
approach. On the negative side, the delay of CMOS gates increases inversely with supply volt
age. At the datapath level, this loss of performance can be compensated for by other means, such 
as logical and architectural optimizations. For example, a ripple-carry adder can be replaced by a 
faster structure, such as a lookahead adder. The latter implementation is larger and more com

plex. which translates into a larger physical and switching capadtance. This is more than offset 
by the fact that the faster adder can run at a lower supply voltage for the same pe1formance. 

The trade-off between ripple and lookahead operates at the logical level. Similarly, and 
even more effectively, architectural optimizations can be employed to compensate for the effect 
of a reduced V,,0 , as illustrated in Example l l.7. 

Example Il.7 Minimizing the Power Consumption by Using Parallelism 

To illustrate how architectural techniques can be used to compensate for reduced speed, 

a simple eight-bit datapath consisting of an adder and a comparator is analyzed, assum
ing a 2-µm CMOS technology [Chandrakasan92]. As shown in Figure 11-43, inputs A 

and B are added, and the result is compared with input C. Assume that the worst case 
delay through the adder, comparator, and latch is approximately 25 ns at a supply volt

age of 5 V. At best, the system can be clocked with a clock period of T = 25 ns. When 
required to run at this maximum possible throughput, it is clear that the operating 
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A 

B 

J_ 
T Area = 636 X 833 J.ml 

Figure 11-43 A simple datapath with corresponding layout. 

voltage cannot be reduced any further because no extra delay can be tolerated. We use 
this topology as the reference datapath for our study and present power improvement 

numbers with respect to this reference. The average power consumed by the reference 

datapath is given by 

' Pref = cref v;eJ Ire! (11.26) 

where Crefis the total effective capacitance being switched per clock cycle. The effective 

capacitance can be determined by averaging the energy over a sequence of random input 

patterns with a uniform distribution. 
One way to maintain throughput while reducing the supply voltage is to utilize a 

parallel architecture. As shown in Figure 11-44, two identical adder-comparator datapaths 

connect in parallel, allowing each unit to work at half the original rate while maintaining 

the original throughput. Since the speed requirements for the adder, comparator, and latch 

have decreased from 25 ns to 50 ns, the voltage can be dropped from 5 V to 2.9 V-the 

voltage that doubles the delay. While the datapath capacitance has increased by a factor of 

two, the operating frequency has correspondingly decreased by a factor of two. Unfortu

nately, there also is a slight Increase in the total effective capacitance due to the extra rout

ing and data multiplexing. This results in an increased capacitance by a factor of2.15. The 

power for the parallel datapath is thus given by 

P,"" = C,,a,.V 2parfpa, = (2.15C,.,1)(0.58Y,4 )2(f ;1)~0.36P,,1 (11.27) 

The approach presented trades off area for power, as the resulting area is approxi

mately 3.4 times larger than the original design. This technique is only applicable when 

the design is not area constrained. Furthermore, parallelism introduces extra routing over

head, which might cause additional dissipation. Careful optimization is needed to mini

mize this overhead. 

Parallelism is not the only way to compensate for the loss in performance. Other architec

tural approaches, such as the use of pipelining, can accomplish the same goal. The most impor-
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Arca = 1476 x 1219 µm2 

Figure 11-44 Parallel implementation of the simple datapalh. 
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tant message in the preceding analysis is that if power dissipation is the prime concern, dropping 
the supply voltage is the most effective means to achieve that goal. The subsequent loss in per

formance can be compensated for, if necessary, by an increase in area. Within certain bounds, 
this is acceptable, since area is no longer the compelling issue it used to be due to the dramatic 
increase in integration levels of the last decade. 

Problem 11.11 Reducing tile Supply Voltage, Using Pipelining 

A pipeline stage is introduced between the adder and the comparator of the reference darapath of 
Figure 11-44. You may assume that this roughly halves the propagation delay of the logic, while it 
increases the capacitance by 15%. Obviously, an extra pipeline register is needed on input C as well. 
Determine how much power can be saved by this approach, given that the throughput has to remain con
stant compared with the reference datapath, Comment on the area overhead. 

Using Multiple Supply Voltages 

Reducing the supply voltage is fairly traightforward, but it may not be optimal. Reduced supply 
evenly lowers the power dissipation of all logic gates, while evenly increasing their delay. A bet
ter approach is to selectively decrease the supply voltage on some of the gates: 

• those which conespond to fast paths and finish the computation early, and 

• those with gates that drive large capacitances, have the largest benefit for the same delay 
increment. 
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This approach, however requires the use of more than one supply voltage. Multiple supply volt
ages a.re already employed frequently in today's !Cs. A separate supply voltage is provided for 
the l/0 for compatibility reasons, where the. l/0 ring is designed with transistors with thicker 
gate oxides to sustain higher voltages. The logic core is powered from lower voltage supplies 

and uses transistors with thinner oxides. This approach can be extended to lower the power dis
sipation of a circuit. For instance, every module could select the most appropriate voltage from 

two (or more) supply options. Even more extreme, multiple voltages can be assigned on a gate
by-gate basis. 

Module-Level Voltage Selection Consider, for instance, the digital system shown in 

Figure 11-45, which consists of a datapath block with a critical path of IO ns and a control block 
with a much shorter critical path of 4 ns, operating from the same supply voltage of 2.5 V. Also, 
assume that the datapath block has a fixed latency and throughput and that no architectural trans
formation can be applied to lower its supply. Since the control block finishes early (in other 

words, it has timing slack), its supply voltage can be lowered. A reduction to V DDL = I V 
increases its critical path delay to 10 ns, and lowers its power dissipation by more than five 
times.6 We effectively exploit the discrepancy in the critical-path length of the various modules 
(called the slack) to selectively lower the power consumption of the modules with the larger 
slack. 

When combining multiple supply voltages on a die, level converters are required when
ever a module at the lower supply has to drive a gate at the higher voltage. If a gate supplied by 

V00L drives a gate at V DDH• the PMOS transistor never turns off, resulting in static current and 
reduced output swing as illustrates in Figure 11-46. A level conversion performed at the bound
mies of supply voltage domains prevents these problems. An asynchronous level converter, 
based on the DVSL template (Chapter 6) and similar to the low-swing signalling gate of 
Figure 9-32, is shown in Figure 11-46. The cross-coupled PMOS transistors perform the level 
conversion by using positive feedback. The delay of this level converter is quite sensitive to tran

sistor-sizing and supply-voltage issues. The NMOS transistors operate with a reduced overdrive, 
VDDCVTf,, compared with the PMOS devices. They have to be made large to be able to over
power the positive feedback. For a low value of V DDV the delay can become very long. Due to 

data path 
JP= lOns 
Vdd = 2.5V 

control path 
tr= 4 ns 
Vdd-2.SV 

Figure 11-45 Design with diverging critical-path lengths. 

6Tois uses the simplifying assumption that the propagation delay is inversely proportion.al to the supply voltage. 
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Figure 11-46 Level converter. 

the reduced overdrive, the circuit is also very sensitive to variations in the supply voltage. Note 
that level converters are not needed for a step-down change in voltage. 

The overhead of the level conversion can be somewhat mitigated by observing that most 
conversions are performed at a register boundary. For instance, the control inputs to the datapath 
block of Figure 11-45 are commonly sampled in a register. A practical way to perform the level 
conversion is. then, to embed it inside the register. A level-converting register is shown in 
Figure 11-47. It is a conventional transmission gate implementation of a master-s)ave latch pair, 
where a cross-coupled PMOS pair is embedded in the slave latch to perform level conversion. 

Multiple Supplies Inside a Block The same approach can be applied at much smaller granu
lmity by individually setting the supply voltage for each cell inside a block [Usami95, 
HamadaOl]. Examining the histogram of the critical-path delays for a typical digital block 
reveals that only a few paths are critical or near critical and that many paths have much shorter 
delays. The shorter paths essentially waste energy~ as there is no reward for finishing early. For 
each of these paths, the supply voltage could be lowered to the optimum level. Minimum energy 
consumption would be achieved if all paths become critical. However, this is not easily achiev
able, as many logic gates are shared between different paths, and it is impractical to generate and 

ckb ck 
elk -!)o-[>o- +=C2M0S 

Figure 11-47 Level-converting register. Shaded gates are 
supplied from VvoL [Usami95]. 
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Figure 11-48 Dual-supply design using clustered voltage scaling. Each path starts with a 
high supply and switches to a low supply (gray logic gates) if there is a delay slack. 
Level conversion is performed in the registers. 

distribute a wide range of supply voltages. A more practical implementation, employing only 
two supplies, is shown in Figure 11-48. Using a clustered volrage-scaling technique, each path 
starts with the high supply voltage and switches to the low supply when delay slack is available. 
Level conversion is performed in the registers at the end of the paths, using circuits such as the 
one introduced in Figure 11-47. Note that the level conversion is necessary only if the logic sec

tion that follows cannot run entirely off the low supply. 
The impact of this approach is illustrated in Figure 11-49, which plots the path-length dis

tiibution of a typical logic block for single and dual supplies. When a single supply is used, a 
large fraction of the paths is substantially shorter than critical. Adding the second supply shifts 
the delay distribution closer to the target delay, making many more paths critical. If the design 
has very few critical paths and most of paths finish early, energy savings would be large. On the 
other hand, if most of the paths inside a block are critical, introducing the second supply does 
not yield any energy savings. You may wonder if adding a third or even a fourth supply voltage 
may yield even greater benefits to equalize the larger delay spreads. Unfortunately, a number of 
studies have shown that for typical path-delay distributions, adding more supplies only yields 

marginal savings [HamadaOI, Augsburger02]. 
Similarly, one may ask whether this dual-supply technique yields a larger benefit, com

pared with a uniform reduction the supply. In using clustered voltage scaling, the dual-supply 
approach is more effective when large switched capacitances are concentrated toward the 

Delay 

Figure 11-49 Typical path-delay distribution before 
and alter applying the second supply. 
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Figure 11-50 Layout of a dual-supply logic block where all 
cells at different supplies are placed in different rows. 
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end of the block, such as in buffer chains [Stojanovic02]. This observation is in accordance with 
the concept of low-swing busses, introduced in Chapter 9. A bus typically presents the largest 
capacitance, and it is more advantageous to lower the supply voltage on its driver than that on 

any other logic gate. Since it has the largest capacitance, the payoff in power savings is the larg
est for the same increase in delay. 

Distributing multiple supply voltages on a die complicates the design of the power-distri
bution network and tends to tax the traditional place-and-route tools. As we saw many times 

before, a structured approach can help to minimize the impact. One simple option is to place 
cells with different supplies into different rows of a standard cell layout, as shown in 
Figure 11-50. The second supply can be brought in from outside the chip, or it can be gener
ated on the die, using an internal DC-DC converter. Step-down switching DC-DC converters 
have a conversion efficiency of well over 90% and yield only a minimal overhead. Still the 

V DDL distribution network has to meet all necessary design requirements, such as decoupling to 
minimize the voltage vmiations and immunity to electrornigration. 

Using Multiple Device Thresholds 

The use of devices with multiple thresholds offers another way of trading off speed for power. 

Most sub-0.25-µm CMOS technologies offer two types of n- and p-type transistors, with thresh
olds differing by about 100 m V. This higher threshold device features a leakage current that is 
about one order of magnitude lower than that of the lower threshold transistor, at the expense of 
a -30% reduction in active cmTent. Therefore, the low-threshold devices are preferably used in 
timing-critical paths, while the high thresholds are used anywhere else. The assignment can be 

done on a per-cell basis, rather than per individual transistor [Wei99, KatoOO]. Note that the use 

of multiple thresholds does not require level converters or any other special circuits, as shown 
Figure 11-51. Clustering of the logic is not required either; as many gates as possible should be 
converted to high threshold until the timing slack is completely consumed. A careful assignment 
of the thresholds can reduce the leakage power by as much as 80%-90%. 

While the multiple-threshold approach primarily addresses the leakage cun-ent, it yields a 
small reduction in active power as an additional benefit. This is primarily due to a reduced gate
channel capacitance in the off state and a small reduction in signal swing on the internal nodes of 
a gate (V DD-V ThH). Such a reduction is pat1ially offset by increased source and drain junction 
sidewall capacitances. The overall active power reduction turns out to be only about 4%. 

ONSEMI EXHIBIT 1041, Page 450



608 Chapter 11 • Designing Arithmetic Building Blocks 

't>ctk 

~ 
Figure 11-51 Use of dual-threshold gates. Gray-shaded gates use low 
thresholds and are employed only in critical paths. 

Reducing Switching Capacitance through Transistor Sizing 

The input capacitance of a complementary CMOS gate is directly proportional to its size and, 
therefore, also to its speed. In Chapter 6, we examined the optimal sizing of gates and found that 
each gate in a logic path should be sized to have an effective fan-out of approximately 4 to 
achieve the minimum delay for that path. An interesting question is how to size a circuit for min

imum energy when the allowahle delay is longer than minimal? 
We know that for an inverter chain with a given load and number of stages, the minimum 

delay is achieved when the size of each inverter in the chain is the geometric mean of its 

neighbors: 

(11.28) 

When the minimum delay that is achieved by this sizing is below the desired delay, an optimiza
tion problem can be formulated that minimizes the switching capacitance under delay con

straints. One option is to reduce the number of stages and increase the tapering factor~ as 
suggested in Chapter 9. Even better, an analytical solution exists for this problem [Ma94], which 
establishes that the optimal approach is to adjust the tapering factor at each stage according to 

the following equation: 

Si+\Si-1 

l+µs;_, 
(I 1.29) 

The parameter µ is a nonnegative number that depends on the amount of timing slack available 
(with respect to the chain sized for the minimum delay). This solution is intuitively clear-the 
last stages in the inverter chain are the largest; hence, they are the prime candidates for downsiz

ing. Since downsizing any of the inverters in the chain by a given percentage causes the same 
delay increment. Hence, we rather do it at the stage where we get the largest impact, which is the 

largest one. 
The same principle applies to a logic path. When it is optimized for minimum delay, the 

delay of each stage is the same (while the intrinsic delays of gates may differ). Therefore, 
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the delay of the largest energy consuming gates should be increased first. This idea can be 
extrapolated to the energy-delay optimization of a general combinational logic block. However, 
applying it in practice is not trivial. Downsizing one path affects the delay of all paths that share 
logic gates with it, making it difficult to isolate and optimize one particular path. In addition. 
many paths in a general combinational block are reconvergent. 

Example 11.8 Energy-Delay 'Irade-Offs in Adder Design 

Let us examine the energy-delay optimization of the 64-bit Kogge-Stone tree adder. There 
are many paths through an adder, and not all of these paths are balanced. A crucial ques
tion is how to identify the paths for resizing or initial sizing. One option is to select alJ the 
paths in the adder equal to the critical path. Since the paths through an adder roughly cor

respond to different bit slices, we allocate each gate in the adder to a bit slice. There are 64 
bit slices, and a total of nine stages of logic. This partition works well for Figure l l-52a 
shows the resulting energy map for the minimum delay. It can be seen that the adder con
sumes the largest energy along the longest cmry paths. Figure l 1-52b shows the energy 
profile of the same adder, this time resized, allowing for a I 0% delay increase. The energy 
dissipation is reduced by 54%. In contrast, a dual-supply solution saves only 27%, while a 

single reduced supply yields 22% savings [Stojanovic02]. In summary, sizing is an effec
tive power-reduction method for datapaths, where the majority of energy is con
sumed inside the block, rather than in driving the external load. 
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Figure 11-52 Energy profiles of a 64-bit adder: (a) sized for minimum delay, 
(b) sized for 10% delay increment and minimized energy. 
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Reducing Switching Capacitance through Logic and Architecture Optimizations 

As the effective capacitance is the product of the physical capacitance and the switching activity, 
minimization of both factors is recommended. A wide variety of logic and architectural optimi

zations exist that reduce the activity at no expense in performance. Some of those were already 
introduced in Chapter 6. For the sake of brevity, we only show a small number of representative 
optimizations. (Refer to [Rabaey96) and [Chandrakasan98) for an in-depth overview.) 

Reducing Switching Activity by Resource Allocation Multiplexing multiple operations on a 
single hardware unit has a detrimental effect on the power consumption. Besides increasing the 

physical capacitance, it can also increase the switching activity. This is illustrated with a simple 
experiment in Figure 11-53, which compares the power consumption of two counters running 
simultaneously. In the first case, both counters run on separate hardware, while in the second 
case, they are multiplexed on the same unit. Figure l l-53b plots the number of switching events 
as a function of the skew between the two counters. The nonmultiplexed case is always superior, 
except when both counters run in a completely synchronous fashion. The multiplexing tends to 
randomize the data signals presented to the operational unit, which results in increased switch
ing activity. When power consumption is a concern, it is often beneficial to avoid the excessive 

reuse of resources. Observe that CMOS hardware units consume only negligible amounts of 
power when idle. Providing dedicated, specialized operators only presents an extra cost in area, 

while being generally beneficial in terms of speed and power. 

Wf ! 3 Bus 1 , -
~ l 
N 

Bus2 

" i 10.0 

OR 

Shared bus 
----r--

No bus sharing 

50 100 150 200 250 

Skew between counter outputs 

(a) Counter architectures (b} Number of transitions as a function of counter skew 

Figure 11-53 Multiplexing increases the switching activity. 
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Figure 11-54 Glitching in the sum bits of a 16-bit ripple-carry adder. 
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Reducing Glitching through Path Balancing Dynamic hazards, or glitclting, are a major con
tribution to the dissipation in complex structures such as adders and multipliers. The wide dis
crepancy in the lengths of the signal paths in some of those structures can be the cause of 
spmious transients. This is demonstrated in Figure 11-54, which displays the simulated response 
of a 16-bit ripple adder for all inputs going simultaneously from Oto I. A number of the sum bits 
are shown as a function of time. The sum signals should be zero for all bits. Unfortunately, a I 
appears briefly at all of the outputs, since the cmTy takes a significant amount of time to propa
gate from the first bit to the last Notice how the glitch becomes more pronounced as it travels 
down the chain. 

A dramatic reduction in glitching activity can be obtained by selecting structures with bal
anced signal paths. The tree lookahead adder structures (such as Kogge-Stone) and the tree mul
tipliers have this property; therefore, they should be more attractive from a power point of view, 
even in the presence of a larger physical capacitance. An inspection of the lookahead structure of 

Figure 11-22 reveals that the timing paths to the inputs of dot operators are of a similar length, 
although some deviations may occur due to differences in loading and fan-out. 

11.7.2 Run-Time Power Management 

Dynamic Supply Voltage Scaling (DVS) 

A static reduction of the supply voltage, as discussed in the preceding paragraphs, lowers the 

energy per operation and extends the battery life at the expense of performance. This perfor
mance penalty is often not acceptable, especially in applications that m·e latency constrained. 
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Substantial power reductions are still obtainable, based on the realization that the peak perfor
mance is not continuously required. Consider, for instance, a general-purpose processor to be 
used in portable applications, such as notebooks, electronic organizers, and cellular phones. The 
computational functions to be executed on such a processor fall into three major categories: 
compute-intensive tasks, low-speed functions, and idle-mode operation. Compute-intensive and 
short-latency tasks need the full computational throughput of the processor to achieve real-time 
constraints. MPEG video and audio decompression are examples of such. Low-throughput and 
long-latency tasks, such as text processing, data entry, and memory backups, operate under far 
more relaxed completion deadlines and require only a fraction of the maximum throughput of 
the microprocessor. There is no reward for finishing the computation early. and if a task is com
pleted early, it can be considered a waste of energy. Finally, portable processors spend a large 
fraction of their time on idle, waiting for a user action or an external wake-up event. In sum, the 
computational throughput and latency expected from a mobile processor vary drastically over 
time. 

Even compute-intensive operations, such as MPEG decoding, show variable computa
tional requirements while processing a typical stream of data. For example, the number of times 
an MPEG decoder computes an inverse discrete cosine transform (IDCT) per video frame varies 
widely, depending upon the amount of motion in the video scenes. This is illustrated in 
Figure 11-55, which plots the distribution of the number of IDCTs/frame for a typical video 
sequence. The processor that is executing this algorithm experiences a different computational 
workload from frame to frame. 

Lowering the clock frequency when executing the reduced workloads reduces the power, 
but does not save on energy-every operation is still executed at the high voltage level. How
ever, if both supply voltage and frequency are lowered simultaneously, the energy is reduced. In 
order to maintain the required throughput for high workloads and minimize energy for low 
workloads, both supply and frequency must be dynamically varied according to the require
ments application that is currently being executed. This technique is called dynamic voltage 
scaling (DVS). The concept is illustrated in Figure 1 l-56 [BurdOO, Gutnik97]. It operates under 
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the guideline that a function should always be operated at the lowest supply voltage that 
meets the timing constraints. 

The DVS concept is enabled by the observation that the delay of most CMOS circuits and 
functions track each other well over a range of supply voltages, which is a necessity for system 
operation under varying supply conditions. Figure 11-57 shows the delays of a number of repre
sentative CMOS blocks (such as NAND gates, ring oscillators, register files, and SRAM), over a 
supply voltage range from l V to 4 V [BurdOO]. Excellent performance tracking can be 
observed. Note that some circuit families, such as NMOS-only pass-transistor logic do not fol
low this behavior over the complete range of supplies. 

A practical implementation of a dynamic-voltage scaling system now consists of the fol
lowing components: 

• a processor that can operate under a wide variety of supply voltages, 
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Figure 11-57 Delay of representative CMOS functions as a 
function of supply voltage for a 0.6-µm CMOS technology. 
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Figure 11-58 Block diagram of a dynamic voltage-scaled system. 

• a supply-regulation loop that sets the minimum voltage necessary for operation at a 
desired frequency, and 

• an operating system that calculates the required frequencies to meet requested throughputs 
and task completion deadlines. 

One possible implementation is shown in Figure 11 -58. The core of the DVS system is a a 
ring oscillator, whose oscillating frequency matches the microprocessor critical path. \Vhen 
included inside the power-supply control loop, this ring oscillator provides the translation 
between the supply voltage and the clock frequency. The operating system digitally sets the 

desired frequency (F oEsl- The current value of ring oscillator frequency is measured and com
pared with the desired frequency. The difference is used as a feedback error. By adjusting the 
supply voltage, the supply-voltage loop changes the ring oscillator frequency to set this error 
value to 0. 

The task of the scheduler ( or real-time operating system) is to determine dynamically the 

optimal frequency (or voltage) as a function of the combined computational requirements of all 
active tasks in the system. In the more complex case of a general-purpose processor~ each task 
should supply a completion deadline (e.g., video frame rate) or a desired execution frequency. 
The voltage scheduler then estimates the number of processor cycles necessary for completing 

each of the tasks and computes the optimal processor frequency [Pering99], In the case of a sin
gle task with varying performance requirements, a queue can be used to determine the computa
tional load and to adjust the voltage accordingly. This is illustrated in Figure 11-59, where the 
depth of the input queue is used to set the supply voltage (and frequency) of a stream-based sig
nal processor [ Gutnik97], 

Dynamic Threshold Scaling (DTS) 

In analogy to the dynamic variation of the supply voltage, it is attractive to adjust the threshold 
voltage of the transistors dynamically. For !ow-latency computation, the threshold should be 

lowered to its minimal value; for low speed computation, it can be increased; and in the standby 
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mode, it should be set to the highest possible value to minimize the leakage current. Substrate 
bias is the control knob that allows us to vary the threshold voltages dynamically. In order to do 
so. we have to operate the transistors as four-terminal devices. This is only possible in a triple
well process, as independent control of all four terminals of both n- and /J-type devices is 
required, as shown in Figure 11-60. Substrate biasing can be implemented for a complete chip, 
on a block-by-block or a cell-by-cell basis. Per cell granularity of substrate biasing, however, has 
a large layout cost. 

Similar to dynamic supply-voltage scaling scheme, the vmiable threshold voltage scheme 
is based on a feedback loop, which can be set to accomplish a variety of goals: 

• It can lower the leakage in the standby mode 
• It can compensate for threshold variations across the chip during normal operation of the 

circuit 

• It can throttle the throughput of the circuit to lower both the active and leakage power 
based on performance requirements. 

Since the current flow into the substrate is much smaller than into the supply lines, DTS 
has a smaller circuit overhead than DVS. A feedback system, designed to control the leakage in 

Figure 11-60 An inverter with body terminals used for threshold control. 
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Figure 11-61 Variable threshold control scheme 
implemented with a leakage current monitor [Kuroda96]. 

a digital module, is shown in Figure 11-6 l [Kuroda96 and KurodaOI]. It consists of a leakage 
control monitor and a substrate bias charge pump, added to the digital block of interest. 

The leakage current monitor is crucial for implementing this scheme. Transistors M1 and 
M2 are biased to operate in the subthreshold region. Wben an NMOS transistor is in the sub
threshold, its current is given by 

(11.30) 

where Sis the subthreshold slope. The output of the bias generator Vb equals 

(l 1.31) 

From the total transistor width of all transistors in the block that is to be monitored, 
W8wcK• tbe total current scaling factor can be found: 

JLCM 

[BLOCK 
= 

v, w -
LCM . IO s = 

WBLOCK 

WLCM w, 
WBLOCK W, 

(11.32) 
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To minimize the power penalty of the monitoring, the leakage monitor should be made as 

small as possible. However, jf it is too small, the overaH leakage monitoring response gets 

slower and the substrate biasing does not track variations closely. The optimal value can be set 

very low. with the monitor transistor being as small as 0.00 I% of the total transistor width on 
the chip. 

A conventional charge pump siphons current in and out of the substrate. The control cir

cuit monitors the leakage current. If it is above the preset value-corresponding to the mode of 

operation, set externally by the user or the operating system-the charge pump increases the 

negative back bias by pumping current out of the substrate. The charge pump shuts off when the 

leakage current reaches the target value. Junction leakages and impact ionization in the circuit 

will eventually raise the substrate bias voltage again, which activates the feedback loop new. 

Since it does not have to provide Jarge supply currents on a continuous basis, this scheme is sim
pler to implement than dynamic voltage scaling. 

Unfortunately, the effectiveness of adaptive body biasing is decreasing with further tech

nology scaling. This is due to inherently lower body-effect factors and increased junction leak
age attiibutable to band-to-band tunneling. 

11.7.3 Reducing the Power in Standby (or Sleep) Mode 

The idle mode represents an extreme corner of the dynamic power-management space. As no 

active switching occurs, all power dissipation is due to leakage-assuming that appropriate 

clock and input gating is in place. One option to reduce the leakage during standby is the DTS 

technique presented in the previous section. A simpler power-down scheme utilizes large sleep 

transistors to switch off the power supply rails when the circuit is in the sleep mode. This 

straightforward approach significantly reduces the leakage current, but increases the design 

complexity. It can be implemented by using a power switch on the supply rai! only, or, even bet

ter, on both supply and ground rails, as shown Figure 11-62. 

In normal operation mode. the SLEEP signal is high, and the sleep transistors must present 

as small a resistance .as possible. The finite resistance of these transistors results in noise on sup

ply rails, attributable to changes in supply current drawn by the logic. The sizing and the selec

tion of the thresholds of the sleep transistors is subject to a trade-off process. To minimize 

fluctuations in the supply voltage, the sleep transistors should have a very low on-resistance, and 

therefore be very wide. However, increasing their size brings with it a major layout penalty. 

When transistors with a higher threshold are available, a better leakage suppression can be 

achieved. However, high-threshold devices must be even larger to yield the same resistance as 

low-threshold devices. The principles of leakage reduction are a direct extension of principles 

introduced in Section 6.4.2. Adding the sleep transistor effectively increases the transistor stack 

height, resulting in leakage reductions of the order of tens (for low threshold switches) to a thou
sand (for high threshold switches) times. 

As opposed to simple clock gating, switching off the power supplies erases the state of the 

registers inside the block. In some applications, this is acceptable, such as when a completely 
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Figure 11-62 Sleep transistors used (a) only on the supply rail, (b) on both 
supply and ground. 

new task is executed after the block wakes up again. However, additional effort is required when 
the state needs to be preserved. One option is to connect all the registers to the nongated supply 
rails, V DD and Vss, as discussed in Chapter 7 and shown in Figure 7-18. An alternative is to use 
the operating system to save the state of all registers to a nonvolatile memory. 

11.8 Perspective: Design as a Trade-off 
The analysis of the adder and multiplier circuits makes it clear again that digital circuit design is 
a trade-off between area, speed, and power requirements. This is demonstrated in Figure l 1-63, 
which plots the normalized area and speed for some of the adders discussed earlier as a function 
of the number of bits.7 The overall project goals and constraints determine which factoris dominant. 

The die area has a strong impact on the cost of an integrated circuit. A larger chip size 
means that fewer parts fit on a single wafer as discussed in Chapter L Reducing the area can 
help the viability of a product. Ultimate performance is what makes the newest microprocessor 
sell, and the lowest possible power consumption is a great marketing argument for a cellular 
phone. Understanding the market of a product is therefore essential when deciding on how to 
play the trade-off game. One should be aware that all design consu·aints-speed, power, and 

area-contribute to the feasibility or market success of a design. 
In this context, it is worth summarizing some of the important design concepts that have 

been introduced in the course of this chapter: 

1 Be aware that these results are for a particular implementation in a particular technology. Extrapolation to other tech

nologies should be done with care. 

ONSEMI EXHIBIT 1041, Page 461



I 
I 
' 

11.9 Summary 

4 7 ill'"· C 

~ancilester - 3 byp3:ss 'o' 
0 "C -~ 2 0 

'"' ' .~ 
2 !- " " - E 

E h 

select 0 
0 s s d_ 5 1 _ .. 

1 lookahead h 

< 

lookahead 

select 

00 10 20 0.00 
10 20 

N N 

Figure 11-63 Area and propagation delay of various adder structures as a function 
of the number of bits N. Based on results from [Vermassen86]. 

619 

j 

1. The most important rule is to se1ect the right structure before starting an elaborate circuit 

optimization. Going for the optimal performance of a complex structure by rigorously 

optimizing transistor sizes and topologies probably will not give you the best result. Opti

mizations at higher levels of abstraction, such as the logic or architectural level, can often 

generate more dramatic results. Simple first-order calculations can help give a global pic

ture on the pros and cons of a proposed structure. 

2. Determine the critical timing path through the circuit, and focus most of your optimization 

effo11s on that part of the circuit. In addition to hand analysis, computer-aided design tools 

are available to help determine the critical paths and size the transistors appropriately. Be 

aware that some noncritical paths can be downsized to reduce power consumption. 

3. Circuit size is not only dete1mined by the number and size of transistors, but also by other 

factors such as wiring and the number of vias and contacts. These factors are becoming 

even more important with shrinking dimensions or when extreme performance is a goaL 

4. Although an obscure optimization can sometimes help to get a better result, be wary if this 

results in an irregular and convoluted topology. Regularity and modularity are a designer's 
best friend. 

5. Power and speed can be traded off through a choice of circuit sizing, supply voltages, and 
transistor thresholds. 

11.9 Summary 

In this chapter, we have studied the implementation of arithmetic datapath operators from a per

formance, area, and power perspective. Special attention was devoted to the development of 

first-order pe1forma11ce models that allow for a fast analysis and comparison of various logic 
structures before diving into the tedious transistor-level optimizations. 
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• A datapath is best implemented in a bit-sliced fashion. A single layout slice is used repeti

tively for every bit in the data word. This regular approach eases the design effort and 

results in fast and dense layouts. 

• A ripple-carry adder has a performance that is linearly proportional to the number of bits. 

Circuit optimizations concentrate on reducing the delay of the caffy path. A number of cir

cuit topologies were examined, showing how careful optimization of the circuit topology 

and the transistor sizes helps to reduce the capacitance on the carry bit. 

• Other adder structures use logic optimizations to increase the performance. The perfor

mance of carry-bypass, carry-select and carry-lookahead adders depends on the number 

of bits in square root and logarithmic fashion, respectively. This increase in performance 

comes at a cost in area, however. 

• A multiplier is nothing more than a collection of cascaded adders. Its critical path is far 

more complex, and performance optimizations proceed along vastly different routes. The 

carr_y-save technique relies on a logic manipulation to tum the adder anay into a regular 

structure with a well-defined critical timing path that can easily be optimized. Booth 

recoding and partial product accumulation in a tree reduces the complexity and delay of 

larger multipliers. 
• The performance and area of a programmable shifter are dominated by the wiring. The 

exploitation of regularity can help to minimize the impact of the interconnect wires. This 

is exemplified .in the barrel and the logarithmic shifter stmctures. 

• Power consumption can be reduced substantially by the proper choice of circuit. logical. or 

architectural structure. This might come at the expense of area, but area might not be that 

critical in the age of submicron devices. 
• A wide range of design-time and run-time techniques are at the disposition of a designer to 

minimize the power consumption. At design time, power and delay can be traded off 

through the choice of supply voltages and thresholds in addition to transistor sizing and 

logic optimization. The use of parallelism and pipelining can help to reduce the supply 
voltage, while maintaining the same throughput. The effective capacitance can be reduced 

by avoiding waste, as introduced by excessive multiplexing, for example. 

• Some applications operate under variable throughput or latency conditions. Using vari
able supplies and transistor thresholds can lower the active or leakage power in such sys

tems. Minimization of the standby energy consumption is essential for portable battery

operated devices. 

11.10 To Probe Further 
The literature on arithmetic and computer elements is vast. Important sources for newer develop

ments are the Proceedings a/the IEEE Symposium on Computer Arithmetic, the IEEE Transac
tions on Computers and the IEEE Journal of Solid-State Circuits (for integrated circuit 

implementation). An excellent collection of the most significant papers in the area can be found 

in some IEEE Press reprint volumes [Swartzlander90]. A number of other references, such as 

[Omondi94], [Koren98], and [OklobdzijaOl ], are provided for further reading. 
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Exercises 
For the latest problem sets, design challenges and design projects related to arithmetic modules, log in to 

http;//bwrc.cccs.ber-keley.cdu/IcBook. 
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H 

Validation and Test 
of Manufactured Circuits 

H.1 Introduction 

Ma11ufacturillg test 

Design for testability 

Test pattern generatio11 

While designers tend to spend numerous hours on the analysis, optimization, and layout of their 

circuits, one issue is often overlooked: When a component returns from the manufacturing plant, 

how does one know if it actually works? Does it meet the functionality and performance specifi

cations? The customer expects a delivered component to perform as described in the specifica

tion sheets. Once a part is shipped or deployed in a system, it is expensive to discover that it does 
not work. The later a fault is detected, the higher the cost of correction. For instance, replacing a 

component in a sold television set means replacement of a complete board as well as the cost of 

labor. Shipping a nonworking or partially functional device should be avoided if at all possible. 

A con-ect design does not guarantee that the manufactured component will be operational. 
A number of manufacturing defects can occur during fabrication, either due to faults in the base 

material (for instance, impurities in the silicon crystal), or as a result of variations in the process, 

such as misalignment. Other faults might be introduced during the stress tests that are performed 

after the manufacturing. These tests expose a part to cycles of temperature and mechanical stress 

to ensure its operation over a wide range of working conditions. Typical faults include short cir

cuits between wires or layers and broken interconnections. This translates into network nodes 

that are either shorted to each other or to the supply rails, or that may be floating. 
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Making sure a delivered part is operating correctly under all possible input conditions is 

not as simple as it would seem at a first glance. When analyzing the circuit behavior during the 
design phase. the designer has unHmited access to ail the nodes in the network. He is free to 
apply input patterns and observe the resulting response at any node he desires. This is not the 

case once the part is manufactured. The only access one has to the circuit is through the input
output pins. A complex component such as a microprocessor is composed of tens to hundreds of 

millions of transistors and contains an uncountable number of possible states. It is a very lengthy 

process-if it is possible at all-to bring such a component into a particular state and to observe 

the resulting circuit response through the limited bandwidth offered by the input-output pads. 

Hardware testing equipment tends to be very expensive and every second a part spends in the 

tester adds to its price. 
It is therefore advisable to consider the testing early in the design process. Some small 

modifications in a circuit can help make it easier to validate the absence of faults. This approach 

to design has been dubbed design for testability (DFT). While often despised by circuit design

ers who prefer to concentrate on the exciting aspects of design, such as transistor optimization, 

DPT is an integral and important part of the design process and should be considered as early as 

possible in the design flow. "If you don't test it. it won't work! (Guaranteed)" [Weste93]. A DFT 

strategy contains two components: 

1. Provide the necessary circuifly so that the test procedure can be swift and comprehensive. 

2. Provide the necessary test patterns (excitation vectors) to be employed during the test pro

cedure. For reasons of cost, it is desirable that the test sequence be as short as possible 

while covering the majority of possible faults. 

In the subsequent sections, we briefly cover some of the most important issues in each of these 

domains. Before doing so. a short description of a typical test procedure helps to put things in 

perspective. 

H.2 Test Procedure 
Manufacturing tests fall into a number of categories depending upon the intended goal: 

• The diagnostic test is used during the debugging of a chip or board and tries to accom

plish the following: Given a failing part, identify and locate the offending fault. 

• The functional test (also called go/no go test) determines whether or not a manufactured 

component is functional. This problem is simpler than the diagnostic test since the only 

answer expected is yes or no. As this test must be executed on every manufactured die and 

has a direct impact on the cost, it should be as simple and swift as possible. 

• The parametric test checks on a number of nondiscrete parameters, such as noise mar

gins. propagation delays, and maximum clock frequencies, under a variety of working 

conditions, such as temperature and supply voltage. This requires a different set-up from 

T 
I 

I 
' 

I 
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the functional tests that only deal with O and 1 signals. Parametric tests generally are sub
divided into static (de) and dynamic (ac) tests. 

A typical manufacturing test proceeds as follows. The predefined test patterns are loaded 
into the tester that provides excitations to the device under test (DUT) and collects the corre
sponding responses. The test patterns are defined in a test p,vgram that describes the waveforms 
to be applied, voltage levels, clock frequency, and expected response. A probe card, or DUT 
board, is needed to connect the outputs and inputs of the tester to the corresponding pins on the 
die or package. 

A new part is automatically fed into the tester. The tester executes the test program, 
applies the sequence of input patterns to the DUT, and compares the obtained response with 
the expected one. If differences are observed, the part is marked as faulty (e.g., with an ink 
spot), and the probes are automatically moved to the next die on the wafer. During the scrib
ing process that divides the wafer into the individual dies, sported parts will be automatically 
discarded. For a packaged part, the tested component is removed from the test board and 
placed in a good or faulty bin, depending upon the outcome of the test. The whole procedure 
takes in the range of a fe\.v seconds per part, making it possible for a single tester to handle 
thousands of parts in an hour. 

Figure H-1 shows a picture of a high-end tester for logic circuits. Automatic testers are 
very expensive pieces of equipment. The increasing performance requirements, imposed by the 
high-speed !Cs of today, have aggravated the situation, causing the cost of the test equipment to 
skyrocket. Reducing the time that a die spends on the tester is the most effective way to reduce 
the test cost. unfortunately, with the increasing complexity of lCs, an opposite trend can be 
observed. Design approaches to reduce the test burden are thus very desirable. 

H.3 Design for Testability 

H.3.1 Issues in Design for Testability 

As mentioned, a high-speed tester that can adequately handle state-of-the-art components comes 
at an astronomical cost. Reducing the test time for a single component can help increase the 

Figure H-1 Automatic tester (Courtesy Shlumberger). 
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Figure H-2 Combinational and sequential devices under test. 
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throughput of the tester, and has an important impact on the testing cost. By considering testing 

from the early phases of the design process, it is possible to simplify the whole validation pro

cess. In this section, we describe some approaches that achieve that goal. Before detailing these 

techniques, we should first understand some of the intricacies of the test problem. 
Consider the combinational circuit block of Figure H-2a. The co1Tectness of the circuit 

can be validated by exhaustively applying all possible input patterns and observing the 

responses. For an N-input circuit, this requires the application of 2N patterns. For N = 20, more 

than I million patterns are needed. If the application and observation of a single pattern takes 

l µsec, the total test of the module requires 1 sec. The situation gets more dramatic when con

sidering the sequential module of Figure H-2b. The output of the circuit depends not only upon 

the inputs applied, but also upon the value of the state. To exhaustively test this finite state 

machine (FSM) requires the application of 2N+M input patterns, where M is the number of state 

registers [Williams83, Weste93]. For a state machine of moderate size (e.g., M = 10), this 

means that I billion patterns must be evaluated, which takes 16 minutes on our I µsec/pattern 

testing equipment. Modeling a modern microprocessor as a state machine translates into an 

equivalent model with over 50 state registers. Exhaustive testing of such an engine would 

require over a billion years! 
Obviously, an alternative approach is required. A more feasible testing approach is based 

on the following premises. 

• An exhaustive enumeration of all possible input patterns contains a substantial amount of 

redu11da11cy; that is, a single fault in the circuit is covered by a number of input patterns. 

Detection of that fault requires only one of those patterns, while the other patterns are 

superfluous. 
• A substantial reduction in the number of patterns can be obtained by relaxing the condi

tion that all faults must be detected. For instance, detecting the last single percentage of 

possible faults might require an exorbitant number of extra patterns, and the cost of detect

ing them might be larger than the eventual replacement cost. Typical test procedures only 

attempt a 95-99% fault coverage. 
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By eliminating redundancy and providing a reduced fault coverage, it is possible to test 
most combinational logic blocks with a limited set of input vectors. This does not solve the 
sequential problem, however. To test a given fault in a state machine, it is not sufficient to apply 
the correct input excitation; the engine must be brought to the desired state first. This requires 
that a sequence of inputs be applied. Propagating the circuit response to one of the output pins 
might require another sequence of patterns. In other words, testing for a single fault in an FSM 

requires a sequence of vectors. Once again, this might make the process prohibitively expensive. 
One way to address the problem ls to turn the sequential network into a combinational one 

by breaking the feedback loop in the course of the test. This is one of the key concepts behind 
the scan-test methodology described later. Another approach is to let the circuit test itself. Such 

a test does not require external vectors and can proceed at a higher speed. The concept of self
test will be discussed in more detail later. When considering the testability of designs, two prop
erties are of foremost importance: 

1. Controllability, which measures the ease of bringing a circuit node to a given condition 

using only the input pins. A node is easily controllable if it can be brought to any condition 
with only a single input vector. A node (or circuit) with low controllability needs a long 
sequence of vectors to be brought to a desired state. It should be clear that a high degree of 
conu·ollability is desirable in testable designs. 

2. Observability, which measures the ease of observing the value of a node at the output 
pins. A node with a high observability can be monitored directly on the output pins. A 
node with a low observability needs a number of cycles before its state appears on the out

puts. Given the complexity of a circuit and the limited number of output pins, a testable 
circuit should have a high observability. This is exactly the purpose of the test techniques 
discussed in the se<:tions that follow. 

Combinational circuits fall under the class of easily observable and controllable circuits, since 
any node can be controlled and observed in a single cycle. 

Design-for-test approaches for the sequential modules can be classified in three categories: 
ad hoc test, scan-based test, and self-test. 

H.3.2 Ad Hoc Testing 

As suggested by the title, ad hoc testing combines a collection of tricks and techniques that can 

be used to increase the observability and controllability of a design and that are generally 
applied in an application-dependent fashion. 

An example of such a technique is illustrated in Figure H-3a, which shows a simple pro

cessor with its data memory. Under normal configuration, the memory is only accessible 
through the processor. Writing and reading a data value into and out of a single memory position 
requires a number of clock cycles. The controllability and observability of the memory can be 
dramatically improved by adding multiplexers on the data and address busses (Figure H-3b). 
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Figure H-3 Improving testability by inserting multiplexers. 

During normal operation mode, these selectors direct the memory ports to the processor. During 

test, the data and address ports are connected directly to the VO pins, and testing the memory 
can proceed more efficiently. The example illustrates some important design-for-testability 

concepts. 

• It is often worthwhile to introduce extra hardware that has no functionality except improv

ing the testability. Designers are often willing to incur a small penalty in area and perfor
mance if it makes the design substantially more observable or controllable. 

• Design-for-testability often means that extra VO pins must be provided besides the normal 
functional VO pins. The test port in Figure H-3b is such an extra pin. To reduce the num
ber of extra pads that would be required, one can multiplex test signals and functional sig

nals on the same pads. For example, the 1/0 bus in Figure H-3b serves as a data bus during 
normal operation and provides and collects the test patterns during testing. 

An extensive collection of ad hoc test approaches has been devised. Examples include the 

partitioning of large state machines, addition of extra test points, provision of reset states, and 
introduction of test busses. While very effective, the applicability of most of these techniques 

depends upon the application and architecture at hand. Their insertion into a given design 
requires expert knowledge and is difficult to automate. Structured and automatable approaches 

are more desirable. 

H.3.3 Scan-Based Test 

One way to avoid the sequential-test problem is to tum all registers into externally loadable and 
readable elements. This turns the circuit-under-test into a combinational entity. To control a 
node, an appropriate vector is constructed, loaded into the registers and propagated through the 

logic. The result of the excitation propagates to the registers and is latched, after which the con-
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tents are transferred to the external world. Connecting aH the registers in a design to a test bus 
regrettably introduces an unacceptable amount of overhead. A more elegant approach is offered 
by the serlal-scan approach illustrated in Figure H-4. 

The registers have been modified to support two operation modes. In the normal mode, 
they act as N-bit-wide clocked registers. During the test mode, the registers are chained together 

as a single serial shift register. A test procedure now proceeds as follows. 

l. An excitation vector for logic module A (and/or B) is entered through pin Scanln and 
shifted into the registers under control of a test clock. 

2. The excitation is applied to the logic and propagates to the output of the logic module. The 
result is latched into the registers by issuing a single system-clock event. 

3. The result is shifted out of the circuit through pin ScanOut and compared with the 
expected data. A new excitation vector can be entered simultaneously. 

This approach incurs only a minimal overhead. The serial nature of the scan chain reduces the 

routing overhead. Traditional registers are easily modified to support the scan technique, as dem
onstrated in Figure H-5, which shows a 4-bit register extended with a scan chain. The only addi
tion is an extra multiplexer at the input. When Test is low, the circuit is in normal operation 

!no bt1 ln2 
? 9 

f-- Test f-- Test f-- Test 

I ear I I 
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Figure H-5 Register extended with serial-scan chain. 

Latch 

f-- Test 
ScanOut 
r-0 

ONSEMI EXHIBIT 1041, Page 472



728 Insert H • Validation and Test of Manufactured Circuits 

mode. Setting Test high selects the Sccmln input and connects the registers into the scan chain. 

The output of the register Out connects to the fan-out logic, but also doubles as the ScanOut pin 

that connects to the Sca11b1 of the neighboring register. The overhead in both area and perfor

mance is smal1 and can be limited to less than 5%. 

Problem H.1 Scan-Register Design 

Modify the static, two-phase master-slave register of Figure 7-IO to support serial scan. 

Figure H-6 depicts the timing sequence that would be employed for the circuit in 

Figure H-4 under the assumption of a two-phase clocking approach. For a scan chain N registers 

deep, the Test signal is raised, and N dock pulses arc issued, loading the registers. Test is low

ered, and a single clock sequence is issued, latching the results from the combinational logic into 

the registers under normal circuit-operation conditions. Fina11y, N extra pulses (with Test= I) 

transfer the obtained result to the output. Note again that the scan-out can overlap with the enter

ing of the next vector. 
:f\.1any variants of the serial-scan approach can be envisioned. A very popular one, which 

was actually the pioneering approach, was introduced by IBM and is cal1ed level-sensitive scan 
design (LSSD) [Eichelberger78]. The basic building block of the LSSD approach is the shift
register latch (SRL) shown in Figure H-7. lt consists of two latches LI and Ll, the latter being 

,h,~ I I ~ 
~I r--=- ----~L__µL_ ---· J~ 
~2 ~ _____ Jl __ Jl_;_Jl_ ____ _JlJ 

N cycles 
scan-in 

l cycle 
evaluation 

N cycles 
scan-out 

Figure H-6 Timing diagram of test-sequence. N represents the number of registers 
in the test chain. 

D 
C 
SI 
A 

LJ 

'---

'-~-----Q 

b--+------Q 

so 
L2 

B 

Figure H-7 Shift-register latch. 
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present only for testing purposes. In normal circuit operation, signals D, Q (Q), and C serve as 

latch input, output, and clock. The test clocks A and B are low in this mode. In scan mode, Sf and 
SO serve as scan input and scan output. Clock C is low, and clocks A and B act as nonoverlap
ping, two-phase test clocks. 

The LSSD approach represents not only a test strategy, but also a complete clocking phi
losophy. By strictly adhering to the rules implied by this methodology, it is possible to automate 
to a large extent the test generation and the timing verification. This is why the use of LSSD was 

obligatory within !BM for a long time. The prime disadvantage of the approach is the complex
ity of the SRL latch. 

It is not always necessary to make all the registers in the design scannable. Consider the 
pipelined datapath of Figure H-8. The pipeline registers in this design are only present for per
formance reasons and do not strictly add to the state of the circuit. lt is, therefore, meaningful to 

make only the input and output registers scannable. During test generation. the adder and com
parator can be considered together as a single combinational block. The only difference is that 
during the test execution. two cycles of the clocks are needed to propagate the effects of an exci
tation vector to the output register. This approach is called partial scan and is often employed 
when performance is of prime interest. The disadvantage is that deciding which registers to 
make scannable is not always obvious and may require interaction with the designer. 

H.3.4 Boundary-Scan Design 

Until recently, the test problem was most compelling at the integrated circuit level. Testing cir
cuit boards was facilitated by the abundant availability of test points. The through-hole mounting 
approach made every pin of a package observable at the back side of the board. For test, it was 
sufficient to lower the board onto a set of test probes (called "bed-of-nails") and apply and 

observe the signals of interest. The picture changed with the introduction of advanced packaging 
techniques such as surface-mount or multichip modules (Chapter 2). Controllability and observ
ability are not as readily available anymore, because the number of probe points is dramatically 
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Figure H-9 The boundary-scan approach to board testing. 

reduced. This problem can be addressed by extending the scan-based test approach to the com· 

ponent and board levels. 
The resulting approach is called boundary scan and has been standardized to ensure com

patibility between different vendors ([IEEE1149]). In essence, it connects the input-output pins 
of the components on a board into a serial scan chain, as shown in Figure H-9. During normal 
operation, the boundary-scan pads act as nmmal input-output devices. In test mode, vectors can 
be scanned in and out of the pads, providing controllability and observability at the boundary of 

the components (hence, the name). The test operation proceeds along similar lines as described 
in the previous paragraph. Various control modes allow for testing the individual components as 
well as the board interconnect. The overhead incurred includes slightly more complex input-out
put pads and an extra on-chip test controller (an FSM with 16 states). Boundary scan is now pro· 

vided in most commodity components. 

H.3.5 Built-in Self-Test (81ST) 

An alternative and attractive approach to testability is having the circuit itself generate the test 
patterns instead of requiring the application of external patterns [Wang86]. Even more appealing 
is a technique where the circuit itself decides if the obtained results are correct. Depending upon 

the nature of the circuit, this might requlfe the addition of extra circuitry for the generation and 

analysis of the patterns. Some of this hardware might already be available as part of the normal 

operation. and the size overhead of the self-test can be small. 
The general format of a built-in self-test design is illustrated in Figure H-IO 

([Kornegay92)). It contains a means for supplying test patterns to the device under test and a 

means of comparing the device's response to a known correct sequence. 
There are many ways to generate stimuli. Most widely used are the exhaustive and the ranM 

dom approaches. In the exhaustive approach, the test length is 2N, where N is the number of 
inputs to the circuit. The exhaustive nature of the test means that all detectable faults will be 
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detected, given the space of the available input signals. An N-bit counter is a good example of an 
exhaustive pattern generator. For circuits with large values of N. the time to cycle through the 
complete input space might be prohibitive. An alternative approach is to use random testing that 
implies the application of a randomly chosen sub-set of 2" possible input patterns. This subset 
should be selected so that a reasonable fault coverage is obtained. An example of a pseudoran
dom pattern generator is the linear-feedback shift register (or LFSR), which is shown in 

Figure H-11. It consists of a serial connection of I-bit registers. Some of the outputs are XOR'd 
and fed back to the input of the shift register. An N-bit LFSR cycles through 2N - l states before 
repeating the sequence, which produces a seemingly random patte111. Initialization of the regis
ters to a given seed value (different from O for our example circuit) determines what will be 
generated, subsequently. 

The response analyzer could be implemented as a comparison between the generated 
response and the expected response stored in an on-chip memory, but this approach represents 
too much area overhead to be practical. A cheaper technique is to compress the responses before 
comparing them. Storing the compressed response of the correct circuit requires only a minimal 
amount of memory, especially when the compression ratio is high. The response analyzer then 
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Figure H-11 Three-bit linear-feedback shift register 
and its generated sequence. 
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consists of circuitry that dynamically compresses the output of the circuit under test and a com
parator. The compressed output is often called the signature of the circuit, and the overall 
approach is dubbed signature analysis. 

An example of a signature analyzer that compresses a single bit stream is shown in 
Figure H-12. Inspection reveals that this circuit simply counts the number of O-+ I and I-+ 0 
transitions in the input stream. This compression does not guarantee that the received sequence 
is the correct one; that is, there are many different sequences with the same number of transi
tions. Since the chances of this happening are slim, it may be a risk worth taking if kept within 

bounds. 
Another technique is illustrated in Figure H-13a. It represents a modification of the linear

feedback shift register and has the advantage that the same hardware can be used for both pattern 
generation and signature analysis. Each incoming data word is successively XOR'd with the 
contents of the LFSR. At the end of the test sequence, the LFSR contains the signature, or syn

drome, of the data sequence, which can be compared with the syndrome of the correct circuit. 
The circuit not only implements a random-pattern generator and signature analyzer, but also can 
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Figure H-13 Built-in logic block observation, or BILBO. 
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be used as a normal register and scan register, depending on the values of the control signals B0 

and B, (Figure H-l 3b ). This test approach, which combines all the different techniques, is 
known as built-in logic block observation, or BILBO [Koeneman79]. Figure H-13c illustrates the 
typical use of BILBO. Using the scan option, the seed is shifted into the BILBO register A while 
BILBO register B is initialized. Next, registers A and B are operated in the random pattern-gen
eration and signature-analysis modes, respectively. At the end of the test sequence~ the signature 
is read from B using the scan mode. 

Finally, it is worth mentioning that self-test is extremely beneficial when testing regular 

structures such as memories. It is not easy to ensure that a memory. which is a sequential circuit, 
is fault free. The task is complicated by the fact that the data value read from or written into a 
cell can be influenced by the values stored in the neighboring cells because of cross coupling and 
other parasitic effects. fi'1emory tests, therefore, include the reading and writing of a number of 
different patterns into and from the memory using alternating addressing sequences. Typical pat

terns can be aH zeros or ones, or checkerboards of zeros and ones. Addressing schemes can 
include the writing of the complete memory, followed by a complete read-out or various alter
nating read-write sequences. VVith a minimal overhead compared with the size of a memory, this 
test approach can be built into the integrated circuit itself, as illustrated in Figure H-14. This 
approach significantly improves the testing time and minimizes the external control. Applying 

self-test is bound to become more important with the increasing complexity of integrated com
ponents and the growing popularity of embedded memories. 

The advent of the systems-on-a-chip era does not make the test job any easier. A single IC may contain 

micro- and signal processors, multiple embedded memories, ASIC modules, FPGAs and on-chip busses 

and networks. Each of these modules has its own preferred way of being tested, and combining those into a 

coherent strategy is quite a challenge. Built-in self-test is really the only way out. A structured test-method

ology for systems-on-a-chip, based on BIST is shown in Figure H-15. Each of the modules composing the 

system connects to the on-chip network through a "wrapper." This is a customized interface between the 

block and the network, supporting functions such as synchronization and communication. This wrapper can 

be extended to include a test support module. For instance, for an ASIC module that includes a scan chain, 

the lest support module provides the interface to the scan chain and a buffer for the test patterns. This buffer 

can be directly written and read through the system bus. Similarly, a memory module can be equipped with 

a pattern generator and signature analysis. All of this would still not suffice if there were no general test 

orchestrator. Fortunately, most of these SOCs. include a programmable processor which can be used at start

up time to direct the test and the verificalion of the other modules. Test patterns and signatures can be stored 
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in the main memory of the processor, and supplied to the module under test at test time. This approach has 

the advantage that it uses the resources that are already available on the die. Furthermore, the BIST self-test 
approach allows for the tests to be performed under actual clock speeds, decreasing the test time. The 
requirements for the external tester are minimized, reducing the tester cost. The development of a struc

tured approach to self-test. as pictured in Figure H- 15, is a topic of active research [KrsticOlj. 111 

H.4 Test-Pattern Generation 
In the preceding sections, we have discussed how to modify a design so that test patterns can be 
effectively applied. What we have ignored so far is the complex task of determining what pat
terns should be applied so that a good fault coverage is obtained. This process was extremely 
problematic in the past, when the test engineer-a different person than the designer-had to 

construct the test vectors after the design was completed. This invariably required a substantial 
amount of wasteful reverse engineering that could have been avoided if testing had been consid
ered earJy in the design flow. An increased sensitivity to design for testability and the emergence 
of automatic test-pattern generation (ATPG) has substantially changed this picture. 

In this section, we delve somewhat deeper into the ATPG issue and present techniques to 

evaluate the quality of a test sequence. Before doing so, we must analyze the fault concept in 

more detail. 

H.4.1 Fault Models 

Manufacturing faults can be of a wide variety and manifest themselves as short circuits between 
signals, short circuits to the supply rails, and floating nodes. In order to evaluate the effective
ness of a test approach and the concept of a good or bad circuit, we must relate these faults to the 
circuit model, or. in other words, derive a fault nwdel. The most popular approach is called the 
stuck-at model. Most testing tools consider only the short circuits to the supplies. These are 
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Figure H-16 Resistive-load gate, annotated with a number of 
stuck-at-open (P) and stuck-at-short (ex, y) faults. 
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called the stuck-at-zero (saO) and stuck-at-one (sal) faults for short circuits to GND and V00, 

respectively. 

It can be argued that the saO-sal model does not cover the complete range of faults that 

can occur in a state-of-the-art integrated circuit, and that stuck-at-open and stuck-at-short faults 

should also be introduced. However, adding these faults complicates the test pattern generation 

process. Moreover, a large number of these faults are covered by the saO-sal model. To illustrate 

this observation, consider the resistive-load MOS gate of Figure H-16. All shorts to the supplies 

are modeled by the introduction of saO and sal faults at nodes A, B, C, Z, and X. The figure has 

been annotated with some stuck-at-open (13) and stuck-at-short faults (ex, y). It can be observed 

that these faults are already covered by the saO and sal faults on the various nodes. For example, 

fault a is covered by A.wt• J3 is covered by A.mo or B.mo, while 'Y is equivalent to Z.sa!· 
Even so, shorts and open-circuit faults can cause some interesting artifacts to occur in 

CMOS circuits that are not covered by the saO-sal model and are worth mentioning. Consider 

the two-input NAND gate of Figure H-17, where a stuck-at-open fault a has occurred. The truth 

table of the faulty circuit is shown in the figure as well. For the combination (A= I, B = 0), the 

output node is floating and retains its previous value, while the correct value should be a I. 
Depending upon the previous excitation vector, this fault may or may not be detected_ In fact, the 

circuit behaves as a sequential network. To detect this fault, two vectors must be applied in 

sequence_ The first one forces the output to O ( or A = l and B = I), while the second applies the 

A= l, B = 0 pattern. Also stuck-at-short faults are troublesome in CMOS circuits since they can 

cause de currents to flow between the supply rails for certain input values, which produces unde

fined output voltages. 

Even though the saO-sa l fault model is not perfect, its ease of use and relatively large cov

erage of the fault space have made it the de facto standard model. It is often supplemented with 

other techniques, such as functional test, IDDQ test-which measures the change in quiescent 

current of a CMOS circuit due to short circuits-and delay test. No single test model is com

pletely foolproof, and a combination of several testing methods is often required [BhavsarOl]. 
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Figure H-17 Two-input complementary CMOS NAND gate and ils 
truth table in the presence of a stuck-at-open fault. 

H.4.2 Automatic Test-Pattern Generation (ATPG) 

The task of the automatic test-pattern generation (ATPG) process is to determine a minimum set 

of excitation vectors that cover a sufficient portion of the fault set as defined by the adopted fault 

model. One possible approach is to start from a random set of test patterns. Fault simulation then 

determines how many of the potential faults are detected. With the obtained results as guidance, 

extra vectors can be added or removed iteratively. An alternative and potentially more attractive 

approach relies on the knowledge of the functionality of a Boolean network to derive a suitable 

test vector for a given fault. To illustrate the concept, consider the example of Figure H-18. The 

goal is to determine the input excitation that exposes an saO fault occurring at node U at the out

put of the network z. The first requirement of such an excitation is that it should force the fault 

to occur (controllability, again). In this case, we iook for a pattern that would set U to 1 under 

normal circumstances. The only option here is A = l and B = l. Next, the faulty signai has to 

propagate to output node Z, so that it can be observed. This phase is called path sensitizing. For 

any change in node U to propagate, it is necessary for node X to be set to l and node E to 0. The 

(unique) test vector for U,.0 can now be assembled: A= B = C = D = I, E = 0. 

A 

B 

C 

D 

y 

E ________ __J 

Figure H-18 Simple logic network, with saO fault at node U. 
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This example is extremely simple. and the derivation of a minimum test-vector set for 
more complex circuits is substantially more complex. A number of excellent approaches to 
address this problem have been developed. Landmark efforts in this domain are the D [Roth66] 
and PODEM algorithms [GoeI81], which underlie many current ATPG tools. It suffices to say 
that ATPG is currently in the mainstream of design automation, and powerful tools are available 
from many vendors. 

H.4.3 Fault Simulation 

A fault simulator measures the quality of a test program. It determines the fault coverage, which 
is defined as the total number of faults detected by the test sequence divided by two times the 
number of nodes in the network-each node can give rise to an saO and sal fault. Naturally, the 
obtained coverage number is oniy as good as the fau]t model employed. In an saO-sal model. 
some of the bridge and short faults are not covered and will not appear in the coverage statistics. 

The most common approach to fault simulation is the parallel fault-simulation technique, 
in which the correct circuit is simulated concurrently with a number of faulty ones, each of 
which has a single fault injected. The results are compared, and a fault is labeled as detected for 
a given test vector set if the outputs diverge. This description is overly simplistic, and most sim
ulators employ a number of techniques, such as selecting the faults with a higher chance of 
detection first, to expedite the simulation process. Hardware fault- simulation accelerators, based 

on parallel processing and providing a substantial speedup over pure software-based simulators, 
are available as well [Agrawal88, pp. 159-240]. 

H.5 To Probe Further 

For an in-depth treatment of the Design-for-Testability topic, please refer to [Agrawal88] and 
[Abramovic9 l]. A great overview of the testing challenges and solutions for high-performance 
microprocessors can be found in [BhavsarO I]. 
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