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DESIGNATED/ELECTED OFFICE (DO/EO/US) U.S. Application No. (if known, see 37 CFR 1.5)CONCERNING A SUBMISSION UNDER35 U.S.C. 371eeAeeeNY
International Application No. International Filing Date Priority Date Claimed

Title of Invention

A METHOD AND SYSTEM FOR DEEP PACKETINSPECTION IN SOFTWARE DEFINED NETWORKS
First Named Inventor

BARSHESHET,Yossi

Applicant herewith submits to the United States Designated/Elected Office (DO/EO/US) the following items and other information.

1. This is an express request to begin national examination procedures (35 U.S.C. 371(f). NOTE: The express request under
35 U.S.C. 371(f) will not be effective unless the requirements under 35 U.S.C. 371{c)(1), (2), and (4) for paymentof the basic national
fee, copy of the International Application and English translation thereof (if required), and the oath or declaration of the inventor(s)
have been received.

2. C] A copyof the International Application (35 U.S.C. 371(c)(2)) is attached hereto (not requiredif the International Application waspreviously communicated by the International Bureau or wasfiled in the United States Receiving Office (RO/US)).

An English language translation of the International Application (85 U.S.C. 371{c){2))
|] is attached hereto.

— has been previously submitted under 35 U.S.C. 154(d)(4).
Anoath or declaration of the inventor(s) (35 U.S.C. 371(c)(4))

 
 

[v] is attached.   
waspreviouslyfiled in the international phase under PCT Rule 4.1 7(iv).

Items 5 to 8 below concern amendments madein the international phase.
PCTArticle 19 and 34 amendments

C] Amendments to the claims under PCT Article 19 are attached (not required if communicated by the International Bureau) (35 U.S.C.371(c)(3)).

| English translation of the PCT Article 19 amendmentis attached (35 U.S.C. 371(c){3)).

[| English translation of annexes(Article 19 and/or 34 amendments only) of the International Preliminary Examination Report isattached (35 U.S.C. 371(c)(5)).
cellation of amendments madein the international phase

. | Deo not enter the amendment madein the international phase under PCTArticle 19. 

. | Do not enter the amendment madein the international phase under PCT Article 34.
NOTE: A proper amendment madein English underArticle 19 or 34 will be entered in the U.S. national phase application absent a clear
instruction from applicant not to enter the amendments).

The following items 9 to 17 concern a document(s} or information included.

9. [¥] An Information Disclosure Statement under 37 CFR 1.97 and 1.98.

. [v] A preliminary amendment.

. [vy] An Application Data Sheet under 37 CFR 1.76.

. | A substitute specification. NOTE: A substitute specification cannotinclude claims. See 37 CFR 1.125{b).

. [¥] A powerof attorney and/or change of addressletter.

. C] A computer-readable form of the sequencelisting in accordance with PCT Rule 13fer.3 and 37 CFR 1.821-1.825.

. [v] Assignmentpapers (cover sheet and document(s)}. Name of Assignee: ORGKITIP, LLC
 

 
 

. [] 37 CFR 3.73(c) Statement (when there is an Assignee).

 
This collection of information is required by 37 CFR 1.414 and 1.491-1.492. The information is required to obtain or retain a benefit by the public, whichis to file
(and by the USPTOto process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 15
minutes to complete, including gathering, preparing, and submitting the completed application form to the USPTO. Timewill vary depending upon theindividual
case. Any comments on the amountof time you require to complete this form and/or suggestions for reducing this burden should be sent to the Chief Information
Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMSTO THIS ADDRESS. SEND TO: Mail Stop PCT, Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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The following fees have been submitted. CALCULATIONS PTO USE ONLY

18. Basic national fee (37 CFR 1.492(a)) 2.0.2 ...00.cccceccecceceece ceveeeseseeseeees $280 s 280
19. Examination fee (37 CFR 1.492(c))

If the written opinion prepared by ISA/USorthe international preliminary 720

examination report prepared by IPEA/USindicates all claims satisfy provisions of Ss
PCTArticle 33(1)-. fect ee ences cette eee tee tet tee tte ttetettttettetetteeeeeees: $0All othersituations. beedeedee eee eee seneee cesses ees ceeseeeestesetreesseteseesees 9720

20. [| Search fee (37 CFR 1aD)
If the written opinion prepared by ISA/USorthe international preliminary 600
examination report prepared by IPEA/USindicates all claims satisfy provisions of
PCTArticle 33(1)-(4) .. . $0
Search fee (37 CFR 1 '445(a)(2)) has beenpaidoonnthe international ‘application to Ss
the USPTOasanInternational Searching Authority .. . $120
International Search Report prepared by an ISA other than ‘the US.and ‘provided to
the Office or previously communicated to the US by the IB ................... $480
All othersituations. bee dee dee eee eee cen eee eee saa ees daeteeeeeieeeeeeeeees ..-$600

TOTAL OF 18, 19, and 20=|S$ 1600

[| Additional fee for specification and drawingsfiled in paper over 100 sheets
(excluding sequencelisting in compliance with 37 CFR 1.821{c) or (e) in an
electronic medium or computer programlisting in an electronic medium) (37 CFR
1.492()).
Fee for each additional 50 sheets of paperor fraction thereof ............... $400

Total Sheets Extra Sheets Numberof each addition 50 or fraction RATEthereof (round up to a whole number)

20 - 100 = /50= x $400 S
Surcharge of $140.00 for furnishing any of the search fee, examination fee, or the oath or
declaration after the date of commencementof the national stage (87 CFR 1.492(h)).

CLAIMS NUMBERFILED NUMBER EXTRA RATE

Total claims 5 -20= 34 x $80 $2720

Independent claims|7 -3= x $420 s

MULTIPLE DEPENDENT CLAIM(S)(if applicable) + $780 s

Processing fee of $140.00 for furnishing the English translation later than 30 months from the Searliest claimed priority date (37 CFR 1.492(i)). +
TOTAL OF ABOVE CALCULATIONS=|S 4320

Applicant asserts small entity status. See 37 CFR 1.27. Fees above are reduced by %.

C] Applicantcertifies micro entity status. See 37 CFR 1.29. Fees above are reduced by %.Applicant must attach form PTO/SB/15A or B or equivalent.

TOTAL NATIONAL FEE =|S21 60

Fee for recording the enclosed assignment(37 CFR 1.21(h)). The assignment must be $40accompanied by an appropriate cover sheet (37 CFR 3.28. 3.31). $40.00 per property. +

TOTAL FEES ENCLOSED =|$S2?QQ

Amount to be $refunded:

Amount to be $charged:
[Page 2 of 3]

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 2 of 557



 

 

 

 

  
       

         
                          

              

                  

 
                    
   

     

  
                    

     

                       
                    

                    

                     
                      

              

                         
           

               

 
                        
                    

                           
           

                        
                

  

        

  
 

     
 

 

   

   
    

     

    
   

     
    

  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 3 of 557

PTO-1390 (06-13)
Approved for use through 6/30/2013. OMB 0651-0021

U.S. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unlessit displays a valid OMB control number.

C] A checkin the amountof $ to cover the abovefees is enclosed.

Please charge my Deposit Account No. 800117 in the amountof $ 2200 to cover the abovefees.

The Director is hereby authorized to charge additional fees which may be required, or credit any overpayment, to Deposit Account
No. as follows:

C] any required fee.

OO any required fee except for excess claims fees required under 37 CFR 1.492(d) and (e) and multiple dependentclaim feerequired under 37 CFR 1.492(f).
Fees are to be charged to a credit card. WARNING: Information on this form may become public. Credit card information should not
be included on this form. Provide credit card information and authorization on PTO-2038. The PTO-2038 should only be mailed or
faxed to the USPTO. However, whenpaying the basic national fee, the PTO-2038 may NOTbefaxed to the USPTO.

ADVISORY:Iffiling by EFS-Web, do NOTattach the PTO-2038 form as a PDF along with your EFS-Web submission. Please be
advisedthat this is not recommendedand by doing so your credit card information may be displayed via PAIR. To protect your
information, it is recommended to pay fees online by using the electronic payment method.

NOTE: Where an appropriate time limit under 37 CFR 1.495 has not been met,a petition to revive (37 CFR 1.137(a) or (b)} must be
filed and granted to restore the International Application to pending status.

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File)Transition Applications

This application (1) claims priority to or the benefit of an application filed before March 16, 2013, and (2) also contains, or contained at
anytime, a claim to a claimed invention that has an effective filing date on or after March 16, 2013.

NOTE1: By providing this statement under 37 CFR 1.55 or 1.78, this application, with a filing date on or after March 16, 2013, will be
examined underthe first inventorto file provisions of the AIA.

NOTE 2: AU.S. national stage application may not claim priority to the international application of whichit is the national phase. The filing
date of a U.S. national stage application is the internationalfiling date. See 35 U.S.C. 363.

 

  
 

Correspondence Address

  [¥] The address associated with Customer Number: 13192600 [| Correspondence address below

=]
eT
e[|
a
=

sense |/Yehuda Binder/ Sep. 15, 2016
Mitre) [Yehuda BINDER 73612
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the requirements of
the Act, please be advisedthat: (1) the general authority for the collection ofthis information is 35 U.S.C. 2(b)(2); (2)
furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information is used by the
U.S. Patent and Trademark Office is to process and/or examine your submission related to a patent application or
patent. If you do not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or abandonmentof the
application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (6 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records may
be disclosed to the Departmentof Justice to determine whether disclosure of these recordsis required by the
Freedom of Information Act.

2. Arecord from this system of records may bedisclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counselin the course of
settlement negotiations.

3. Arecord in this system of records may be disclosed, as a routine use, to a Memberof Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance from
the Memberwith respect to the subject matter of the record.

4. Arecord in this system of records may be disclosed, as a routine use, to a contractor of the Agency having
need for the information in order to perform a contract. Recipients of information shall be required to comply
with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

5. Arecord related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.

6. Arecord in this system of records maybe disclosed, as a routine use, to another federal agency for purposes
of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C.
218(c)).

7. Arecord from this system of records maybe disclosed,as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSAaspart of that agency’s
responsibility to recommend improvements in records managementpractices and programs, under authority of
44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations governing
inspection of records for this purpose, and any other relevant (/.e., GSA or Commerce) directive. Such
disclosure shall not be used to make determinations about individuals.

8. Arecord from this system of records maybe disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a
record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the publicif the record
wasfiled in an application which became abandonedorin which the proceedings were terminated and which
application is referenced by either a published application, an application open to public inspection or an issued
patent.

9. Arecord from this system of records maybedisclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes awareofa violation or potential violation of law or regulation.
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(57) Abstract: A method for deep packet inspection GOPH} im
a sofiware defined network (SDN). The methodincludes con-
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with at least one probe instruction: receiving from a network
node a first packet of a flow, the first packet matches the at
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numbers indicating which bytes to be twirrored from sub-
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least one mirror instruction based on at least the mask value;
and configuring the plurality Gf network nodes with at least
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A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE

DEFINED NETWORKS

CROSS REFERENCE TO RELATED APPLICATIONS

[004] This application claims the benefit of US provisional application No. 61/982,358

fileci on April 22, 2014, the contents of which are nerein incorperated by reference.

TECHNICAL FIELD

(G@G2] This disclosure generally relates to techniques for deep packet inspection (DP),

and particularly for DPI of traffic in cloud-based networks utilizing saftware defined

networks.

BACKGROUND

[003] Deep packet inspection (DPI) technology is a form of network packet scanning

technique that alows specific data patterns to be extracted from a data communication

channel. Extracted data patierns can then be used by various applications, such as

security and data analytics applications. DPi currently performs across various

networks, such as internal networks, internet service providers (ISPs}, and public

networks provided to customers. Typically, the DF is performed by dedicated engines

installed in such networks.

{O04] A software defined networking is a relatively new type of networking architecture

that provides centralized management of network nodes rather than a distributed

architecture utilized by conventional networks. The SDN is prompted by an ONF (open

network foundation). The leading communication standard that currently defines

communication between the central contrailer (e.g., a SDN controller} and the network

nodes (e.g., vSwitches) is the OoenFlow™standard.

{005] Specifically, in SDON-based architectures the data forwarding (e.g. data plane) is

typically decoupled from control decisions (e.g. contrcl plane}, such as routing,

resources, and other management functionalities. The decoupling may also allow the

data plane and the control plane to cperate on different harcware, in different runtime

environments, and/or operate using diferent models. As such, in an SDN network, the
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network intelligence is logically centralized in the central controller which configures,

using OpenFlow protocol, network nodes and fo control application data traffic flaws.

[606] Although, the OpenFlow protocol allows addition of programmability to network

nodes for the purpose of packeis-processing operations under the conirol of the central

coriralier, the OpenFlow does not support any mechanism to allow DP! of packets

through the various networking layers as defined by the OSI model. Specifically, the

current OpenFlow specification defines a mechanism to parse and extract only packel

headers, in layer-2 through layer-4, fram packets flowing via the network nodes. The

OpenFlow specification does not define or suggest any mechanism to extract non-

generic, uncommon, and/or arbitrary data patterns contained in layer-4 to layer 7 fleids.

in addition, the OpenFlow specification does not define or suggest any mechanism to

inspect or to extract content from packets belonging fo a specific flow er session. This

iS a major limitation as it would not require inspection of the packet for the purpose of

identification of, far example, security threats detection.

[O07] The straightforward approach of routingall traffic from network nodes to the centra!

controller introduces somesignificant drawbacks, such as increased end-to-end traffic

delays between the client and the server; overflowing the controller capability to perform

other networking functions; and a single poini of failure for the re-routed traffic.

008] Therefcre, it would be advantageous io provide a solution that overcomes the

deficiencies noted above and allow efficient DPI in SDNs.

SUMMARY

{609] A summary of several example embodiments of the disclosure follows. This

summary is provided for the convenience of the reader to provide 4 basic understanding

of such embodiments and does not wholly define the breadih of ine disclosure. This

summary is not an extensive overview of all contemplated embodiments, and is intended

to neither identily key cr critical nodes of all aspecis nor delineaie ihe scope of anyor ail

embodimenis. lis sole purpose is to present some concepts of one or more embodiments

iia simplified form as a prelude to the more detailed description that is gresented later.

For convenience, ihe term some embodiments may be used herein to refer to a single

embodiment or multiple embodiments of the disclosure.

Dek
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{0070] Certain embodiments disclosed herein include a method for deep packet

inspection (DP) in a software defined network (SDN), wherein the method is performed

by a central controller of the SDN. The method comprises: configuring a plurality of

network nodes operable in tne SDN with at least one probe instruction: receiving from a

network node a first packet of a flow, wherein the first packet matches the at least one

probe instruction, wherein the first packet includes a first sequence number; receiving

from a network node a second packel of the flow, wherein the second packet matches

the atleast one probe instruction, wherein the second packet includes a second sequence

number, wherein the second packet is a response of the first packet; computing a mask

value respective of at least the first and second sequence numbers, wherein the mask

value indicates which bytes to be mirrored from subsequent packels belonging to ihe

same flow, wherein the mirrored bytes are inspected; generating at least one mirror

instruction based on at least the mask value; and configuring the plurality of network

nodes with at least one mirror instruction.

[6071] Certain embodiments disclosed herein include a system for deep packel inspection

(DPI) in a sofiware defined network (SDN), wherein the method is performed by a central

controller of the SDN. The sysiem comprises: a processor, a mernory connected to the

processor and configured to contain a plurality of instructions that when executed by the

processor configure the system io: set a pluraily of network nodes cperabie in the SDN

with at least one probe instruction; receive from a network node a4 first packet of a flow,

wherein the first packet matchesthe at least one orobe instruction, wherein thefirst packet

includes a first sequence mumber; receive from a network node a second packet of the

flow, wherein the second packel matches the al least one probe instruction, wherein the

second packet includes a second sequence number, wherein the second packel is a

response of the first packet; compute a mask value respective of at least the first and

second sequence numbers, whersin the mask value indicates which bytes to be mirrared

from subsequent packets belonging to the same flow, wherein the mirrored bytes are

inspected; generate al least one mirror instruction based an at least the mask value;

and configure the plurality of network nodes with al least one mirror instruction.

BRIEF DESCRIPTION OF THE DRAWINGS
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fO0i2]The subject matter disclosed herein is particularly pointed out and distincily

claimed in the claims at the conclusion of the specification. The foregoing and other

oblects. features, and advantages of the invention will be apparent from the following

detaiied description taken in conjunction with ihe accompanying drawings.

{0073] Figure 1 is a schematic diagram of a network system utilized to describe the

various disclosed embodiments.

[G074] Figure 2 illustrates is a schematic diagram of a flow table stored in a central

controller.

[6015] Figure 3is a schematic diagram of a system utillzed for describing the process

of flow detection as performed by a central controller and a network node according te

one embodiment.

[0016] Figure 4is a schematic diagram of a system utilized for describing the process

of flaw termination as performed by a central controller and a network node according to

one embodiment.

[0017] Figure 5is a data structure depicting the organization of flows according to one

embodiment.

jO0%8] Figure 6 is flawchart illustrating the operation of the central controller accerding

ic one embodiment.

DETAILED DESCRIPTION

{0079] [tis imporiant to note that the embodiments disclosed herein are only examples

of the many advantageous uses of the innovative teachings herein. In general, statements

made in the specification of the present application de not necessarily limit any of the

various claimed embodiments. Moreover, some staiemenis may apply to some inveniive

features bul not to others. in general. unless otherwise indicated, singular nodes may be

in plural and vice versa with no loss of generelity. In the drawings, like numerals refer to

like parts through several views.

j0020] Fig. 1 is an exemplary and non-limiting diagram of a network system 100 utilized

to describe the various disclosed embodiments. The network systern 100 includes 4

software defined network (SDN) 110 (mol shown) containing a central controller 117 and

a plurality of network nodes 112. The network nodes 112 communicate with the central
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controller 111 using, for example, an OpenFlow protocol. The central controller 111 can

configure the network nodes 112 to perform certain data path operations. The SDN 110

can be implemented in wide area networks (WANs), local area networks (LANs), the

internei, metropolitan area networks (MANs), ISP backbones, datacenters, inter-

datacenter networks, and the like. Each network nade 112 in the SDN may be a router, a

switch, a bridge, and so on.

[G027] The central controller 111 provides inspected data (such as application

metadata) to a plurality of application servers (collectively referred to as application

servers 120, merely for simplicity purposes). An application server 120 executes, for

example, security applications (e.g., Firewall, intrusion detection, etc.), data analytic

applications, and so on.

[0022] In the exemplary network system 100, a plurality of client devices (collectively

referred to as client devices 130, merely for simplicity purposes} communicate with a

plurality of destination servers (collectively referred to as destinalion servers 140, merely

for simplicity purposes) connected over the network 110. A client device 130 may be, for

example, a smart phone, a tablet computer, a personal computer, a laptop computer, a

wearable computing device, and the like. The deslinalion servers 140 are accessed by

the devices 130 and may be, for example, web servers.

10023] According to some embodiments, the central controller 111 is configured to

perform deep packel inspection on designated packets from designated flows or TCP

sessions. To this end, the central cantroller 171 ts further configured to instruct each of

the network nodes 112 which cf the packets and/or sessions should be directed to the

controller 114 for packel inspections.

{0024] According to sare embodiments, each network node 112 is configured to

determine if an incoming packei requires inspection or not. The determination is

performed based an a set of instructions provided by the controller 111. A packet that

requires inspectionis either redirected to ihe controller 111 or mirrored and a copy thereof

is sentio the controller 141. i shoulci be neted thal traffic Hows thal are inspected are not

affected by the operation of the network node 112. In an embodiment, each network node

112 is configured to extract and send only a porlion of a packet data that contains

meaningful information.

SH
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{0025] The set of instructions that the controller 111 configures each of the network
“a

nodes 112 with inclucle “probe instructions’, “mirroring instructions’, and “termination

instructions.” According to some exemplary and non-limiting embodimenis, the probe

instructions include:

HATCP FLAG SYNe=1) then (re-direct packet to centrai cantrolier);

(TCP FLAG SYNe=7 and ACK=1) then (re-direct packet fo central controller); and

(TCP FLAG ACK=1) then (forward packet directly to a destination server).

The termination instructions include:

HE(TCP FLAG FiN=1) then (re-direct packet to controller};

HA(TCP FLAG FINs? and ACK=1) then (re-direct packel to controller); and

(TCP FLAG HST=1) then (re-direct packet to controller).

(0026] The TCP FLAG SYN, TCP FLAG ACK, TCP FLAG FIN, TCP FLAG RST are

fields ina TCP packel’s heacier that can be analyzed by the network nodes 112. Thatis,

each node 112 is configured io receive an incoming packet (elther a request from a client

device 130 or response for a server 149), analyze the packel’s header, and perform the

action (redirect the packet to controiler 111 or send io destination server 140) respective

of the value of the TCP flag.

{0027] The controller 111 also configures each of the network nodes 112 with mirroring

instructions with a mirror action of X number of bytes within a packet. The mirrored bytes

are sent to the controller 111 to perforrn the DPI analysis. According to some exemplary

embodiments, the set of mirroring instructions have the following format:

if (source [P Address = V1 and destination IP Address = V2 and source TCP port = V3

and destination iP address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

then (mirror V7 bytes)
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f0028] The values V1 through V7 are determined by the controller 111 per network

node or fer all nodes 112. The values of the TCP sequence, and TCP sequence mask

are computed, by the controller 111, as discussed in detail below.

[6G28] in another embadiment, in order to allow analysis of TCP packets’ headers by

a network node 112 and tracks flows, new type-length-value (TLV) Structures are

provided. The TLV structures may be applled to be utilized by an OpenFlowprotocol

standard as defined, for example, in the OpenFlow 1.3.3 specification published by the

Open Flow Foundation on September 27, 2013 or OpenFlow1.4.0 specification published

on October 14, 2013, for parsing and identifying any arbitrary fields within a packet.

According to non-limiting and exemplary embodiments, the TLV structures disclosed

herein include:

1.TCP_FLGOXM_HEADER (Ox80FE, 2, 1}. This TVLstructure allowsidentification

of the TCP headerflags. The ‘Ox80FE’ value represents a unique vendor identification

(ID), the value ‘2’ represents a unique Type=2 value for the TLV, and the ‘1’ value is

i-byte total length that stores the TCP flags header.

2.TCP_SEQOXM_HEADER (Ox80FE, 1, 4)- This TLV structure allows identification

of the TCP sequence nurnber fleld. The ‘OxSOFE’ value represents a unique vendor

iD, the value ‘1’ represents a unique Type=1 value for this TLV, and the value ‘4’ is a

4-byte total length that stores the TCP sequence number,

[0030] In order to track the flows, the central controller 111 also maintains a flow table

having a structure 200 as illustrated in the exemplary and non-limiting Fig. 2. The flaw

table 200 contains two main fields KEY 210 and DATA 220. The KEY fieid 210 holds

information with respect to the addresses/pari numbers of a client device i30 and a

destination server 140. The DATA field 220 contains information with respect to a TCP

flow, such as a flaw 1D, a request (client lo server) sequence number M, a response

(server to client} sequence number N, a flow state (e.g., ACK, FIN), a creation timestamp,

a client fo server hit counter, server to client hit courer Y [bylesi, client to server data

buffer, serverto client buffer, and an aging bil.
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[0037] Fig. 3 shows an exemplary and non-limiting schematic diagram of a system 300

for describing the process of flow detection as performed by the central controller 111

and a network node 112 according to one embodiment. In an exemplary implementation,

the central controller 117 includes a DPI flow detection moduie 311, a DPI engine 3te,

and a memory 312, and a processing unit 314. The DPI engine 312 in corifigured to

inspect a packet or a numberof bytes to provide application metadata as required by an

application executed by an application server 120.

{G032] According tc various embodiments discussed in detail abave, the DPI flow

detection module 311 is configured to detect all TCP flows and maintain them in the flow

table (e.g.. table 200). The module 311 is also configured to generate and provide the

network fogs with the required instructions to momniior, redirect, and mirror packets. The

DPI flow detection module 311 executes certain functions including, but not limited to,

flow management, computing sequence masks, and TCP flow analysis. These functions

are discussed in detail below,

[6033] In exemplary implementation, the network node 112 inchides a probe flow

module 321, a memory 322, and a processing unit 323. The probe flow module 321 is

configured to redirect any new TCP connection state initiation packeis ta the DPI flow

detection module 311, as well as to extract several packets fram each detected TCP flow

and muiror them to the flow detection module 311. in an embodiment, probe flow module

321 executes functions and/or implements iogic to intercept TCP flags, redirect packets,

and count sequence numbers.

(0034) Both processing uniis 314 and 323 uses instructions stored in the memories

313 and 322 respectively to execute tasks generally performed by the central controllers

of SDN as well as to control and enable the cperation of behavioral nebwork intelligence

processes disclosed herewith. in an embodiment, the processing unit (914, 223) may

include one or more processors. The one or more processors may be implemented with

any combination of general-purpose microprocessors, multi-core processors,

microcontrollers, digital signal processors (DSPs), field programmable gate array

{FPGAs}, programmabie logic devices (PLDs), controllers, state machines, gated logic,

discrete hardware componenis, dedicated hardware [inile state machines, or any other

sullable entities that can perform calculations or other manipulations of information. The
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memories 313 and 322 may be implemented using any form of a non-transitery computer

readable mediurn.

{G0035] Prior to performing the flow detection process the network node 112 is set with

the probe instructions, such as those discussed above. Referring to Fig. 3, at S301, a

packet arrives from a client (é.g., client 130, Fig. 1} at a port (nei shown) ai the network

node 112. The packet is a TCP packet with a heacier including the following value [TCP

FLAG SYN=1, SEQUENCE = Mj.

{G036] As the header value matches a redirect action, at S302, the probe flow module

321 redirects the packet fo [he controller 111, and in particular fo the module 3171.

{[G037] In response, at S303, the module 311 traps the packet and creates a new flow-

idin the flow table (e.g., tabie 200) and marks the flaw-id’s state as ‘SYN’. The flow tabie

is saved in the memory 313. The initial sequence fram the client to a destination server

number equals M and saved in the flow table as well. Then, the packet is sent fo the node

112 for further processing.

[0038] At S304, a response packet arrives from a destination server (e.g., server 140,

Fig. 1) with header value [TCP FLAG SYNz21, TCP FLAG ACK=1, SEQUENCE = NJ. The

response is received ai the node's 112 port. At S305, as the heacer’s value matches a

probe instruction, the response packel is sent io the module 311 in the controller 411.

10039] In response, the module 311 traps the packet and searches for a pre-allocated

corresponding flow-id in tne flow table and updates the respective state as ‘SYN/ACK’,

The module 311 also stores the initlal sequence number of a gackel from the server to

clent as equals to N. This will creale a new bi-directional flow-id with M and N sequence

numbers identified anc the sequence mask logic can be caiculaied respective thereo?,

{0040] According ta various embodiments, the DPI flow detection module 311

niplemenis or executes a sequence mask logic that computes a mask for the initial

trapped sequence numbers (M and N) to be used for a new flow to be configured into the

node 112. Specifically, the computed mask is used to define new mirroring instructions to

allow mirroring of a number of bytes from the TCP session in bath directions. The

computed mask value specifies which byles respective of the correct sequence number

would be required to mirror from the TCP session. In an embodiment, the computed value

is placed in a mask fled defined by ine OpenFiow protocal.
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[0041] The following steps are taken to extract the computed mask value:

Compute a temporary mask value (ternp_mask_val) as follows:

lemp_mask_val=M XOR (M+ TCP_DATA_SIZE_DP?);

The value TCP_DATA_SIZE_DPI specifies the number of bytes the node 112 wauld be

required to mirror from the TCP session. in an embodiment, a different value of the

TCP_DATA_SIZEDPI may be set for the upstrearn and downstreamtraffic. For example,

for an upstream traffic fewer bytes may be mirrored than the downstream traffic, thus the

TCP_DATASIZEDPI value for upstream traffic would be smaller than a downstream

iraffic, The temp_mask_val returns a number where the most significant bit (MSB) sei to

one indicates the first bit of the mask. Then a sequence MSB is computed as follows:

seg_ms6 = fintS2_timsbS2ttempMask_val);

The ‘msb32’ function returns the MSB place of temp_mask_val. Finally, the mask value

is computed as follows:

mask = (int3210 - (0x1 << seq_msb})).

{G042] As an example, ff the sequence number M is MeOxf46d5c34, and

TCP_DATASIZEDP! = 16384, then:

temo_mask_val = Oxf46d5c034 XOR (Oxl46c5c34 + 16384) = Oxc000

seqg_msb = (iniS2_tymsb32(Oxf46d9c34) = 16

mask = (int32_f(0 - (OxT << 16}) = OxFFFFEO00

0043] The maskis defined such that a ‘0’ in a given bit position indicates a “don't care”

match for the same bil in the corresponding field, whereas a ‘1’ means match the bit

exact. In above example, all dala packets containing sequence numberin the range of

{Oxf46d5e34 to Oxf46d8c34} be mirrored to the controller 111.

a
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0044] Using the computed mask value, the module 311 using a TCP flow analysis

logic (not shown) creates the mirroring instructions related to the client and servertraffic.

One instruction identifies the client to server flow traffic, including the OXM_OF_

_TCOP_SEO to identify the initial sequence numberof the flow with the mask_M computed.

The action of the flaw is to mirror all packets that the instruction applies, which will result

inthe TCP_DATASIZEBPI number of bytes from the client to server direction to be

mirrored to the controller 111. The secend instruction identifies the server-to-client flow

traffic, including the OXM_OF_TCP_SE® to identify the initial sequence number of the

flow with the mask_N. The action is to mirror all packets that the instruction applies to,

which will result in the TCP_DATA_SIZEDP! number of byte from the serverto client

direction to be mirrored to the coniroller 171 for further analysis. The mask_N and

mask_M are computed using the sequence numbers N and M«<respectively using the

process discussed above. As a non-limiting example, the mirroring instructions includes:
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Source destination|source|destination | iP | TGP TGP action|Count |
iP iP address|TCP TCP port | protocol | sequence sequence byte

address foport|umber me I,ef
15431 ié Mirror|X
zi OxFFFF8000|Mirror|¥

0045] Referring back to Fig. 3, al S306, in the module 311 the processed packet is

sent back to the node 112 for further processing. in an embodiment, a set of mirroring

instructions generated respective of the computed mask value are sent to the node 112.

At S307, a response TCP ACK packet with [TCP FLAG ACK=1] is received at a part of

the node 112 and, based on the respective probe instruction, the packet is switched

directly to the destination server 140.

{(G046] In an embodiment, an audit mechanism scans ithe flow tabie every predefined

time interval from the last timestarno and deletes all flows from the state is not SYN/ACK.

Furthermore, am aging mechanism deletes all entries wherein their aging Dit equal = 1.

The aging bit is initialized to 6 upon flowcreation of a flow-id entry and is set to 7 in the

first audit pass if buffer length is 0. When a Now-id is deleted from the flow lable, the flow-

id also rernoved from the tables maintained by the probe sequence counter 324.

:
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{0047] At S308 and S309, packets arrive from either the client device or a destination

server with their sequence number that matches the mirroring instructions and are

mirrored to the central controller 147 for buffering and for analysis by the DP! engine 312.

it should be noted that each instruction hit incremenis a counter Client-to-Server hit

counter X [bytes] anc’ Server-to-Client hit counter Y [bytes]. The flow table audit

mechanism scans the flow table, every predefined time interval, and updates the mask to

0x00000000 and the ACTIONto “no Action” of all entries that their Client-to-Server buffer

length = TOPDATASIZEDPI or Server-to-Client buffer length =

TCP_DATA_SIZE_DPI. The various flelds of the flow table are shown in Fig. 2.

[6048] Fig. 4 show an exemplary and non-limiting diagram of a system 400 for

describing ihe process of flow termination as performed by ihe central controller 111 and

a network node 112 according to one embodiment. The various module of the controller

111 and node 112 are discussed with reference to Fig. 3.

[60498] _—s[n the flow termination process, the module 311 follows a termination cof a TCP

flow and is responsible to remove the exiting How from the flow table. in addition, the

module 311 disables or remaves the mirroring instructions from the node 112. According

to one embodiment, the module 311 configures the node 112 with a set of termination

instructions. Examples for such instructions are provided above.

10050] At S401, a packel arrives, at the node i12, from a client 130 with a header

inclucing the value of [TCP FLAG FIN=1]. The value maiches one of the termination

instructions, thus, at S402, to the packet is sent to the center controller 111.

{0057] In response, at S403, the module 311 traps the packet and marks the

corresponding flow-id in the ow table to update the state to FIN. Then, the packet is sent

back it to the network log.

10052] At S404. a response packet from the destination server(e.g., server 140) with

a header’s value containing [TCP FLAG FIN=1, ACK==-1] is received at the nade ii2. As

ihe value maiches one of the termination insiructions, ai S405, to the packet is seni io

the center controller 111.

{0053] At S406, the module 311 traps the received packet and marks the

corresponding FLOW-ID in its flow table DB as stale=FIN/FIN/ACK. Then, ihe packet is

sent back to the network node 112. AL S407, a response TCP ACK packetarrives from a

42
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cllent 130 with a header’s value containing [TCP FLAG ACK=1] and is switched directly

to the server 140. If the response packel includes the header’s value of [TCP FLAG

RST=1], the module 311 marks the state of respective flowid in the flow table.

[6054] in an embodiment, the audit mechanism implemented by the module 311 scans

the flow table every predefined time interval to all flows that their respective state is any

one of FIN, FIN/ACK, FIN/FIN/ACK, or RST. The flows are removed from the probe flow

module 321 and the flaw table.

{G055] According to one embodiment, each network node 112 is populated with one or

more probe tables generated by the central controller 111. Fig. 5 shows a non-limiting

and exemplary data structure 500 depicting the crganization of the flows to allow

functionality of both the probe fiow detection module 321 and probe sequence counter

324.

[0056] The data structure 500 which may be in a form of a table is updated with a

general instruction to match ail traffic type with instruction 501 fo go to 4 probe table 510.

The instruction 501 is set fo the highest priority, unless the controller 111 requires pre-

processing of ciher instructions. All packets matching the instruction 500 are processed

in the probe table 510.

{0057] [In an embodiment, ihe probe table 510 is populated with a medium oriarily probe

and termination instructions 571 to detect all SYN, SYN/ACK, FIN, FIN/ACKthat are the

TCP connection initialian packets. The instructions 571 allows the module 311 to update

ihe flow table and as a cansequence create newinsiructions for mirroring N bytes from

each TCP connection setup.

{0058] The probe table 510 table is also populated with highesi priarity instructions 572,

these are two bi-direction instructions per flow-id that match a number‘r tuppie flow

headers including the TCP sequence number as calculated by the sequence masklogic.

The instructions 512 are to send the packet to the central controller 111 and also ia

perform go to table ID <next table !D>. The instructions 512 will cause sending the packet

io continue swiiching processing. Each of these bi-directional instructions 512 will cause

the node to copy several bytes from the TCP stream to the TCP flow analysis logic to be

stored for further DPI engine metadata analysis.

43
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{0059] The final instruction 513 placed in the probe table 510 is in the lowestpriority to

catch all and proceed with the switch functionality. All traffic which does nat correspond

to the TCP initiation packets, nor a specific detected flow and the corresponding TCP

sequence number shall continue regular processing.

{GO60] Fig. 6 shows an exemplary and non-limiting flowchart 6CO illustrating the

operation of the central controller 111 according to one embodiment. At S616, all network

nodes 112 are configured with a set of probe instructions utilized to instruct each node

112 to redirect a TCP packet having at least a flag value as designated in each probe

instruction. Examples fer probe instructions are provided above.

{[GOG7] At S620, a first TCP packet with at least one TCP FLAG SYN value equal to 1

is received. This packel may nave a sequence number M and may be seni from a client

device 130. At S630, a second TCP packet with al least one TCP FLAG ACK value equal

to 1 is received. This packel may have a sequence number N and may be sent froma

destination server 140 in response to the first TCP packet. In an embodiment, the flaw

table is updated with the respective flow iD and the state of the first and second packets.

[0062] At S640, using al least the sequence numbers ofthe first and second packels

a mask value is computed. The mask value is ulllized to determine which bytes from the

How respective of the sequence numbers N and M should be mirrored by the nodes. An

embodiment for computing the mask value is provided above.

10063] At S650, a set of mirroring instructions are generated using the mirror value and

sent to the network nodes. Each such instruction defines the packets (designed al least

by a specific source/destination IP addresses, and TCP sequences), the nurnber of byles,

arid the byles that should be mirrored. Al S660, the received mirror bytes are inspected

using a DPE engine in the coritroller 111. in addition, the flow table is updated with the

number of the received mirror bytes.

{0064] [In S670, it is checked if the inspection session should be terminated. The

decision is based on the FIN and/or RST values of the TCP FLAG. As noted above,

packets with TCP FLAG FIN=? or TCP FLAG RST=1 are directed to the controller

respective of the set of termination instructions. Some examples for ithe termination

instructions are provided above. If S670, resulis with Noa answer execulion returns to

5660; otherwise, execution continues with S660. At S680, related exiting Hows fram the

id
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flow table are removed. In addition, the nodes 112 are instructed not to perform the

mirroring instructions provided at S650.

[0065] The various embodiments disclosed herein can be implemented as hardware,

firmware, software, or any combination thereof. Moreover, the software is preferably

implemented as an application program tangibly embocied on a program storage unit or

computer readable meciurm consisting of parts, or of certain devices and/or a combination

of devices. The application program may be uploaded to, and executed by, a machine

comprising any suitable architecture. Preferably, the machine is implemented on a

computer platform having hardware such as one or more central processing units

(GPUs’), amemory, and input/output interfaces. The computer platform may also include

an operating system and microinstruction code. The various processes and functions

described herein may be either part of the microinstruction code oar part of the application

program, or any combination thereol, which may be executed by a CPU, whether or not

such @ computer or processor is explicitly shown. in addition, various other peripheral

unlis may be connected to the computer platform such as an additional data storage unit

and @ printing unit. Furthermore, a non-transitory computer readable medium is any

computer readable medium except for a transitory propagating signal.

i0066] All examples and conditional language recited herein are intended for

pedagogical purposes to aid the reacier in understanding the principles of the disclosed

embodiments and the concepts contributed by ihe inventor to furthering the art, and are

io be consirued as being without Emitation to such specifically recited examples and

conditions. Moreover, all staternents herein reciting principles, aspects, and embodiments

of the invention, as well as specific examples thereof, are intended tc encompass both

structural and functional equivalents thereof. Additionally, it is intended that such

equivalents include both currently known equivalents as well as equivalenis developed in

the future, ie., any nodes developed that perform the same function, regardless of

structure.
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CLAIMS

What is claimed is:

1. A method for deep packet inspection (DPI in a software defined network (SDN),

wherein the method is performed by a central controller af the SDN, comprising:

configuring a plurality of network nodes operable in the SON with al least one probe

instruction;

receiving frorn a network node a first packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receiving from a network node a second packet of ihe flow, wherein the second

packet maiches the at least one probe instruction, wherein the second packet includes a

second sequence number, wherein the second packel is a response of the first packet;

compuling @ mask value respective of af least the first and second sequence

numbers, wherein the mask value indicates which byies to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generating at least one mirror instruction based an al least the mask value; and

configuring the plurality of network nodes with af least one mirror instructian.

ho The method of claim 1, further comprising:

receiving mirrored bytes fram a netwark noce respective of the al leasi one mirror

instruction: and

inspecting the mirrored bytes using a DPI engine.

3, The method of claim 1, further comprising:

maintaining a flow tabie listing each flow inspected by the central controller; and

updaling a status field in the flow table upon reception of any one of: the first

packet, the second packet, and the mirrored bytes.

4. The method of claim 3, further comprising:

configuring the plurality of network nodes with al least one termination instruction;

16
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removing all entries fram the flow table for each flow matching the at least one

termination instruction; and

disabling the at least one mirror instruction for each flow matching the at least one

termination instruction.

5. The method of claim 1, wherein the at least one probe instruction is any one of:

if (TCR FLAG SYNe21} then (re-direct packet fo the central controller) and if (TCP

FLAG SYN=1 and ACK=1} then (re-direct packet to central controller).

6. The method of claim 1, wherein the least one mirror action is al least: if (source IP

Address = V1 and destination iP Address = V2 and source TCP port = V3 and destination

iP address = V4 and TCP sequence = V5 and TCP sequence mask = V6} then (mirrar V7
t A x

bytes}.

7. The method of claim 4, wherein the at least one termination instruction is any one

of: if (TGP FLAG FIN=1) then (re-direct packel to controller}; if (TCP FLAG FIN=1 and

ACK=1} then (re-direct packet to controller}; and if (TCP FLAG RST=1) then (re-direct

packet to controller).

&, The method of claim 1, wherein a number of bytes mirrored fram each packetis a

portion of the packet, wherein the bytes are mirrored from packets in sequence.

9. The method of claim 1, wherein the communication between central controller and

the plurality of network nodes is performed using the OpenFlow standard.

10.  Anon-transitory computer readable medium having stored thereon instructions for

causing one or more processing units to execute the computerized method according to

claim 1.

it. <A system for deep packel inspection (DP}) in a software celined network (SDN},

wherein the method is performed by a central cantraller of ihe SDN, comprising:

17
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a processor:

a memory connected to the processor and configured to contain a plurality of

instructions that when executed by the processor configure the system to:

set a plurality of network nodes operable in the SDN with at least one probe

instruction;

receive from a nebvork node a first packet of a flow, wherein the first packel

maiches the at least one probe insiruction, wherein the first packet includes a first

sequence number;

recelve from a network node a second packet of the flaw, wherein the second

packel matches the al least one probe instruction, wherein the second packet includes a

second sequence number, wherein the second packet is a response of the first packet;

compute @ mask value respective of af least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same How, wherein the mirored bytes are inspected;

generate at least one mirror instruction based on at least the mask value; and

configure the plurality of network nodes with al least one mirrar instruction.

nods nD The systern of claim 11, wherein the system is further configured to:

receive mirrored bytes from a network node respective of the at feast one mirror

instruction; and

inspect the mirrered bytes using a DPI engine.

13. The system cf claim 11, wherein the system is further configured to:

maintain a flow table listing each flaw inspected by the central controller; and

update a status fieid in the low table upon reception of any one of: the first packet,

the second packet, and the mirrored bytes.

14. The system of claim 13, wherein the system is further configured to:

configure the plurality of network nodes with al least one termination instruction;

remove all entries from the flow table for each flaw matching the al least one

termination instruction; and

18
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disable the at least one mirrorinstruction for cach flow matching the al least one

termination instruction.

15. The system of claim 11, wherein the at least one probe instruction is any one of:

HW (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TOP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

16. The system of claim 11, wherein the least one mirror action is at least: f (source

IP Address = Vi and destination [P Address = V2 and source TCP port = V3 and

destination |[P address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

ihen (mirror V7 bytes).

17. The system of claim 14, wherein the al least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-cirect packet to controller); if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller}; and if! (TCP FLAG RST=1)} then (re-direct

packet to contraller).

18. The system of claim 11, wherein a number of byles mirrored fram each packetis

a portion of the packet, wherein the bytes are mirrored from packets in sequence.

19. The system of ciaim 11, wherein the communication between central controller and

the plurality of network node is performed using the OpenFlow standard

is
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is directed to: (=) The attached application, or

[| United States application or PCT international application number
filed on

The above-identified application was made or authorized to be made by me.

| believe that | am the original inventor or an original joint inventor of a claimed invention in the application.

| hereby acknowledgethat anywillful false statement made in this declaration is punishable under 18 U.S.C. 1001
by fine or imprisonment of not more than five (5) years, or both.

WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in documents filed in a patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers. or credit card numbers
(other than a checkor credit card authorization form PTO-2038 submitted for payment purposes) is never required by the USPTO
to support a petition or an application. If this type of personal information is included in documents submitted to the USPTO,
petitioners/applicants should consider redacting such personal information from the documents before submitting them to the
USPTO. Petitioner/applicant is advised that the record of a patent application is available to the public after publication of the
application (unless a non-publication request in compliance with 37 CFR 1.213(a) is made in the application) or issuance of a
patent. Furthermore, the record from an abandoned application may also be available to the public if the application is
referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card authorization forms
PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not publicly available.

LEGAL NAME OF INVENTOR

aN
. i \

Inventor: DOCTORI, Simhon\ Date (Optional) :{

Signature: \

Note: An application data sheet (PTO/SB/14 or equivalent), including naming the entire inventive entity, must accompany this form or must have
been previously filed. Use an additional PTO/AIA/01 form for each additional inventor.

 
Tnis collection of information is required by 35 U.S.C. 115 anc 37 CFR 1,63. The information is required to obtain or retain a benefit by the public which is to file (and
by the USPTOto process} an application. Confidentiality is governed by 35 U.S.C, 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 1 minute to
complete, including gathering, preparing. and submitting the completed application form to the USPTO.Time will vary depending upon the individual case. Any
comments on the amountof time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S.
Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO
THIS ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

/f you need assistance in completing the form, call 1-800-PTO-9199 and select optian 2.
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PTOMAIAIOL (06-125
Approved for use through 01/31/29 14. OMB GSE1-0032

US, Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respand to 2 collection of information untessit displays a valid OM3 contrat number.

DECLARATION (37 CFR 1.63) FOR UTILITY OR DESIGN APPLICATION USING AN
APPLICATION DATA SHEET(37 CFR 1.76)

Titleot jA METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE
Invention|DEFINED NETWORKS

As the below named inventor, | hereby declare that:

This declaration
is directed to: is The attached applicatian, or

C] United States applicaticn or PCT international application number
fled on

The above-identified anplication was made ar authorized ta be made by me.

i believe that | amthe original inventor or an original joint inventor of a claimed invention in the application.

| hereby acknowledge that any willful false statement made in this deciaration is punishable under 18 U.S.C. 1004
by fine cr imprisonrnent of not more than five (5) years, or both.

WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in dacuments filed ina patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers, oc credit card numbers
{other thar: a check or credit card authorization forra PTO-2038 submitted for payment purpases)is never required by the USPTO
ia support a petilion ar an application. If this lype of persenal information is included in documents submitted ta the USPTQ,
petitionersfapplicants should consider redacting such personal information from ine documents before submitting thern to the
USPTO. Petitioner/applicant is advised that the record of a paterit application is available to the public after publication of the
applicabon (uniess a non-publication request in compliance with 37 CFR 1.213{a) is made in the application) or issuance of a
patent. Furthermore, the record fram an abandoned application may also be ayailabia to the public if the application is
reforenced in a published application cr an issued patent (sée 37 CFR 1.14}. Checks and credit card authorization fons
PTO-2038 submitted for payment purposes are not retained in the applicaticn file and therefore are net publicly available,

LEGAL NAME OF INVENTOR

inventor: SOLOMON, Ronen Date (Optional):AREfussct2G
Signature:

Note: An application data steal {PTO/SBt4 or equivalent), incluging naming the entire inventive entity, must acconipany this form or must have
basn previously fled. Uss an additional PTOVAIAO1 form for each additional inventor.

 
This collocton of infeamahan is required by 35 U.S.C. 115. and 37 CFR 1.83. The information is required to obtain or retain 3 beneby the public whichIs to file ¢and
by Ine USP O ts groness}.an application. Confdentulity is governed by35 U.S.C. 122 ant 3 CFR i4i and 1.44. This caieciion is estimated 10 lake 1 minute to
complete, Helwig gaiberstg, preparing, and subsisting Ihe compieted apphcation form to the USPTO. Time will vary depending upon the individual case Any
Conuments an the smount of lima you require lo Complete this form andlor suggestons fr seducing ths burden, should b¢ seat to the Chief Informsaban Officer, U.S.
pParentiand Trademark Office, U.S. Oeparttont of Commerce, PO. Box 1960, Alexandra, VA 22313-1450, DO NOT SEND FEES OR COMPLETED FORMS TO
THIS ADURESS SEND TO: Commissionerfor Patents, P.O. Box 145%, Alexandria, VA 22313-1456,

¥ynu pei Sssistiace a completing fhe farms, cut t-H0G-FTO.2 199 wid setect option2  

Scanned by CamScanner
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Page 2 of 2 Pages Attorney's Docket No. HRURDE-88)-US

venveythe enhre interest herein assigned, and thar he has (they have) not executed and will not execute, any agreement
BH comer herewdf.

@} The uaderigned hereby grani(s} the firot of May Patents Ltd. the power to insert on this assignment any
further identification which may be secessary or desirable in order to comply with the rules of the United States Patent
Oice for recordation of this document,

7) All existing rights and future rights relating to the invention are bereby assigned.

&} This Assignment shall be binding vpon myfour) heirs, executors, administrators, and’or assigns, and shall
inure to the henefit of the hein, executors, adiministraiprs, successors andor axsizns of the Assignee.

in witness whereof, executed by the undersigned on the date(s) apposite the undersigned name{s).

Full Narne of inventor; BARSHESHET, Yossi

Inventor's Signafnre: Bate:
er

Wyiness 

Pall Name oflaventor BGCPORS, Simban

faventor’s Signature: Date:

Witness

Full Namepf inventor; StE43OX, Ronn

SO ___ Pate: ad Pugaush20 obInyveutor’s Signature: 
Witness
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Doc Code: PA.. PTOVALa O/AIA/82A (07-13)
Document Description: Powerof Attorney Approved for use through 11/30/2014. OMB 0651-0081U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respondto a collection of information unlessit displays a valid OMB control number

TRANSMITTAL FOR POWER OF ATTORNEY TO ONE OR MORE
REGISTERED PRACTITIONERS

NOTE: This form is to be submitted with the Power of Attorney by Applicant form (PTO/AIA/828)to identify the application to which the
Powerof Attorneyis directed, in accordance with 37 CFR 1.5, unless the application numberand filing date are identified in the Powerof
Attorney by Applicant form. If neither form PTO/AIA/82A nor form PTO/AIA82Bidentifies the application to which the Powerof Attorneyis
directed, the Powerof Attorney will not be recognized in the application.

Filing Date

First Named Inventor BARSHESHET,Yossi

A METHOD AND SYSTEM FOR DEEP PACKET INSPECTIONIN
SOFTWARE DEFINED NETWORKS

Art Unit

Attorney Docket Number |ORCKIT-001-US

SIGNATUREof Applicant or Patent Practitioner

Yehuda Binder/ Pate (Optional)

Yehuda Binder Registration 73,612Number

 

 

Title (if Applicant is a
juristic entity)
 

| Applicant Name(if Applicantis a juristic entity)
NOTE: This form must be signed in accordance with 37 CFR 1.33. See 37 CFR 1.4(d) for signature requirements and Certifications.If
more than one applicant, use multiple forms.

[] “Total of forms are submitted.

 
This collection of information is required by 37 CFR 1.131, 1.32, and 1.33. The information is required to obtain or retain a benefit by
the public whichis to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR
1.11 and 1.14. This collection is estimated to take 3 minutes to complete, including gathering, preparing, and submitting the completed ;
application form to the USPTO. Timewill vary depending uponthe individual case. Any comments on the amountof time you require
to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMSTO THIS ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

if you need assistance in completing the form, call 1-800-PTO-9199 and select option 2
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Doc Code: PA..
TAT . PTO/AIA/82B (97-43)i 2

Document Description: Power of Attorney Approved for use through 11/30/2014. OMB 0651-0051U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1985 no persons are required io respond to a collection of information unless it displays a valid OMB control number

  POWER OF ATTORNEY BY APPLICANT

| hereby revoke all previous powers of attorney given in the application identified in either the attached transmittal letter or the boxes below.

 | Application Number Filing Date

| |
(Note: The boxes above may beleft biank if information is provided on form PTO/AIA/82A.}

thereby appoint the Patent Practitioner(s) associated with the following Customer Number as my/our attorney(s) or agent(s), and

to transact all business in the United States Patent and Trademark Office connected therewith for the application referenced in
the attached transmittal letter (form PTO/AIA/82A)or identified above: |OR 1131926

[| { hereby appoint Practitioner(s) named in the attachedlist (form PTO/AIA/S2C) as my/our attorney(s) or agent(s), and to transact
all business in the United States Patent and Trademark Office connected therewith for the patent application referenced in the
attached transmittal letter (form PTO/AIA/82A) or identified above. (Note: Complete form PTO/AIA/82C .}

 

 

— a — — i

Please recognize or change the correspondence address for the application identified in the attached transmittal
letter or the boxes aboveto:

The address associated with the above-mentioned Customer Number

  [} The address associated with Customer Number: | re|OR + - : ;
Firm or i
individual Name

Address

aOn0
a
Telephone oFnat
tam the Applicant(if the Applicantis a juristic entity, list the Applicant name in the box}:

IORCKIT IP, LLC
[| Inventor or Joint Inventor(title not required below)

  
  
  

  

 

 Lanne
[| Legal Representative of a Deceased or Legally Incapacitated Inventor (title not required below)

Assignee or Person to Wham the Inventor is Under an Obligation to Assign (provide signer’s title if applicantis a juristic entity). .

[] Person Who Otherwise Shows Suffcient Proprietary Interest (e.g., a petition under 37 CFR 1.46(b}(2) was granted in theapplication or is concurrent filed with this document) (provide signer's title if applicant is a juristic entit

SIGNATUREof Applicant for Patent

The undersigned (whosetitle is supplied below} is authorized to act on behalf of the applicant (eg... where the applicant is aa juristic entity).

5 i
CEO and Ownerof ORCKIT IP, LLC 831 Beacon2.# 307per BZ oyeNOTE: Signature - This form must be signed by the applicant in accordance?

and certifications. If more than one applicant, use multiple forms.

[_brotal of forms are submitted. : j
This collection of information is required by 37 CFR 1.131, 1.32. and 1.33. The information is required to obtain or retain a benefit by the public which is to file (and by the
USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 3 minutes to complete, z
including gathering, preparing, and submitting the completed application form fo the LISPTO. Time will vary depending upon the individual case. Any comments on the amount 4
of time you require to complete this form and/or suggestions for reducing this burden, shauld be sent to the Chief information Officer, U.S. Patent and Trademark Office, U.S.
Department of Commerce, P.O. Box 1450, Alexandria, VA 22343-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS ADDRESS. SEND TO: Commissioner
for Patents, P.O. Box 1450, Alexandria, VA 22313-4450.

if you need assistance i completing the form, call 1-800-PTO-9199 and select option 2
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in
connection with your submission of the attached form related to a patent application or patent.
Accordingly, pursuant to the requirements of the Act, please be advised that: (1) the general
authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the
information solicited is voluntary; and (3) the principal purpose for which the information is used
by the U.S. Patent and Trademark Office is to process and/or examine your submission related
to a patent application or patent. If you do not furnish the requested information, the U.S. Patent
and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonmentof the application or expiration of the
patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the
Freedom of Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C, 552a). Records
from this system of records may be disclosed to the Department of Justice to determine
whether the Freedom of Information Act requires disclosure of these records.

2. A record from this system of records may be disclosed, as a routine use, in the course of
presenting evidence to a court, magistrate, or administrative tribunal, including
disclosures to opposing counsei in the course of settlement negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Memberof
Congress submitting a request involving an individual, to whom the record pertains,
whenthe individual has requested assistance from the Memberwith respectto the
subject matter of the record.

4. Arecord in this system of records may be disclosed, as a routine use, fo a contractor of
the Agency having need for the information in order to perform a contract. Recipients of
information shail be required to comply with the requirements of the Privacy Act of 1974.
as amended, pursuant to 5 U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty
in this system of records may be disclosed, as a routine use, to the International Bureau
of the World Intellectual Property Organization, pursuant to the Patent Cooperation
Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant
to the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the
Administrator, General Services, or his/her designee, during an inspection of records
conducted by GSA aspart of that agency's responsibility to recommend improvements in
records managementpractices and programs, under authority of 44 U.S.C. 2904 and
2906. Such disclosure shalt be made in accordance with the GSA regulations governing
inspection of records for this purpose, and any other relevant(i.e., GSA or Commerce)
directive. Such disclosure shall not be used to make determinations about individuals.

8. Arecord from this system of records may be disclosed, as a routine use, to the public
after either publication of the application pursuant to 35 U.S.C. 122(b) or issuance ofa
patent pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the
limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in an
application which became abandonedor in which the proceedings were terminated and
which application is referenced by either a published application, an application open to
public inspections or an issued patent.

9. Arecord from this system of records may be disclosed, as a routine use, to a Federal,
State, or local law enforcement agency, if the USPTO becomes aware of a violation or
potential violation of law or regulation.
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PTO/AIA/14 (07-14)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respondto a collection of information unless it contains a valid OMB contro! number.

leat

Application Data Sheet 37 CFR 1.76 —

The application data sheetis part of the provisional or nonprovisional application for which it is being submitted. The following form contains the
bibliographic data arranged in a format specified by the United States Patent and Trademark Office as outlined in 37 CFR 1.76.
This document may be completed electronically and submitted to the Office in electronic format using the Electronic Filing System (EFS) or the
document maybe printed andincludedin a paperfiled application.

  

  

 

  
  

ORCKIT-001-US 

 A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE DEFINED NETWORKS 

Secrecy Order 37 CFR 5.2

Oo Portions or all of the application associated with this Application Data Sheet mayfall under a Secrecy Order pursuantto
37 CFR 5.2 (Paperfilers only. Applications that fall under Secrecy Order may notbe filed electronically.) 

Inventor Information:

4 Remove
Legal Name

Toke.——SSS—~diarseesneerTS
Residence Information (Select One) US Residency e@ Non US Residency Active US Military Service

Country of Residence!

Mailing Addressof Inventor:

a

ei|iia
[Postalodeprerere|Country

Inventor 2 Remove
Legal Name

|Prefix]GivenName|MidoName|amityName|Sufix
|Bocror’~——Ss=~=“—*~*~*ésdrSY’:C«dd

Residence Information (Select One) US Residency @) Non US Residency Active US Military Service

 

Mailing Addressof Inventor:

a|
|City=| an-Yavne State/Province

PostalCode|yooo00)=Country|fk
Inventor 8

Legal Name

 

 

 
EFS Web 2.2.12
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PTO/AIA/14 (07-14)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB contro! number.

Application Data Sheet 37 CFR 1.76
|ApplicationNumber|ApplicationNumber

A METHOD AND SYSTEM FOR DEEP PACKETINSPECTION IN SOFTWARE DEFINED NETWORKS

 

   
Tileoventon|of Invention 

 
Mailing Addressof Inventor:

|

|asires
[PostalCode[paso~~‘county|

All Inventors Must Be Listed - Additional Inventor Information blocks may be
generated within this form by selecting the Add button.

CorrespondenceInformation:

Enter either Customer Numberor complete the CorrespondenceInformation section below.
Forfurther information see 37 CFR 1.33(a).

[_] An Addressis being provided for the correspondence Information of this application.

[Gusiomernumber[fed
Sa

Application Information:

 
 

Title of the Invention

AitoreyDocketNumber!DRCKITOU-US|SmaEniy Status Glamed_
[ApplicationType|wrovmons__—————S—S—SCSCSCSCSCSSSSSTCCC“*éC

[SubjectMatter|payCCS
TeaNumberofravingBhetsany)[P|SuesedFigurforPucnionay|

Filing By Reference :

 

Only complete this section whenfiling an application by reference under 35 U.S.C. 111(c) and 37 CFR 1.57(a). Do not completethis section if
application papers including a specification and any drawingsare being filed. Any domestic benefit or foreign priority information must be
provided in the appropriate section(s) below (i.e., “Domestic Benefit/National Stage Information” and “Foreign Priority Information’).

For the purposesofa filing date under 37 CFR 1.53(b), the description and any drawingsof the present application are replaced by this
reference to the previously filed application, subject to conditions and requirements of 37 CFR 1.57(a). i

Application number of the previously Filing date (YYYY-MM-DD) Intellectual Property Authority or Country
filed application

EFS Web 2.2.12
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PTO/AIA/14 (07-14)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respondto a collection of information unless it contains a valid OMB contro! number.

Application Data Sheet 37 CFR 1.76
Application Number

Title of Invention A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE DEFINED NETWORKS

Publication Information:

[_] Request Early Publication (Fee required at time of Request 37 CFR 1.219)

 
 

 

  

 

 

  
 

Request Not to Publish.| hereby request that the attached application not be published under
CO 35 U.S.C. 122(b) and certify that the invention disclosed in the attached application has not and will not be the

subject of an application filed in another country, or under a multilateral international agreement, that requires
publication at eighteen monthsafter filing.

  
Representative Information: 

Representative information should be provided for all practitioners having a power of attorney in the application. Providing
this information in the Application Data Sheet does not constitute a powerof attorney in the application (see 37 CFR 1.32).
Either enter Customer Number or complete the Representative Name section below. If both sections are completed the customer
Numberwill be used for the Representative Information during processing.
 

Please Select One: @ Customer Number US Patent Practitioner © Limited Recognition (37 CFR 11.9) Customer Number | 31926

Domestic Benefit/National Stage Information:
This section allows for the applicantto eitherclaim benefit under 35 U.S.C. 119(e), 120, 121, 365(c), or 386(c) or indicate National
Stage entry from a PCT application. Providing this information in the application data sheet constitutes the specific reference
required by 35 U.S.C. 119(e) or 120, and 37 CFR 1.78.
Whenreferring to the current application, please leave the application numberblank.

|PriorApplicationStatus|Penang|

{|B37tofinternational=| PCT/US2015/026869 2015-04-21
|PriorApplicationStatus|Fxpied|

[Permusanrsoosese | Pmeteremormonsonn[J evoezse‘|Potwouzn
Additional Domestic Benefit/National Stage Data may be generated within this form
by selecting the Add button.

 

Foreign Priority Information:

This section allows for the applicant to claim priority to a foreign application. Providing this information in the application data sheet

constitutes the claim for priority as required by 35 U.S.C. 119(b) and 37 CFR 1.55. Whenpriority is claimed to a foreign application
that is eligible for retrieval underthe priority document exchange program (PDX)' the information will be used by the Office to
automatically attempt retrieval pursuant to 37 CFR 1.55{i){1) and (2). Under the PDX program, applicant bears the ultimate

responsibility for ensuring that a copy of the foreign application is received by the Office from the participating foreign intellectual

property office, or a certified copy of the foreign priority applicationis filed, within the time period specified in 37 CFR 1.55(g){1).

  
EFS Web 2.2.12
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PTO/AIA/14 (07-14)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respondto a collection of information unless it contains a valid OMB contro! number.

Application Data Sheet 37 CFR 1.76
|ApplicationNumber|ApplicationNumber

Tieofventionof Invention A METHOD AND SYSTEM FOR DEEP PACKETINSPECTION IN SOFTWARE DEFINED NETWORKS

 

   
 

Application Number

Additional Foreign Priority Data may be generated within this form by selecting the
Addbutton.

 
 

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition
Applications

This application (1) claimspriority to or the benefit of an application filed before March 16, 2013 and (2) also
contains, or contained at any time, a claim to a claimed invention that has an effective filing date on or after March

[_] 16, 2013.
NOTE:By providing this statement under 37 CFR 1.55 or 1.78, this application, with a filing date on or after March
16, 2013, will be examined under thefirst inventorto file provisions of the AIA.
 

Authorization to Permit Access:
 

Authorization to Permit Access to the Instant Application by the Participating Offices 

If checked, the undersigned hereby grants the USPTO authority to provide the European Patent Office (EPO),
the Japan Patent Office (JPO), the Korean Intellectual Property Office {KIPO), the World Intellectual Property Office (WIPO),
and any otherintellectual property offices in which a foreign application claiming priority to the instant patent application
is filed accessto the instant patent application. See 37 CFR 1.14{c) and (h). This box should not be checked if the applicant
does not wish the EPO, JPO, KIPO, WIPO,or otherintellectual property office in which a foreign application claiming priority
to the instant patent applicationis filed to have accessto the instant patent application.

In accordance with 37 CFR 1.14{h)(3), access will be provided to a copyofthe instant patent application with respect
to: 1) the instant patent application-as-filed; 2) any foreign application to which the instant patent application
claimspriority under 35 U.S.C. 119(a)-(d)if a copy of the foreign application that satisfies the certified copy requirementof
37 CFR 1.55 has been filed in the instant patent application; and 3) any U.S. application-as-filed from which benefit is
soughtin the instant patent application.

In accordance with 37 CFR 1.14(c), access may be provided to information concerning the date offiling this Authorization.

 
 

Applicant Information:

Providing assignmentinformation in this section does not substitute for compliance with any requirementof part 3 of Title 37 of CFR to have an assignment recorded by the Office.

EFS Web 2.2.12
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PTO/AIA/14 (07-14)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respondto a collection of information unless it contains a valid OMB contro! number.
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Amendments to the Claims.

This listing cf claims replaces all prior versions and listings

of claims in the application.

Listing of Claims:

1-19 (Canceled).

20. (New) A method for use with a packet network including a

network node for transporting packets between first and second

entities under control of a controller, the method comprising:

sending, by the controller to the network node over

the packet network, an instruction and a packet-applicable

criterion;

receiving, by the network node from the controller,

the instruction and the criterion;
 

  receiving, by the network node from the first entity

over the packet network, a packet addressed to the second

entity;

checking, by the network node, if the packet

 satisfies the criterion;

 responsive to the packet not satisfying the

criterion, sending, by the network node over the packet

network, the packet to the second entity; and

responsive to the packet satisfying the criterion,

sending the packet, by the network node over the packet

network, in response to the instruction. 
21. (New) The method according to claim 20, wherein the 
instruction is ‘probe’, ‘mirror’, or ‘terminate’ instruction,

and upon receiving by the network node the ‘terminate’

instruction, the method further comprising blocking, by the
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 network node, the packet from being sent to the second entity

and to the controller.

22, (New) The method according to claim 20, wherein the

instruction is a ‘probe’, a ‘mirror’, or a ‘terminate’

instruction, and upon receiving by the network node the 
‘mirror’ instruction and responsive to the packet satisfying

the criterion, the method further comprising sending the

packet, by the network node, to the second entity and to the

controller.

23. (New) The method according to claim 20, wherein the

instruction is ‘probe’, ‘mirror’, or ‘terminate’ instruction,

and upon receiving by the network node the ‘probe’ instruction 
and responsive to the packet satisfying the criterion, the

method further comprising:

sending the packet, by the network node, to the

controller;

responsive to receiving the packet, analyzing the

packet, by the controller;

sending the packet, by the controller, to the network

node; and

responsive to receiving the packet, sending the

packet, by the network node, to the second entity.

24, (New) The method according to claim 20, further comprising
-

responsive to the packet satisfying the criterion and to the   
instruction, sending the packet or a portion thereof, by the

network node, to the controller.

25. (New) The method according to claim 24, further comprising

storing the received packet or a portion thereof, by the 

controller, in a memory.

 26. (New) The method according to claim 24, further comprising

responsive to the packet satisfying the criterion and to the

- 3 -
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instruction, sending a portion of the packet, by the network

node, to the controller.

27. (New) The method according to claim 26, wherein the portion

of the packet consists of multiple consecutive bytes, and 
 wherein the instruction comprises identification of the

consecutive bytes in the packet.

28. (New) The method according to claim 24, further comprising

responsive to receiving the packet, analyzing the packet, by

the controller.
 

   29. (New) The method according to claim 28, further for use 
with an application server that communicates with the 
controller, wherein the analyzing comprising sending the

packet, by the controller, to the application server, and

analyzing the packet by the application server.

30. (New) The method according to claim 29, wherein the 
 analyzing further comprising sending the packet after analyzing 

by the application server to the controller, and sending the 
packet, after receiving from the controller by the network

node, to the second entity.

31. (New) The method according to claim 28, wherein the

analyzing comprises applying security or data analytic 
application.

32. (New) The method according to claim 28, wherein the

analyzing comprises applying security application that 
comprises firewall or intrusion cetection functionality.

33. (New) The method according to claim 28, wherein the

   analyzing comprises performing Deep Packet Inspection (DPI) or 
 using a DPI engine on the packet.

34. (New) The method according to claim 28, wherein the packet

 comprises distinct header and payload fields, and wherein the
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analyzing comprises checking part of, or whole of, the payload

Field.

 

  
 

35. (New) The method according to claim 20, wherein the packet

comprises distinct header and payload fields, the header 

 comprises one or more flag bits, and wherein the packet-

applicable criterion is that one or more cf the flag bits is 

set.

36. (New) The method according to claim 35, wherein the packet

is an Transmission Control Protocol (TCP) packet, and wherein

 the one or more flag bits comprises comprise a SYN flag bit, an

 ACK flag bit, a FIN flag bit, a RST flag bit, or any

combination thereof.

37. (New) The method according to claim 20, wherein the packet

comprises distinct header and payload fields, the header 

 comprises at least the first and second entities addresses in

the packet network, and wherein the packet-applicable critericn 
is that the first entity address, the second entity address, or

both match a predetermined address or addresses.

38. (New) The method according to claim 37, wherein the

addresses are Internet Protocol (IP) addresses.  
39, (New) The method according to claim 20, wherein the packet

is an Transmission Control Protocol (TCP) packet that comprises

  
source and destination TCP ports, a TCP sequence number, anda 
TCP sequence mask fields, and wherein the packet-applicable

criterion is that the source TCP port, the destination TCP

port, the TCP sequence number, the TCP sequence mask, or any

combination thereof, matches a predetermined value or values. 
40. (New) The method according to claim 20, wherein the packet

network comprises a Wide Area Network (WAN), Local Area Network

  (LAN), the Internet, Metropolitan Area Network (MAN), Internet
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Service Provider (ISP) backbone, datacenter network, or inter-

datacenter network.

41. (New) The method according to claim 20, wherein the first

entity is a server device and the second entity is a client

 device, or wherein the first entity is a client device anc the

second entity is a server device.

42, (New) The method according to claim 41, wherein the server 
device comprises a web server, and wherein the client device

comprises a smartphone, a tablet computer, a personal computer, 
a laptop computer, or a wearable computing device. 
43. (New) The method according to claim 41, wherein the communication between the network node and the controller is

based on, or uses, a standard protocol.

44, (New) The method according to claim 43, wherein the

standard protocol is according to, based on, or compatible

with, an OpenFlow protocol version 1.3.3 or 1.4.0. 
45. (New) The method according to claim 44, wherein the 
instruction comprises a Type-Length-Value (TLV) structure.  
46. (New) The method according to claim 20, wherein the network

node comprises a router, a switch, or a bridge.
 

47, (New) The method according to claim 20, wherein the packet

network is an Internet Protocol (TF) network, and the packet is

an IP packet.

48. (New) The method according to claim 47, wherein the packet 
network is an Transmission Control Protocol (TCP) network, and

the packet is an TCP packet.

 49, (New) The method according tc claim 20, further comprising:

 receiving, by the network node from the first entity

over the packet network, one or more additional packets;
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checking, by the network node, if any one of the one 

or more additional packets satisfies the criterion;

 
responsive to an additional packet not satisfying the

criterion, sending, by the network node over the packet 
network, the additional packet to the second entity; and

responsive to the additional packet satisfying the

eriterion, sending the additional packet, by the network node

over the packet network, in response to the instruction.

50. (New) The method according to claim 20, wherein the packet

  
 

network is a Software Defined Network (SDN), the packet is  
routed as part of a data plane and the network node

communication with the controller serves as a control plane.

~J
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51. (New) A method for use with a packet network including a

network node for transporting packets between first and second

entities under control of a controller, the method by the

network node comprising:

receiving, from the controller, the instruction and

the criterion;   receiving, from the first entity over the packetY

network, a packet addressed to the second entity; 
checking if the packet satisfies the criterion;

 responsive to the packet not satisfying the  
criterion, sending over the packet network, the packet to the

second entity; and  
responsive to the packet satisfying the criterion, 
 

sending the packet over the packet network, in response tc the

instruction.

52. (New) The method according to claim 51, wherein the 
instruction is ‘probe’ ‘mirror’ or ‘terminate’ instruction,

y *

 
and upon receiving the ‘terminate’ instruction, the method 
further comprising blocking, the packet from being sent to the

second entity and to the controller.

53. (New) The method according te claim 51, wherein the

instruction is a ‘probe’, a ‘mirror’, cr a ‘terminate’ 
instruction, and upon receiving the ‘mirror’ instruction and

 responsive to the packet satisfying the criterion, the method  
further comprising sending the packet to the second entity and to the controller.

54. (New) The method according to claim 51, wherein the

instruction is ‘probe’, ‘mirror’, or ‘terminate’ instruction, 
and upon receiving the ‘probe’ instruction and responsive to

  the packet satisfying the criterion, the method further

comprising:
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sending the packet to the controller;

receiving the packet, from the controller; and

responsive to receiving the packet, sending the

packet, to the second entity.

55, (New) The method according to claim 51, further comprising

responsive to the packet satisfying the criterion and to the 
instruction, sending the packet or a portion thereof to the

controller.

 56. (New) The method according to claim 55, further comprising

 responsive to the packet satisfying the criterion and to the

instruction, sending a portion of the packet to the controlier.

57. (New) The method according te claim 56, wherein the portion

of the packet consists of multiple consecutive bytes, and

wherein the instruction comprises identification of the

consecutive bytes in the packet.

58. (New) The method according to claim 51, wherein the packet 
comprises distinct header and payload fields, the header

 
 comprises one or more flag bits, and wherein the packet-

 applicable criterion is that one or more of the flag bits is

sect.

59. (New) The method according to claim 58, wherein the packet

is an Transmission Control Protocol (TCP) packet, and wherein 
the one or more flag bits comprises comprise a SYN flag bit, an

 ACK flag bit, a FIN flag bit, a RST fiag bit, or any

combination thereof.

60. (New) The method according tc claim 51, wherein the packet  comprises distinct header and payload fields, the header
 

  comprises at least the first and second entities addresses in

the packet network, and wherein the packet-applicable criterion
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is that the first entity address,

both match a predetermined address or

61. (New)

addresses are Internet Protocol

62. (New)

is an Transmission

source and destination TCP ports,

TCP sequence mask fields, and

criterion is that the source TCP port,

port, the TCP sequence number,

combination thereof, a
63. (New)

network comprises a Wide Area Network

(LAN), the  Internet,

Service Provider (ISP) backbone,

datacenter network.

64. (New)

The method according to claim 60,

(IP)

The method according te claim 51,

Control Protocol

 
  

the second entity address, or

addresses.

wherein the

addresses.

wherein the packet

(TCP) packet that comprises

a TCP sequence number, anda

wherein the packet-

the

The method according to claim 51,

Metropolitan Area Network

datacenter network,

The method according to claim 51,

 
applicable

the destination TCP
q

TCP sequence mask, or any

matches a predetermined value or values. 
wherein the packet

(WAN), Local Area Network

(MAN), Internet  
or inter-

wherein the first

entity is a server device and the second entity is a client

 device, or wherein the

second entity is a server device.

6

d

5. (New)

evic es a webD
comprit

iO) server,

comprises a smartphone, a tablet

a laptop computer, or a wearable

66. (New) The method according  
communication

standard protocol

67. (New)  
is

standard protocol

with,

10

to

with the controller

The method according to

The method according to claim 64,

and

co

co

c

205

Cc

according to,

an OpenFlow protocol version

first entity is a client device ana the

wherein the server

 wherein the client device

mputer, a personal computer,

mputing device.

laim 64, wherein the

based on, or uses, a

laim 66, wherein the

based on,

1.3.

or compatible 
3 or 1.4.0.
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68. (New) The method according tc claim 67, wherein the

instruction comprises a Type-Length-Value (TLV) structure.

69. (New) The method according to claim 51, wherein the network

node comprises a router, a switch, or a bridge. 
70. (New) The method according te claim 51, wherein the packet

network is an Internet Protocol (IF) network, and the packet is

 an IP packet.

71. (New) The method according to claim 70, wherein the packet

network is a Transmission Control Protccol (TCP} network, and

the packet is an TCP packet.  
 72. (New) The method according tc claim 51, further comprising:

receiving, from the first entity over the packet 
network, one or more additional packets; 

checking, if any one of the one or more additional

packets satisfies the criterion;

 responsive to an additional packet not satisfying the

criterion, sending over the packet network, the additional

packet to the second entity; and

responsive to the additional packet satisfying the

criterion, sending the additional packet over the packet

 
network, in response to the instruction.

73. (New) The method according to claim 51, wherein the packet

 network is a Software Defined Network (SDN), the packet is

 routed as part of a data plane and the communication with the

controller serves as a control plane.
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REMARKS

Via the present Preliminary Amendment, applicant

amends the claims as shown above.

Respectfully submitted,

By /Yehuda Binder/
Yehuda Binder

Registration No. 73,612
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PATENT COOPERATION TREATY

PCT

NOTIFICATION OF THE RECORDING
OF A CHANGE

(PCT Rule 926/s.1 and
Administrative Instructions, Section 422)

Date of mailing (davimonthvear)

31 May 2016 (31.05.2016) 
International application No.

PCT/US2015/026869
 

1. The following indications appeared on record concerning:

DQ the applicant C1 the inventor
Name and Address

ORCKIT IP, LLC
831 Beacon St. #307

  

CD the agent

From the INTERNATIONAL BUREAU

BEN-SHIMON, Michael
M&B IP Analysts, LLC
45 S. Park Place #262

Morristown, NJ 07860
ETATS-UNIS D’AMERIQUE 

Applicant's or agent's file reference ee
ORCK PO406PCT IMPORTANT NOTIFICATION

International filing date (day/month’year)

21 April 2015 (21.04.2015)

(J the commonrepresentative

State of Nationality State of Residence
IL IL

PCT/US2015/026869

Newton, MA 02459
United States of America

Telephone No.

E-mail address

2. ‘he International Bureauherebynotifies the applicant that the following change has been recorded concerning:

[-] the person CL] the name [the address
Name and Address

ORCKIT IP, LLC
831 Beacon St. #307

Newton, MA 02459
United States of America

the nationality Bd the residence

State of Nationality State of Residence
US US

‘Telephone No.

E-mail address

pair@mb-ip.com
[_] Notifications by e-mail authorized>

3. Further observations, if necessary:

4. A copyofthis notification has been sent to:
the receiving Office

[J|the International Searching Authority

the International Preliminary Examining Authority
the designated Offices concerned
the elected Offices concerned

[J_the Authority(ies) specified for supplementary search other:
 

The Intemational Bureau of WIPO
34, chemin des Colombettes
1211 Geneva 20, Switzerland

  Authorized officer
 

Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Facsimile No. +41 22 338 71 30 Telephone No. +41 22 338 74 09

Form PCT/IB/306 (January 2009)
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PATENT COOPERATION TREATY PCT/US2015/026869

ADVANCE E-MAIL
From the INTERNATIONAL BUREAU

PCT

NOTIFICATION OF THE RECORDING BINDER (SHEM-TOV), Dorit
OF A CHANGE 11 Shu’alei ShimshonSt.

P.O.Box 7230
Ramat-Gan 5217102Ors;

(PCT Rule 924is.1 and ISRAEL
Administrative Instructions, Section 422)

  Date of mailing (davimonthvear)

08 June 2016 (08.06.2016)

Applicant's or agent's file reference ee
ORCKIT-001-PCT IMPORTANT NOTIFICATION

International application No. International filing date (day/month’year)

PCT/US2015/026869 21 April 2015 (21.04.2015)

 
 

 
  

  
 

1. The following indications appeared on record concerning:

[J the applicant BQ the inventor CD the agent (J the commonrepresentative

Name and Address State of Nationality State of Residence

Orckit-corrigent Ltd. Telephone No.

67443 Tel-aviv

E-mail address

2. ‘he International Bureauherebynotifies the applicant that the following change has been recorded concerning:

[-] the person CL] the name [¥ the address [-] the nationality [_] the residence

Name and Address State of Nationality State of Residence

19 Shevet Levi St., ‘Telephone No.fan ae
“vs

E-mail address

CI Notifications by e-mail authorized
>
3. Further observations, if necessary:

 
  
 

 
 

  
 

4. A copyofthis notification has been sent to: the International Preliminary Examining Authority
the receiving Office the designated Offices concerned

[J|the International Searching Authority the elected Offices concerned
[J_the Authority(ies) specified for supplementary search other:

The International Bureau ef WIPO Authorized officer
34, chemin des Colombettes
1211 Geneva 20, Switzerland Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Facsimile No. +41 22 338 71 30 Telephone No. +41 22 338 74 09

Form PCT/IB/306 (January 2009) L/PTSYHIW7YO7TXWO

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 66 of 557



    

  

 
    

   

     
    

    

    

     

 

   

 

        

      

   

   
  

    
   

 

    

 

   
    

  
  

 

  

    

    

       

      

  

  

  

                

               

   

   
   

  
 

 

 

    

         

 
 
 

   
    
      

     
    
    

       

    

      

  

  

  
     

      

     

     

  

  

  
  

       

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 67 of 557

 
 

Date of mailing (davimonthvear)

08 June 2016 (08.06.2016)

PATENT COOPERATION TREATY

ADVANCE E-MAIL

PCT

NOTIFICATION OF THE RECORDING
OF A CHANGE

(PCT Rule 926/s.1 and
Administrative Instructions, Section 422)

Applicant's or agent's file reference
ORCKIT-001-PCT

International application No.
PCT/US2015/026869

1. The following indications appeared on record concerning:

[-] the applicant DB the inventor
Name and Address

DOCTORI, Simhon

Orckit-corrigent Ltd.
126 Yigal Allon Street
67443 Tel Alviv
Israel

  

CD the agent

From the INTERNATIONAL BUREAU

BINDER (SHEM-TOV), Dorit
11 Shu’alei Shimshon St.
P.O.Box 7230
Ramat-Gan 5217102

ISRAEL

 
 

International filing date (day/month’year)

21 April 2015 (21.04.2015)

IMPORTANT NOTIFICATION

PCT/US2015/026869

 
 

 

(J the commonrepresentative

State of Nationality State of Residence

Telephone No.

E-mail address

2. ‘he International Bureauherebynotifies the applicant that the following change has been recorded concerning:

[-] the person CL] the name
Name and Address

DOCTORI, Simhon
15 Revivim St.,

Gan-Yavne(IL);
Israel

>
3. Further observations, if necessary:

4. A copyofthis notification has been sent to:v7,
Bd

CO
O

the receiving Office
the International Searching Authority
the Authority(ies) specified for supplementary search

 
The Intemational Bureau of WIPO

34, chemin des Colombettes
1211 Geneva 20, Switzerland

  
 

Facsimile No. +41 22 338 71 30 
Form PCT/   B/306 (January 2009)

 

[¥ the address [-] the nationality [_] the residence

State of Nationality State of Residence

‘Telephone No.

E-mail address

CI Notifications by e-mail authorized

the International Preliminary Examining Authority
the designated Offices concerned
the elected Offices concerned
other:

Authorized officer

Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Telephone No. +41 22 338 74 09

 
—  EVVTHVQPQJUZO
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PATENT COOPERATION TREATY PCT/US2015/026869

ADVANCE E-MAIL
From the INTERNATIONAL BUREAU

PCT

NOTIFICATION OF THE RECORDING
OF A CHANGE

BINDER (SHEM-TOV), Dorit
11 Shu’alei Shimshon St.
P.O.Box 7230
Ramat-Gan 5217102

ISRAEL

IMPORTANT NOTIFICATION

International filing date (day/month’year)

21 April 2015 (21.04.2015)

(PCT Rule 926/s.1 and
Administrative Instructions, Section 422)

  Date of mailing (davimonthvear)

08 June 2016 (08.06.2016) 
 

 
  Applicant's or agent's file reference

ORCKIT-001-PCT

International application No.
PCT/US2015/026869
 

1. The following indications appeared on record concerning:

(J the commonrepresentative

State of Nationality State of Residence

Telephone No.
126 Yigai Allon Street
67443 Tel-aviv
_

E-mail address

[-] the applicant DB the inventor CD the agent
Name and Address

SOLOMON, Ronen

Orckit-corrigent Ltd.

2. ‘he International Bureauherebynotifies the applicant that the following change has been recorded concerning:

[¥ the address [-] the nationality [_] the residence

State of Nationality State of Residence

‘Telephone No.

[-] the person
Name and Address

SOLOMON, Ronen
23 Rozen St.

Ranat-Gan(IL).

CL] the name

“vs

E-mail address

CI Notifications by e-mail authorized
>
3. Further observations, if necessary:

4. A copyofthis notification has been sent to: the International Preliminary Examining Authority
the receiving Office

[J|the International Searching Authority
[J_the Authority(ies) specified for supplementary search

 
The Intemational Bureau of WIPO

34, chemin des Colombettes
1211 Geneva 20, Switzerland

  
 

Facsimile No. +41 22 338 71 30

Form PCT/IB/306 (January 2009)

 
  
 

the designated Offices concerned
the elected Offices concerned
other:

Authorized officer

Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Telephone No. +41 22 338 74 09

 
nt  
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Forreceiving Office use only

PCT/US15/26869

International Application No.

21 APRIT. 2015 (21.04.15)
International Filmg Date

PCT INTERNATIONAL

APPLICATION RO/US
Name ofreceiving Office and “PCT International Application”

  PCT
  
 
 

REQUEST  
 
 
 

The undersigned requests that the present
international application be precessed

according to the Patent Cooperation Treaty.
 
 

Applicant’s or agent’s file reference
Ufdesired) (12 characters maximum) ORCK PO406PCT

Bex No.1 TITLE OF INVENTION

A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE DEFINED

NETWORKS

Box No. II APPLICANT [| This person is also inventor 

Name and address: (Family namefollowed bygiven name; for alegalentity,fullofficialdesignation.|Telephone No,
The address must includepostal code and name ofcountry. The country ofthe address indicated in this
Box is theapplicant's State (that is, country} ofresidence ifno State ofresidenceis indicatedbelew,}

Facsimile No,

Orckit-Corrigent Ltd.
126 Yigal Allon Street Applicant's registration No.with the Office
Tel-Aviv 67443

ISRAEL

 

 

E-mail authorization: Marking one ofthe check-boxes below authorizes the receiving Office, the International Searching Authority, the
international Bureau and the international Preliminary Examining Authority to use the e-mail address indicated in this Box to send,
notifications issued in respect of this international application to that e-mail addressifthose offices are willing to do so.

as advance copies followed bypaper notifications; or XJ exclusively in electronic form (no papernotifications will be sent).
E-mail address: palr@mb-ip.com

State (thatis, country) of nationality: State (that is, country) of residence:
IL IL

 

This person is applicant SZ ; indi :for the purposes af | all designated Statcs [] the Statcs indicated in the Supplemental Box
Bex No. UE FURTHER APPLICANT(S) AND/OR (FURTHER) INVENTOR(S) 

x] Further applicants and/or (further) inventors are indicated on a continuation sheet.
Box Ne. TV AGENT OR COMMON REPRESENTATIVE; OR ADDRESS FOR CORRESPONDENCE

The person identified below is hereby/has been appointed to act on behalf Xx agent common |ofthe applicant(s) before the competent International Authorities as: representative 

Name and address: (Family namefollowed bygiven name;fora legalentity,full official designation.|Telephone No.
The address must include postal code and name of country.) 1-908-655-6864

BEN-SHIMON, Michael canimieNe
MYERS, Brian S. me’ 1-908-325-02M&B IP Analysts, LLC 908 3 ° 0 % - =
45 S. Park Place #262 Agent’ sregistration No. withthe Office
Morristown NJ 07960 89610
UNITED STATES

E-mail authorization: Marking one ofthe check-boxes below authorizes the receiving Office, the International Searching Authority, the
International Bureau and the International Preliminary Examining Authority to use the e-mail address indicated in this Box to send,
notifications issued in respectofthis international application to that e-mail address if those offices are willing to do so.

LO] as advancecopies followed by paper notifications; or exclusively in electronic form (no paper notifications will be sent).
E-mailaddress: pair@mb-ip.com

Addressfor correspondence: Markthis check-box where no agent or commonrepresentative is/has been appointed and the
space aboveis used instead to indicate a special address to which correspondence should be sent.

 

  
 

 

 
Form PCT/RO/101 (first sheet) (16 September 2012) See Notes to the requestform
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Sheet No. ...2...

Box No. IH==FURTHER APPLICANT(S) AND/OR (FURTHER) INVENTOR(S)

Ifnone ofthefollowing sub-boxes is used, this sheet should not be included in the reques?.  

Nameand address: (Family namefollowedbygiven name, fora legalentity,fullofficialdesignation.|This person is:The address must includepostal code and nume ofcountry. The country ofthe address indicatedin this

Box is theapplicant's State (that is, country) ofresidence ifno State ofresidence is indicated below} xX] applicantonly
M&B IP Analysts, LLC ; ;
45 S. Park Place #262 L_] spplicant und inventor
Morristown NJ 07960 [| inventor only (Ifthis check-boxis marked, do notfill in below.)
UNITED STATES

Applicant’s registration No. with the Office

State (that is, country) ofnationality: State (that is, country) of residence:
US US

This person is applicant ; andi. :
for the purposes of [] all designated States [xX] the States indicated in the Supplemental Box

 

  

Nameand address: (Family namefollowed by given name, fora legalentity,full officialdesignation.|This personis:The address must includepostal code and name ofcountry. The country ofthe address indicated in this

Box is the applicant’s State (that is, country) efresidence ifno State ofresidence is indicatedbelow.) LC] applicantonly
BARSHESHET,Yossi [] spplicunt and inventORCKIT-CORRIGENTLTD. oO
126 Yigal Allon Street DX) ainarkedAOia aflow)
Tel-Aviv 67443

ISRAEL Applicant’s registration No. with the Office

State (that is, country) ofnationality: State (that is, country} of residence:

fateanaearpcant | all designated States [] the States indicated in the Supplemental Box
Nameand address: (Family namefollowedby given name; joralegal entity,full official designation.|This personis:The address mustincludepostal code and name ofcountry. The country ofthe address indicated in this
Box is the applicant’s State (that is, country) ofresidenceifno State ofresidence is indicated below} [] applicant only
DOCTORI, Simhon ; ;
ORCKIT-CORRIGENTLTD. [_] applicant andinventor
126 Yigal Allon Street xX] inventor only (ifthis check-boxis marked, do notfill in below.)
Tel-Aviv 67443 .

ISRAEL Applicant’s registration No.with the Office

 

 

State (that is, country) ofnationulity: State (that is, country) of residence:

This person is applicant a States » indie: ifor the purposesof: [| all designated States C] the States indicated in the Supplemental Box  

Name and address: (Family namefollowedbygiven name;fora legalentity,fullofficialdesignation.|This personis:The address must includepostal code andname ofcountry. The country ofthe address indicated in this
Box is the applicant's State (that is, country} ofresidence ifno State ofresidence is indicatedbelow.)

SOLOMON, Ronen ; :
ORCKIT-CORRIGENTLTD. L_] sppticant and inventor
126 Yigal Allon Street DX) isnarteddd horfll inBelow.)
Tel-Aviv 67443

ISRAEL Applicant’s registration No. with the Office

applicant only

 

 

State (that is, country) of nationality: State (that is, country) of residence:

Faneenogappgeant [] all designated States CJ the States indicated in the Supplemental Box  

C] Further applicants and/or (further) inventors are indicated on another continuation sheet.

 
Form PCT/RO/101 (continuation sheet) (16 September 2012) See Notes to the requestform
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Sheet No. .. 3.

Supplemental Box ifthe Supplemental Box is not used, this sheet should not be included in the request.

If in anyofthe Boxes, except Boxes Nos. VIIT(i) to (v)for which M&B IP Analysts, LLC is Applicant for the State of
aspecialcontinuation box isprovided, thespace isinsufficient Belize ONLY
tofurnish all the information: in such case, write “Continuation
ofBox No...” (indicate the number ofthe Box) andfurnish the
information in the same manner as required according to the
captions of the Box in which the space was insufficient, in
particular:
ifmore than oneperson is to be indicatedas applicantand/or
inventor and no “continuation sheet” is available: in such
case, write “Continuation ofBoxNo. Hl” and indicateforeach
additionalperson the same type ofinformation as required in
Box No. Lil. The country ofthe address indicated in this Box is
the applicant's State (thatis, country) ofresidence ifno State of
residenceis indicated below,
if, in Box Ne. If or in any ofthe sub-boxes ofBox No. HI, the
indication “the States indicated in the SupplementalBox”is
checked: in such case, write “Continuation ofBox No. IT”or
“Continuation ofBoxNo. IT”or “Continuation ofBoxes No. HT
and No. ill” (as the case maybe), indicate the name of the
applicant(s) involvedand, next to (each) such name,theState(s)
(and/or, where applicable, ARIPO, Eurasian, European or
OAPI patent) for the purposes ofwhich the namedperson is
applicant;
if, in Box No. Ff or in any ofthe sub-boxes ofBox No. Hl, the
inventor or the inventor/applicant is not inventor for the
purposes of all designated States: in such case, write
“Continuation ofBox No. Hf” or “Continuation ofBox No. HT”
or “Continuation ofBoxes No. HfandNo. Hil” (as the case may
be), indicate the name of the inventor(s) and, next to (each)
such name, the State(s) (and/or, where applicable, ARIPO,
Eurasian, European or OAPIpatent)for thepurposes ofwhich
the namedperson is inventor;
if, in addition to the agent(s) indicated in Box No. IV, thereare
further agents: in such case, write “Continuation of
Box No. IV”and indicatefor eachfurther agent the same type
ofinformation as required in Box No. IV;
if, in BoxNo. VI, thereare more than threeearlier applications
whosepriority is claimed: in such case, write “Continuation
of Box No. VI" and indicate for each additional earlier
application the same type of information as requiredin Box No. VI.

ifthe applicant intends to make an indication ofthe wish that
the international applicationbe treated, in certain designated
States, as an applicationfor a patent ofaddition, certificate of
addition, inventor's certificate ofaddition or utility certificate
ofaddition: in such case, write the name or two-letter code of
each designatedStateconcerned and the indication “patent of
addition,” “certificate ofaddition,” “inventor’s certificate of
addition”or “utility certificate ofaddition,”thenumberofthe
parent application orparentpatent ar otherparentgrant and
the date ofgrant ofthe parentpatent or otherparentgrant or
the date offiling of the parent application (Rules 4.1 1(aj()
and 49bis.i{a) or (b)).

Lfthe applicant intends to make an indication ofthe wish that
the international application be treated, in the United States of
America, as a continuation or continuation-in-part of an
earlier application: in such case, write “United States of
America” or “US” and the indication “continuation” or
“continuation-in-part” and the number and thefiling date of
theparent application (Rules 4.1] (a)(ii) and 49bis. 1(d)).

 
Form PCT/RO/101 (supplemental sheet) (16 September 2012) See Notes to the requestform

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 71 of 557



     

    

                      
                       

 

            

            

              

                      
                        
                    

       

          

       
      

  
     

       
 

    

 

   
  

  

          

    

                      
                     

      

                 

                      
                    

            
        

                     
                   

              

                      
                    

                      
                    

             

      

                  
            

  

             

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 72 of 557

Sheet No. ...4...

Bex Ne.V DESIGNATIONS 

The filing ofthis request constitutes under Rule 4.9(a) the designation ofall Contracting States bound by the PCT onthe international
filing date, for the grant of every kind ofprotection available and, where applicable, for the grant of both regional and national patents.

However,

TC] DE Germanyis not designated for any kind ofnational protection
CO JP Japan is net designated for any kind of national protection
oO KR Republic of Korea is not designated for any kind ofnational protection
(The check-boxes abovemayonlvbe used to exclude (irrevocably) the designations concerned if, at the time offilingor subsequently under
Rule 26bis.1, the international application contains in Box No. VIapriority claim to an earliernational applicationfiled in theparticular
State concerned, in order to avoid the ceasing ofthe effect, under the national law, ofthis earlier national application.) 

Box No. VI PRIORITY CLAIM AND DOCUMENT 

Thepriority ofthe following earlier application(s) is hereby claimed: 

Filing date Number . Where earlier applicationis:
of carlicr application of earlier application : ft . —_ ; ; _

(dav/month/year) national application:| regional application: international application;
° ciarano regional Office receiving Office°

 

item (1) 61/982,358

22/04/2014

22 APRIL 2014

item (2)

 

item (3)  
oO Furtherpriority claims are indicated in the Supplemental Box,

Furnishing the priority decument(s):

i<] The receiving Office is requested to prepare and transmitto the International Bureau a certified copyofthe earlier application(s)
(only ifthe earlier application(s) wasfiled with the receiving Office which, for the purposes ofthis international application,is
the receiving Office) identified aboveas:

allitems [CJ item(1) OF itmey C0 item) 1 other, see Supplemental Box
oO The International Bureauis requested to obtain from a digital library a certified copy ofthe earlier application(s) identified above,

using, where applicable, the access code(s) indicated below (if the earlier application(s) is available to itfrom a digital library):

O item (1) O item (2) CL] item (3) O other, see
access code access cade access code Supplemental Box 

Restore the right efpriority: the receiving Office is requested to restore the right ofpriority for the earlier application(s) identified
aboveor in the Suppicmental Boxasitcm(s)( ). (See also the Notes to Box No. VI; further
information must be provided to support a request to restore the right ofpriority.)

 

Incerporation by reference: where an elementofthe international application referred to in Article 11(1)(@ii)(d)or (e) or a part of
the description, claims or drawings referred to in Rule 20.5(a) is not otherwise contained in this international application but is
completely contained in an carlicr application whosc priority is claimed on the date on which one or more clements referred to in
Article 11())Gii) were first received by the receiving Office, that element or part is, subject to confirmation under Rule 20.6,
incorporated by referencein this international application for the purposes of Rule 20.6, 

Box Ne. VIE INTERNATIONAL SEARCHING AUTHORITY

Choice of International Searching Authority (ISA) (ifmore than one International Searching Authority is competent ta carry out the
international search, indicate the Authority chosen; the two-letter code may be used):

ISA/ RU 

 
Form PCT/RO/101 (second sheet) (16 September 2012) See Notes to the requestform
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Box No. IX

This international application
contains the following:

(a) request form PCT/RO/101
(including any declarations
and supplemental sheets)....... :

(b) description (excluding any
sequencelisting part of the
description, see (f), below) ..... :

(c) claims .............. 020 e ee :

(d) abstract... 6... cece eee eee :

(e) drawings (ifany) ............. :

() sequencelisting part ofthe
description in the form of an
imagefile (c.g. PDF).......... :

Total numberofsheets (including the
sequencelisting part of the description
if filed as an imagefile) .......... :

(g) sequence listing part of the description

(7 filed in the form of an Annex C/ST.25 text
file

0 WILL BE filed separately on physical data
carrier(s), on the same day and in the form
of an Annex C/ST.25textfile

Indicate type and number of physical data
carrier(s) ........2.2000000 bec eeeeeceeeee

Figure of the drawings which
should accompany the abstract:
Box No. X

FIG. 3

This international application is accompanied by the
followingitem(s) (mark the applicable check-boxes below
andindicate in right column the number ofeach item):

of sheets

CHECK LIST for EFS-Web filings - this sheet is only to be used when filing an intemational application with RO/US via EFS-Web

Number
ofitems

1. BY fee calculation sheet 6.00.0... ccc cece e cece ee eee

.O original separate powerofattorney ................

. 8 original general powerof attorney ....... 6. eee eee

.O copy of general power ofattorney; reference
DUMDET? . 0.eee eee een eee eeees
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purpose, and anyotherrelevant(i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations aboutindividuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subjectto the limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in
an application which became abandonedorin which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes awareof a violation or potential violation of law or regulation.
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PATENT COOPERATION TREATY

PCT
INTERNATIONAL SEARCH REPORT

(PCTArticle 18 and Rules 43 and 44)

Applicant’s or agent's file reference FOR FURTHER see Form PCT/ISA/220
ORCKPO406PCT ACTION as well as, where applicable, item 5 below. 

 International application No. International filing date (day/month/year) Earliest) Priority Date (day/nonth/vear)
PCT/US 2015/026869 21 April 2015 (21.04.2015) 22 April 2014 (22.04.2014)

Applicant
ORCKIT-CORRIGENT LTD.et al.

This international search report has been prepared by this International Searching Authority andis transmitted to the applicant
according to Article 18. A copyis being transmitted to the Internationa] Burean.

This international search report consists ofa total of 2 sheets.

[] Tt is also accompanied by a copy of each prior art document cited in this report.
1. Basis of the report

a. With regard to the language, the international search was carried out on the basis of:

the international application in the language in which it was filed.

[|a translation ofthe international application into , Which is the language of
a translation furnished for the purposes of international search (Rules 12.3(a) and 23.1(b)).

b.[|This international search report has been established taking into accountthe rectification of an obvious mistake
authorized by or notified to this Authority under Rule 91 (Rule 43.6bis(a)).

c. [| With regard to any nucleotide and/or amino acid sequence disclosed in the international application, see Box No.T.

[] Certain claims were found unsearchable (see Box No. ID.

[] Unity of invention is lacking (see Box No. IT).

With regard to thetitle,

the text is approved us submitted by the applicant.

[| the text has been established by this Authority to read as follows:

5S. With regard to the abstract,

the text is approved as submitted bythe applicant.

[| the text has been established, according to Rule 38.2, by this Authority as it appears in Box No. IV. The applicant may,
within one month fromthe date of mailing of this international search report, submil comments to this Authority.

6. With regard to the drawings,

a. the figure of the drawings to be published with the abstract is Figure No.

as suggested bythe applicant.

[| as selected bythis Authority, because the applicant failed to suggest a figure.
[| as selected by this Authority, because this figure better characterizes the invention.

b.[] none of the figures is to be published with the abstract.

 
Ferm PCTASA/210 (first sheet) Ganuary 2015)
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International application No.

INTERNATIONALSEARCH REPORT PCT/US 2015/026869

A. CLASSIFICATION OF SUBJECT MATTER

HO4L 12/26 (2006.01)
HO4AL 12/741 (2013.01)

According to International Patent Classification (LPC) or to both national classification and IPC
B. FIELDS SEARCITED

Minimum documentation searched (classification system followed by classification symbols)

HO4L 12/00-12/733, GOOF 15/00-15/173, 21/00
 

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

 

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

PatSearch (RUPTO internal), USPTO, PAJ, K-PION, Esp@cenet, Information Retrieval System of FIPS

c. DOCUMENTSCONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages

US 2010/0208590 Al (ALCATEL LUCENT) 19.08.2010, abstract,
paragraphs [0012]-[0014], [0030], [0034], [0044]-[0046], [0048], [005 1]-[0057],
[0070], [0075]

 
Relevant te claim No.

EP 2672668 Al (JUNIPER NETWORKSINC) 11.12.2013, paragraphs [0006],
[0186], [0222

US 2011/0264802 Al (ALCATEL LUCENT)27.10.2011, abstract, paragraphs
[0043]-[0048]

US 2010/0212006 Al (ALCATEL LUCENT) 19.08.2010  
[] See patent family annex.

Special categories of cited documents:

document defining the general state of the art which is not considered

to be of particular relevance

earlier document but published onor afler the international Gling date

document which may throw doubts on priority claim(s) or which is

cited to establish the publication date of another citation or other

special reason (as specified}

documentreferring to an oral disclosure, use, exhibition or other
TECHS

document published prior to the internationalfiling date butlater than

ihe priority date claimed

later document published after the international filing date or priority

date and not in conflict with the application but cited to understand.

the principle or theory underlying the invention

documentof particular relevance; the claimed invention cannot be
considered novel or cannol be cousidered to involve an inventive

step when the documentis taken alone

documentofparticular relevance; the claimed invention cannot be

considered to involve an inventive step when the documentis
combined with one or more other such documents, such combination

being obvious to 2 person skilled im the art

document member of the same patent family

Date of the actual completion of the international search Date of mailing of the international search report

27 July 2015 (27.07.2015) 06 August 2015 (06.08.2015)

Name and mailing address of the ISA/RU: Authorized officer
Federal Institute of Industrial Property,
Berezhkovskaya nab., 30-1, Moscow, G-59,
GSP-3, Russia, 125993
Facsimile No: (8-495) 531-63-18, (8-499) 243-33-37

Form PCT/ISA/210 (second sheet) (January 2015)

A. Tokarev

Telephone Na. (499) 240-25-91
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EP2672668A1

EurepSisechesPatentamt
EuropeanPatent Office
Office européendes brevets 

(12)

(43) Date of publication:
11.12.2013 Bulletin 2013/50

(21) Application number: 13170817.4

(22) Date offiling: 06.06.2013

(51)

M000TT
(11) EP 2 672 668 A1

EUROPEANPATENTAPPLICATION

Int Cl.
HO4L 121733 (2913-0) HOAL 12/24 (2006.01)

 

(84) Designated Contracting States:
AL AT BE BG CH CY CZ DE DK EE ES FI FRGB
GR HR HUIEISITLILTLU LV MC MK MT NL NO
PL PT RORS SE SISK SMTR

Designated Extension States:
BA ME

(30) Priority: 06.06.2012
06.06.2012
06.06.2012
25.10.2012
02.11.2012
02.11.2012
05.11.2012
07.11.2012
07.11.2012
23.11.2012
15.03.2013
15.03.2013

US 201261656468 P
US 201261656469 P
US 201261656471 P
US 201261718633 P
US 201261721979 P
US 201261721994 P
US 201261722696 P
US 201261723684 P
US 201261723685 P
US 201261729474 P
US 201313835483
US 201313842909

(71) Applicant: Juniper Networks,Inc.
Sunnyvale, CA 94089 (US)

Inventors:

Mehta, Anish
Fremont CA 94555 (US)

(72)

(74)

Batt, Megh
Dublin CA 94568 (US)
Reddy, Rajashekar
San Jose CA 95135 (US)
Nakil, Harshad Bhaskar
San Jose CA 95135 (US)
Ranjan, Ashish
Sunnyvale California 94089 (US)
Singla, Ankur
Sunnyvale California 94089 (US)
Ghose,Tirthankar
Sunnyvale California 94089 (US)
Ramesh, ND
Sunnyvale California 94089 (US)
Marques, Pedro Roque
Sunnyvale California 94089 (US)
Ajay, Hampapur
Sunnyvale California 94089 (US)

Representative: Meldrum, David James
D Young & Co LLP
120 Holborn

London EC1N 2DY (GB)

 

(54)

(57) —Inone example, acontroller device includes one
or more network interfaces communicatively coupied to
one or more devicesofa virtual network, and a processor
configured to determine, for the virtual network, a set of
two or more related processes executed by respective
devices in the virtual network, receive via the network

interfaces data for the set of two or more related proc-
esses, and aggregate the data for the set of two or more
related processesto form aggregated data for the setof
two or more related processes.

Creating searchable and global database of user visible process traces

 
FIG.1

Printed by Jouve, 75001 PARIS (FR)
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Description {e.g., by using a structurally-queryable (SQL-able) cen-
tral database), where the trace-back occurs iong after a

PRIORITY CLAIM failure occurred, for thereby identifying likely faulty proc-
esses in massively distributed complex systems, such

[0801] This application claims the benefit of U.S. Ap- = as software defined network (SDN) sysiems.
plication No. 13/835,483, filed March 15, 2013 and of
U.S. Application No. 13/842,909, filed March 15, 2013,
which claim the benefit of U.S. Provisianal Application
No. 61/729,474, filed November 23, 2012, U.S. Provi

[0007] This disclosure additionally describes tech-
niques for automatically identifying likely faulty compo-
nents in massively distributed complex systems. Insome
exampies, snapshots of component parameters are au-

sicnal Application No. 61/723,684, filed November 7, 7 tomatically repeatedly fed to a pre-trained classifier and
2012; U_S. Provisional Application No. 61/722,685, filed the classifier indicates whether each received snapshot
November 7, 2012; U.S. Provisional Application No. is likely to belong to a fault and failure class or to a non-
61/722,696,filed November5, 2012; U.S. Provisional Ap- faultffailure class. Components whose snapshots indi-
plication No. 61/721,979, filed November 2, 2012; U.S. cate a high likelihood of fault or failure are investigated,
Pravisional Application No. 61/721,994, filed November 75 restarted or taken offline as a pre-emptive measure. The
2, 2012; U.S. Provisional Application No. 61/718,633, techniques may be applied in a massively distributed
filed October 25, 2012; U.S. Pravisional Application No. complex system such as a data center.
61/656,468,filed June 6, 2012; U.S. Provisional Appli- [0008] In cone example, a method includes determin-
cation No. 61/656,469,filed June 6, 2012; and U.S. Pro- ing, by a controller device for a virtual network, a set of
visional Application No. 61/656,471, filed June 6, 2012, 20 two or more related processes executed by respective
the entire content of each of which being incorporated devicesin the virtual network, receiving, by the controller
herein by reference. device, data for the set of two ar more related processes,

and aggregating, by the controller device, the data for
FIELD AND BACKGROUND the set of two or more related processes to form aggre-

28 gated data for the set of two or more related processes.
[0002] This disclosure generally relates to computer [0009] In another example, a controller device includes
networks, and more particularly to fault detection in com- one or more networkinterfaces communicatively coupled
puter networks. to one or more devicesof a virtual network, and a proc-
[0003] In atypical cloud data center environment, there essor configured to determine, for the virtual network, a
is a large collection of interconnected serversthatprovide 30 setoftwoor more related processes executed by respec-
computing and/or storage capacity to run various appli- tive devicesin the virtual network, receive via the network
cations. For example, a data center may comprise a fa- interfaces data for the set of two or more related proc-
cility that hosts applications and services for subscribers, esses, and aggregate the data for the set of two or more
i.e., customers of data center. The data center may, for related processes to form aggregated data for the set of
example, host all of the infrastructure equipment, such 35 two or more related processes.
as nelworking and storage systems, redundant power [0010] In another example, a computer-readable stor-
supplies, and environmental controls. In a typical data age medium having stored thereon instructions that,
center, clusters of storage systems and application serv- when executed, cause a processor to determine, by a
ers are interconnected via high-speed swiich fabric oro- controller device for a virtual network, a set of two or more
vided by one or moretiers of physical network switches 40 related processes executed by respective devicesin the
and reuters. More sophisticated data centers provide in- virtual network, receive, by the controller device, data for
frastructure spread throughout the world with subscriber the sel of two or more related processes, and aggregate,
support equipment located in various physical hosting by the controller device, the data for the set of two or
facilities. more related processes to form aggregated data for the
[0004] Within a data center or other massively distrib- © set of two or more related processes.
uted camplex system, faults and failures are not equiv- [0011] The details of one or more examples are set
alent. Faults may allow for the continued operation of forth in the accompanying drawings and the description
components of the system that rely on the faulted com- below. Cther features, objects, and advantages will be
ponent. However, faulis may develop into and tend to apparent from the description and drawings, and from
indicate pending failure of one or more cormponents of “0 the claims.
the system, which deleteriously a‘fects the operation of
the system. BRIEF DESCRIPTION OF DRAWINGS

SUMMARY [0012] FIG. 1is a block diagramillustrating an example
65 data center in which examples of the techniques de-

[0005] Particular aspects are set out in the claims scribed herein may be implemented.
[0006] in general, this disclosure describes techniques [6013] FIG. 2 is a block diagram illustrating in further
for automatically tracing back from a central location detail an example system in which the techniques de-

2
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scribed herein may be implementec.
[0014] FIG. 3 is another block diagram illustrating an
example system 50 illustrating example configuration of
chassis switch and TOR switches as described herein.

[0075] FIG. 4is a block diagram illustrating an example
implementation of a virtual network controller for facili-
tating operation of one or more virtual networks in ac-
cordance with one or more examples of this disclosure.

Or

tem.

[0028] A simple example of a "fault" might be an at-
tempted division by zero in a math processing part of an
executing software process. Ideally, the CPU or other
data processing hardware component will issue an ex-
ception flag when such a violation of basic math rules is
attempted and a corresponding error log will be gener-
ated locally for the hardware component and/or software

[0076] FIG. 5is a block diagram illustrating an example component in which the violation was attempted. Later,
implementation of a virtual network controller for facili 78 when aproblem debugging analyst reviewsthe local log,
tating operation of one or more virtual networks in ac- he/she will spot the exception flag(s} and recagnize that
cordance with one or more examples ofthis disclosure asimple math rule violation such as division by zero was
[0017] FIG. Gis a block diagram of a massively distrib- attempted.
uted complex system, and more specifically, of an SON [9029] A slightly more complex example of a “fauit"
system in which a method of tagging traces forlateriden- 75 might be a generation of an cut-of-range result value in
tifying likely faulty processes may be carried out amath processing part ofan executing software process.
[0018] FIG. 7is a block diagram showing further details For example, the allowed range for an accounting pro-
(e.g., lliers) of a telecom virtualizing subsystem in which curement account might be: not less than $5.00 but not
the methodofidentifying likely faulty components may tore than $1000.00; where, for some reason, an exe-
be carried out. 20 cuted math operation produces a result value such as
[0019] FIG. 8 is a schematic and signal flow diagram $4.99 cr $1000.01 and the violation is not caught by hard-
illustrating how reports are tagged and aggregated. ware means. Ideally, the executing software will Include
[0020] FIG. 9is aflowchartillustrating a process usable a results validation thread, and the latter will issue one
in the system of FIG. 8. or more exception flags when such a violation of non-
[0021] FIG. 10is a block diagram illustrating anexam- 25 basic math and application-specific rules is attempted.
ple computing device for aggregating data of various Thereafter, a corresponding error log may be generated
processes, in accordance with one or more techniques locally for the results validation thread of the local process
of this disclosure. in which the violation was attempted. Later, when a prob-
[0022] FIG. 11Ais a block ciagram of a massively dis- lem debugging analyst reviewsthe local log, he/she will
tributed complex system in whichidentifying likely faulty 3 spotthe exception flag(s) and recognize thatone or more
components may be carried out according to techniques application-specific rule violations were attempted. The
described in this disclosure. problem debugging analyst may then formulate correc-
[0023] FIG. 11Bisa block diagram showing further de- tive code for avoiding recurrence of the violation({s).
tails of a virtualizing subsystem in whichidentifying lixely [0030] These simple examples de not address the
faulty components may be carried oul according totech- 35 questionof what happens when arulesviolating (or other
niques described in this disclosure. fault-causing) procedure takes place in a mulli-encapsu-
[0024] FIG. 12 is aschematic and signal flow diagram lated computing and/or telecommunications environ-
illustrating how a trainable classifier is used to heuris- ment, such as that where manyvirtual machinesare re-
tically develop a classification algorithm for predicting the spectively executing manydistributed processes across
likelihood of component fault and/or failure according te 4@ a massively distributed system such as a software de-
techniques described herein. fined network (SDN) system. In that case, even if an ex-
[0025] FIGS. 13A-138 depict a flow chart for an exam- ception log exists, the problem debugging analyst often
ple mode of operation of a system according to tech- does not know where in the massively distributed system
niques described herein. to lock because there are too many possibilities and too
[0026] FIG. 14 is a block diagram illustratinganexam- © many spaced apart locations (e.g., physical servers that
ple computing device far performing operations in ac- are miles apart) in which the fault-indicating log or logs
cordance with one or more aspects of the present dis- might reside. Moreover, because it may take a long time
closure. to realize that a prodlem occurred, by the time the prcb-

lem debugging analyst retrospectively begins the query
DETAILED DESCRIPTION 50 the local exception logs, some of them mayhave already

been overwritten by more recent logs due to memory
[0027] Faults and failures, in the context of software capacity constraints at given local facilities.
systems, are not one and the same thing. When a failure [0031] This problem may becomeparticularly acute in
happens,it is not always easy to cetermine who or what systemsthat are very complex, massivein size (in terms
wasal fault (blameworthy), especially if the failureisdis- 65 of number of unique components and/orin terms of spa-
covered long after the faullf occurred and especially if the tlal/geographic extent), and where such systemsare ex-
point of fault can be anywherein a massively distributed pected to be up and running atfull capacity as much as
system such as ina software defined network (SDN) sys- possible. An example of such a highly complex, massive-
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ly sized andfulltime running system is a software defined
networking (SDN) system.
[0032] Examples of SDN systems include so-called
data-centers (e¢.g., cloud computing centers) that are
used to support operations of the Internet, including data
storage, search, and retrieval. Additional details for one
SDN example are given below.In orief, and sufficientfor
the present introduction; an SDN system may be com-
prised of many thousands cf complex server computers

Or

each respective system tier (TRx), of each respective
virtual and/or physical execution machine (VOPEM)}and
of each respective process instance (PIN}, tagging cor-
responding trace logs with two or more of such UVE, TRx
and PIN identifying keys (e.g., UVEKey, TRxkKey,
PiINKey, VMKey, PMKey) when thetraceis locally gen-
erated, transmitting the tagged traces to, and storing
them in a centralized database that can be structurally
queried with use of one or more of these identifying keys

(a.k.a. servers programmedtorun pluralvirtualmachines 10 (e.g., UVEKey, TRxKey, PINKey, VMKey, PMKey}.
and encapsulated processes and sub-processes there- [0037] For each respective UVE andtier, the method
of}, many thousands of network channels and routers/ may include identifying respective process reports that
switchesdistributed over many thousands of miles where cross correlate with a corresponding UVE Keyand a cor-
the expectation of users is that both the complex software responding Tier key where the reports mayinclude quan-
and hardware components of such a system willremain 75 thtative failure or fault parameters such as memory faill-
failure free and operational an a highly reliable and scal- ures, telecommunications failures, processor failures,
able basis. packet resends and/or drops, etc.) and relaying the UVE
[0033] It is to be understood that the term, "virtual" as and Tier tagged reports to a centralized and query-able
used herein does not mean abstract. Instead it refers to database. For each respective process report that is lo-
physical means by way of which details of an underlying 20 cally generated, autornatically tagging the report with one
hardware and/or software system are hidden from a user or more linking keys including a UVEKey. For each re-
(encapsulated) and/or by way of which details of an un- spective tier, the method may include automatically de-
derlying othervirtual system are hidden from a user.It is termining whatpart of its resources are used by each of
also to be understood thatthe term, "software" as used respective UVE’s and automatically determining if the
herein does not mean software in an abstract sense but 2° allocated resources of any UVE are insufficient due to
rather means a physically real and not ephemerally tran- repeated componentfailures (e.g., lost packets). For
sient thing which non-abstract, non-ephemerally-tran- each respective UVE andits detected componentfail-
sient thing is usable fordigitally controlling haw a config- ures, the method may include logically associating the
urable digital data processing system and/or configura- detected componentfailures with one or more of the re-
ble analog signal processing system operates. 36 spective captured parameter snapshotsthat immeciately
[0034] In view of the aboveintroductory description as preceded therespective componentfailuresfor that UVE.
to the difference between simple faulifailures in simple [0038] The method may further include investigating
systems, and in view of the above introductory descrip- those of the UVE associated reports that were correlated
tion as to the difference between small simple systems to failure as being likely to pointto the at-fault components
and massively complex and distributed systems that ex- 35 and/or tiers cf that UVE. The method mayalso include
ecute hundreds of thousands if not more of processes taking preemptive corrective and/or work-around meas-
and sub-processes encapsulated in respectively large ures for those of the respective tier components and
numbers of virtual machines and cross-communicated UVEs that were determined to be more highly likely to
over a vast telecommunications system, it would advan- enter a failure mode based on the investigation.
tageous to have a method and system for automatically 4@ [0039] FIG. 1is ablock diagram illustrating an example
tracing back from a central Iccation and long aftera failure network 8 having a data center 10 in which examples of
occurred, the exception logs that were generated for the techniques described herein may be implemented.
thereby identifying likely faulty processes in such mas- In general, data center 10 provides an operating envi-
sively distributed complex systems. ronment for applications and services for customers 11
[0035] The techniques of this disclosure are generally © coupled to the data center by service provider network
directed to providing trace back from a central location 12. Data center 5 may, for example, hast infrastructure
in a massively distributed, complex system, such as a equipment, such as networking and storage systems,re-
software defined network (SDN) system. dundant power supplies, and environmental controls.
[0036] In one example, a method ofidentifying likely Service provider network 12 may be coupled to one or
faulty processes in a massively distributed complex sys- °@ morenetworks administered by other providers, and may
tem includes subdividing the system into a plurality of thus form part of a large-scale public networkinfrastruc-
tiers each having alike components and alike kinds of ture, e.g., the internet.
processes normally executing therein, subdividing sys- [0040] In some examples, data center 10 may repre-
tem executions as belong to respective onesof a plurality sentone of many geographically distributed network data
of user-accessible entities such as user-viewable virtual 55 centers. Asillustrated in the example of FIG. 1, data cent-
networks (a.k.a. user-viewable VNets, or more generally er 10 may be a facility that provides network services for
User-Viewable Entities-UVE’s) and assigning a unique custamers 11. Customers 11 may be collective entities
identifying key (UVEKey) for each respective UVE of such as enterprises and governmentsor individuals. For
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example, a network data center may host web services
for several enterprises and end users. Other example
services may include data storage, virtual private net-
works,traffic engineering, file service, data mining, sci-
entific- or super- computing, and so on. in some exam-
ples, data center 10 may be individual network servers,
network peers, or otherwise.
[0041] In this example, data center 5 includes set of
storage systems and application servers 12A-12X (here-

Or

es, dala center 10 may provide high availability and re-
ducerisk of failure.

[0045] More particularly, in accordance with the tech-
niquesofthis disclosure, camputing devices of data cent-
er 10, and processes executed by the computing devices,
may be divided into various tiers. Within each tier there
may be a set of related (e.g., substantially similar) proc-
esses. Furthermore, virtual network controller 22 may
define User-Visible Entities (UVEs) for the varioustiers.

in, “servers 12’) interconnected via high-speed switch 7@ The UVEs may cefine various data fer monitoring proc-
fabric 14 providsd by one cr more tiers of physical net- esses of the various tiers. For example, the UVEs may
work switches and routers. Switch fabric 14 is provided define attributes of processesto retrieve. Virtual network
by a set of interconnected top-of-rack (TOR) switches controlier 22 may receive data output during execution
16A-16BN ("TOR switches” 16) coupled to a distribution of the processes, and in accordance with the UVEs, ex-
layer of chassis switches 18. Although not shown, data 75 tract values for the attributes defined by the UVEs.Virtual
center 10 may also include, for example, ane or more network controller 22 may further aggregate this data.
non-edge switches, routers, hubs, gateways, security de- For example, the UVE may define a mannerin which to
vices such as firewalls, intrusion cetection, and/or intru- aggregate certain types of data, corresponding to the al-
sion prevention devices, servers, camputer terminals, tributes, such as addition, union over sets, concatena-
laptops, printers, databases, wireless mobile devices 20 tion, list generation, or the like.
such as cellular phones or perscnal digital assistants, [9046] Virtual network controller 22 may then generate
wireless accesspaints, bridges, cable mocems, applica- one or more reports that are indicative of a tier and ag-
tion accelerators, or other network devices. gregated values for one or moreattributes corresponding
[0042] In this example, TOR switches 16 and chassis to the tier, as defined by a corresponding UVE.This ag-
switches 18 provide servers 12 with redundant (multi- 2° gregation can be performedtransparently to the devices
homed) connectivity to IP fabric 20 and service provider executing the processes. Thatis, the devices executing
network 12. Chassis switches 18 aggregatestraffic flows the processes need not take any partin the aggregation.
and provides high-speed connectivity between TOR An administrator may use the generated report to diag-
switches 16. TOR switches 16A and 168 may be network nose various aspectsof the virtual network of data center
devices that provide layer 2 (MAC address) and/orlayer 3@ 10. For example, the report may include data indicative
3 (IP address) routing and/or switching functionality. TOR of one or more of a quantitative failure, a fauli parameter,
swilches 16 and chassis switches 18 may each include a memory failure, a telecommunications failure, a proc-
one or more processors and a memory, and that are ca- essor failure, a packet resend, and/or a dropped com-
pable of executing one or more software processes. munication session. The administrator may determine,
Chassis switches 18 are coupled to IP fabric 20, which 35 using the report, whether any or all of these conditions
performs layer 3 routing to roule networktraffic between apply and act accordingly, e.g., by reprogramming a de-
data center 10 and customers 11 using service provider vice of data center 10, replacing a device of data center
network 12. 10, adding, replacing, or removing links between devices,
[0043] Virtual netwerk controller 22 ('VNC") provides adding or upgrading software for one or more devices of
a logically centralized controller fer facilitating operation 40 data center 10, or the like, based on the contents of the
of one or more virtual networks within data center 10 in report.
accordance wilh one or more examplesof this disclosure. [0047] In some examples,virtual network controller 22
In some examples,virtual network controller 22 may op- includes an analytics layer, that is, an intermediate layer
erate in response to configuration input received from that acts on genericrules. The UVEs may define rules in
network administrator 24. 45 accordance with the analytics layer. Thus,virtual network
[0044] In accordance with the techniques of this dis- controlier 22 may operate substantially automatically,
closure, virtual network controller 22 may be configured that is, without user Interference, to perform the tech-
to aggregate data for a set of two or morerelated prac- niquesof this disclosure. The analytics tier may use def-
esses, to form aggregated data for the set of two or more initions of the UVEsto extract information from commu-
related processes.In particular, virtualnetwork controller 50 nications output by the devices executing the corre-
22 may determine the set of two or more related proc- sponding processes and aggregate valuesfor certain at-
esses executed by respective devices (6.g., servers 12) tributes, as defined by the UVEs,of the communications.
in a virtual network of data center 10, and receive data [0048] In this manner,virtual network controller 22 rep-
for the set of two or more related processes. in general, resents an example of a controller device configured to
the set of processes may correspond to acommon"tier," 65 determine, for a virtual network, a set of two or more
e.g.,acommon network plane, and each of the processes related processes executed by respective devices in the
in a particular set may be substantially similar. By exe- virtual network, receive data for the set of two or more
cuting substantially simiiar processes on different devic- related processes, and aggregate the data for the set of
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two or more related processes to form aggregated data
for the set of two or more related processes.
[0049] FIG. 2is a block diagram illustrating an example
implementation of data center 10 of FIG. 1 in further de-
tail. In fhe example of FIG. 2, data center 10 includes an
overlay network that extends switch fabric 14 from phys-
ical switches 16, 18 io software switches 30A-30X (also
referred to as a "virtual switches). Virtual switches 30
dynamically create and manage one or more virtual net-

Or

physical computer system, i.¢., server 12A in the exam-
ple of FIG. 2.
[0052] In one implementation, each of servers 12 in-
cludes a virtual network ageni ("VN agent") 35A-35X
(VN agents 35") that controls the overlay of virtual net-
works 34 and that coordinates the routing of data packets
within server 12. In general, each VN agent 35 commu-
nicates with virtual network controller 22, which gener-
ates commandsto control routing of packets throughdata

works 34 to be usec by applications communicating with 7@ center 10. VN agents 35 may operate as 4 proxyfor con-
application instances. In one exampls, virtual switches trol plane messages between virtual machines 36 and
30 execute the virtual network as an overlay network, virtual network controller 22. For example, a VM 36 may
which provides the capability to decouple an application’s request to send a message using its virtual address via
virtual address from a physical address (e.g., IP address) the VN agent 35A, and VN agent 35A may in turn send
of the one of servers 12A-12X ("servers 12") on which 75 themessage andrequestthata response to the message
the application is executing. Each virtual network 34 may be receivedfor the virtual address of the VM 36that orig-
use its own addressing and security scheme and may be inated the first message. In some cases, a VM 36 may
viewed as orthogona! from the physica! network and its invoke a procedure or function call presented by an ap-
addressing scheme. For example,virtual switch 30A may plication programming interface of VN agent 35A, and
represent a virtual network switch implemented server 20 the VN agent 35A may handle encapsulation of the mes-
12A (which may be an edge device positioned at an edge sage as well, including addressing.
of the one or morevirtual networks) and may be config- [0053] In one example, network packets, e.g., layer
ured to facilitate overlay of a plurality of networks in the three (L3) iP packets or layer two (L2) Ethernet packets
one or more virtual networks using a layer 3 protocol, generated or consumed by the instances of applications
which is a networklayer protocol. Facilitating the network 25 executed by virtual machines 36 within the virtual network
overlay using the layer 3 protocol may be substantially domain may be encapsulated in another packet(e.g.,
easier than using a layer 2 protocol. This may reduce an anotherIP or Ethernet packet) that is transported by the
implementation cost of the one or more virtual networks. physical network. The packettransported in a virtual net-
Various techniques may be usec to transport packets work may be referred to herein as an “inner packet" while
within and acrossvirtual network(s) 34 over the physical 3@ the physical network packet may be referred to herein
network. as an "outer packet." Encapsulation and/or de-capsula-
[0050] Each virtual switch 30 may execute within a hy- tion of virtual network packets within physical network
pervisor, a host operating system or other component of packets may be performed within virtual switches 30,
each of servers 12. In some instances, any of virtual é.g., within the hypervisor or the host operating system
switches 30 may be present in a campus access switch 35 running on seach of servers 12. As another example, en-
or Wi-Fi access point (WAP). In the example of FIG. 2, capsulation and de-capsulation functions may be per-
virtual switch 30 executes within hyperviscr 31, also often formed at the edge of switch fabric 14 at a first-hop TOR
referred to as a virtual machine manager (VMM}, which switch 16 that is one hop removed from the application
provides a virtualization platform that allows multiple op- instance that originated the packet. This functionality is
erating systems to concurrently run on one of host serv- 40 referred to herein as tunneling and may be used within
ers 12. In the example of FIG. 2, virtual switch 30A man- data centerto create ane or more overlay networks. Other
ages virtual networks 34, each of which provides a net- exampie tunneling protocols may be used, including IP
work environment for execution of one or more virtual over GRE, VxLAN, MPLS over GRE,elc.
machines (VMs) 36 on iop of the virtualization platform [0054] As noted above, virtual network controller 22
provided by hypervisor 31. Each VM 36 is associated ®© provides a logically centralized controller for facilitating
with one of the virtual subnets VNO-VN2 managed by operation of ane or more virtual networks within data
the hypervisor 31. center 10. Virtual network controller 22 may, for example,
[0051] Ingeneral, each VM 36 may be any typeofsoft- maintain arauting information base, ¢.g., on or more rout-
ware application and may be assigned a virlual address ing tables that sicre routing information for the physical
for use within a corresponding virtual network 34, where °@ network as well as the overlay network of data center 10.
each of the virtual networks may be a different virtual Similarly, switches 16, 18 and virtual switches 30 main-
subnet provided by virtual switch 30A. A VM 36 may be tain routing information, such as one or more routing
assigned its own virtual layer three (L3} iP address, for and/or forwarding tables. In one example implementa-
example, for sending and receiving communications but tion, virtual switch 30A of hypervisor 31 implements a
may be unaware of an IP address of the physicalserver 65 network forwarding table (NFT) 32 for each virtual net-
412A on which the virtual machine is execuling. In this work 34. In general, each NFT 32 stores forwarding in-
way, a "virtual address" is an address for an application formation for the corresponding virtual network 34 and
that differs from the logical address for the underlying, identifies where data packets are to be forwarded and
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whetherthe pacxets are to be encapsulated inatunneling
protocol, such as with one or more outer IP addresses.
[0055] The routing information may, for example, map
packet key informaiion (e.g., destination IP information
and otherselect information from packet headers) to one
or more specific next hops within the networks provided
by virtual switches 30 and switch fabric 14. In some case,
the next hops may be chained next hep that specify a set
of operations to be performed on each packet whenfor-

Or

tion and may issue messages to other virtual network
agents 35 to update local routing information stored by
the virtual network agents within network forwarding ta-
bles 32.

[0059] FIG. 3 is another biock diagram illustrating an
example system 50 illustrating example configuration of
rouling information within chassis switch and TOR
swilches as described herein. System 50 of FIG. 3 may,
for example, correspond to portions of data center 10

warding the packet, such as may be used for flooding 7¢@ illustrated in FIGS 1 and 2.
next hops and multicasting replication. In some cases, [6060] In this example, chassis switch 52 ("CH 52"),
virtual network controller 22 maintains the routing infor- which may be any of chassis switches 18 of FIG.1, is
mationin the form of a radix tree having leaf nodes that coupled to Top of Rack (TOR) switches 58A-58B ("TORs
represent destinations within the network. U.S. Patent 58”) by chassis link 60A and chassis link 60B, respec-
7,184,437 provides detalis of an example router that uth 75 tively (“chassis links G0"). TORs 58 may, in some exam-
lizes a radix tree for raute resolution, the contents of U.S. ples, be any of TORs 16 of FIG. 1. Inthe example of FIG.
Patent 7,184,437 being incorporated herein by reference 3, TORs 58 are alsa coupied to servers 50A-50B ("serv-
in its entirety. ers 50° by TORlinks 62A-62D ("TORlinks 62"). Servers
[0056] Asshownin FIG.2, each virtual network 34 pro- 50 may be any of servers 12 (FIG. 1). Here, servers 50
vides a communication framework for encapsulated 20 communicate with both TORs 58, and can physically re-
packet communications 37 for the overlay network es- side in either associated rack. TORs 58 each communi-
tablished through switch fabric 14. In this way, network cate with a number of network switches, including chas-
packets associated with anyof virtual machines 36 may sis switch 18A.
be transported as encapsulated packet communications [0061] Chassis switch 52 has a processor 54A in com-
37 via the overlay network. In addition, in the example of 22 munication with an interface for communication with a
FIG. 2, each virtual switch 30 includes a default network network as shown,as well as a bus that connects a mem-

forwarding table NFT, and provides a default route that ory (not shown)to processor 54A. The memory maystore
allows packetto be forwardedto virtual subnet VNO with- a numberof software modules. These modules include
out encapsulation, ie., non-encapsulated packet com- software that controls network routing, such as an Open
munications 39 per the routing rules of the physical net- 30 Shortest Path First (OSPF) module (not shown) contain-
work of data center 10. In this way, subnet VNO and ing instructions for operating the chassis switch 18A in
virtual default network forwarding table NFT, provide a compliance with the OSPF proiocol. Chassis swiich 52
mechanism for bypassing the overlay network and send- maintains routing table ("RT table”) 56A containing rout-
ing non-encapsulated packet cammunications 39 to ing information for packets, which describes a topology
switch fabric 14. 35 of a network. Routing table 56A may be, for example, a
[0057] Moreover, virtual network controller 22 and vir- table of packel destination Internet protocol (IP) address-
tual switches 30 may communicate using virtual subnet es and the corresponding next hop, e.g., expressed as
VNOin accordance with default networkforwarding table a link to a network component.
NFT, during discovery and initialization of the overlay [0062] TORs 58 each have a respeciive processor
network, and during conditions where a failed link has 4@ 54B, 54C, an interface in communication with chassis
temporarily halted communication via the overlay net- switch 18A, and a memory (not shown). Each memory
work. Once connectivity with the virtual network controller contains software modules including an OSPF module
22 is established, the virtual network controller 22 up- and routing table 56B, 56C as described above.
datesits local routing table to take into account new in- [0063] TORs 58 and chassis switch 52 may exchange
formation about any failed links anddirects virtual switch- © routing information specifying available routes, such as
es 30 to update their local network forwarding tables 32. by using a link-state routing protocol such as OSPF or
For example, virtual network controller 22 may cutout IS-IS. TORs 58 may be configured as owners of different
cammandsto virtual network agents 35 to update one or routing subnets. For example, TOR 58Ais configured as
more NFTs 32 to directvirtua! switches 30 tc change the the owner of Subnet 1, which is the subnet 10.10.10.0/24
tunneling encapsulation so as fo re-route communica- 0 inthe example of F/G. 2, and TOR 58B is configured as
tions within the overlay network, far example to avoid a the owner of Subnet2, which is the subnet 10.10.17 .0/24
failed link. in the example of FIG. 2. As owners of their respective
[0058] When link failure is detected, a virtual network Subnets, TORs 58 locally store the individual routes for
agent35 local to the failed link (e.9., VN Agent 35A) may their subnets and need not broadcastall route advertise-
immediately change the encapsulation of network packet 65 mentsuptochassis swiich 18A. Instead, ingeneralTORs
to redirect traffic within the overlay network and notifies 58 will only advertise their suonet addresses to chassis
virtual network controler 22 of the routing change.Inturn, switch 18A.
virtual network controller 22 updatesits routing informa- [0064] Chassis switch 52 maintains a routing table
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(RT table") 56A, which includes roules expressed as
subnets reachable by TORs 58, based on route adver-
tisements received from TORs 58. In the example of FIG.
2, RT table 56A stores routes indicating thattraffic des-
tined for addresses within the subnet 10.10.11.0/24 can

be forwarded on link 608 to TOR 588, andtraffic destined
for addresses within the subnet 10.10.10.0/24 can be
fonwarded on link 60A te TOR 58A.

Or

peering links for a rouling protocol, such as a Border
Gateway Protocol (BGP) implementation, or another
peering protocol by which VNC nodes 80 may coordinate
to share information according io a peering relationship.
[0070] VNC nodes 80 of VNC 22 include respective
RIBs 84 each having, ¢.g., one or more routing tables
that store routing information for the physical network
and/or one or more overlay networks of the data center

[0065] in typical operation, chassis switch 18A re- controlied by VNC 22. In some instances, one of RIBs
celves Internet Protocol (IP) packets through its network 10 84, e.g., RIB 84A, may store the complete rauting table
interface, reads the packets’ destination IP address, for any of the virtual networks operating within the data
lcoks up these addresses on rouling table 56A to deter- center and controlled by the corresponding VNC node
mine the corresponding destination component, and for- 80 (e.g., VNC node 80A).
wards the packets accordingly. For example, if the des- [9071] In general, distributed databases 82 define the
tination IP address of a received packet is 10.10.10.0, 75 configurationor describe the operation of virtual networks
ie., the address of the subnet of TOR 584A,the routing by the data center controlled by distributed VNC 22. For
table of chassis switch 52 indicates that the packetis ta instance, distributes databases 82 mayinclude databas-
be sent io TOR 58A via link 6GA, and chassis switch 52 es that describe a configuration of one or more virtual
transmits the packet accordingly, ultimately for forward- networks, the hardware/software configurations and ca-
ing to a specific one of the servers 50. 20 pabilities of data center servers, performance or diag-
[0066] Similarly, cach of TORs 58 receives Internet nostic information for one or morevirtual networks and/or
Pratocal (P)} packets through its network interface, reads the underlying physical network, the topology of the un-
the packets’ destination IP address, looks up these ad- derlying physical network including server/chassis
dresses on its routing table 55 to determine the corre- switch/TOR switch interfaces and interconnecting links,
sponding destination component, and forwards the pack- 25 andsoon.Distributed databases 82 may each be imple-
ets according to the result of the lookup. mented using, e.g., adistributed hash table (DHT) ta pro-
[0067] FIG. 4 is a block diagramillustrating an example vide a lookup service for key/value pairs of the distributed
implementation of a virtual network controller 22 for fa- database stored by different VNC nodes 22. Distributed
cilitating operation of one or more virtual networks in ac- databases 82 may be implemented/stored using compu-
cordance with one or more examplesof this disclosure. 30 ter-readable media of or associated with VNC nodes 22.
Virtual network controller 22 may, for example, ccrre- [0072] FIG. 5is a block diagramillustrating an example
spond to virtual network controller 22 of data center 10 implementation of a virtual network controller 100 for fa-
of FIGS. 1 and 2. cilitating operation of one or more virtual networks in ac-
[0068] Virtual network controller (/NC) 22 of FIG. 4 cordance with one or more examplesofthis disclosure.
illustrates a distributed implementation cf a VNC that in- 35 Virtual network controller 100 may, for example, corre-
cludes mulliple VNC nodes 80A-890N (collectively, "VNC spond to virtual network controller 22 of data center 10
nodes 80") fo execute the functionality of a data center of FIGS. 1 and 2 or virtual network controller 22 of FIG. 4.
VNC, including managing the operation of virtual switch- [0073] Asillustrated in the example of FIG. 5, distrib-
es for one or more virtual networks implemented within uted virtual network controller (VNC) 100 includes one
the data center. Each of VNC nodes 80 mayrepresent 4@ of more virtual network controller ("VNC") nodes 102A-
a different server of the data center, e.g., any of servers 102N (collectively, "VNC nodes 102"). Each of VNC
42 of FIGS. 1-2, or alternatively, on a serveror controller nodes 102 may represent any of VNC nodes 80 ofvirtual
coupled to the IP fabric by, e.g., an edge router of a serv- network controller 22 of FIG. 4. VNC nodes 102 thal peer
ice provicer network or a customer edge device of the with one another according to a peering protocol operat-
data center network. In some instances, some of VNC # ing over network 160. Network 160 may represent an
nodes 80 may execute as separate virtual machines on exampie instance of switch fabric 14 and/or IP fabric 20
the same server. of FIG. 1. in the illustrated example, VNC nodes 102 peer
[0069] Each of VNC nodes 80 maycontrol a different, with one another using a Border Gateway Protocol (BGP)
non-overlapping set of data center elements, such as implementation, an example of a peering protocol. inthis
servers, individual virtual switches executing within serv- 50 sense, VNC nodes 102A and 102N may representa first
ers, individual interfaces associated with virtual switches, controlier node device and a second controller node de-
chassis switches, TOR switches, and/or communication vice peered using a peering protocol. VNC nodes 102
links. VNC nodes 80 peer with one anotherusing peering include respective network discovery modules 174A-
links 86 to exchange informationfor distributed databas- 114N to discover network slements of network 169.
es, including distributed databases 82A-82K (collective- 55 [0074] VNC nodes 102 provide, to one another using
ly, "distributed databases 82"), and routing information the peering protocol, information related to respective
(e.g., routes) for routing information bases 84A-84N (col- elements of the virtual network managed,at leastin part,
lectively, "RIBs 84"). Peering links 86 may represent by the VNC nodes 102. For example, VNC node 102A
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may managea first set of one or more servers operating
as virtual network switches for the virtual network. VNC

node 102A may send information relating to the manage-
mentor operation ofthe first set of servers to VNC node
102N by BGP 118A. Other elemenis managed by VNC
nodes 102 may include netwerk controllers and/or appli-
ances, network infrastructure devices (e.g., L2 or L3
switches), communication links, firewalls, and VNC
nodes 102, for example. Because VNC nodes 102 have

Or

database 110A may represent a distributed hash table
(DHT), for instance, or any suitable data structure for
storing configuration information for network elements in
a distributed manner in cooperation with others of VNC
nedes 162. Configuration databases 1‘ 0A-110N(callec-
tively, “configuration databases 110") may represent, at
leastin part, one of distributed databases 82 ofdistributed
virtual network controller 22 of FIG. 4. Configuration da-
tabases 110 may store respective RIBs 84 of FiG. 4.

a peer relationship, rather than a master-slave relation- 1@ Portions of RiBs 84 may be stored by control plane VMs
ship, information may be sufficiently easily shared be- 112 to facilitate operation of network discovery modules
tween the VNC nodes 102. In addition, hardware and/or 114 and BGPs 118.
software of VNC nodes 702 may be sufficiently easily [0077] Virtual network controller 100 may perform any
replaced, providing satisfactory resource fungibility. Fur- one or more of the illustrated virtual network controller
ther, distributed VNC 100 may enable may enable hori 75 operations represented by modules 130, which may in-
zontally scalable configuration and management, which clude orchestration 132, user interface 134, VNC global
maygive a single system view of the one or morevirtual load balancing 136, and one or more apolications 138.
networks. VNC 100 executes orchestration module 132 to facilitate

[0075] Each of VNC nodes 102 mayinclude substan- the operation of one or more virtual networks in response
tially similar/analogous components for performing sub- 20 to a dynamic demand environmentby, e.g., spawning/
stantially similar/analogous functionality, said functional- removing virtual machines in data center servers, adjust-
ity being described hereinafter primarily with respect to ing computing capabillties, allocating network storage re-
VNC node 102A. VNC node 102A mayinclude an ana- sources, and modifying a virtual topology connecting vir-
lytics database 106A for storing diagnostic information tual switches of a virtual network. VNC global load bal-
related to a first set of elaments managed by VNC node 29=ancing 136 executed by VNC 100 supports load balanc-
102A. Analytics database 106A mayinclude a horizon- ing of analytics, configuration, communication tasks,
tally scalable network analytics database, which may rep- @.g., among VNC nodes 102. Applications 138 may rep-
resent a fully integrated analytics collector configured to resent one or more network applications executed by
troubleshoot, visualize, and analyze distributed VNC 100 VNC nodes 102 to, 8.g., change topology of physical
and the one or morevirtual networks. VNC node 102A 30 and/or virtual networks, add services, or affect packet
may share at least some diagnostic information related forwarding. In some instances, a centralized network
to VNC nece 102A and/or one or more of the first set of management system or other controller executes mod-
elemenis managed by VNC node 102A and stored in ules 730 and communicates using a northbound interface
analytics database 106, as well as to receive at least of VNC nodes 102 to perform orchestration, configure
some diagnostic information related fo any of the ele- 35 VNCnodes 102, perform VNC global load balancing, and
ments managed by others of VNC nodes 102. Analytics execute VNC nodes 102 with virtual network applications
database 106A may represent a distributed hash table 138.
(DHT), for instance, or any suitable data structure for [0078] Userinterface 134 includes an interface usable
storing diagncstic information for network elements in a to an acministrator (or software agent) to control the op-
distributed manner in cooperation with others of VNC 40 eration of VNC nodes 102. For instance, user interface
nodes 102. Analytics databases 106A-106N (collective- 134 may include methods by which an administrator may
ly, "analytics databases 106") may represent, at least in modify, ¢.g. configuration database 110A of VNC node
part, one of distributed databases 82 of distribuled virtual 102A. Administration of the one or morevirtual networks
network controller 22 of FIG. 4. operated by VNC 100 may proceed by uniform userin-
[0076] VNC node 102A may include a configuration ® terface 134 that provides a single point of administration,
database 110A for storing configuration information re- which may reduce an administratian cast of the one or
lated to a first set of elements managed by VNC node more virtual networks.
102A. Contral plane components of VNC node 102A may [0079] VNC node 102A may include a control plane
store configuration information to configuration dalabase virtual machine (VM) 112A that executes contro! plane
110A using interface 144A, which may represent an In- °@ protocols to facilitate the distributed VNC techniques de-
terface for Metadata Access Points (IF-MAP) protocol scribed herein. Control plane VM 112A may in some in-
implementation. VNC node 102A may share at least stances represent a native process. in theillustrated ex-
some configuration information related to one or more of ample, control VM 712A executes BGP 118A to provide
the first set of elemenis managed by VNC node 102A information related to the first set of elements managed
and stored in configuration database 110A, (including, ®5 by VNC node 102A to, e.g., control plane virtual machine
e.g., VNC node 102A), as well as to receive atleast some 172N of VNC node 102N. Control plane VM 112A may
configuration information related to any of the elements use an open standards based protocol (e.g., BGP based
managed by others of VNC nodes 102. Configuration L3VPN)to distribute information aboutits virtual network
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(s) with other control plane instances and/or other third
party networking equipment(s). Given the peering based
model according to one or more aspects described here-
in, different contral plane instances (e.g., different in-
stances of control plane VMs 112A-112N) may execute
different software versions. In one or more aspecis, e.g.,
control plane VM 112A may include a type of software
of a particular version, and the contro] plane VM 112N
may include a different version of the sametype ofsoft-

Or

L3VPN configuration), which may be stored using con-
figuration database 110A. Communication interface 140
mayinclude an IF-MAPinterface for communicating with
other network elements. The use of the IF-MAP may
make the storage and management of virtual network
configurations very flexible and extensible given that the
IF-MAP schema can be dynamically updated. Advanta-
geously, aspects of virtual network controller 100 may
be flexible for new applications 138.

ware. The peering configuration of the controlnode de- 7@ [0082] VNC node 102A mayfurther include an analyt-
vices may enable use of different software versions for ics virtual machine (VM) 104A to store diagnostic infor-
the contro! plane VMs 1124-112N. The execution of mul- mation (and/or visibility information) related to at least
tiple control plane VMs by respective VNC nodes 102 the first set of elements managed by VNC node 102A.
may prevent the emergence of a single point of failure. Controi plane VM and analytics VM 104 may communi-
[0080] Control plane VM 112A communicates with vir- 75 cate using an XMPP implemeniation by communication
tual network switches,e.g., illustrated VM switch 174 ex- interface 146A. Analytics VM 104A, although described
ecuted by server 170, using a communication protocol as a virtual machine, may in some aspects represent a
operating over network 160. Virtual network switches fa- native process executing onan operating system of VNC
cilitate overlay networks in the ore or more virtual net- node 102A.
works.In the illustrated example, controlplane VM112A 20 [0083] Analytics VM 104A mayinclude analytics data-
uses Extensible Messaging and Presence Protocol base 106A, which may represent an instance of a dis-
(XMPP) 116A to communicate with al least virtual net- tributed databasethat storesvisibility data for virtual net-
work switch 174 by XMPPinterface 150A. Virtual network works, such as oneof cistributed database 82 of distrib-
route data, statistics collection, logs, and configuration uted virtual network controller 22 of FIG. 4. Visibility in-
information may in accordance with XMPP 116A besent 25 formation may describe visibility of both distributed VNC
as XML documents for communication between controi 100 and of customer networks. Analytics database 106A
plane VM 112A andthevirtual network switches. Control of analytics VM 104A may include an XMPPinterface on
plane VM 112A may in turn route data to other XMPP a first (southbound) side and a REST/JASON/XMPPin-
servers (such as an analytics collector, e.g., analytics terface on a (northbound) second side by communication
VM 104A) or may retrieve configuration information on 3@_ interface 142A.
behalf of one or more virtual network switches. Control [0084] Virtual network switch 174 may implementthe
plane VM 112A may further execute a communication layer 3 forwarding and policy enforcement paint for ane
interface 144A for communicating with configuration vir- or more end points and/or one or more hosts. The one
tual machine (VM) 108A associated with configuration or more end points or one and/or one or more hosis may
database 110A. Communication interface 144A mayrep- 36 be classified into a virtual network due to configuration
resent an !F-MAPinterface. Server 170 may represent from control plane VM 112A. Contral plane VM 112A may
an example instance of any of servers 12 of FIGS. 1-2 also distribute virtual-to-physical mapping for each end
or servers 50 of FIG. 3, with virtual network switch 174 point to all other end points as routes. These routes may
representing any of virtual switches 30 and virtual net- give the next hop mapping virtual IP to physical IP and
work switch agent 172 representing any ofvirtualnetwork 4@ encapsulation technique used (e.g., one of IPinIP, NV-
agents 35 of FIG. 2, far example. GRE, VXLAN, etc.). Virtual network switch 174 may be
[0081] VNC node 102A mayfurther include configura- agnostic to actual tunneling encapsulation used. Virtual
tion VM 108A to store configuration information for the network switch 174 mayalso trap interesting layer 2 (L2)
first set of elementto and manage configuration database packets, broadcast packets, and/or implementproxy for
110A. Gonfiguration VM 108A, although described asa # the packets, e.g. using one of Address Resolution Pro-
virtual machine, may in some aspects represent a native tocol (ARP), Dynamic Host Configuration Protacal (DH-
process executing an an operating system of VNC node CP}, Domain Name Service (DNS), multicast DNS
102A. Configuration VM 108A and control plane VM (mBNS), etc.
412A may communicate using IF-MAP by communica- [0085] In some cases,different VNC nodes 102 may
tion interface 1444 and using XMPP by communication 50 be provided by different suppliers. However, ithe peering
interface 146A. In some aspects, configuration VM 108A configuration of VNC nodes 102 may enable use of dif-
mayinclude a horizontally scalable multi-tenant IF-MAP ferent hardware and/or software provided by different
server and a distributed hash table (DHT)-based IF-MAP suppliers for implementing the VNC nodes 102 of distrib-
database represented by configuration database 110A. uted VNC 100. Asystem operating accordingto the tech-
In some aspects, configuration VM 108A may include a 65 niques described above may provide logical view of net-
configuration translator, which may translate a user work lopclagy to end-hosis irrespective of physical net-
friendly higher-level virtual network configuration to a work topology, access type. and/or location. Distributed
standards based protocol configuration (e.g., a BGP VNC 100 may provide programmatic ways for network
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operators and/or applicalions to change topology,ta af-
fect packet forwarding, and/or to adc services, as well
as horizontal scaling of network services, e.g. firewall,
without changing the end-host view of the network.
[0886] in accordance with the techniques of this dis-
closure,virtual network conirclier 100 may be configured
to aggregate data for a set of two or more related proc-
esses, to farm aggregated data for the set of two or more
related processes.In particular, virtual nebwark controller

Or

100 includes an analytics layer, thal is, an intermediate
layer that acts on generic rules. The UVEs may define
rules in accordance with the analytics layer. Thus,virtual
network controller 100 may operate substantially auto-
matically, that is, without user interference, to perform
the techniques of this disclosure. The analytics tier may
use definitions of the UVEsto extract information from

communications output by the devices executing the cor-
responding processes and aggregate values for certain

100 may determine the set of two or more related proc- 72 attributes, as defined by the UVEs, of the carmmunica-
esses executed by respective devicesin a virtual network tions.
of network 160, and receive data for the set of two or [0096] In this manner, virtual network controller 100
more related processes. in general, the set of processes represents an example of a controller device configured
may correspond to a common"tier," e.g., acommon net- to determine, for a virtual network, a set of vo or more
work plane, and each of the processes in a particularset 75 related processes executed by respective devices in the
may be substantially similar. By executing substantially virtual network, receive data for the set of two or more
similar processes on different devices, network 160 may related processes, and aggregate the data for the set of
provide high availability and reduce risk of failure. two cr more related processes to form aggregated data
[0087] More particularly, in accordance with the tech- for the set of two or more related processes.
niques of this disclosure, computing devices of network 20 [0091] FIG. 6isa block diagram of a massively distrib-
160, and processes executed by the computing cevices, uted complex system 1000, and more specifically, of a
may be divided into various tiers. Within each tier there software defined networking (SDN) system to which the
may beasetof related (e.g., substantially similar) proc- disclosed concepts may be applied. As an example, FIG.
esses. Furthermore, virtual network controller 100 may 6 may represent a cloud-implementing data center envi-
define User-Visible Entities (UVEs) for the various tiers. 22 ronment in which there is provided a large collection of
The UVEs maydefine various data for monitoring proc- network-interconnected servers (e.g., servers 210x,
esses of the various tiers. For example, the UVEs may 210y, which may correspond to respective servers 12 of
define attributes of processesto retrieve. Virtual network FIG. 1) that provide computer and/or storage capacity to
controller 100 may receive data output during execution run manydifferent users and/or other kinds of application
of the processes, and in accordance with the UVEs, ex- 30 programs (8.g., programs 216, where these programs
tract valuesfor the attributes defined by the UVEs.Virtual can include interactive video gaming support processes
network controller 100 may further aggregate this data. and/or simple text pracessing support processes}.
For example, the UVE may define a mannerin which to [0092] Such an environment tends to be very dynamic
aggregate certain types of data, carrespondingto the at- from an applications point of view. It may be desirable to
tributes, such as addition, union over sets, concatena- 35 have a level of autamation that insulates users from the
tian, list generation, or the Uke. infrastructure details and that can avoid the need for
[0088] Virtual network controller 100 may then gener- manual intervention to interconnect the physical servers
ate one or more reports that are indicative of a tier and to provide the computation, storage, and/or telecommu-
aggregated values for one or more attributes correspond- nications capacities required to enable the various appii-
ing to the tier, as defined by a corresponding UVE. This 4@ cations to execute to one level of sufficiency or another.
aggregation can be performed transparently to the de- [0093] In order to enable automation and agility of the
vices executing the processes. That is, the devices ex- infrastructure (¢.g., a physical interconneci fabric 200 as
eculing the processes need nol take any part in the ag- well as a scalable nrocesses of physical and/or virtual
gregation. An administrator may use the generated report machines), there is a growing trend to deploy either an
to ciagnose various aspects of the virtual networkofnet © overlay networking solution or a virtualized networking
work 160. For exampie, the report may include data in- system on top of physical computer clusters, where the
dicative of one or more of a quaniitative failure, a fault overlay anc/or virtualizing subsystem encapsulates and
parameter, a memary failure, a telecommunicationsfail- automatically manages the details of keeping the many
ure, a processor failure, a packet resend, and/or a physical cata processing resources (e.g., resourcesof
dropped communication session. The administrator may 5° servers 210x, 210y), the many physical network switches
determine, using the report, whether any orall of these and routers (e.g., switches 206, which may correspond
conditions apply and act accordingly, e.g., by reprogram- todevices of IP fabric 20 in FIG. 1, suchas chassis switch-
ming a device of network 160, replacing a device of net- es 18 and/or TOR swiiches 16 of FIG. 1) and channels
work 160, adding, replacing, or removing links between (e.g., channei 202) up andrunning at desired bandwidths
devices, adding or upgrading software for one or more 55 (BW) anddesired qualities of service (QOS), represented
devices of network 160,or the like, based on the contents in FIG. 6 by element 204.
of the report. [6094] In such an environment, each of many servers
[6089] in some exampies, virtual network controller (e.g., servers 210x, 210y) may be running one or more
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application processes (e.g., process 216) and/or guest
operating systems (internals of which are not explicitly
shown). In order to enable many guest operating systems
(also called virtual machines (VMs) 215) on asingle serv-
er, the system may ulilize a virtual machines monitoring
system, commonly known as hypervisor (such as ESX,
Hyper-V, KVM, Xen, etc.). Hypervisor 231 of FIG. 7 rep-
resents an example of such a hypervisor. A single appl-
cation (e.g., which includes a process or thread UVP1

Or

that application program. However, the definition is nat
limited to a single user and/cr a single application pro-
gram. Asingle UVE can encompass resources dedicated
to multiple unrelated applications of one or more identi-
fied users, subject to appropriate authentication that the
resources(¢.g., a partitioned part of the system commu-
nications layer) are indeed dedicated to the identified
multiple applications. In other words, more generally, a
UVE maybe thought of as representing some dedicated

executing inside a processes support means 216) may 7 (pariitianed-for-investigation) aspects of operational
require many instances of computer and storage resourc- states of a system orof its resources where investigation
es that may be provided by the infrastructure as multiple can then belimited to the dedicated aspects for purpose
individual servers and/cr multiple virtual machines run- of trying to operate, provision, troubleshoot or analyze a
ning on one or more servers. In order for the application corresponding part of the system in some manner. The
to share information amongst its distributed computer 75 UVE, in many instances, may exclude those lowerlevel
and storage instances, and with the outside warld, a tel aspects of system states and system resources that are
ecommunications network 200 is generally used to ena- for internal system use only, are hidden (encapsulated
ble movementof this information as, for example, packet away) from the user processes thal are underinvestiga-
conveyed data signals (217). Every time a new applica- tion and are thus not intended to represent part of the
tion is instantiated and/or changed on the infrastructure, 20 system application interface to an outside world of user
a respective virtual network (e.g., VNet Z07v) may be applications. Making all system state and resources (in-
created and/or changed to support the new/changed ap- cluding lower level ones) visible to external applications
plication andto allow allits computer and storage instanc- may be confusing and overwhelmingto investigatory ap-
es to share information with one another and/or the out- plications rather than helpful. The dedicated subset of
side world. 25 system states and resourcesthat are deemedto be "User
[0095] The term “user-viewable" as used herein is ta Visible” may be reevaluated from time to time and
be understood as referring to a user defined partitioning changed as respective users seefit.
of at least an inter-pracesses communicationslayer af a [0097] Each UVE maybe associated with a definition
system into mutually exclusive seciors whereall the inter- file. The definition file may specify a type of aggregation
processes communications of a set of processes under 30_for each attribute associated with the UVE(e.g., summa-
investigation by the user are presumedby the userto be tion, concatenation, list formation, union oversets, or the
limited to taking place through one ofthe partition sectors like). An aggregator may use the aggregation information
butnotany of the others and thus investigation of process of the definition file. Thatis, processes corresponding to
interactions (e.g., for purpose of debugging a problem of the UVE need not use ihe aggregation information. Each
such interactions) can be limited to investigating inter- 35 of the UVEs may be specified in an interface definition
process communications only occurring within the asso- languagefile. An analytics tier may use extra attributes
ciated one of the plural sectors. The term “user-viewable” defined in the interface definition languagefile to perform
as used herein may be understood more broadly as re- aggregation. When UVEsare sent to the analytics tier,
ferring not only to the aneinter-processes communica- messages may mark aitributes of the UVEs with aggre-
tians sector, but also to the processes themselves and 40 gation tier. Thus, devices or pracesses executing at the
to the other system resources(in addition to the associ- analytics tler may receive both values for attributes as-
ated and dedicated sector of the communications layer) sociated with a UVE, as well as aggregaticn information
that the processes under invesligation are presumed to associated wiih the UVE.In this manner, these devices
use on an exclusive basis (e.g., dedicated virtual ma- or processes at the analytics tier may use the aggregation
chines that support the processes under investigation}. 4 information to determine how to aggregate valuesfor the
Thus, all the inter-process activities of the set of proc- attributes. In this manner, the aggregation of information
esses underinvestigation by the user can be presumed can be performed without the processes that generate
by the userto be limited to taking place anly inside the the information actively participating in the aggregation.
user defined User-Visible Entity (UVE) and thus investi- That is, an aggregator may receive individual streamsof
gation of process actions and interactions (e.g., for pur- 50 information from the various processes and aggregate
pose of debugging a problem of such interactions) can the information, without requiring a change on the part
be limitec to investigating operations taking place only of the processes that generate the information to be ag-
inside the assaciated UVE. gregated.
[0096] An example of what could be deemed to be a [6098] Additionally, the system states and resources
UVEis all the processes of an identified user application 65 that are deemed to be pari cf a specific UVE do not each
program including inler-processes communications re- haveto be directly visible to a corresponding one or more
sources dedicated to that application program and in- non-administrative users of the application(s) which fit
cluding computer and storage resources dedicated to inside the specific UVE. Rather the corresponding com-
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pute, storage and telecommunication resaurces need
only be visible to each other for allowing corresponding
user processesto interact with one another as required
by the corresponding application and/or set of applica-
tions that are under investigation. Af the sametime, the
corresponding compute, storage and telecommunication
resources should not be visible to; and capable of being
interfered by, resources of external other user applica-
tians that are not underinvestigation. If something goes

Or

exampie of a massively distributed complex system be-
cause the numberof interconnected servers can be very
large with each server presenting one or morelinks, each
having a respective 1Gbps or 10Gbps or greater band-
widthlink. In order to consiruct a network that can inter-

connectail such links, operators generally use a number
of switches (or routers) each with N input (ingress) links
x Moutpul (egress) links. Each of these individual switch-
es can act as an IP router with its own IP address(es).

wrong (e.g., a failure) within a given application (or set 7@ Pluralrouters may be operatively cross coupled to define
of applications),it is expected that only the "visible" com- CLOS networksof routers or similar multi-stage routing
puts, storage and telecommunication resources that are arrangemenis.
dedicated to that given application will be involved and [0102] Referringtosomeofthe specifics shownin Figs.
thus those are the ones that should be under investiga- 6-7, there can be a plurality of different kinds of campo-
tion. (Stated otherwise and referring briefly to FIG. 8,a 75 nents in respective “tlers” or service planes of a virtual
specific User-Visible Entity (e.g., UVE(2}) may be con- ized overlay system.
ceptualized as a dedicated partition that cuts orthagonal- [0103] One of these planes is the virtual-to-physical
ly across a plurality of system planes (strata), including forwarding plane 230 (shown in FIG. 7). It includes the
one or more system telecommunication planes(e.g., a so-called, virtual network routers (VNRouters, or mere
virtual forwarding plane). 20 simply VRouters 232-239). These components can re-
[0099] Ina virtualized or overlay network environment, side in the respective hypervisors (231) of the respective
the edge of the network is extended from the physicai physical servers (e.g., 210) or they can reside on a so-
network elements (e.g., switches 206 orthe like (such called, Top of Rack switch (not shawn) whichis typically
as routers)) to software switches (e.g., a VRouter fike included in the virtual-to-ohysical forwarding plane 230.
232 of FIG. 7) running inside the corresponding hypervi- 25 When the VRouter is disposed in the hypervisor, it acts
sor (231, also in FiG. 7) ar inside the host operating sys- as a software switch having both respective virtual ports
tem onthe physical server (e.g.,210z). The so-virtualized connected to the virtual machines (VMs) and physical
and/or overlayed networkthat is used by the interacting ports corresponding to the physical I/C ports of the re-
applications to communicate with their respective proc- speclive server 210. Each VNRoauterselectively routes/
ess instances is created dynamically and managed by 30 switches packets betweenits virtual ports and the phys-
software switch controlling means (e.g., 240) having its ical ports and/or betweenits virtual ports. The VNRouters
own addressing and security scheme wherethe latter is may be considered as Data/Forwarding Plane campo-
orthogonal from the physical network (200) and its ad- nents of the Virtual Network System. In order to support
dressing scheme. There are manydifferent methodsthat scalable flexibility, some of the VRouters (e.g., 232-235)
can be employed to transport packets (¢.g., 217) within 35 in a given hypervisor may be dedicated to servicing a
and acrass the virtual network(s} anc over the physica! first virtual nebwork (UV-Vnet(1)}, another subset of the
network. VRouters (€.g., 236-237) may be dedicated to servicing
[9100] Network IP (and/or Ethernet) packets (e.g., a second virtual network (UV-Vnet(2)) and yet another
217) generated or consumed by the instances of each subset of the VRouters (¢.g., 238-239) may be held in
isolated application in the virtual networking domain are 4@ reserve for dynamic assignment to one ofthe first and
encapsulated in further IP (and/or Ethernet) packets that second user-viewable networks (e.g., UV-Vnet(1), UV-
are transported by the physical network. Herein, the vir- Vnel(2}) or to a dynamically instantiated othervirtual net-
tual network packet will be referred to as inner packet work (V/nel).
and the physical network packet will be referred to as [0104] Another of the plural tiers or planes within the
outer packet. The function of encapsulation and/or de- “© SDNsystem 1000 is referred to as the Control Plane 240

capsulation of the virtual network packet within physical andit may contain a plurality of virlual machines (VM,
network packetis done in the hypervisor (231) or the hast implementing respective Controllers or Controller Proc-
O/S (nat shown) running on the server 210. In addition, esses. These are typically configured as horizontaily
the encapsulation and ce-capsulation function can also scalable components (just as the VRoulters are typically
be performed at the edge of the network in a first-hop °@ configured as herizontally scalable components) that
physical network switch (e.g., one of switches 206), a provide dynamically scalable contro! functions within the
network router, or the like. This functionality is commonly Virtual Network System. The Contrailers each operative-
called tunneling ancis actively used in networking to cre- ly couples to a respective set of VNRouters and each
ate overlay networks. There are manydifferent tunneling distributes respective routing information signals to its
protocols used in the industry wherein different protocols 65 dynamically scalable set of VNRouters. In one example,
are carried within another protocol, for example, IP over the relative scale of the Virtual Network System is on the
GRE, VxLAN, MPLS over GRE,etc. order of 100s of 1000s of VNRouiers (e.g., 232} anc 100s
[6101] Cloud data-cenier networks can constitute an of corresponding Controllers (e.g., VNcp 1).
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[0105] Another of the plural tiers or planes within the
SDN system 1000 is referred to as the Configurations
Plane 250 and it may contain a plurality of virtual ma-

chines (VM,,4,) implementing respective Configuration
Processes. These are typically configured as horizontally
scalable components(justi as {he VRouters and the Con-
trollers are typically configured as horizontally scalable
components) that provide control functions with respect
to interconnect and/or other configurations within the Vir-

Or

tive processes in respective virtual and/or physical ma-
chines, a commonly shared search keythat ties together
the processes of specific component tiers, and a com-
monly shared searchkeythatties together the processes
of specific process instances, may not be available.
[0110] In accordance with one aspectof the present
disclosure, at the time of trace log generation, eacn such
trace log or other report is automatically tagged with at
least one of: (a) a unique User-Viewable Entity (UVE}

tual Network System. The Configuration conirollerseach 72 identifying key (UVEKey) that identifies the correspond-
operatively couples to a respective parts of the physical ing dedicated virtual network (Vnet) and/or other UVE to
network (200) and/or to respective parts of the Control! which the process of the respective report (e.g., trace
Plane 240 and each distrioutes respective configuration leg) belongs; (b} a respective system tier identifying key
information signals to its controlled counterparts. (TRxkKey) that identifies the corresponding system tier
[0106] Yet anotherof the plural tiers or planes within 75 (TRx, e.g., Viritual-to-physical Forwarding Plane} to
the SDN system 1000 is referred to as the Analytics plane which the process of the respective repart belongs: (c) a
280. Components (e.q., VMn‘1) within the Analytics plane respective virtual and/or physical execution machine
280 are typically charged with automatically monitoring identifying key (VMKey, PMKey) that identifies the cor-
and/or autematicaily collecting reported states of other responding virtual machine (VM) and/or physical ma-
parts of the Virtual Network System. In other words, the 20 chine (PM) to which the process of the respective report
Analytics componentare typically tasked with gathering belongs; (dc) arespective process instance identifying key
information fram all other componentsin the system so (PINKey}thatidentifies the corresponding instance PIN}
as ta develop a bird’s eye or big picture view of whatis of a plurally-instantiated and also identified process to
occurring in the system as a whole. This Big Data infor- which the respective report belongs; and (e) arespective
mation is generally stored in a persistent database. This 25 current operational state indication (Op-State) that indi-
information can then be used tc showthe current state cates a current operational state of a respective UVE,
of the system, to help debug problems, to do historical! Tier, VM, PM or other suchstratifying attribute with which
or real-time analysis of the system and so on. the respective report is associated.
[0107] Because of the highly scalable and variable na- [0111]  Theso-tagged process reports (e.g., trace logs,
ture of the SDN System 1000, it is prone to many fault 3@ exception reports, etc.) are then automatically relayed at
andfailure modes. in other words, because of the scale or soon after the time of generation to a centralized da-
and numbers of components involved. it is likely that one labase (e.g., ina Globa! Analytics Plane) so that they will
or more arein failure mode. On the other hand,it is de- not be lest due ta iccal memory failures or faults and so
sired that the SDN Systern 1000 provide its users (e.g., that they can then be centrally queried by a system ad-
205x, 205y, 205w, 205z) with continuously robust, relia- 35 ministrator(e.g.,206z} who uses one or more of the add-
ble, wide bandwidth and high quality services. So the in- ed-on tags (e.g., UVEKey, TRxKey, VMKey, PMKey,
failure mode components need to be worked around,for PiNkey, Tier-Op-State, other strata Op-State, etc.) as
example by drawing on the spare components that are part of structured queries into the centralized database
typically held in reserve in each horizontally scalabletier. (e.g., maintained in a Global Analytics Plane of the mas-
In other words, the SDN System 1000 may beresilient 4@—sively distributed system) for determining the morelikely
and continue ta operate at near peak capability despite causesoflater in time failures. The query-able database
isolated failures in various onesofits components. The may also be used even before a failure occurs to identify
various components that desirably avoid failures and/or likely faull conditions that may lead to a failure, where
are configured to work around known or expected failure the likely fault conditions are determined based on past
modesinciude the different kinds of components inthe # historical records in the database thal indicate which of
respective anddifferent tlers or planes, including the for- various strata Op-States in combination with which of
warding plane 230, the contral plane 240, the configura- various exception reparts are likely to lead to pracess
tion plans 250 and aventhe global analytics plane 280. failures.
[0108] Sometimes, a complex and hard-io-trace-and- [0112] More specifically, the here disclosed teachings
debug failure mode develops insuchacomplexandmas- 50 may be applied to a Distributed System (e.g., a software
sively distributed system. Sometimes, it is necessary for defined network (SDN) system) made up cf multiple tiers,
system administrators (e.g., 206z) to trace back to indi each having a respective different functionality. Each tier
vidual processes (e.g., UVP1, UVP2, ... UVPn} within in- is meant to be independently horizontally scalable, con-
dividual user-viewable domains (e.g., user-viewable vir- sisting of multiple processes running on different ma-
tual networks (Vnet’s), or more generally UVE’s)in order 5 chines, with each process carrying out the same basic
to determine what went wreng. operations but on cifferent instance of respective data.
[0109] However, a commonly shared search key that No one processwithin a tier may manage the entire tier.
ties together the individual and local trace logs of respec- In other words, the processes are peers, and the tier is
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designed not to have a single point of failure that brings
down the whole tier.

[0113] For sake of operations reliability and system
maintenance, the System Administrator ("Admin") is em-
powered by the present disclosure to see the system as
a collection of unique User-Visible Entities (UVEs). Each
UVEhas per-tier attributes, which nelp the Admin to con-
firm that the tiers are working correctly together or not.
But the UVE alone does not have any per-process rep-

Or

[0126] The schema of"Tier-Cp-State" can be different
on a per-UVE-per-Tier basis. When arespective process
sendsits process execution trace, it may chooseto fill in
only a subsetof the attributes rather than all. The reason
is that place in the code where the process execution
trace is being generated from may not have easy access
to all attributes.

[0127] Once the respective processes reporis are re-
layed to the centralized Analytics Tier, Analytics Process-

resentations. When normal operations are taking place, ‘@ ing may proceed as follows. Different processes in the
the Admin does not need to be aware how many proc- Analytics Tier may be made responsible for tracking the
essesexist ina given tler cr what their individual statuses Operational States of different UVEs, so that the Analyt-
are. ics layer is horizontally scalable. When an analytics proc-
[9114] However, the actual operations of the system ess receives a process executicn trace object, it updates
are happening on a per-tier, per-instance basis. Invest 75 its view of the aggregated state of the given UVE. This
gation of some types of complex prablems may need process execution trace object can arrive as an event,
examination of execution traces from the individual prac- or batchesof trace objects can be periodically read from
esses. The present cisclosure empowers the Admin to a log.
efficiently query process execution traces by use of var- [0128] In one example, a Virtual Network System
ious UVE, tier and/or other tagging data contained inthe 20 (1000) has at least 3 tiers (in addition to the Analytics
traces. The present disclosure empowers the Admin to Tier). Tier 1 is the Config-Tier (canfigurators plane 250
easily correlate process execution traces io respective in FIG. 7) with a respective one or more virtual machines
UVEs. The present disclosure empowers the Admin to therein and for sakeof this example, 3 processes (A1,A2
programmatically access UVE state changes and proc- and A3) executing in that tier. Tier 2 is ControiPlane-Tier
ess execution traces and run analysis algorithms thatwill 25 (240) with a corresponding 5 processes (B1-B5) execut-
allow the Admin to catch and/or predict problems auto- ing in that tier for the sake of this example. Tier 3 is the
maticaily, and/or trigger the collection of more informa- SDN Forwarding-Tier (230) with 20 processes (C1-C20)
tion. executing in that tier for the sake of this example.
[0115] In accordance with one aspectof the present [0129] Consider now a specific UVE, say one repre-
disclosure, a special "Analytics Tier" is provided, which 3@ senting a Virtual-Netwoark having the identification of be-
the user can connectto for looking atthe dedicated UVEs ing UV-VNel(1}) among a plurality of otherwise identified
and the massively distributed processes that belong to UVE’s (see 207v1-207vn of FIG.7).
the respective UVE’s. More specifically, the following Da- [0130] The Tier 3 representation of this example UVE
ta Structure and method may be used: (UV-VNet(1)) may have the following attributes:
[0176] in the special Analytics Tier, there is automati- 35 [0131] int byies_received:
cally defined one Op-State object per UVE that repre- [0132] list<string> virtual_machine_names;
sents the aggregated operationalstate of the object, and [0133] The corresponding Virtual-Network exists on
which contains the following: processes C1, 04, C10 and C15 (of the SDN Forwarding-
[0147] - key (A Unique Key} Tier 230); and each sends their versions of these at-
[0178]  - list of Tier-Op-State (the Op state ofthis UVE 4@ tributes as part of their respective execution traces. For
may be provided in that Tier) example, same traces report a change in “bytes_re-
[01719] Individual Processes in various tiers are not al- ceived". Other traces report that an element has been
lowed to generate free-form text messagesfor their proc- added to or deleted from “virtual_machine_names”. In
ess execution trace, in some examples. instead, in such response, the analytics process responsibie for the iden-
examples, they are farced to automatically generate ob- 4 tified Virtual-Network (e.g., 207v1) gets these traces.It
jects containing the following information, and send them maintains and updates 4 different Tier-3 snapshots of
up to the Analytics Tier: the respective Virtual Network (e.g., 207v1). Then, when
[0120] -key: (Key of the UVE whichthis execution trace the analytics process gets a "bytes_received" trace for
message refers fa) process C4,il just needs to replace the "bytes_received"
[0121] - Tier-Op-State: (Tier-Op-State for this UVE,as °¢ attribute for corresponding snapshot C4. But when it geis
seen on this process of thetier) a "virtual_machine_names”item addition or deletion for
[0122] The Tier-Op-State can be considered to belist process C4, it needs to add or celete from its "virtual_
of attributes. The value of an attribute can be: machine_names" attribute for snapshol C4. Thus work-
[0123] - A basic data type Icad on the Analytics Tier may be minimized for normal
[0124] -Astructure (consisting ofalistofsub-attribuies 65 process operations.
and/or other sub-structures and sub-containers} [0134] During process failures or error conditions,itis
[0125] -Acontainer holding multiple items of basic data possible that some process execution traces are "last".
types, sub-structures or sub-containers. To mitigate this, the method uses sequence numbers on
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a per-UVEbasis for traces sent from a process up to the
Analytics layer. If there is a gap in sequence numbers,
the analytics layer can ask the processto replay the entire
current state of that UVE on that process. Also, in one
example, processes explicitly send a trace when a UVE
disappears from the process.
[0135] Interactions between Admins and/or other us-
ers and the Analytics layer (280) may include the follow-
ing: When the system user asks for the Tier-3 state of

Or

ity of User-Visible Entities (UVE’s: e.g., virtual networks
or Vnets 207) each having respective processes and oth-
er resources dedicated to serving needs of the respective
UVE’s:
[0140] (c) for each respective UVE and ler, identifying
respective process reports that cross correlate with a cor-
responding UVE Key andacorresponding Tier key where
the reports may include quantitative failure or fault pa-
rameters such as memory failures, telecommunications

this UVE,the request is ferwarded to the analytics prac- 7 failures, pracessorfailures, packetresends and/or drops,
ess responsible for the respective Virtual-Network(€.¢., etc.} and relaying the UVE and Tier tagged reports loa
207¥1). This analytics process may present the users centralized and query-able database;
with one single view by aggregating the 4 pieces of Op- [0141] (d) for each respective process report that is
State snapshots of process C1, C4, C10 and C15 for locally generated, automatically tagging the report with
example. This aggregation method may invalve simple 75 one or morelinking keys including a UVEKey:
addition across these process views (e.g. far "bytes_re- [0142] (e) for each respectivetier, autornatically deter-
ceived"), or a union of sets (e.g. for “virtual_machine_ mining what part of its resources are used by each of
names"), or other operations as well. The Analytics tier respective UVE’s and automatically determining if the
can co this on demand (when a user or another program allocated resources of any UVE areinsufficient due to
asks for this UVE), or it can do this proactively and peri: 20 repeated componentfailures (e.g., lost packets);
odically. [9143] (f) for each respective UVE and its detected
[0136] In view of the aboveit is seen that a method is componentfailures, lagically associating ithe detected
provided for realizing the goal of tying together with one componentfailures with one or more of the respective
or more commonly shared search keys such as a captured parameter snapshotsthat immediately preced-
UVEKey, a TRxKey, a PINKey, a VMKey, a PMKey 49 ed the respective componentfailures for that UVE;
and/or a strata Op-State indicator individual trace logs [0144] (g) investigating those of the UVE associated
and/or other automaticaily generated reports of process- reports that were correlated to failure as being likely to
es spread across a massively distributed system (e.g., a pointto the at-fault components and/ortiers of that UVE;
software defined network (SDN) system 1000) so that and
those of the reports that are associated with one another 30 [0145] (h) taking preemptive corrective and/or work-
by virtue of commonality to a specific UVE and/or Tier around measuresfor those of the respective tier compo-
and/or virtual machine and/or strata Op-State, etc., may nents and UVEsthat were determined to be more highly
be logically linked together for analysis purposes. The likely to enter a failure mode based on the investigation.
centralized and cross-correlated reports that are auto- [0146] Referring to FIG. 8, shown hereis a block dia-
matically created by this method may be used toanalyze 35 gram of an SDN system 1000"that includes, for a re-
complex failure modes and even te predict likely failures spective oneofits tiers (e.g., the VRouters tier}, a corre-
of particular components before the failures actually hap- sponding reports classifier 270 that is coupled fo auto-
pen and to then responsively replace and/or restart the matically repeatedly (e.g., pericdically) receive parame-
likely-io-fail components and/or tc reconfigure resource ter snapshots 271 indicative of corresponding operating
capacities (e.g., number of VM’s, number of PM’s, 40 modes of the components (e.g., virtual processes {not
amount of physical memary etc.), to reconfigure inter- shown) in respective ones of the VRouters 232-239) and
connecis for getting arcund the likely-io-fail components to automatically tag them. More specifically, during tag-
before the latter actually fail. For instance, this prediction ging mode each of the parameters snapshots 271 is ac-
ability may allow system operators to systematically bring companied has added to it one or more of a respective
down corresponding parts of the system during off-peak # UVE Key 272, Tier Key 273, VM Key 274, PM key 275
hours and to reolace and/orfix the likely-to-fail compo- and/or one or more Strata Op-State indicators (e.g.. Tier
nents before actual failure thus minimizing the impact of Op State} indicating whether the sample belongs to a
likely failures on the overall system. failure Op State or a non-failure Op State for example.
[0137] In accordance with the present disclosure, a The tagged reports 279 from the various resources(8.g.,
method is provided for giobally analyzing down to the “0 servers) of the massively distributed system are then
processeslevel, the components of a massively distrib- transmitted to a more centralized Analytics engine 285
uted system and identifying likely at-fault components in for structured aggregation (290) according to respective
such a massively distributec complex system. The meth- UVE identifications and strata identifications. The aggre-
od includes one or moreofthe following steps: gated reports may include data that classifies them as
[0138] (a) subdividing the system into a plurality oftiers 65 belonging to either a normal operations (good) class or
(e.g., 230, 240, 250, 250, 280) each having alike com- as a distressed offailed (bad, e.g., as measured up from
ponents (e.g., VRouters) within that tler; a 0% likely to be bad plane to a 100% likely to be bad
[6139] (b) subdividing system operations into a plural- plane along the Z axis). These aggregated outputs 298

16

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 95 of 557



       

         
      

           
        

         
      

       
         

        
        

       
       

        
       

           
        

         
        

         
 

         
          

         
      

          
       
        

             
       

          
         
          

        
           
        
          

       
       

         
          

         
  
         
           

         
           

           
          

          
             

         
       

       
          
             
            

             
         

          
          

            
            

            
             

          
          
        

  
       

         
        

           
          

         
          
         

        
            

           
        

          
           

         
           

          
        

         
          

        
           

         
       

              
         

         
           

          
           

           
         

          
            

           
           
          
          
     

          
         

          
        
           

         
         

          
         

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 96 of 557

31 EP 2 672 668 A1 32

are stored in and used by the corresponding analytics
engine 285 to determine whatis happening for each UVE
and/or tier on a big picture basis. in one example, the
corresponding analytics engine 285 is coupled to a re-
configuration engine 255 that, in the case where a sub-
sequenily received and analyzed parameter snapshots
279 indicate likelihood of failure, re-configures the sys-
tem so as to preemptively try to avoid failure.

Or

meric values (e.g., integer values. Thus, there may be a
plurality of tiers, and Z represents the Z* tier, Y repre-
sents a Y* instance within tier Z, and X represents a key
in the Y*" instanceoftier Z, for a particular trace. Analytics
engine 285 maythen store an object trace in a database
using keys X, Y, and Z (302). In this manner, keys X, Y,
and Z can act as incex values for uniquely identifying
data for the trace in the database,e.g., for updating, que-

[0147] inone example, the Analytics plane collects re- rying, retrieving, cr otherwise accessing data for the
spective snapshot data relevant to likelihood of failure 1 trace.
from various components within the respective UVE’s, [6151] Analytics engine 285 may then determine
tiers, planes, physica! resources of the system. Respec- whether key ’X’ belongs to a current analysis instance
tive snapshot data may include for example, parameters (303). When analytics engine 285 determines that key
like CPU utilization levels, memory utilization levels, *X’ for the trace does not belong tc the current analysis
alarm levels inthe various system parts andsoon. These 75 instance ("NO" branch of 303), analytics engine 285 may
collected respective and likely to be relevant snapshots forward the created object trace to an analytics instance
(279) could be early incicators of growing faults and/or that owns key *X’ (304). On the other hand, assuming
upcoming failures in respective tiers and/or for respective that the current analysis instance owns key ’X, (CYES"
UVE’s (e.g., ones that have greater demand for system branch of 303), analytics engine 285 may determine
bandwidths). 20 ~whether the object trace is a full snapshot or deletion of
[0148] While FIG. 8 shows by way of example, the col a UVE on “Y’ (310), after receiving an object trace for
lecting of snapshots from the VRouters ler 232-239 of a UVEwith key ’X’ of instance "Y’ (309).
respective one server 21072,it is understood that similar [0152] When the object trace is a full snapshot or de-
collections of respectively relevant and tagged parame- letion of the UVE on ‘Y’ ("YES"branch of 310), analytics
ter snapshots may be taking place for other tiers and/or 25 engine 285 may update snapshot’Y’with data of received
system planes and/or servers across the massively dis- object ’X’ (311). Thatis, for a full snapshot, analytics en-
tributed system and aggregated into the Analytics engine gine 285 may replace snapshot’Y’ with the new contents
285. The XYZ frame work 290 shownin FIG. 8 is for sake from the objecttrace. Alternatively, for deletion, analytics
of simpie illustration of aggregated andclassified param- engine 285 may remave snapshot’Y.’ In either case, an-
eters and it is within the contemplation of the disclosure 30 alytics engine 285 may update a sequence numberfor
to have N-dimensional mappings with each axis (e.g., U, snapshot "Y’ of Object X. Furthermore, analytics engine
V,X, ¥, etc.) representing a respective one of the mon- 285 may build an aggregated state of object 'X’ for tier
itored parameters as distributed relative to UVE, relative "Z(315). This may involve iterating over all snapshots
to ter, relative to physical machine (PM) and so on. Part for Object X and doing appropriate calculations (e.g., tak-
of the analytic investigation may include that ofdetermin- 36 ing asum of values, a union of sets,or the like), to gen-
ing for each ter and UVE what parameters are bestin- erate aggregate data for Object X. Analytics engine 285
dicators of growing faults and/or predictable failures. maythen display the aggregated state for Object X.
Trained classification algorithms may afterwards be used [0153] On the other hand, when the object trace is not
to predict the likelihood of failure of the respective com- afull snapshotor deletion ("NO"branch of 310), analytics
ponents on a continuous basis as the data is being col 4@ engine 285 may determine whether there was a gap in
lected by the Analytics for newly instantiated UVE’s and sequence numbersfor data of the abject with key "X’ in
virtual processes. instance "Y’ (316). lfanalytics engine 285 determinesthat
[0149] FIG. 9 is a flowchart illustrating an example there is such a gap ("YES"branch of 316), analytics en-
method 300 that may be carried out, e.g., in the system gine 285 may request, for instance "Y’ in tier °Z’, a full
of FIG. 8. Although generally described with respect to © snapshot of UVE ’x’ (317). In this manner, in response
the example of FIG. 8, it should be understood that other to detecting a gap in the sequence numbers for a process
devices may be configured to perform any orall of the of a tier, analytics engine 285 may send instructions to
steps in the method of FIG. 9. For example, virtual net- the device that is executing the process to replay a cur-
work controller 22 may be configured to perform any or rent stale for the UVE.
all of the steps of the method of FIG. 9. For purposes of “0 [0154] Alternatively, when there is not such a gap
explanation, analytics engine 285 of FIG. 8 is explained ("NO"branch of 316}, analytics engine 285 may update
as performing the steps of FIG. 9. snapshot "Y’ of object "X’ (318). This may include, for
[0150] Initially, analytics engine 285 may receive cb- atomic types of attributes associated with abject X, re-
ject trace data far a User-Visible Entity (UVE) with, e.g., placing values of the atomic types with new values of the
key 'X’ from instance ‘Yin tier ‘Z’ (301). Thatis, the UVE 65 new snapshot. For add or delete notification container
may specify an identifier of *X’ for a key, an identifier of types, analyiics engine 285 may add, delete, or modify
*Y’ for an instance, and an identifier of ’Zfor a tier, where a local copy of the container. For all cases, analytics en-
the identifiers X, Y, and Z may comprise respective nu- gine 285 may update the sequence numberfor snapshot
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*Y” af object *X.’ Furthermore, analytics engine 285 may
build an aggregated state of object ’X’ for tier "Z(315).
This may involve iterating over ail snapshots for Object
X and doing appropriate calculations (e.g., taking a sum
of values, a union of sets, or the like}, to generate agagre-
gate data for Object X. Analytics engine 285 may then
display the aggregated state for Object X.
[0155] FIG. 10 is a block diagram illustrating an exam-
ple computing device 350 for aggregating data of various

Or

porary memory, meaning that a primary purpose ofstor-
age devices 360 is not long-term storage. Storage de-
vices 360, in some examples, are described as a volatile
memory, meaning that storage devices 360 do not main-
tain stored contents when the computeris turned off. Ex-
amples of volatile memories include random access
memories (RAM), dynamic random access memories
{DRAM}, static random access memories (SRAM), and
other forms of volatile memories known in the art. Insome

processes, in accordance with one or more techniques 7@ examples, storage devices 360 are used to store pro-
of this disclosure. FIG. 10 illustrates only one particular gram instructions for executian by processors 352. Stor-
example of computing device 350, and many other ex- age devices 360, in one example, are used by software
amples of computing device 350 may be used in other or applications running on camputing device 350 (e.g.,
instances. Computing device 350 may correspond to a operating system 362,virtualization module 364 and the
virtual network controller. Thatis, virtual network control 75 like) to temporarily store information during program ex-
lers 22, 100 may include components substantially sim- ecution.
ilar to thoseillustrated in FiG. 10. Similarly, analytics en- [0159] Storage devices 360, in some examples, also
gine 285 of FIG. 8 mayinciude components substantially include one or more computer-readable storage media.
similar to thoseillustrated in FIG. 10. Computing device Storage devices 360 may be configured to stcre jarger
350 may be configured to perform any of the varioustech- 20 amounts of information than volatile memory. Storage
niques described in this disclosure, ¢.g., the method of devices 360 mayfurther be configured for iong-term stor-
FIG. 9. age of information. in some examples, storage devices
[0156] As shown in the specific example of FIG. 10, 360 include non-volatile storage elements. Examples of
computing device 350 includes one or more processors such non-volatile storage elements include magnetic
352, one or more communication units 356, oneormore 25 hard discs, tape cartridges or cassettes, optical discs,
input devices 354, one or more output devices 358, and floppy discs, flash memories, or forms of electrically pro-
oneor more storage devices 360. Computing device 350, grammable memories (EPROM)or electrically erasable
in the specific example of FIG. 10, further includes oper- and programmable memories (EEPROM).
ating system 362, virtualization module 364, and one or [0160] Computing device 350, in some examples, also
more applications 36GA-366N (collectively “applications 30 includes one or more communication units 356. Commu-
366"). Each of companenis 352, 356, 354, 358, and 360 nication units 356 represent examples of networkinter-
may be interconnected (physically, communicatively, faces for communicating with external devices, e.g., de-
and/or operatively) for inter-component communica- vices of an SDN that execute various processes, e.g.,
tions. As one example in FIG. 10, components 352, 356, processes conforming to various tiers, as discussed
354, 358, and 360 may be coupled by oneormorecom- 35 above. Computing device 350, in one example, ulilizes
munication channels 370. In some examples, communi- communication units 356 to communicate with external
cation channels 370 may include a system bus, network devices. Communication units 356 may communicate, in
connection, interorocess communication data structure, some examples, by sending data packets over one or
or any cther channel for communicating data. Virtualiza- more networks, such as one cr more wireless networks,
tian module 364 and applications 366, as wellas oper- 40 via inbound and outbound links. Communication units
ating system 362 may also communicate information with 356 may include one or more network interface cards
one ancther as well as with other components in com- (FCs), such as an Ethernet card, an optical transceiver,
puting device 350. aradio frequencytransceiver, or any other type of cevice
[0157] Processors 352, inone example, are configured that can send and receive information. Other examples
to implement functionality and/or process instructions for # of such network interfaces may include Bluetooth, 3G
execution within computing device 350. Far example, and WiFi radio components. in some examples, comput
processors 352 may be capable of processing instruc- ing device 350 utilizes communication units 356 to re-
tians stored in storage devices 360. Examples of prac- ceive data regarding processes executed by external de-
essors 352 may include, any one or more of a microproc- vices, which processors 352 may aggregate in accord-
essor, a controller, a digital signal processor (DSP), an 50 ance with the techniquesofthis disclosure.
application specific integrated circuit (ASIC), a field-pro- [0161] Computing device 350, in one example, also
grammable gate array (FPGA), or equivalent discrete or includes one or more input devices 354. Input devices
integrated logic circuitry. 354, in some examples, are configured to receive input
[0158] Oneor more storage devices 360 may be con- from a user through tactile, audio, or video feedback.
figured to store information within computing device 350 65 Examples of input devices 354 include a presence-sen-
during operation. Storage devices 360, in some exam- sitive display, a mouse, a keyboard, a voice responsive
ples, are described as a computer-readable storage me- system, video camera, microphone or any other type of
dium. In some examples, storage devices 360 are a tem- device for detecting a command from a user. In some
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examples, a presence-sensitive display includes a touch-
sensitive screen.

[0162] One or more output devices 358 may also be
included in computing device 350. Output devices 358,
in some examples, are configured to provide outpul to a
user using tactile, audio, or video stimuli. Output devices
356, in one example, include a presence-sensitive dis-
play, a sound card, a video graphics adapter card, or any
other type of device for converting a signal into an ap-

Or

or more reports that are indicative of a tier and aggregai-
ed values for ane or more attriputes corresponding to the
tier, as defined by a corresponding UVE. This aggrega-
tian can be performedtransparently to the devices exe-
cuting the processes. Thatis, the devices executing the
processes need not take any part in the aggregation. An
administrator may use the generated report to diagnose
various aspects of the virtual network. For example, the
report may include data indicative of one or more of a

propriate form understandabie to humans or machines. 7@ quantitative failure, a fault parameter, a memoryfailure,
Additional examples of output devices 358 include a atelecommunications failure, a processorfailure, a pack-
speaker, a cathode ray tube (CRT) moniter, a liquid crys- et resend, and/or a dropped communication session. The
tal display (LCD), or any other type of device that can administrator may determine, using the report, whether
generate intelligible autput to a user. any or all of these conditions apply and act accorcingly,
[0163] Computing device 350 may include operating 75 €.g., by reprogramming a device communicatively cou-
system 364. Operating system 364, in some examples, pled to computing device 350 via communication units
cantrols the operation of components of computing de- 356, adding, replacing, or removing links between devic-
vice 350. For example, operating system 364, in one ex- es, adding or upgrading software for one cr more devices,
ample, facilitates the communication of modules appli- or the like, based on the contents of the report.
cations 366 with processors 352, communication units 20 [0167] In some examples, computing device 350 in-
356, input devices 354, output devices 358, and storage cludes an analytics layer, that is, an intermediate layer
devices 382. Applications 366 may each include program that acts on generic rules. The UVEs maydefine rules in
instructions and/or data that are executable by computing accordance with the analytics layer. Thus, computing de-
device 350. As one example, application 366A may in- vice 350 may operate substantially automatically, thatis,
clude instructions that cause compuling device 350 to 29 without user interference, to perform the techniques of
perform cne or more of the operations and actions de- this disclosure. The analytics tier may use definitions of
scribed in the present disclosure. the UVEs to extract informatian from communications
[0164] in accordance with techniques of the present output by the devices executing the corresponding proc-
disclosure, computing device 350 maybe configured to esses and aggregate valuesfor certain attributes, as de-
aggregate data forasetoftwoor morerelatedprocesses, 30 fined by the UVEs,of the communications.
to form aggregated data for the set of two or more related [0168] In this manner, camputing device 350 repre-
processes. In particular, computing device 350 may de- sents an example of a controller device configured to
termine the set of two or more related processes execut- determine, for a virtual network, a set cf two or more
ed by respective devicesina virtual network, and receive related processes executed by respective devices in the
dats for the set of two or more related processes. Ingen- 36 virtual network, receive data for the set of two or more
eral, the sel of processes may correspond to a common related processes, and aggregate the data for the sel of
“tier,” e.g., a common network plane, and each of the two or more related processes to form aggregated data
processesin a particular set may be substantially similar. for the set of two or more related processes.
[0165] More particularly, in accordance with the tech- [0169] FIG. 11Ais a block diagram of a massively dis-
niques of this disclosure, computing devices coammuni- 40 tributed complex system 1200, and more specifically, of
catively coupled to computing device 350 via communi a software defined networking (SDN) system that oper-
cation unils 356, and processes executed by the com- ates according to techniques cescribedin this disclosure.
puting devices, maybe divided into various tiers. Within System 1200 may represent an example instance of net-
eachtier there may be a set of related (e.g., substantially work 8 of FIG. 1. That is, system 1200 may represent a
similar} processes. Furthermore, computing device 350 © cloud-implementing data center environment in which
may cefine User-Visible Entities (UVEs) for the various there is provided a large collection of network-intercon-
tiers. The UVEs may define various data for monitoring nected servers (e.g., 1210x, 1270y) that provide compute
processes of the various tiers. For example, the UVEs and/or storage capacity to run manydifferent user and/or
maydefine attributes of processes toretrieve. Computing other kinds of application programs {(e.g., user visible
device 350 may receive data output during execution of 5° process(es) 1216). Such an environmenttendsio be very
the processes, and in accordance with the UVEs,extract dynamic from an applications point of view. System 1200
valuesfor the attributes defined by the UVEs. Camputing may include level af automation that, at least to some
device 350 may further aggregate this data. For example, extent, insulates users from the infrastructure detaiis and
the UVE may define a mannerin which to aggregate cer- that avoids need for manualintervention to interconnect
tain types of data, corresponding to the attributes, such 55 the physical servers to provide the compute or storage
as addition, union over sets, concatenation, list genera- capacity required to enable the various applications to
tion, or the like. execute to one level of sufficiency or another.
[6166] Computing device 350 may then generate one [0170] In order to enable automation and agility of the
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infrastructure (e.g., the physical interconnect fabric
4180), there is a growing trend to deplcyeither an overlay
networking sclution or a virtualized networking system
on top of physical compute clusters where the overlay
and/or virtualizing subsystem encapsulates and auto-
matically managesthe details of keeping the many phys-
ical network switches and routers (e.g., 1185, 1187) and
channels (e.g., 1186} up and running at desired band-
widths (BW) and desired qualities of service (QcS) rep-

Or

[0173] Network IP (and/or Ethernet) packets (e.g.,
1217) generated or consumed by the instances of the
application in the virtual network domain may be encap-
sulated in another IP (and/or Ethernet) packet that is
transported by the ohysica! network. Herein, the virtual
network packet will be referred to as inner packet and
the physical network packet will be referred to as outer
packet. The function of encapsulation and/or de-capsu-
lation of the virtual network packet within physical net-

resented here by 1110. Fabric 1180 may represent an 7@ work packet is done in the hypervisar 1231 or the hast
example of fabric 14 of FIG. 1 anc may include physical O/S (not shown) running on the server 1210. In addition,
telecom channels, routers, gates, etc. the encapsulation and de-capsulation function can also
[0171] in such an environment, a server{e.g., 1210x) be performed ai the edge of the networkin a first-hop
may run one or more applications and/or guest operating physical network switch router (e.g., 7185).
systems. In order to enable many guest operating sys- 75 [0174] Cloud data-center networks can constitute an
tems (aiso called virtual machines (VMs) 1215} on a sin- exampie of a massively distributed comp'ex system be-
gle server 1210, there may be usage ofa virtual machines cause the numberof interconnected servers can be very
monitoring system commonly knownas hypervisor (such large with each server presenting one or morelinks, each
as ESX, Hyper-V, KVM, Xen, etc.). Examples of hyper- having a respective 1Gbps or 10Gbps or greater band-
visors areillustrated as hypervisor 31 of FIG. 1and1231 20 width link. In order to construct a network that can inter-
of FIG. 11B. A single application (¢.g., user visible proc- connect ail such links, operators generally use a number
ess UVP1 1216) executing on a VM 215 may require of switches (or routers) with N input (ingress) links x M
manyinstances of compute and storage resources that output (egress) links. Each of these individual switches
may be provided by the infrastructure as multiple indivic- can act as an IP router with its own IP address(es).
ual servers 1210 or multiple virtual machines 1275 run- 25 [0175] Referring to some of the specifics shown in
hing on one or more servers 1210. In order for the appli- FIGS. 11A-11B, there can be a plurality of different kinds
cation to share information amongstits distributed com- of components in respective “tiers” or service planes of
pute and storage instances and with the outside world, a virtualized overlay system. One of these planes is the
a telecommunications network 1180 enables movement virtual-io-physical forwarding plane 1230.It includes the
of this information as; for example, packetconveyeddata 3@ virtual network routers (VNRouters, or more simply
signals 1217. Every time a new application is instantiated VRouters 1232-1239}. These components can reside in
and/or changed on the infrastructure, a respective virtual the respective hypervisors 231 of the respective physical
network (e.g., VNet 1207v} may be created anc/or servers (e.g., 1210) or they can reside in a Top-o7-Rack
changed to support the new/changedapplication and to switch (nat shown) whichis typically included in the vir-
allow all its compute and storage instances ta share in- 35 tuai-to-physical forwarding plane 1230. When the VRout-
formation with one another and/or the outside world. er is disposed in a hypervisor 1231, it acts as a soflware
Each virtual network user 1205, or VUser 1205, may ex- switch having both respective virtual ports connected to
periencehis/her/its own Virtual Network (VNet) 1207 with the virtual machines (VMs) and physical ports corre-
iis respective rescurces and issues, etc. sponding to the physical I/O ports of the respective server
[0172] Ina virtualized or overlay network environment, 4@ 1210. Each VNRouter selectively routes/switches pack-
the edge of the network is extended from the physica! ets betweenits virtual parts and the physical ports and/or
network element(e.g., switch or a router 1185) to a soft- betweenits virtual ports. The VNRouters may be consid-
ware switch (e.g., VRouter 1232 shown in FIG. 118) run- ered as Data/Forwarding Plane components of the Vir-
ning inside the hypervisor (1231) or inside the host op- tual Network System.
erating system on the physical server (e.g., 1210z) to 4 [0176] Another of the plural tiers or planes within sys-
provide a telecom virtualizing interface (VT!) 1220. tem 1200 is referred to as the Control! Plane 1240 and it
VRouter 1232 may represent an example instance of may contain a plurality of virtual machines (VMcp-}} im-
software switches 30 of FIG. 2. The virtualized and/or plementing respective Controllers or Controller Process-
overlayed network that is used by the application to com- es. Controllers may represent instances of control plane
municate with its instances is created cynamically and °@ VMs 112 of FIG. 5 that provide contro! functions within
managed by software switch controlling means (e.g., the Virtual Network System. The Controllers each oper-
control plane VMs 1112 of FIG. 5 or control plane 1240 atively couples to a respective set ofVNRouters anc each
of FIG. 11B) having its own addressing and security distributes respective routing information signais to its
scheme where thelatter is orthogonal from the physical VNRoulters. In one embodiment, the relative scale of the
network 1180 and iis addressing scheme. There are 65 Virtual Network System is on the order of 100s of 1000s
many different methads that can be employed to trans- of VNRouters (¢.g., 1232) and 100s of corresponding
port packets (e.g., 1217) within and across the virtual Controllers (e.g., VNep4).
network(s) and over the physical network. [0177] Anotherof the pluraltiers or planes within sys-

20

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 99 of 557



       

          
         

     
      

           

       
      
          

          
        

      
 
          

          
        

       
       

        
        

           

        
           

            
        
           

           
         

       
        

             

       
         

       
         

          

         
        

        
        

          

        
        
        

           

         
        

      
       

      
        

        
         

       
         
    

        
      

       
 
       

      
       

      
        
      

   
      

       
     
         

      
          
   

        
         

       
     

        
      
      

       
     
      

        
        

      
       

         
        

      
    

         

        
       
      

                
        

           
      

        
       

          
      

          
         

       
        
        

 

      

       
         

 
       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 100 of 557

39 EP 2 672 668 A1 40

tem 1200 is referred to as the Configuration Plane 1250
and it may contain a plurality of virtual machines (VMgp-
k) implementing respective Configuration Processes.
Controllers may represent instances of configuration
VMs 108 of FIG. 5 that provide control functions with
respectto interconnect and/or other configurations within
the Virtual Network System. The Configuration control
lers each operatively couples to a respective parts of the
physical network (1180) and/or to respective parts of the

Or

(a) subdividing the system into a plurality of tiers
(e.g., 1230, 1240, 1250, 1280) eacn having alike
components (e.g., VRouters) within that tier;
(b) for each respective tier, identifying respective
quantitative parameters (e.g., memory failures per
unit time, processorfailures per unit time, channel
failures per unit time, packet resends and/or drops
per unit time, etc.) of respective components of the
respective tier whose quantitative values arelikely

Control Plane 1250 and each distributes respective con- 10 to act as indicators of component fault and/orfailure
figuration information signals to its controlled counter- in that respectivetier;
parts. (c) for each respective tier, automatically repeatedly
[0178] Yet anotherof the plural tiers or planes within capturing sample snapshctsofthe identified respec-
the system 1200 is referred to as the Analytics plane tve quantitative parameters of the ter companent
1280. Components (e.g., VMn1} within the Analytics 75 (8);
plane 1280 are typica ly charged with automatically mon- (d)} for each resnective tier, automatically repeatedly
itoring and/or automatically collecting reparted states of detecting componentfailures (¢.g., lost packets);
other parts of the Virtual Network System. Components (e} for each respective detected componentfailure,
within the Analytics plane 1280 may represent instances logically associating the detected componentfailure
of analytics VMs 104 of FIG. 5. The Analytics components 20 with one or more of the respective captured param-
are tasked with gathering information from all other com- eter snapshots that immediately preceded the re-
ponents in the system so as to develop a high-level view spective componentfailure:
of what is occurring in the system as a whole. This "Big (f) automatically repeatedly training a trainabie au-
Data” information may be stored in a persistent data- tomated classifier to develop a classifying structure
base, e.g., analytics VM 106 of FIG. 5. This information 2° that distinguishes betweenfirst component param-
can then be used to show the currentstate of the system, eter sets that logically associate with one or more
to help debug probiemis,to do historical or real-time anal- detected failures and second component parameter
ysis of the system and so on. sets that do not logically associate with the one or
[0179] Because of the highly scalable and variable na- more detected failures;
ture of system 1200,it may be prone to many faulland 30 (g) after said training, placing the trained classifier
failure modes. However, an administrator(s) of system in a prediction made wherein the trained class fier is
1200 seeks to provide its users (e.9., 1205x, 1205y, automatically repeatedly fed with the more recent
1205w, 1205z) with continucusly robust, reliable, high and automatically repeatediy captured sample snap-
bandwidth, and high quality services. in other words, the shots and wherein the trained classifier usesits de-
system 1200 shauld be resilientand cantinue tooperate 35 veloped classifying structure (e.g., class separation
at near peak capability despite isolatedfailures in various surface described below} to classify the in-predic-
ones of its components. The various components that tion-mode sample snapshots as correlating to failure
desirably remain failure free and/or are configured to or as correlating to non-failure;
work around known or expected failure mades include (h} investigating those of the in-prediction-moade
the different kinds of components in the respective and 40 sample snapshots that were correlated ta failure as
different tiers or planes, including the forwarding plane beinglikely to be fault-indicating parameter seis; and
4230, the contral plane 1240, the configuration plane (i) taking preemplive corrective and/or work-around
1250 and even the global analytics plane 1280. measures for those of the respective tier compo-
[0180] Torealize thesegoals, itwould be useful to have nents that were determined to be more highly likely
an ability to predict likely failures of particular compo- #& to enter a failure mode based on the in-prediction-
nents before the failures actually happen and to respon- mode indication that the corresponding sample
sively replace and/or restart the likely-to-tail components snapshots correlate to failure.
and/or reconfigure interconnects around the likely-to-fail
components before the latter actually fail. For instance, [0182] Also in accordance with techniquesofthis dis-
this prediction ability may allow system operators to sys- 50 closure, a massively distributed complex system is pro-
tematicaily bringing down corresponding parts of the sys- vided as having a plurality of tiers and having a fault
tem during off-peak hours and to replace and/orfix the and/or failure predicting mechanism, the precicting
likely-lo-fail components before actual failure thus mini mechanism comprising ane or more of:
mizing the impactoflikely failures on the overall system.
[0181] In accordance with the present disclosure, a 55 (a) a subdividing mechanism that subdivides the sys-
method is provided for identifying likely faulty compo- tem into a plurality of tiers each having alike compo-
nenis in a massively distributed complex system that in- nents;
cludes one or more of the following steps: (b) a parameters identifying mechanism that, for
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each respective ter, identifies respective quantita-
tive parameters of respective components of the re-
spective tier whose quantitative values are likely to
act as indicators oflikely componentfault and/orfail-
ure;

(c} a sampling mechanism that, for each respective
tier, automatically repeatedly captures sample snap-
shots of the identified respective quantitative param-
eters of the tler componeni(s);

Or

first set of reference input data together with predeter-
mined classification for the first set of reference input
data and produces one or more classifying models for
the supplied reference input data. Then after such a
learning mode, the SVM takes in a second set of non-
referenced input data (data that generally does notcome
with predetermined classification therefor) and it pre-
dicts, for each given one of the secand input data sets,
which of two or more possibile classes the input data be-

(d) a failure detecting mechanism that, foreach re- 7@ Icngs to. In the case of the present cisclosure,it is as-
spective tier, automatically repeatedly detects com- sumed that there are two mutually exclusive classes, one
ponentfailures; being thal of highly likely to fail (e.g., due to a growing
(e) a failure to parameters associating mechanism fault) and the second being that of nat highly likely to fail.
that, for each respective detected componentfailure, Such an SVM can be viewed as being a non-prababilistic
logically associates (e.g., flags) the detected com- 75 binary linear classifier. Given a set of training examples,
ponentfailure with one or more of the respective cap- each marked as belonging to one of two categories, an
tured parameter snapshots that immediately precec- SVM training algorithm builds a model that subsequently
ed the respective componentfailure; (after training) assigns new examplesinto one category
(f) a training mechanism that automatically repeat- (e.g., likely to fail) or the other (e.g., not likely to fail).
edly trains a trainable automated classifier to devel- 20 [0184] FIG. 12 is a block diagram of an system
op a ciassifying structure that distinguishes between 1200" thatincludes, for a respective oneofits tiers (e.g.,
first component parameter sets that logically asso- the VRouters tier), a corresponding trainable classifier
ciate with a detected failure and second component (e.g., SVM) 1270 that is coupled to automatically repeat-
parametersets that do not logically associate with a edly (e.g., periodically) receive parameter sets
detected failure; 25 or “snapshots,” e.g., VR parameter snapshots 1271, in-
(g} a predictions generating mechanism that, after dicative of corresponding operating modes of the com-
said training, places the trained classifier in a pre- ponents (e.g., the VRouters 1232-1239) that are being
diction mode wherein the trained classifier is auto- watched far possible entry into a significant fault or highly
matically repeatedly fed with the automatically re- likely failure mode. More specifically, during a training
peatediy captured sample snapshots and wherein 30 mode (signaled on fine 1275 signaling either training
the trained classifier uses its developed classifying made or prediction mode for trainable classifier 1270),
structure to classify the in-prediction-mode sample each parameters snapshot 1271 is accompanied by a
snapshots as correlating tolikely failure or as corre- training-mode classification signal 1272 indicating
lating to likely non-failure; whether the sample belongs to the failure class or the
(h) a likely fault and/or failure investigating mecha- 35 non-failure class. in response to repeated training ses-
nism that follows up on those of the in-prediction- sions, the trainable classifier 1270 develops an internal
mode sample snapshots that were ccrrelated fo fail- algorithm (represented by classification separation sur-
ure as being likely to be fauilt-indicating parameter face 1295) that classifies subsequently received param-
seis; and eter snapshots 1271 (T2) as belongingto eitherthelikely
{i} an action taking mechanism that preemptively 4@ goodclass (1293 as measured downfrom the 100% likely
takes corrective and/or work-around measures for bad piane to surface 1295) or the likely bad class (1291
those of the respective tier components that were as measured up from the 0% likely bad plane to surface
determined to be more highly likely to enter a failure 1295), where the TH plane can be disposed above
mode based on the in-prediction-mode indication troughs ofsurface 1295 by Tolerance amount TOL 1294).
that the correspanding sample snapshots correlate 4 This output 1298 (e.g., a binary signal indicating surface
to failure. 1295 is above or belaw the TH plane 1292) is coupled

to acorresponding analytics engine 1285 that determines
[0183] There are various kinds of trainable automated whattodo inresponse tothe classification determination.
classifiers that can be trained to classify input data seis On framework 1290, spol 1297 denotes a recent input
as belonging to one of a piurality of distinct(e.g., mutually 50 spot and spot 1296 denotes a trained bad spot. The cor-
exclusive) classes. One example is neural nets. Another responding analytics engine 1285 may be coupled to a
example is that of so-called, Support Vector Machines re-configuration engine 1255 that, in the case where a
(SVMs). These automated machines include supervised subsequenily received parameter snapshots 1271 (72)
learning models with associated learning algorithmsthat indicates likelihood of failure, rs-configures the system
analyze supplied sample data and recognize paiternsof 5 so asto try to avoid thefailure.
distinction in the supplied data samoles (e.¢., reference [0185] In some examoles, the Analytics plane includes
sets) and use the analysis for develaping classification analytics engine 1285 to collect respective snapshotdata
and regression analysis models. A basic SVM takes ina relevantto likelihood of failure from various components
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within the respective tiers and/or planes of the system.
Respective snapshot data may include for example, pa-
rameters like CPU utilization levels, memory utilization
levels, alarm levels in the various system parts, number
of peers of a protocol session, number of protocol ses-
sions for a component, and so on. These collected re-
spective and likely to be relevant snapshots 1271 could
be early indicaters of growing faults and/or upcoming fail-
ures. The Analytics planewill also collect the failure data

Or

EP 2 672 668 A1 44

basis as the data is being collecied by the Analytics plane.
The learning algorithms can also be enhanced cna con-
tinuous basis by adding/changing input parameters,
thresholds, parameter space partitionings, etc.
[0188] FIGS. 134-136 provide a flowchart ofa process
1300 that may be carried out in the system of FIG. 12.
Portion 1310 corresponds to the training mode/phase.
Analytics engine 1285 receives parameter snapshots da-
te 1271 for components of system 1200 (1311). Analytics

of various components wherethe latter are training ref- 7 engine 1285 provides parameter snapshois data 1271
erence points. For instance, a connection failure to a and classification flags of respective components, e.g.,
component and a subsequent reccnnection with a restart training-mode classification signal 1272, to trainable
data would indicate to the Analytics plane that the re- classifier 1270 while trainable classifier 1270 is in training
spective component has gone down(failed) and needed mode (1315).
to be restarted or replaced. 78 [0189] Portion 1320 corresponds to the prediction
[0186] Analytics plane may collect respective snap- mode. Analytics engine 1285 receives parameter snap-
shot data fram various components using SDN tech- shots data 1271 for components of systern 1200 (1321).
niques. Examples of SDN techniques are described in Analytics engine 1285 provides parameter snapshots da-
SOFTWARE-DEFINED MOBILE CORE, U.S. Patent Ap- ta 1271 and classification flags of respective compo-
pl. No. 13/724,975, filed December 21, 2012, the con- 20 nents, e.g., training-mode classification signal 1272, to
tents of which being incorporated by reference herein. trainable classifier 1270 while trainable classifier 1270 is
As described abave with VNCs 22, 100, a distributed in classifying mode (1325).
network controller may operate as a control plane for at [0190] Portion 1330 corresponds to a confidence build-
least some control plane functionality of components, ing and action mode. Upon a prediction, if a class flag is
such as servers and chassis/TOR switches, andreceive 2° present and the orediction is not correct (NO branch of
snapshot data by a SDN communication protocol that 1331), analytics engine 1285 may switch trainable clas-
also transports conirol plane configuration information. sifier 1270 to retraining mode (1332). If (YES branch of
Examples of the SDN communication protacol include 1331), if the confidencein trainable classifier 1270 pre-
XMPP,described far instance with respect to FIG. 5, and diction is not sufficiently large due to many correct pre-
OpenFlow. 3@ dictions (NO branch of 1335), the analytics engine 1285
[0187] While FIG. 12 shows, by way of example, the andtrainable classifier 1270 repeat the confidence build
collecting of snapshots from the VRouterstier 1232-1239 phase (1336). Otherwise (YES branch of 1335), if the
of a respective one server 1210z, itis to be understood prediction indicates likely fault or failure, then analytics
that similar collections of respectively relevant parameter engine 1285 takes appropriate action, which may include
snapshots and development of classification surfaces 35 generating an alarm, sending a messaceto an adminis-
4295 for each will be taking place for other tiers and/or trator, etc. (1337). Analytics engine 1285 then waits a
system planes and/or servers. Itis to be appreciated that predetermined amount of time (1341) to determine
the developedclassification surfaces 1295 of each mon- whether the fault/failure prediction was correct within the
itored component tier may not be accessible in certain time (1343). If nat (NO branch of 1343), analytics engine
kinds of classifiers such as neural nets. As the above 4@ 1285 may switch trainable classifier 1270 to retraining
input data samples 1271, 1272 are input as training mode (1332). If the prediction was correct (YES branch
and/or preciction parameters to the respective SVM al of 1343), the process moves to step 7335.
gorithms,the latter learn and/or indicate whetherthe re- [0191] FIG. 14 is a block diagram illustrating an exam-
spective componentfalls in one of two categories - likely ple device that participates in identifying likely faulty com-
good 1293 ar likely failing 1291. The shape of the clas- © ponents according to techniques describedin this cisclo-
sification surface 1295 may be a function of a predeter- sure. FIG. 14 illustrates only one particular example of
mined binary threshold level TH 1292 and/ora partition- computing device 1401, and many other examples of
ing (not shown) of the XY plane. The XYZ framework computing device 1401 may be used in other instances.
41290 shown in FIG. 12 is for the sake of simple illustration [0192] As shown in the specific example of FIG. 14,
and other frameworks according to this disclosure may °@ computing device 1401 includes one or more processors
have N-dimensional mappings with each axis (e.g., U, 1400, one or more communication units 1402, one or
V, X, ¥Y, ete.) representing a respective one of the mon- more input devices 1404, one or more output devices
itored parameters. Part of learning is that of determining 1406, and one or more storage devices 1408. Computing
for each tier those parameters that are best indicators of device 1401, in the specific example of FIG. 14, further
growing faults and/or predictable failures. The trained 55 includes operating system 1410, virtualization module
classification algorithm (e.g., one thal usesclassification 1412, and one or more applications 1414A-1414N (co-
surface 1295) is afterwards used to predict the likelihood lectively “applications 1414"). Each of components 1400,
of failure of the respective components on a continuous 1402, 1404, 1406, and 1408 may be interconnected
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(physically, communicatively, and/or operatively) for in-
ter-component communications. As one example in FIG.
14, components 1400, 1402, 1404, 1406, and 1408 may
be coupled by one or more communication channels
1416. In some examples, communication channels 1416
may include a system bus, network connection, inter-
process communication data structure, or any other
channel for communicating data. Virtualization module
1412 and applications 1414, as well as operating system

EP 2 672 668 A1

Or

46

munication units 1402 to communicate with external de-

vices. Communication units 1402 may communicate, in
same examples, by sending data packets over one or
more networks, such as one or more wireless networks,
via inbound and outbound links. Communication units

1402 may include one or more network interface cards
dCs), such as an Ethernet card, an optical transceiver,
aradio frequency transceiver, or any other type of cevice
that can send andreceive information.

1410 may also communicate information withone anoth- 72 [0197] Computing device 1401, in ane example, also
er as well as with other components in computing device includes one or more input devices 1404. Input devices
1401. 1404, in some examples, are configured to receive input
[0193] Processors 1400, in one example, are config- from a user through tactile, audio, or video feedback.
ured to implement functionality and/or process instruc- Examples of input devices 1404 include a presence-sen-
tions for execution within computing device 1401. For 75 sitive display, a mouse, a keyboard, a voice respcensive
example, processors 1400 may be capableof processing system, video camera, microphone or any other type of
instructions stored in starage davices 1408. Examples device for detecting a command fram a user. In some
of processors 1400 may include, any ons or more of a examples, a presence-sensilive display includes atouch-
microprocessor, a controller, a digital signal processor sensitive screen.
(DSP), an application specific integrated circuit (ASIC), 20 [0198] One or more output devices 1406 may also be
a field-programmable gate array (FPGA), or equivalent included in computing device 1401. Outoutdevices 1406,
discrete or integrated logic circuitry. in some examples, are configured to provide output toa
[0194] Oneor more storage devices 1408 may be con- user using tactile, audic, or video stimuli. Output devices
figured to store information within computing device 1401 1406, in one example, include a presence-sensilive dis-
during operation. Storage devices 1408, insome exam- 2° play, asound card, a video graphics adapter card, or any
ples, are described as a computer-readable storage me- other type of device for converting a signal into an ap-
dium. In some examples, storage devices 1408 are a propriate form understandable to humans or machines.
temporary memory, meaning that a primary purpose of Additional examples of output devices 1406 include a
storage devices 1408 is not long-term storage. Storage speaker, a cathode ray tube (CRT) manitar,a liquid crys-
devices 1408, in some examples, are describedasavol- 30 tal display (LCD), or any other type of device that can
atile memory, meaning that storage devices 1408 do not generate intelligible output to a user.
maintain stored contents when the computer is turned [0199] Computing device 1401 may include operating
off. Examples of volatile memories include rancom ac- system 1412. Operating system 1412, in some exam-
cess memories (RAM), dynamic random access mem- ples, controls the operation of components of computing
ories (DRAM), static random access memories (SRAM), 36 device 1401. For example, operating system 1412, in
and otherforms of volatile memories known in the art. In one example, facilitates the communication of modules
some examples, storage devices 1408 are used to store applications 1414 with processors 1400, communication
program instructions for execution by processors 1400. units 1402, input devices 1404, output devices 1406,
Storage devices 1408, in one example, are used by soft- and storage devices 1410. Applications 1414 may each
ware or applications running on computing device 1401 4@ include program instructions and/or data that are execut-
(e.g., operating system 1410,virtualization module 1412 able by computing device 1401. As one example, appii-
and the like) to temporarily store information during oro- cation 1414A mayinclude instructions that cause com-
gram execution. puting cevice 1401 to perform one or more of the oper-
[0195] Storage devices 1408, in some examples, also ations and actions described in the present disclosure.
include one or more computer-readable storage media. # [0200] In accordance with techniques of the present
Storage devices 1408 may be configured to store larger disclosure, camputing device 1401 mayinclude an ana-
amounts of inferrnation than valatile memory. Storage lytics engine 1478 application to identify likely faulty com-
devices 1408 may further be configured for long-term ponents. Analytics engine 1418 may represent an exam-
storage of information. In some examples, storage de- ple instance of analytics engine 1285. Analytics engine
vices 1408 include non-volatile storage elements.Exam- 50 1418 mayinclude a trainable classifier that receives pa-
ples of such non-volatile storage elements include mag- rameter snapshotsindicative of corresponding operating
netic hard discs, tape cartridges or cassettes, optical modes of the components that are being waiched for
discs, flappy discs, flash memories, or forms of electri- possible entry into a significant fault or highlylikely failure
cally programmable memories (EPROM) or electrically made. More specifically, during a training mode, each
erasable and programmabie memories (EEPROM). 65 parameters snapshotis accompanied by a training-mode
[0196] Computing device 1401, in some examples, al classification signal indicating whether the sample be-
so includes one or more communication units 1402. Icngs to the failure class or the non-failure class. In re-
Computing device 1401, in one example, utilizes com- sponse to repeated training sessions, the trainable clas-
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sifier develops an interna! algorithm that classifies sub-
sequently received parameter snapshots as belonging
to either the likely good class or the likely bad class, where
the TH plane can be disposed above troughs of surface
by a tolerance amount. Analytics engine 1418 deter-
mines an appropriate responseto the classification de-
termination. Computing device 1401 may be coupled to
a re-configuration engine that, in the case where a sub-
sequently received parameter snapshots indicates like-

Or
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going structure or any other structure suitable for imple-
mentation of the techniques described herein. In addition,
in some aspects, functionality described in this disclosure
may be pravided within software modules or hardware
modules.

[0206] In addition to or as an alternative to the above,
the following embodiments are describec. The features
described in any of the following embodiments may be
utilized with any of the other embodiments described

 

lihood of failure, re-configures the system so astotryto 7@ herein.
avoid the failure in response to direction or component [6207] Cne embodimentis directed to a method com-
fault indications from analytics engine 1418. prising determining, by a controller device for a virtual
[0201] The techniques described herein may be imple- network, a set of two or more related processes executed
mented in hardware, software, firmware, or any combi- by respective devices in the virtual network; receiving,
nation thereof. Various features described as modules, 75 by the controller device, data for the set of two or more
units or components may be implemented tagetherin an related processes from the respective devices; and ag-
integrated logic device or separately as discrete but in- aregating, by the controller device, the data for the set
teroperabie logic devices or other hardware devices. In of two or more related processeste form aggregated data
some cases, various features of electronic circuitry may for the set of two or more related processes.
be implemented as one or more integrated circuit devic- 20 [0208] In some embodiments, the method mayalso
es, such as an integrated circuit chip or chipset. comprise presenting the aggregated data to a user.
[0202] ifimplemented in hardware,this disclosure may [0209] In some embodiments, the aggregated data
be directed fo an apparatus such a processororan inte- comprises data for a User-Visible Entity (UVE).
grated circuit device, such as an integrated circuit chip [0210] In some embodiments, the UVE defines one or
or chipset. Alternatively or additionally, ifimplemented in 25 more attributes for which values are to be extracted from
software or firmware, the techniques may be realized at the received data for the set of two or more related proc-
least in part by a computer-readable data storage medi- esses, and aggregating comprises: extracting values for
um comprising instructions that, when executed, cause the one or moreattributes defined by the UVE; and ag-
a processor to perform one or more of the methods de- gregating the values for the one or more attributes.
scribed above. For example, the computerteadabledata 390 [0211] Insome embodiments, the UVE defines the one
storage medium may store such instructions for execu- or more attributes for a tier in which the set of two or more
tion by a processor. related processes are executed.
[0203] A computer-readable medium may form pari of [0212] In some embcdiments, the tier comprises a re-
a computer program product, which may include pack- spective service plane.
aging materials. Acomputer-readable medium maycom- 35 [0213] In some embodiments, the tier comprises one
prise a computer data storage medium such as random of a plurality of tiers, and wherein each of the piurality of
access memory (RAM), read-only memory (ROM), non- tiers is associated with a respective UVE.
volatile random access memory (NVRAM), electrically [0214] In some embodiments, the plurality of tiers in-
erasable programmable read-only memory (EEPROM}, clude one or more of a control plane tier, an analytics
Flash memory, magnetic or optical data storage media, 4@ tier, a configuration tier, and a software defined network
and the like. insome exampies, an article of manufacture (SDN) forwarding tier.
may comprise one or more computer-readable storage [0215] In some embodiments, the UVE comprises a
media. UVEfor the SDN forwarding tier, and wherein ihe UVE
[0204] insome examples, the computer-readable stor- defines a bytes received attribute and a virtual machine
age media may comprise non-transitory media. Theterm © names attribute.
"non-transitory" may indicate that the storage medium is [0216] In some embcdiments, the plurality of tiers are
not embodied in a carrier wave or a propagated signal. arranged in a hierarchicalfashion.
In certain examples, a non-transitory storage medium [0217] In some embadiments, each of the tiers in-
maystore dala that can, over time, change (e.g.,in RAM cludes a respective sel of processes, and each of the
or cache}. 50 processes for a common oneof the ters is substantially
[0205] Thecodeorinstructions may be software and/or similar.
firmware executed by processing circultry including one [9218] In some embodiments, the method mayfurther
or more processors, such as one or more digital signal comprise: for each of the tiers, determining resources of
processors (DSPs), general purpose microprocessors, the virtual network used by the respective UVEs; and
application-specific integrated circuits (ASICs), field-oro- 65 automatically determining whetherthe resources for one
grammable gate arrays (FPGAs), or other equivalentin- of the UVEsare insufficient based on a numberofre-
tegrated or discrete logic circuitry. Accordingly, the term peated failures associated with the one of the UVEs.
"processor," as used herein may refer to any of the fore- [0219] Insome embodiments, the method may further
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comprise: for each of the UVEs, in response to detecting
a failure of a component associated with the UVE,logi-
cally associating the failed component with values for
one or more of the attributes associated with the UVE

that preceded thefailure of the componeni.
[0220] In some embodimenis, the UVE defines a re-
spective aggregation method for each of the attributes,
wherein the respective aggregation methods comprise
one of addition, union over sets, concatenation, and list

Or
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of a plurality of ters, and wherein each of the plurality of
tiers is associated with a respective UVE.
[0234] In some embodiments, the plurality of tiers in-
clude one or more of a control plane tier, an analytics
tier, a configuration tier, and a software defined network
(SDN) forwarding tier.
[0235] In some embodiments, the UVE comprises a
UVE for the SDN fonvarding tier, and wherein the UVE
defines a byies received attribute anc a virtual machine

formation. 70 namesattribute.

[0221] in some embodiments, the UVE corresponds [6236] In some embcdiments, the plurality of tiers are
to a virtual network including the respective devices that arranged in a hierarchical fashion.
execute the set of two or more processes. [0237] In some embodiments, each of the tiers in-
[9222] In some embodiments, the method may further cludes a respective set of processes, and wherein each
comprise: analyzing sequence numbers of packetsofthe 75 of the processes for a common oneofthe tiers is sub-
received data for the UVE; and in response to detecting stantially similar.
agapin the sequence numbersfor one of the processes, [0238] In some embadiments, the pracessoris further
sending instructions to the device that is executing the configured to, for each of the tiers, determine resources
one ofthe processesto replay a current state for the UVE. of the virtual network used by the respective UVEs, and
[0223] in some embodiments, the method mayfurther 20 automatically determine whether the resources for one
comprise generating a report including the aggregated of the UVEsare insufficient based on a numberof re-
data, wherein the report is associated with the UVE. peated failures associated with the one of the UVEs.
[0224] Insome embodiments, the report includes data [0239] In some embadiments, the processoris further
indicative of one or more of a quantitalive failure, a fault configured to, for each of the UVEs, in response to de-
parameter, a memory failure, a telecammunicationsfail- 25 tecting a failure of acomponent associated with the UVE,
ure, a processorfailure, a packet resend, and a dropped logically associating the failed camponent with values for
communication session. one or more of the attributes associated with the UVE

[0225] in some embodiments, the method may further that preceded the failure of the component.
comprise forwarding the report and an identifier for the [0240] In some embodiments, the UVE defines a re-
UVEto a centralized, queryable database. 36 spective aggregation device for each of the attributes,
[0226] Insome embadiments,the virtual network com- wherein the respective aggregation devices comprise
prises a software defined network (SDN}. one of addition, union over sets, concatenation, and list
[0227] On embocimentis directed to a controller de- formation.
vice comprising: one or more networkinterfaces commu- [0241] In some embodiments, the UVE corresponds
nicatively coupled to one or more devices of a virtual 35 toa virtual network inclucing the respective devices that
network; and a processor configured to determine, for execute the set of lwo or more processes.
the virtual network, a set of two or morerelated processes [0242] In some embadiments, the processoris further
executed by respective devices in the virtual network, configured to analyze sequence numbers of packets of
receive via the networkinterfaces data for the set of two the received daia for the UVE, and, in response to de-
or more related processes, and aggregate the data for 40 tecting a gap in the sequence numbers for one of the
the set of two or more related processesto form agare- processes, send instructions to the device that is execut-
gatsd data for the set of two or more related processes. ing the one of the processes to replay a current state for
[0228] in some embodimenis, the processoris further the UVE.
configured to present the aggregated cata to a user. [0243] In some embocimenis, the processoris further
[0229] In some embediments, the aggregated data *© configured to generate a report including the aggregated
comprises data for a User-Visible Entity (UVE}. data, wherein the report is associatec with the UVE.
[0230] In some embadiments, the UVE defines one or [0244] In some embodiments, the report includes data
more attributes for which values are to be extracted fram indicative of ane or more of a quantitative failure, a fault
the received data for ihe set of two cr more related proc- parameter, a memoryfailure, a telecommunications fail
esses, and the processoris further configured to: extract 0 ure, a processorfailure, a packet resend, and a dropped
values for the one or more attributes defined by the UVE; communication session.
and aggregate the values for the one or more attributes. [9245] In some embodiments, the processoris further
[0231] Insome embodiments, the UVE defines the one configured to forward, via the network interfaces, the re-
or moreattributes for a tier in which the set of two or more port and an identifier for the UVE to a centralized. que-
related processes are executed. 55 ryable database.
[0232] In some embodimenis, the tier comprises a re- [0246] In some embodimenis, the virtual network com-
spective service plane. prises a software defined network (SDN).
[6233] in some embodiments, the tier comprises one [0247] One embodimentis directed to a computer-
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readable storage medium having stored thereon instruc-
tions that, when executed, cause a processorta: deter-
mine, by a controller device for a virtual network, a set
of two or more related processes executed by respective
devices in the virtual nebwork: receive, by the controller
device, data for the set of two or more related processes;
and aggregate, by the controller device, the data for the
set of two or more related processes to form aggregated
data for the set of two or more related processes.

Or

each of the virtual network controller nodes camprises
an analytics virtual machine thal exchanges at least
some analytics information to implernent the analytics
plane.
[0254] In some embodiments, the plurality of compo-
nents inciudes virtual network elements that include one

or more of servers, top-of-rack (TOR) switches, or chas-
sis switches.

[0255] In some embodiments,the virtual network con-
[0248] Oneembodimentisdirecteditoamethcdofore- 7@ troller uses a software-defined network pratacol to re-
dicting component failure, the method comprising receiv- ceive the first parameter set fram each of the campo-
ing, by a communication protocol and with a virtual net- nents.
work controller thatinciudes an analytics plane to analyze [0256] In some embodiments, the components exe-
operations of a plurality cf components in one or more cute one of a forwarding plane, control plane, or canfig-
virtual networks, a first parameter set from each of the 75 uration plane for the virtual networks.
components, wherein a parameter set from a component [0257] One embodimentis directed to a virtual network
includes one or more quantitative parameters that each controller comprising: an analytics plane; a contral plane;
describes a state of the component: receiving, by the one of more processors configured to execute the ana-
communication protocol and with the virtual network con- lytics plane to analyze cperaticns of a plurality of com-
troller, an indication of detected componentfailure for 22 ponents inoneor morevirtual networks, wherein the con-
one or mare of the components; training, with the virtua! trol plane receives, by a communication protocol, a first
network controller and using the first parameter sets and parameter set from each of the campanents, wherein a
the indication of detected componentfailure, a trainable parameter set from a componentincludes one or more
automated classifier to develop a classifying structure quantitative parameters that each describe a state of the
that distinguishes between component parameter sets 22 component, wherein the control plane receives, by the
that logically associate with a detected componentfailure communication protocol, an indication of detected com-
and component parameter sets that do not logically as- ponentfailure for one or more of the components, and
sociate with a detected componentfailure: receiving, by wherein the control plane provides the first parameter
the communication protocol and with the virtual network sets and the indication of detected componentfailure to
controller, a second parameter setfromeachofthecom- 30 the analytics plane; a trainable automated classifier,
ponents; and predicting, with the virtual network control- wherein the analytics plane trains, using the first param-
ler using the trainable automated classifier and the clas- eter sets and the indication of detected component fail-
sifying structure, a failure of a first one of the components. ure, the trainable automatedclassifier to develop a clas-
[0249] in some embodiments, predicting a failure of a sifying structure that distinguishes betweenfirst compo-
first one of the components comprises classifying the 35 nent parameter sets that logically associate with a de-
second parametersetfor the first one of the components tecled component failure and second component param-
to a likely bad class according to the classifying structure. eter sets that do not logically associate with a detected
[9250] In some embodiments,the classifying structure componentfailure, wherein the control] plane receives,
comprises one or more classification separation surfac- by the communication protocol, a second parameter set
es, and predicting a failure of a first one of the compo- 40 fram each of the components and provides the second
nents comprises classifying the second parameter set parameter seis to the analytics plane, and wherein the
for the first one of the components to a likely bad class analytics plane predicts, using the trainable automated
according to one ofthe classification separation surfaces. classifier and the classifying structure,a failure of a first
[0251] in some embodiments, the one of the classifi- one of the components.
cation separation surfaces is associated with atolerance 4 [0258] in some embcdiments,predicting a failure ofa
amount, and classifying the second parameterset for the first one of the components comprises classifying the
first one of the components to a likely bad class compris- second parametersetfor the first one of the components
es determining the second parameter set exceeds the to a likely bad class according to the classifying structure.
tolerance amount. [0259] In some embodiments, the classifying structure
[0252] Insome embodiments, the trainable automated °@ comprises one or more classification separation surfac-
classifier comprises one or more support vector ma- es, and the analytics plane predicts the failure of a first
chines, and training the trainable automated classifier one of the components by classifying the second param-
comprises inputting the first parameter sets and the in- eter set for the first one of the componentsto a likely bad
dication of detected component failure to the support vec- class according to one of the classification separation
tor machines to produce the classifying structure. 55 surfaces.
[0253] In some embodiments,the virtual network con- [0260] In some embodiments, the one of the classifi-
troller is a distributed virtual network controller compris- cation separation surfaces is associated with a tolerance
ing a plurality of virtual network controller nodes, and amount, and classifying the secand parametersetfor the
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first componentto a likely bad class comprises determin-
ing the second parameter set exceeds the tolerance
amount.

[0261] iInsome embodiments,the trainabie automated
classifier comprises one or more support vector ma-
chines, and the analytics plane trains the trainable auto-
mated classifier by inputting the first parameter sets and
the indication of detected componentfailure to the sup-
port vector machinesto produceto the classifying struc-

Or

two or more related processes execuled by respective
devices in the virtual network, receive via the network
interfaces data for the set of two or more related prac-
esses, and aggregate the data for the set of two ar more
related pracesses to form aggregated data for the sel of
two or more related processes.
[0268] Further examples of feature combinations
taught by the present disclosure are set cut in the fallow-
ing nurnbered clauses:

ture. 1@ [0269] Clause 1. A method comprising: determining,
[0262] in some embodiments,the virtual network con- by a controller device for a virtual network, a set of two
troller comprises a plurality of virtual network controller cor more related processes executed by respective de-
nodes that implement a distributed virtual network con- vices in the virtual network; receiving, by the controller
troller, wherein each of the virtual netwerk controller device, data for the set of two or more related processes
nodes comprises an analytics virtual machine that ex- 75 fromtherespectivedevices; anc aggregating, by the con-
changeat least some analytics information to implement troller device, the cata for the set of two or morerelated
the analytics plane. processes fo form aggregated data for the set of two or
[0263] In some embodiments, the plurality of compo- more related processes.
nents include virtual network elements that include one [0270] Clause 2. The method of clause 1, wherein the
or more of servers, top-of-rack (TOR) switches, or chas- 20 UVE defines one or more attributes for which values are
sis switches. to be extracted from the received data for the set of two

[0264] In some embodiments,the virtual network con- or more related processes, and wherein aggregating
troller uses a sofitware-defined network protocol to re- comprises: extracting values for the one or more at-
ceive the first parameter set from each of the compo- tributes defined by the UVE: and aggregating the values
nents. 25 for the one or more attributes.

[0265] In some embodiments, the components exe- [0271] Clause 3. The method of clause 2, wherein the
cute one of a forwarding plane, control plane, or config- UVEdefines the one or moreattributes for a tier in which
uration plane for the virtual networks. the set of two or more related processes are executed.
[0266] One embodimentis directed ta a non-transitory [0272] Clause 4. The method of clause 3, wherein the
computer-readable medium comprising instructions that, 30 tier comprises one of a plurality of tiers, and wherein each
when executed, cause one or more programmable proc- of the plurality of tiers is associated with a respective
essors to: receive, by a communication protocol and with UVE.
a virtual network controller that includes an analytics [0273] Clause 5. The methcedof clause 4, wherein the
plane to analyze operations of a plurality of components plurality of tiers include one or more of a control plane
in one or morevirtual networks,afirstparameter setfrom 35 tier, an analytics tier, a configuration tier, and a software
each of the compcnents, wherein a parameter set from defined network (SDN) forwarding ter.
a componentincludes one or more quantitative param- [0274] Clause 6. The method of clause 4 cr 5, wherein
eters that each describes a state of the component; re- the UVE camprises a UVE for the SDN forwarding tier,
ceive, by the communication protocal and with the virtual and wherein the UVE defines a bytes received attribute
network controiler, an indication of detected component 4@ andavirtual machine namesattribute.
failure for one or more of the components;train, with the [0275] Clause 7. The method of clause 4, 5or 6, where-
virtual network controller and using the first parameter in each cf the liers includes a respective set of processes,
sets and the indication of detected componentfailure, a and wherein each of the processes for a common one of
trainable automated classifier to develop a classifying the tiers is substantially similar.
structure that distinguishes between componentparam- # [0276] Clause 8. The method of any of clauses 4 tc 7,
eter sets that logically associate with a detected compo- further comprising: for each of the tlers, determining re-
nent failure and component parameter sets that do not sources of the virtual network used by the respective
logically associate with a detected componentfailure; re- UVEs; and automatically determining whether the re-
ceive, by the communication protocol and with the virtual sources for one of the UVEsare insufficient based ona
network controller, a second parameter set from eachof “0 number of repeated failures associated with the one of
the componenis; and predict, with the virtual network the UVEs.
controller using the trainable automated classifier and [9277] Clause 9. The method of any of clauses 4 to 8,
the classifying structure, a fallure of a first one of the further comprising: for each of the UVEs,in response to
components. detecting a failure of a component associated with the
[0267] Inoneexample,acontrollerdeviceincludesone 65 UVE, logically associating the failed componentwith val-
or more network interfaces communicatively coupled to ues for one or more of the attributes associated with the
oneor more devices of a virtual network, and a processor UVEthat preceded the failure of the component.
configured to determine, for the virtual network, a set of [0278] Clause 10. The method of any of clauses 3 to
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9, wherein the UVE defines a respective aggregation
methed for each cf the attributes, wherein the respective
aggregation methods comprise one of addition, union
over sets, concatenation, and fist formation.
[0279] Clause 11. The method of any preceding
clause, wherein the UVE correspondsto a virtual network
including the respective devices that execute the set of
twa or more processes.
[0280] Clause 12. The method of any preceding
clause, further comprising: analyzing sequence numbers
of packets of the received data for the UVE: and in re-
sponse fo detecting a gap in the sequence numbers for
one of the processes, sending instructions to the device
that is executing the one of the processes to replay a
current state for the UVE.

[0281] Clause 13. The method of any preceding
clause, wherein the repart includes cata indicative of one
or more of a quantitative failure, a faull parameter, a
memoryfailure, a telecommunications failure, a proces-
sorfailure, a packet resend, and a dropped communica-
tion session.

[0282] Clause 14. Acontroller device comprising: ane
or more network interfaces communicatively coupled to
one or more devices of a virtual network; and a processor
configured to determine, for the virtual network, a set of
twa or more related processes executed by respective
devices in the virtual network, receive via the network
interfaces data for the set of two or more related proc-
esses, and aggregate the data for the set of two or more
related processes to form aggregated data for the set of
twa or more related processes.
[0283] Clause 15. A controller device comprising:
meansfor performing any of the methods of clauses 1-13.
[0284] A compuier-readable storage medium having
stored therecn instructions that, when executed, cause
a processor to perform the methed recited by any of
clauses 1-13.

[9285] Moreover, any of the specific features set forth
in any of the embodiments described above may be com-
bined into a beneficial embodimentof the described tech-

niques. Thatis, any of the specific features are generally
applicable to all embodimentsof the present disclosure.
Various embodiments have been described.

[0286] Various embodiments have been described.
These and other embodiments are within the scope of
the fallowing examples.

Claims

1. Amethod comprising:

cetermining, by a controller device for a virtual
network, a set of two or more related processes
executed by respective devicesin the virtual net-
work;

receiving, by the controller device, data for the
set of two or more related processes from the
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respective devices: and
aggregating, by the controller device, the data
for the set of two or more related pracesses to
form aggregated data for the set of two or mare
related processes.

2. The method of claim 1,
wherein the aggregated data comprises data for a
User-Visible Entity (UVE},
wherein the UVE defines one or more attributes for
which values are to be extracted from the received

data for the set of two or more related processes,
and wherein aggregating comprises:

extracting values for the one or more attributes
defined by the UVE; and
aggregating the values for the one or more at-
tributes.

3. The methodof claim 2, wherein the UVE defines the
one or more attributes for a tler in which the set of

two or more related processes are executed.

4. The method of claim 3. wherein the tier comprises
one of a plurality of tiers, and wherein each of the
plurality of tiers is associated with a respective UVE.

5. The method of claim 4 or 5, wherein the plurality of
tiers include one or more cf a contral planetier, an
analyticstier, a configuration tier, and a software de-
fined network (SDN) forwardingtier.

6. The method of claim 4, 5 or 6, wherein the UVE com-
prises a UVEfor the SDN forwardingtier, and where-
in the UVE defines a bytes received attribute and a
virtual machine namesattribute.

7. The method of claims 4 tc 6, wherein each of the

tiers includes a respective set of processes, and
wherein each of the processes for a comman one of
the tiers is substantially similar.

8. The method of any of claims 4 to 7, further compris-
ing:

for each of the tiers, determining resources of
the virtual network used by the respective UVEs;
and

automatically determining whether the resourc-
es for one of the UVEsare insufficient based on

a numberof repeated failures associated with
the one of the UVEs.

9. The method of any of claims 4 to 8, further compris-
ing:

for each of the UVEs, in responseto detecting
a failure of a component associated with the
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UVE,logically associating the failed component
with va'ues for one or more of the attributes as-

sociated with the UVEthat preceded the failure
of the component.

The method of any of claims 3 to 9, wherein the UVE
defines a respective aggregation method for each of
the attributes, wherein the respective aggregation
methods comprise one of addition, union over sets,
concatenation, andlist formation.

The method of any preceding claim,
wherein the aggregated data comprises data for a
User-Visible Entity (UVE),
wherein the UVE corresponds to a virtual network
including the respective devices that execute the set
of two or more processes.

The method of any preceding claim,
wherein the aggregated data comprises data for a
User-Visible Entity (UVE)}, the method further com-
prising:

analyzing sequence numbers of packets of the
received data for the UVE:; and
in response to detecting a gap in the sequence
numbers for one of the processes, sending in-
structions to the device that is executing the one
of the pracessesio replay a currentstate for the
UVE.

The method of any preceding claim, wherein the ag-
gregated data comprises data for a User-Visible En-
tity (UVE), the method further comprising:

generating a report including the aggregated da-
ta, wherein the report is associated with the
UVE, and wherein the report includes data in-
cicative of one or more of a quantitative failure,
a fault parameter, a memoryfailure, a telecom-
munications failure. a processorfailure, a packet
resend, and a dropped communication session.

The methad of any preceding claim,
wherein the data for the set of two or more related

processes fram the respective devices comprises a
first parameter set from each of the devices, wherein
a parameter set from a device includes one or more
quantitative parameters that each describes a state
of one of the set of two cr more related processes,
the method further comprising:

receiving, by the controller device, an indication
of detected componentfailure for one or more
of the set of two or more related processes;
training, with the controller device and using the
first parameter sets and the indication of detect-
ed componentfailure, a trainable automated
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classifier to develop a classifying structure that
distinguishes between parameter sets that log-
ically associate with a detected component fail-
ure and parametersets that do not logically as-
sociate with a detected companentfailure;
receiving, with the controller device, a second
parameter set from each of the devices; and
oredicting, with the controller device using the
trainable automated classifier and the classify-
ing structure, a failure of a first one of the set of
two or more related processes.

15. A controller device comprising:

one or more network interfaces communicative-

ly coupled to one or more devices of a virtual
network; and
@ processor configured to determine,for the vir-
tual network, a set of two or more related proc-
esses executed by respective devices in the vir-
tual network, receive via the network interfaces
data for the setof two or more related processes,
and aggregate the data for the set of two or more
related processes to form aggregated data for
the set of two or more related processes.

16. A controller device comprising:

means for performing any of the meihcds of
claims 1-14.

17. Acomputer-readable storage medium having stored
thereon instructions that, when executed, cause a
processor to perform the method recited by any of
claims 1-714.

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 109 of 557



EP 2 672 668 A1

 

  
 
 

11 8

xCUSTOMERS

SERVICE PROVIDER NETWORK

12
10

 
  
 
  

  
 

DATA

CENTER

IP FABRIC

20

CHASSIS
SWITCHES

18

 
 

 
VIRTUAL a TOR 14

NETWORK |...” SWITCH
CONTROLLER |*

FIG. 1

31

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 110 of 557



EP 2 672 668 A1

  

 
22 26

VIRTUAL NETWORK — 10
CONTROLLER nw IFMAP SERVER x< -———

IP FABRIC

20

CHASSIS CHASSIS CHASSIS

 

 

pA yA )
4 \ _ SUBNET2__ ~ \ _ SUBNET3_ 7 

  SERVER 2 SERVER X

VIRTUAL VIRTUAL
SWITCH SWITCH

30B 30X

32

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 111 of 557



EP 2 672 668 A1

PROCESSOR

34A

RT TABLE

56A
10.10.11.0/24
—LINK 60B

10.10.10.0/24
»LINK 60A

 
 
 
  

 
 
 

 

PROCESSOR|TOR

RT TABLE

36B
10.10.10.1/32
—LINK 62A

10.10.10.2/32
—LINK 62B

62B

SUBNET-1_——— — —

10.10.10.0/24

  
 

10.10.10.1  10.10.11.1

SERVER

SOA

SERVER

10.10.10.2 50B

FIG. 3

33

50

PROCESSOR |TOR

RT TABLE

36C
10.10.11.1/32
— LINK 62D

10.10.11.2/32
—LINK 6

62D

SUBNET-2,-

~ = 49.10.11.0/24

 
10.10.11.2

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 112 of 557



     

   
 

  
 

  
 

 
   
                  

     
    

 
  

 
 

 
 

  
 

     

  

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 113 of 557

EP 2 672 668 A1

 
VIRTUAL NETWORK CONTROLLER

VNC NODE VNC NODE ;

DISTRIBUTEDDATABASE——<CsCS
82A

enDISTRIBUTEDDATABASE
. 82K

eee

ROUTING ROUTING

INFORMATION BASE INFORMATION BASE
i 34N

86 '

FIG. 4

34

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 113 of 557



EP 2 672 668 A1

VIRTUAL NETWORK CONTROLLER

100

VNC GLOBAL LOAD

ORCHESTRATION BALANCING
136

142A 142N
 

 
 
  

VNC NODE VNC NODE  
 102A 102N

ANALYTICS VM ANALYTICS VM

104A 104N
ANALYTICS DB ANALYTICS DB

106A 106N

CONFIGURATION VM

108A

CONFIG. DB

110A

CONTROL PLANE VM

112A

114A

Peeewesnessneeceenseeseesseeenenensenseenssenseeesesasereseseseeneaeesesenecesaneseseteneseneseneseuenensbeeenenesncessessesesen,
35

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 114 of 557



9c

4000 SDN SYSTEM

j . . . . ' ’

210x Physical Server HW (Sx) ! Variable Physical IP Fabric (Physical Telecom Channels, Rourters,Gates\

 

Virtual Machine (VM
2164

Virtual Machine (Mj) Phyald m

Virtual Packet v

Virtial Machine (VMK)|g Headers 21g .
: N

oa

8
>

Uypt Uiy Uygh Ugh Uy

ers dy Virtualizing
UV.VNetiy} interface

( . > (V1) \
Each VUser may experiance ge ihis/her own User-Viewabie .

Virtual Network / ) Virtual Machine {VMj} Ph ical & |
| (WVNa) tts respecte 1 \aa pwi
1NeaEEee .1|Vitual Machine (VMK) e Hee

FIG. 6 . :

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 115 of 557



z2¢e

1000" spN SYSTEM

 
 

 lated

Pai Packetai?)  
b cvalty § Band
\ hf Phys

4 and Virtual
\ Serves

<a 24
' V

  

 
 
 

Physical& |
Virtual Packet

eeeeheeeeemee

CONTROLLERS PLANE 240 CONFIGURATORS PLANE 250

1 Ae ORS Oe BO KAMMERER Oe INe ‘

f WW-VNett2) \pee ne eeee eee ne ennnn eee
, \

UV.VNett)

  
 

 
 Each set of processes that interact only with

each other may experience their own, dads

'

ANALYTICS PLANE 280
I

caled and so-valled, User-Viewable
{
\
1
}

jEmE.
-—5

Virual Network

(UY VNeti with its respective resources and
issues, elo,

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 116 of 557

twe992292do



se

 
 

RE-CONFIGURATIONS ENGINE

255

Wat Wong eee

 ANALYTICS ENGINE 285

 
 

Virtual Packet

’ Headers 219
 

FORWARDING PLANE 230° 
 
 27°|VR reports (e.g,paraneler snapshots}

 i

VWKey f Seta Aggregation

Tagged Reports from Sz

| Tagged Reporis ftom Sy _|
FIG. 8 Tagged Reports trorri Sx

twe992292do

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 117 of 557



EP 2 672 668 A1

 
  

 
  
 

 
 

 
 

 

RECEIVE OBJECT TRACE
FOR UVE WITH KEY ‘X’ FROM

INSTANCE‘Y’ IN TIER ‘2’

 

  STORE OBJECT TRACEIN DB

USING KEYS ‘X’, ‘Y’, AND ‘2’

303

FORWARD OBJECT TRACE KEY ‘X’ BELONGS TO
TO ANALYTICS INSTANCE CURRENTANALYSIS

THAT OWNSKEY‘X’ INSTANCE?

 
  

RECEIVE OBJECT
TRACE FOR UVE
WITH KEY ‘X’ OF

INSTANCE ‘Y’

  
 

  

OBJECT TRACE A FULL
SNAPSHOT OR DELETION SNAPSHOT‘Y’

OF UVE ON‘Y’? WITH OBJECT‘X’

 
 
 
 

REQUEST
INSTANCE‘Y’ IN

TIER ‘Z’A
FULL SNAPSHOT

OF UVE‘x’

 GAP IN SEQUENCE

NUMBERFORKEY ‘X’,
INSTANCE ‘Y’?

UPDATE SNAPSHOT‘Y’ OF
OBJECT‘xX’

315
BUILD AGGREGATEDSTATE
OF OBJECT‘X’ FOR TIER ‘2’

FIG. 9

39

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 118 of 557



EP 2 672 668 A1

COMPUTING DEVICE

350

PROCESSOR(S)
352

INPUT DEVICE(S)
354

COMM. CHANNEL(S)
370

COMMUNICATIONUNIT(S)
356

OUTPUT DEVICE(S)
358

STORAGE DEVICE(S)
360

OPERATING VIRTUALIZATION
SYSTEM MODULE

362 364

( APPLICATION(S)
\  366A-366N

 
FIG. 10

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 119 of 557



tr

  UserVisible Process(es)
UVP1, UVP2,... UVPn

Virtual Machine (Mj)

Virtual Machine (VMk)1@

 
 
 

 

 
 m

n
N
a
N
N
o
a
®

>

Uyxt U2 U3 Usa Ure

1205x1205

UserViseProcesses)

i UVP1, UVP2,... UVPnfee ereee “

|| VNet(y1) i Virtual Machine (Mj)
| Uy
| M07v | )
Yee ee Virtual Machine (Mk) |@

Q
FIG. 11A 0

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 120 of 557



Zev

PHYSICAL SERVER HW(Sz)

as

th
HYPERVISOR| 4939

 
Uixt Uy Uz agg

4205x7

~

, Watt
| tty

FIG. 11B

1218 107

 

  
  

 

m
8
N
Qo
N
N
o
a
®

>

CONTROL PLANE CONFIGURATION PLANE

fy 18

000)|(ii, 000

ANALYTICS PLANE

1280

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 121 of 557



ev 
1200"

Lo

RE-CONFIGURATIONS ENGINE

1255
VARIABLE

PHYSICAL IP VMs 000
FABRIC

ANALYTICS ENGINE

1285

‘| 000

twe992292d
TRAINABLE

CLASSIFIER

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 122 of 557



EP 2 672 668 A1

1300

TRAINING PHASE

1310

COLLECT/RECEIVE SNAPSHOT DATA FROM RESPECTIVE
COMPONENTSWITHIN THE DISTRIBUTED SYSTEM

ROUTE THE SNAPSHOTDATA & CLASSIFICATION FLAGS
OF RESPECTIVE COMPONENTS TO CORRESPONDING

TRAINABLE CLASSIFIERS (SVM’S) FOR THAT TIER OR
PLANE WHILE CLASSIFIERIS IN TRAINING MODE 
  

PREDICTION PHASE

1320

COLLECT/RECEIVE SNAPSHOT DATA FROM RESPECTIVE
COMPONENTSWITHIN THE DISTRIBUTED SYSTEM

ROUTE THE SNAPSHOTDATA(WITH OR WITHOUT
CLASSIFICATION FLAGS) OF RESPECTIVE COMPONENTS

TO CORRESPONDING TRAINED CLASSIFIERS (SVM’S) FOR
THAT TIER OR PLANE WHILE CLASSIFIERIS IN

CLASSIFYING MODE

IF CLASS FLAG PRESENT,IS SNTORETRAINING.
PREDICTION CORRECT?

REPEAT CONFIDENCE
BUILD PHASE

 
  

  
  

  
 
  

 
 IS CONFIDENCEIN CLASSIFIER

PREDICTIONS SUFFICIENTLY LARGE DUE
TO MANY CORRECT PREDICTIONS?

IF PREDICTION INDICATES LIKELY FAULT

OR FAILURE, TAKE APPROPRIATE ACTION

FIG. 13A (e.g., GENERATE ALARM)

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 123 of 557



EP 2 672 668 A1

 

 WAIT PREDETERMINED AMOUNT

OF TIME

DID FAULT/FAILURE PREDICTION
TURN OUT TO BE CORRECT WITHIN

PREDETERMINED AMOUNTOFTIME?

 

FIG. 13B

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 124 of 557



EP 2 672 668 A1

COMPUTING DEVICE

1401

PROCESSOR(S)
1400

INPUT DEVICE(S)
1404

COMMUNICATION UNIT(S)
1402

OUTPUT DEVICE(S)
1406

COMM. CHANNEL(S)
1416

STORAGE DEVICE(S)
1408

OPERATING SYSTEM

1410

VIRTUALIZATION
MODULE ANALYTICS ENGINE

1412 Sk

( APPLICATIONS(S)1414A-1414N

 
FIG. 14

46

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 125 of 557



EP 2 672 668 A1

EuropiischesPatentamt
European

Patentfees EUROPEAN SEARCH REPORT Application umberog EP 13 17 0817 
DOCUMENTS CONSIDERED TO BE RELEVANT

Citation of document with indication, where appropriate, CLASSIFICATION OF THE
of relevant passages APPLICATION [IPC)

“Amazon CloudWatch Developer Guide API INV,
Version 2010-08-01", HO4L12/733
> HO4L12/24
1 January 2011 (2011-01-61), XP055080786,
Retrieved from the Internet:

URL:http://web.archive. org/web/20111009080
335/http://awsdocs. s3.amazonaws.com/Amazon
CloudWatch/latest/acw-dg.pdf
[retrieved on 2013-09-24]
* page *

page
page
page 2
page
page page 8&4 *
page
page
page

Nikhil Handigol ET AL: "“Aster*x:
Load-Balancing Web Traffic over Wide-Area
Networks", SEARCHED (Pc)
Sth GENI Engineering Conference (GEC9), HO4L
2 November 2010 (2010-11-02), XP055080468,
Retrieved from the Internet:

URL:http://www.stanford.edu/~nikhilh/pubs/
handigol-gec9. pdf
{retrieved on 2013-09-23]
* page 2, left-hand column *
* page 3, left-hand column *

 

t+ereerteeet

US 2010/057649 Al (LEE CHANG EUN [KR] ET
AL) 4 March 2010 (2010-03-04)
* paragraph [0065] - paragraph [0072] *

The present search report has been drawn up for all claims
Place of search Date of completion of the ssarcn Examiner

The Hague 27 September 2013 Dely, Peter
CATEGORY OF CITED DOCUMENTS T : theory or principle underlying the invention

E : earlier patent document, but published on, or
X: particularlyrelevant if taken alone after thefiling date
¥ : particularly relevant H combined with ancther D. documentcited in the application

document of the same category L: document cited for other reasone

& technological background“non-written disclosure &member ofthe samepatent family,correspondingP: intermediate document document

 
POFORM180303.82(FMCO1)
 

47

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 126 of 557



     

      
         

                   
             
                     

  

 
 

 
  

      

       
   

                 

 

 

 

 
 

 
 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 127 of 557

FPOSORMP0488

EP 2 672 668 A1

ANNEX TO THE EUROPEAN SEARCH REPORT
ON EUROPEAN PATENT APPLICATION NO. EP 13 17 0817

This annex lists the patent family members rslating to the patent documents cited in the above-mentioned European search report.
The members are as contained in the Curopean Patent Office EDPfile on
The European Patent Office is in no wayliable for these particulars which are merely given for the purpose of information.

 

 

27-99-2013

Patent document Publication Palent family Publication
cited in search report date member(s) date

US 2010857649 Al 04-03-2010 KR 20100028360 A 12-03-2010
US 2010057549 Al 94-03-2010

 

For more details about this annex : see Official Journal of the European Patent Office, No. 12/62
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This list of references cited by the applicantis for the reader’s convenience only. it does not form part of the European
patent document. Even though great care has been taken in compiling the references, errors or omissions cannot be
excluded and the EPO disclaims all liability in this regard.

Patent documents cited in the description
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US 61729474 A [0001] US 61656468 A [0001]
US 61723684 A [6001] US 61656469 A [0001]
US 61723685 A [0001]
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PATENT COOPERATION TREATY PCT/US201 5/026869

ADVANCE E-MAIL
From the INTERNATIONAL BUREAU

PCT

NOTIFICATION OF THE RECORDING BINDER (SHEM-TOV), Dorit
OF A CHANGE 11 Shu'alei ShimshonSt.

P.O.Box 7230
Ramat-Gan 5217102

ISRAEL(PCT Rule 926is.1 and
Administrative Instructions, Section 422)

Date of mailing (day/month/year)

08 June 2016 (08.06.2016)

Applicant's or agent's file reference .
ORCKIT-001-PCT IMPORTANT NOTIFICATION

International application No. International filing date (dawmonth“year)

PCT/US2015/026869 21 April 2015 (21.04.2015)

 
 
 

 

 
  

 
   

1. The following indications appeared on record concerning:

[] the applicant DB the inventor J the agent (_] the commonrepresentative

Name and Address State of Nationality State of Residence

BARSHESHET,Yossi

Orckit-corrigent Ltd. Telephone No.
126 Yigal Allon Street
67443 Telaviv

Israel Facsimile No.

 E-mail address

2. ‘he International Bureau herebynotifies the applicant that the following change has been recorded concerning:

[-] the person [_] the name the address L] the nationality L] the residence

Name and Address State of Nationality State of ResidenceBARSHESHET,Yossi Secrets
19 Shevet Levi St., ‘felephone No.rsd ae
Israel Facsimile No.

H-mail address

Cl Notifications by e-mail authorized

Further observations, if necessary:

  
 

   
 

4. A copyof this notification has been sent to: the International Preliminary Examining Authority
the receiving Office the designated Offices concerned

[J|the International Searching Authority the elected Offices concerned
LJ the Authority(ies) specified for supplementary search other:

The International Burcau of WIPO Authorized officer
34, chemin des Colombettes
1211 Geneva 20, Switzerland Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Facsimile No. +41 22 338 71 30 Telephone No. +41 22 338 74 09

Form PCTAB/306 (January 2009) ULPTSYHIW7YOQ7TXWU

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 129 of 557



IMTNE SE: PRESENTS: SHA,COME:
pol ES)

UNTTED STATES DEPARTMENTOF COMMERCE

Cnited States Patcat aad Trademark Office

April 29, 2015

THIS IS TO CERTIFY THAT ANNEXED HERETO IS A TRUE COPY FROM
THE RECORDS OF THE UNITED STATES PATENT AND TRADEMARK
OFFICE OF THOSE PAPERS OF THE BELOW IDENTIFIED PATENT

APPLICATION THAT MET THE REQUIREMENTSTO BE GRANTED A
FILING DATE.

APPLICATION NUMBER:61/982,358
FILING DATE:April 22, 2014
RELATED PCT APPLICATION NUMBER: PCT/US15/26869

THE COUNTRY CODE AND NUMBER OF YOUR PRIORITY

APPLICATION, TO BE USED FOR FILING ABROAD UNDER THE PARIS
CONVENTION,IS US61/982,358

gaPOs... Certified by

Lud S Cayppes
Under Seerctary of Commerce
for Intellectual Praperty
and Director of the United States
Patent and Trademark Office
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Doc Code: TR.PROV

Doacument Description: Provisional Cover Sheet (SB16) PTO/SBA16 (11-08)
Approved for use through 05/31/2015. OMB 0651-0032

U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, na persons are required to respond to a collection of information unlessit displays a valid OMB centrol number

Provisional Application for Patent Cover Sheet
This is a requestforfiling a PROVISIONAL APPLICATION FOR PATENTunder 37 CFR 1.53(c)

 

 

 

 

 

 

 

     
 

inventor(s)

Inventor 1 Remove

Given Name Middie Name Family Name City State Country ;

Ronen Solomon Ramat Gan IL

inventor 2 Remove

Given Name Middle Name Family Name City State Country ;

Simhon Doctori Gan Yavne IL

All Inventors Must Be Listed — Additianal Inventor Information blocks may be
generated within this form by selecting the Add button. 

Title of Invention | Deep packet inspection for cloud based networksutilizing SDN architecture
 

Attorney Docket Number(if applicable) 

Correspondence Address

Direct all correspondenceto (select ane): 

(> The address corresponding to Customer Number @) Firm or individual Name 

Firm or Individual Name 1 Orckit -Corrigent LTD 
Firm or Individual Name 2  
Mailing Address of Applicant: 

 

 

    

  
 

Address 1 126 Yigal Alon St.
Address 2

City Tel Aviv State/Province

Postal Code Country ; IL

Phone +972-54-494 1748

EFS - Web 1.0.1
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Doc Code: TR.PROV

Doacument Description: Provisional Cover Sheet (SB16) PTO/SBA16 (11-08)
Approved for use through 05/31/2015. OMB 0651-0032

U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, na persons are required to respond to a collection of information unlessit displays a valid OMB centrol number

 

The invention was made by an agency of the United States Government or under a contract with an agency of the United
States Government.
 

@ No. 

© Yes, the invention was made by an agency of the United States Government. The U.S. Goverment agency nameis:  
OQ Yes, the invention was under a contract with an agency of the United States Government. The name of the U.S.Government agency and Government contract numberare:
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Doc Code: TR.PROV

Doacument Description: Provisional Cover Sheet (SB16) PTO/SB/16 (11-08)
Approved for use through 05/31/2015. OMB 0651-0032

U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, na persons are required to respond to a collection of information unlessit displays a valid OMB centrol number 

Entity Status
Applicant asserts small entity status under 37 CFR 1.27 or applicant certifies micro entity status under 37 CFR 1.29
 

we Applicant asserts small entity status under 37 CFR 1.27 

©) Applicant certifies micro entity status under 37 CFR 1.29. Applicant must attach form PTO/SB/15A orB or equivalent.

C No

Warning

 

 

 

Petitioner/applicant is cautioned tc avoid submitting persanal information in documentsfiled in a patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers, or credit card
numbers (other than a check or credit card authorization form PTO-2038 submitted for payment purposes) is never required
by the USPTO to support a petition or an application. If this type of personal information is included in documents submitted
to the USPTO,petitioners/applicants should consider redacting such personal information fram the documents before
submitting them to USPTO. Petitioner/applicant is advised that the record of a patent application is available to the public
after publication of the application (unless a non-publication request in compliance with 37 CFR 1.213(a} is madein the
application) or issuance of a patent. Furthermore, the record from an abandoned application may also be available to the
public if the application is referenced in a published application or an issued patent (see 37 CFR1.14). Checks and credit
card authorization forms PTO-2038 submitted for payment purposes are not retained in the application file and therefore are
not publicly available.

Signature

Please see 37 CFR 1.4(d) for the form of the signature.

  
  

  Signature ‘Yossi Barchichat/ Date (YYYY-MM-DD)|2014-04-22
 

 First Name Last Name
Yossi Barchichat Registration Number

(If appropriate}    
This collection of information is required by 37 CFR 1.51. The information is required to obtain or retain a benefit by the public whichis to
file (and by the USPT® to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection
is estimated to take 8 hours to complete, including gathering, preparing, and submitting the completed application form to the USPTO.
Time will vary depending upon the individual case. Any comments on the amountof time you require to complete this form and/or
suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S. Department
of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. This
form can only be used when in conjunction with EFS-Web.If this form is mailed to the USPTO,it may cause delays in handling
the provisional application.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of
the attached form related to a patent application or paten. Accordingly, pursuant to the requirements of the Act, please be
advised that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)(2}; (2) furnishing of the
information solicited is voluntary; and (3) the principal purpose for which the information is used by the U.S. Patent and
Trademark Office is to process and/or examine your submission related to a patent application or patent. If you do not
furnish the requested information, the U.S. Patent and Trademark Office may not be able to process and/or examine your
submission, which may result in termination of proceedings or abandonmentof the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will bs treated confidentially to the extent allawed under the Freedom of Information
Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 5524). Records from this system of records may be disclosed to the
Departmentof Justice to determine whether disclosure of these records is required by the Freedom of Information
Act.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to
a caurt, magistrate, or administrative tribunal, including disclosures to opposing counselin the course of settlement
negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance from the
Memberwith respect to the subject matter of the record.

Arecord in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need
for the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant toe 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the VVorld Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to a n other federal agency for purposes
of National Security review (35 U.S.C. 181) and for review pursuantto the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services,
or his/her designee, during an inspection of records conducted by GSA as part of that agency’s responsibility to
recommend improvements in records management practices and programs, under authority of 44 U.S.C. 2904 and
2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records ferthis
purpose, and any otherrelevant(i.¢., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

A recard from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in an
application which became abandoned or in which the proceedings were terminated and which applicaticn is
referenced by either a published application, an application open to public inspection cr an
issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, ifthe USPTO becomes aware of a violation or patential violation of law or regulation.
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Patent application

Deep packet inspection for cloud based networksutilizing SDN

architecture

General

Deep packet inspection technology is a form of network packet scanning technique that

allows specific data patterns to be extracted from a data communication channel. These

extracted data patterns can then be used by various applications in order to scan viruses,

security threats detection, intrusion detection, data analytics or any other application that

requires data communication channel Meta data gathering.

With the growing demandfor cloud based infrastructure, the ONF (Open network foundation)

which is a user-driven organization dedicated to the promotion and adoption of Software-

Defined Networking (SDN) through open standards development, haveinitiated a new

approach to networking in which network control is decoupled from the data forwarding

function and is directly programmable. The OpenFlow™Standard, driven by the ONF,

describes a framework in which controllers request switch forwarding behavior by applying

forwarding rules at runtime. The Hardware abstraction Layer (HAL) is capable of mapping

individual forwarding rules to the underlying hardware platform.

The existing open flow specification defines a way to parse and extract packet headers (but

not generic data patterns) from packet flowing via the flow switch. These packet headers are

extractable from OSI Layer 2 through Layer 4 with specific visible fields. The headers are

extracted using parsing technique that alows only well known standard protocol headers to

be analyzed. This, however, does not allow arbitrary data pattern extraction from Layer 4 to

Layer7.

In order to allow deep packet inspection there is a need to perform data pattern scanning and

extraction from the whole packet OSI layer 2 through Layer 7. Furthermore, in some cases

such as security threats detection, intrusion detection or data analytics, the deep packet

inspection engine is required to scan and extract data patterns from only several packets from
each TCP sessioninitiated in the data communication channel.

The presentinvention relates to a system that allows a standard vSwitch as defined in the

OpenFlow 1.3.x specification to supply such DP! enabling infrastructure such that any

application stated above could benefit from the extracted metadata in a cloud environment.
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The following diagram depicts the overall SDN enabled DPI system.
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The problem to be resolved

As stated, the Openflow defines three-tier architecture: Tier 1 is the vSwtich that is

responsible of forwarding the actualIP traffic based on run-time configurable flows. Tier 2 is

the Opneflow controller that is responsible to abstract the network topology from the

applications and allow a standard open flow protocol of defining new flow entries in the

vSwtich. Tier 3 is the application layer. These are the network applications that have the logic

of performing networking functions such as, security applications, routing applications, etc.

In order to allow security application , or any other type of data analytics application to take

action on the IP traffic flowing inside the cloud , IP data packets needs to be analyzed by the

deep packet inspection engine to extract metadata , which then feeds the security application

with the required input to allow action to take place. IP data traffic can be re-routed from the

cloud, via the OpenFlow controller to the application and backto the cloud. This obviously

creates several issues: 1) Increases end-to-endtraffic delays between the client and the

server. 2) Redirectall traffic via the controller and hence overflows the controller capability to

perform other networking functions. 3) Creates a single point of failure for the re-routed IP

traffic, such that the controller becomesa critical data forwarding device.
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In order to solve these issues the presentinvention adds two new componentinto the

openflow controller “DP! FlowDetect” that connects between the cloud and the DPI engine

and acts as a pre-DP! engine flow detector that selectively re-direct the desired IP packets

from the cloud and sends these packets to the DPI! engine to allow security means. There is

also a vProbe elementthat resides in the vSwitch logic and responsible to probe the TCP

traffic type to either redirect the traffic to the DPI FlowDetect or mirror the traffic to it.

This system automatically detects new TCP flows and traps specific amount of IP data traffic

to the DPI engine to extract application metadata. The vPorbe function within the vSwitch is

designed such that other data application flows are not influenced. The vPorbeis fully

transparentto all other flows exiting in the vSwitch tables.

Method

The present invention is composed of two main software components 1) DP! FlowDetect,

and 2) vPorbe.

The DPI FlowDetectis part of the openflow controller (or optionally as a separate software

component) that is responsible to detect all TCP flows and maintain them in a TCP flow table.

It is also responsible to managethe vProbe.

The vProbe is responsible to redirect any new TCP connectionstate initiation packets to the

DPI flowDetect engine, as well as to extract several packets from each detected TCPflow

and mirror them to the DP] FlowDetct engine.

The following diagram illustrates the DPI FlowDetect and vProbe operation for detecting new

flows and extracting N bytes/packets from each detected flow.

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 137 of 557



Inventors: Ronon Sotamon, Simhon Doctor

Deep packet inspection for cloud based networksutilizing SDN architecture

Flow # packet sequence:number mask

SDN vProbs Now management Flow Socontroller Merored
IP vacate 

 
'

qo
'

TEPfags t ®flow creaven 1 Mirrored\ IP packets@a ne Noweveenannyrt |p©Ul ter Flogs Svnet :'

 
 

‘
{' porns ME

' : {' : 1t : |
t i ree Fags ext cKe+

verine tow|| : Qusenn + ii ALKenet
aorct, tt : ' : @TCP tags ft

is intorcop {|=H f  egie 1
S |QO A roe riage acret 2 .~PSequ PEST AGkENe!'f :

rety togat TCP sequence i
_---- number base -—+—-—--—-—-|------ xflow orcation preseerecees -mafi

Flow WZ SEQ=Mand MASK_M)

tFlow 37 SEOs and MASK|
i i

ire sequence count!Figure 1-1 — flow detection vSwitch [rotatearaeer| 

Flow detection description

To allow vProbe flow detect logic and vProbe sequence numbercountlogic to be performed

we define new experimenter TLVs, these are new type-length-value structures that may be

applied to any standard defined openflow 1.3.x for parsing and identifying any arbitrary fields

within a packet.

The new experimenter TLVsare:

1. OXM_OF_ORKT_TCP_FLG OXM_HEADER(0x80FE,2, 1) — this is anew TVL

that mayallow identification of the TCP headerflags. Ox80Fe represent a unique

vendorID, 2 represent a unique Type=2 valuefor this TLV, 1-byte total length that

stores the TCPflags header.

2. OXM_OF_ORKT_TCP_SEQ OXM_HEADER(0x80FE,1, 4)- this is anew TLV

that may allow identification of the TCP sequence numberfield. Ox80FE representa

unique vendorID, 1 represent a unique Type=1 value for this TLV, 4-byte total length

that stores the TCP sequence number.
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Details description of figure 1-1:

The vProbe flow managementpre-configures new flows into the vSwitch to identify and re-

direct TCP connection initiation packets to the SDN controller. The rules are agnostic to the

port these packets arrive and will re-direct any of the following packets to the SDN coniroller:

if (TCP FLAG SYN=1 or (TCP FLAG SYN=1 and ACK=1)) than re-direct packet to controller.

STEP 1, a packetarrives from a client with [TCP FLAG SYN=1, SEQUENCE = M} atthe

vSwitch port , it is classified by the pre-configured rule and is re-directed (STEP 2) to the SDN

controller. The TCP flow analysis logic traps the packet and creates a new FLOW-ID inits

flow table DB and marks this FLOW-ID as “syn”. It also stores thatthe initial sequence from

client to server number equals M. STEP 3 the TCPflow analysis logic continue processing of

the packet and sendsit to the vSwitch for further processing by other application as-if the

packet had not been re-directed to the SDN controller.

STEP 4, aresponse packet arrives from a server with [TCP FLAG SYN=1, TCP FLAG

ACK=1, SEQUENCE = N]at the vSwitch port, it is classified by the pre-configured rule and is

re-directed (STEP 5) to the SDN controller. The TCP flow analysis logic traps the packet and

searchesfor a pre-allocated corresponding FLOW-ID inits flow table DB and updatesthis

FLOW-ID state as “syn/ack”. It also stores that the initial sequence numberfrom serverto

client equals N. Now that there is a new bi-directional FLOW-ID with M and N sequence

numberidentified, the sequence masklogic is calculated.
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Example of the flow table:

 

  Client IP
address  
 
 
 

ServerIF
address

 IP Tlow  
 

Glient Server Cliert> Server Sever> Creation
  

Client> Server Server>
 Client Server Server Age

> Client data buffer Client bit
sequence [hytes] Hit buffer 
 

  
destination
TOP port

source
Toe

protecol oC sequence Client timestamp Hit counter X
  

number number M

  port number N counter
Y
Ibytes] 

 
209.14.44 Oxf46dGc34 Ox3c8SbSeb
    
 

        
The sequence mask fogic is responsible of calculating a mask for the initial tapped

sequence number [M and N] to be used for a new flow to be configured into the vSwitch to

allow mirroring of number of bytes from the TCP session in both directions. The maskfiled is

defined in the openflow standard “A.2.3.5 Flow Match Field Masking”. We define a new value

TCP_DATA_SIZE_DPI, which specifies the numberof bytes the vSwtich would be required to
mirror from the TCP session.

The following calculation is used to extract the mask:

1. temp_mask_val=M XOR (M+ TCP_DATA_SIZE_DPI); // returns a number where the
MSB bit set to one indicate the first bit of the mask.

2. seq_msb = (int32_t)msb32(temp_Mask_val); 4 msb32 function returns the MSB place

of temp_Mask_val

3. mask = (int32_t)(0 - ((Ox1 << seq_msb))): 4 this is the mask: negate of 1 shift by the

value of the seq_msb

Example: assume M= 0xf46d5c34, TCP_DATA_SIZE_DPI = 16384

1. temp_mask_val = Oxf46d5c34 XOR (0xf46d5c34 + 16384) = O0xc000

2. seq_msb = (int32_t)msb32(0xf46d9c34) = 16

3. mask = (int32_t}(0 - (0x1 << 16)) = OxFFFF8000

The mask is defined such that a 0 in a givenbit position indicates a “don't care" match for the

samebit in the corresponding field, whereas a 1 means match the bit exactly.

In this example all data packets containing sequence numberin the range of {0xf46d5c34 to

Oxf46d9c¢34} will be mirrored to the SBN controller.

-6-
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This sequence mask logic is done for both sequences M and N and result in mask_M and

mask_N. Now that the MASKis calculated, the TCP flow analysis logic cerates two openflow

rules in the vProbe sequence count. Onerule identified the client to server flow traffic,

including the OXM_OF_ORKT_TCP_SEGQtoidentify the initial sequence numberof the flow

with the mask_M calculated. The action of the flow is to mirror all packets that the rule

applies, which will results in the TCP_DATA_SiIZE_DPI1 numberof byte from the client to

server direction to be mirrored to the flow analysis logic buffering and further analysis. The

secondrule identifies the server-to-client flow traffic, including the

OXM_OF_ORKT_TCP_SE@Qto identify the initial sequence numberof the flow with the

mask_N calculated. The action of the flow is to mirror all packets that the rule applies, which

will results in the TCP_DATA_SIZE_DP1 numberof byte from the serverto client direction to

be mirrored to the flow analysis logic buffering and further analysis.

The openflow rules that reside in the vProve sequence fogic would be as follows:

Source IP destination IP source TCP destination TCP IP protocol TOP TCP sequence
address address number sequence mask
 

209.144 + Oxf46d5034 OxFFFFS000 Mirror
209.1.4.4 4192.4.4.4 Ox3c@6bGab OxFFFF&000 Mirror
    

STEP6 the TCPflow analysis logic continue processing of the packet and sends the TCP

SYN/ACKto the vSwitch for further processing by other application as-if the packet had not
been re-directed to the SDN controller.

STEP 7, aresponse TCP ACK packet with [TCP FLAG ACK=1] at the vSwitch port and is

switched directly to the server. An audit mechanism that scans the flow table once every t sec

deletes all flows from the vProve sequence /ogic that there state is NOT Syn/Ack and at least

T seconds have passed since connection timestamp. Furthermore, an aging mechanism

deletes all entries that their age bit equal = 1. Agebit is initialized to 0 upon flow FLOW-ID

creation and is set to one in the first audit pass if buffer length is ZERO. When a FLOW-ld is

deleted from the flow table it is also removed from the vProbe sequence count.

STEP 10 and STEP 11 packets arrive from either the client or server with their sequence

number that match the sequence mask logic rule and are mirrored to the SDN controller for

buffering and for further analysis. Note that eachrule hit increments a counter ClientServer

hit counter X [bytes] and Server Client hit counter Y [bytes]. The flow table audit

mechanism that scans the flow table once every t ... updates the mask to 0x00000000 and

the ACTIONto “no Action” of all entries that their Client Server buffer length =

TCP_DATA_SIZE_DPI OR Server Client buffer length = TCP_DATA_SIZE_DPI.
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Flow termination description
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In this flow termination stage the TCPflow analysis logic follows a termination of a TCP flow

and is responsible to removethe exiting flow from the flow table as well as remove the

classification rules that are configured into the vProbe sequence countlogic.

The standard defines the procedure of a TCP flow termination procedure and therefore the

TCP flow analysis logic should be able to rack this procedure and remove the flows

accordingly.

Details description of figure 1-2:

The vProbe flow managementpre-configures new flows into the vSwitch to identify and re-

direct TCP connection termination packets to the SDN controller. The rules are agnostic to

the port these packets arrive and will re-direct any of the following packets to the SDN

controller: if (TCP FLAG FIN=1 or (TCP FLAG FIN=1 and ACK=1) or TCP FLAG RST=1)

than re-direct packet to controller.

STEP 1, a packetarrives from a client with [TCP FLAG FIN=1] at the vSwitch port,it is

classified by the pre-configured ruled andis re-directed (STEP 2) to the SDN controller. The

TCPflow analysis logic traps the packet and marks the corresponding FLOW-IDin its flow

table DB as state=FIN. STEP 3 the TCPflow analysis logic continue processing of the packet
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and sendsit to the vSwitch for further processing by other application as-if the packet had not
been re-directed to the SDN controller.

STEP4, a response packet arrives from a server with [TCP FLAG FIN=1, ACK=1] at the

vSwitch port,it is classified by the pre-configured ruled and is re-directed (STEP 5) to the
 SDN controller. The TCP flow analysis logic traps the packet and marks the corresponding

FLOW-ID in its flow table DB as state=FIN/FIN/ACK.

STEP6 the TCPflow analysis logic continue processing of the packet and sends the TCP

FIN/ACK to the vSwitch for further processing by other application as-if the packet had not
been re-directed to the SDN controller.

STEP 7, aresponse TCP ACKpacket arrives from a client with [TCP FLAG ACK=1] andis

switched directly to the server.

Should a re-directed packet arrived with TCP FLAG RST=1, the flow analysis logic should
mark its FLOW ID state as RST.

The audit mechanism scans the flow table once every t ,., and deletes all flows from the

vProve sequence jogic and from the flow table, that there state is one of the following: FIN,

FIN/ACK, FIN/FIN/ACK, or RST.
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vProbe tables

The vProbe tables are populated via the openflow protocol to the vSwitch. The following

diagrams deptics the organization of the flows to allow functionality of both the vProbe

flowDetect and vProbe sequence count.
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Table 0 is updated with a general rule to matchall traffic type with instruction to Goto table

(int)v_Probe. The rule is set to the highest priority, unless the controller requires pre-

processing of otherrules. All packets are caughtby this rule and are than processed in the

{int)v_Probe table.

The v_Probetable is populated with Medium priority vProbe flowDeetct rules to catch all SYN

, SYN/ACK, FIN , FIN/ACK that are the TCP connectioninitiation packets. These rules

allows the TCPflow analysis logic to updateits flow table and as a consequences create new

rules for mirroring N bytes from each TCP connection setup. The v_Probetableis also

populated with Highest priority rules , these are two bi-direction al rules per FLOW-ID that

match the 5 tupple flow headers including the TCP sequence numberas calculated by the

sequence masklogic. Theserules instruction is to send the packet to the CONTROLLER and

also to perform Goto table 1D <next table 1D> which will send the packet to continue switching

processing. The instructions GoTo and Output combined are similarly to Mirror functionality.

Eachof these bi-directional flows shall copy several bytes from the TCP stream to the TCP

flow analysis logic to be stored for further DP! engine metadata analysis.

The final rule placed in the v_Probe table is in the LOWESTpriority to catch all and proceed

with the switch functionality. All traffic which does not correspond to the TCPinitiation

packets, nor a specific detected flow and the corresponding TCP sequence numbershall

continue regular processing.

-10-
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Remark: Priority document submitted or transmitted to the International Bureau in compliance with Rule
17.1(a),(b) or (b-bis)

34, cnemin des Cclonoeties
1211 Geneva 20, Switzerland

www.wipo.int
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PATENT COOPERATION TREATY

PCT
INTERNATIONAL PRELIMINARY REPORT ON PATENTABILITY

(Chapter I of the Patent Cooperation Treaty)

(PCT Rule 44bis)

Applicant’s or agent’s file reference FOR FURTHER ACTION See item 4 helow
ORCKIT-001-PCT

International application No. International filing date (day/month/year}) Priority date (day/month/year)
PCT/US2015/026869 21 April 2015 (21.04.2015) 22 April 2014 (22.04.2014)

International Patent Classification (8th edition unless older edition indicated)
See relevant information in Form PCTNSA/237

Applicant
ORCKIT IP, LLC

‘Yhis international preliminary report on patentability (Chapter 1) is issued by the International Bureau on behalf of the
International Scarching Authority under Rule 44 bis. 1(a).

This REPORT consists of a tolal of 5 sheets, including this cover sheet.

In the attached sheets, any reference to the written opinion of the International Searching Authority should be read as a
reference to the internalional preliminary report on palentabilily (Chapter D2 instead.

This report conlains indications relaling to the following ilems:

Box No. | Basis of the report

Box No. II Priority

Box . Non-establishment of opinion with regard to novelty, inventive step and industrial
applicability

Box No. Lack of unity of invention

Box No. Reasoned statement under Article 35(2) with regard to novelty, inventive step or
industrial applicability; citations and explanations supporting such statement

Box No. Certain documents cited

Box No. V Certain defects in the international application

Xx
LI
LI

L]

[|
LI
LI Box No. Certain observations on the international application

The International Bureau will communicate this report to designated Offices in accordance with Rules 44bis.3(c) and 93bis.1
but not, except where the applicant makes an express request under Article 25(), before the expiration of 50 months from
the priority date (Rule 44bis .2).

Date of issuance of this report
25 October 2016 (25.10.2016)

‘The International Bureau of WIPO Authorized officer
34, chemin des Colombettes

1211 Geneva 20, Switzerland Simin Baharlou
Facsimile No. +41 22 338 82 70 e-mail: ptU9.pct@wipo.int

Form PCT/IB/373 (January 2004)
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PATENT COOPERATION TREATY

From the INTERNATIONAL SEARCHING AUTHORITY

 
 
 
 

 
 

 
 

PCT ' BEN-SHIMONMichael
MYERSBrianS.,

WRITTEN OPINION OF THE M&BIP Analysts, LLC,
INTERNATIONAL SEARCHING AUTHORITY 45 S. Park Place #262

Morristown NJ 07960

(PCT Rule 43bis.1) United States of America

  Date of muting fdavmenthvear)
06 August 2015 (06.08.2015)

  
  
 FOR FURTHER ACTION

See paragraph 2 below
"s or agent's file reference

ORCKPO406PCT
   

 
    

 

Priority date (dayAnonrh/ye:
22 April 2014 (22.04.2014)

  
 

International application Ne.
PCT/US 2015/026869

international filing date (dey/month/vear}
21 April 2015 (21.04.2015)  

 

 

   mal Patent Classification (PC) or both national classification and [PC
TIO4L 12/26 (2006.01)

HO4L 12/741 (2073.01)

Tniemall

  
 
 

  Applicant
ORCKTT-CORRIGENT LTD.et al.  

  
 

1. This opinion contains indications relating ta the following items:

Box No. f Basis of the epinion

No. TP Priority

o, TT Non-establishment of opinion with regard to novelty, inventive step and industrial applicability

[| Box No. PV Lack of unity of invention
Box No. V Reasoned statement under Rule 43bés.1(a}() with regard to novelty, inventive step and industrial applicability;

citations and explanations sapporting suchstatement

[| Box No. VE Ceriain documents cited
[} Box No. VEE Certain defects in the international applicatics
[] Box Nu. VIE Certain observations on the internaiional application

2. FURTHER ACTION

 okamination is this opinion will be considered te be a written opinion of the
ihority ¢ pt that this does not apply where the applicant chooses an Au

ea hes notifed the International Bur

Forfurther uplions, see Form PCT/TSA220.

Name and mailing address of the ISA/RU: Date of completion ofthis opiaiou Authorized of
Federal Institute of Industrial Property,
Berezhkovskaya nab., 30-1, Moscow, G-59, 5 > a9 5
GSP-3, Russia, 125993 27 July 2015 (27.07.2015) A. Tokarev
Facsimile No: (8-495) 531-63-18, (8-499) 243-33-37 _.

Telephone No. (499) 240-25-91

 
Form PCTS A/237 ¢ ver sheet} Cianuary 2015}
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international applic
WRITTEN OPENLON OF THE

INTERNATIONAL SRARCHING AIsPHOREFY

Box No. I Basis of this opinion

300 No,

PCT/US 2015/026869

on the basis of:

a translation of the international application inte
translal R bed for the purposes of internationa

to this Authnor

which is the

rity under Ride 91 (Rule 43pie.1{a)}

Sand 23.103

With yegard to any nacleatide and/ar amine acid sequence d
established on the basis of a

This upiniog has been established taking into account the rectification of an obviews mistake authorized by or motified

osed in the intematic nal a

cath

sagra dis

a sequence listing filled or furnished:

a [| forouieg part of the international appli
poof an[| io the 1 Annex C/ST.25 text

pplication, this opimen has been

ion as Filed:

25 text file.

[] on paper or in the form of an image File
cation under PCT Rule L3ver.](a) for the purpe

file.

form ofan Annex C/ST.25 text file (Rule

on paper or in the form of an image fle Guile |

4.[] Io additiition, in the case that more than one version ar cop

22 EOEter. ita)

i3ier. i 0b) ard Administrative instructions, Section 713

nor copyof a sequ 2G :
slatemoents that the formation in the subsequent or additional copies is identical b
does not eo beyond the application as filed, as appropriate, were Tarnished

Additional corsments: 
Form PCT/ISA/23
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International application No.
WRITTEN OPINION OF THE

INTERNATIONAL SEARCHING AUTHORITY PCTYUS 2015/026869

Box No. ¥ Reasoned statement under Rule d3@is.La}(i) with regard to novelty, inventive step and industrial applicability;
ctlations and explanidions supporting such statement 

Statement

Noveliy (8)

Claims 

Trvertive step (IS) Claims 

Claims 

sirial applicability (1A) Claims

Claims
 

Citations and explanations:

D1: US 2010/0208590 Al

D2: EP 2672668 Al

D3: US 2011/0264802 Al

Claims 1, 10, 11: D1 discloses a method for deep packet inspection (DPI) in a network and a
non-transitory computcr readable medium having stored thercon instructions for causing one ar
more processing units to execute the computerized method for deep packet inspection (DPI) in a
network (D1, abstract, [0030]). The known solution comprises: a processor; a memory connected to
the processor and configured to contain a plurality of instructions (D1, [0030]) that when cxecuted
bythe processor configure the system to: set a plurality of network nodes operable in the network
with at least one probe instruction (D1, [0048]); receive from a network nodeafirst packet of a
flow, wherein the first packet matches the at least one probe instruction, wherein the first packet
includesa first field value (D1, [0012], [0075]); receive from a network node a second packet of the
flow, wherein the second packet matches the at least one probe instruction, wherein the second
packet includes a second field value, wherein the secand packet is a response of the first packet (D1,
[0012], [0075]); compute a mask value respective of at least the first and second field values (D1,
[0012], [0014], [0044], [0075]), wherein the mask value indicates which bytes to be mirrored from
subsequent packets belonging to the same flow, wherein the mirrored bytes are inspected (D1.
[0013], [0045], [0046]); gcncrate at least onc action instruction based on at least the mask valuc
(D1, [0034], [0045], [0046], [0056], [0057]): and configure the plurality of network nodes with at
least one action instruction (D1, [0034], [0045], [0046], [0056], [0057]).

The solution of independent claims 1, 10, 11 differs from the solution from D1 in that the
network is a software defined network (SDN), the field values of packets are sequence numbers of
packets, and the action instruction is a mirror instruction.

The invention of independent claims 1, 10, 11 mects the critcrion of novelty.
However, from the art it is known a method for automatically tracing back from a central

location, disclosing employing software defined network (SDN) systems (D2, [0006]) and using
ficlds of packets which are sequence numbers of packets (D2, [0222]).

From the art it is known a method for managementoftraffic in a telecommunications network
(D3, [0002]) disclosing using mirror instructions (D3, abstract, [0043]).

 
Form PCTASA/237 (Box No. V)} Gauuary 2015)
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International application No. 

 
  

 

 

WRITTEN OPINION OFTHE
INTERNATLONAL SEARCHING AUTHORITY PCTYUS 2015/026869

Supplemental Box

Tn case the space in uny of the preceding boxes is not sulficient.
Continuation of V: 

Therefore the invention of independent claims 1, 10, 11 is known from combination of
solutions D1, D2 and D3.

Therefore the invention of independent claims 1, 10, 11 does not meet the criterion of
inventive stcp.

Claims 2-9, 12-19 do not appear to contain any additional features which, in combination
with the features of any claim to which they refer, meet the requirements of the PCT in respect of
inventive step, the reasons being as follows:

claims 2, 12: inspecting the mirrored bytes using a DPI] engine, is known from D3 ([0043));
claims 3, 13: maintaining and updating a flow table, is known from D1 ((0051]-[0055]);
claims 4, 14: using termination instructions and removing all cntrics from the flow table for

each flow matchingthe at least one termination instruction, is known from D1 ({O0070));
claims 5-7, 15-17: using particular fields for instructions, is known from D3 ((0044]-[0048]);
claims 8, 18: mirroring portions of packcts, is known from D3 ({0043));
claims 9, 19: performing communication between central controller and the plurality of

network nodes using the OpenFlow standard, is known from D2 ((0186)]).
The inventions of all the claims meet the criterion of industrial applicability.

  
  

  
  
  
  
  
  
  
  

 
Form PCT/ISA/237 (Supplemental Box) Glanuary 2015}
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For receiving Office use only

PCT/US15/26869

International Application No.

21 APRIL 2015 (21.04.15)
InternationalFiling Date

PCT INTERNATIONAL

APPLICATION RO/US
Nameofreceiving Office and “PCT International Application”

  PCT
   
  REQUEST

  
 
 The undersigned requests that the present

international application be processed
according to the Patent Cooperation Treaty.

 

  
 
  

 Feet12 charactersmechan ORCK PO406PCT

 
 

 TITLE OF INVENTION Box No. I

A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE DEFINED

NETWORKS

Box No.I1 APPLICANT [_] This person is also inventor
Nameand address: (Family namefollowedbygiven name;foralegalentity,fullofficialdesignation.|Telephone No.
The address must includepostal code andname ofcountry. The countryoftheaddress indicated in this
Box is theapplicant's State (that is, country) ofresidence ifnoState ofresidenceis indicatedbelow.)

Facsimile No. 
 

Orckit-Corrigent Ltd.
126 Yigal Allon Street Applicant'sregistration No.with the Office
Tel-Aviv 67443

ISRAEL

E-mail authorization: Marking one ofthe check-boxes belowauthorizesthe receiving Office, the International Searching Authority, the
International Bureau and the International Preliminary Examining Authority to use the e-mail address indicated in this Box to send,
notifications issued in respectof this international application to that e-mail address if those offices are willing to do so.

as advance copies followed by paper notifications; or 4} exclusively in electronic form (no paper notificationswill be sent).
E-mail address: pair@mb-ip.com

State (that is, country) ofnationality: State (thatis, country) of residence:
IL IL

This person is applicant : a .for the purposes of: Xx] all designated States C] the States indicated in the Supplemental Box 
  Box No.l FURTHER APPLICANT(S) AND/OR (FURTHER) INVENTOR(S)

  XI Further applicants and/or (further) inventors are indicated on a continuation sheet.
Box No. IV AGENT OR COMMON REPRESENTATIVE; OR ADDRESS FOR CORRESPONDENCE

The personidentified below is hereby/has been appointed to act on behalf - common .of the applicant(s) before the competent International Authorities as: Xx agent representative

 
 

   Telephone No.
1-908-655-6864 

 
 
 

Nameand address: (Family namefollowed bygiven name;fora legalentity, full officialdesignation.
The address must include postal code and name ofcountry.)

BEN-SHIMON, Michael casimileNo
MYERS,BrianS. ST ASE.
M&B IP Analysts, LLC ‘ 908 826 0276 -
45 S. Park Place #262 Agent’ sregistration No. withthe Office
Morristown NJ 07960 69610
UNITED STATES

E-mail authorization: Marking one ofthe check-boxes below authorizes the receiving Office, the International Searching Authority, the
International Bureau and the International Preliminary Examining Authority to use the e-mail address indicated in this Box to send,
notifications issued in respectof this international application to that e-mail address if those offices are willing to do so.

(D as advancecopies followed by paper notifications; or & exclusively in electronic form (no paper notifications will be sent).

  
 
 

 
 
 
 

  
  

 E-mailaddress: pair@mb-ip.com

CI Address for correspondence: Mark this check-box where no agent or commonrepresentative is/has been appointed and thespace aboveis usedinstead to indicate a special address to which correspondence should besent.

Form PCT/RO/101 (first sheet) (16 September 2012) See Notes to the requestform
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Sheet No. ...2...

Box No. HI=FURTHER APPLICANT(S) AND/OR (FURTHER) INVENTOR(S)

Lfnone ofthefollowing sub-boxes is used, this sheet should not be included in the request.  

Namie and address: amily namefollowedbygiven name, fora legalentity,fullofficialdesignation.|This person is:The address must includepostal code and nume ofcountry. The country ofthe address indicated in this

Box is theapplicant’s State (that is, country) ofresidenceifnoState ofresidenceis indicated below.) x] applicant only

M&B IP Analysts, LLC [ww ai45 S. Park Place #262 applicant ancl aventor
. inventor only (ifthis check-box

Morristown NJ 07960 L] is marked, do notfill in below.)
UNITED STATES

Applicant’s registration No. with the Office

State (that is, country) ofnationality: State (that is, country) of residence:
US US

This person is applicant : snd ;
for the purposesof: ] all designated States xX] the States indicated in the Supplemental Box

 

  

Nameand address: (Familynamefollowedbygiven name;fora legalentity,full official designation.|This personis:The address must includepostal code and name ofcountry. The country ofthe address indicated in this

Box is the applicant’s State (that is, country} ofresidence ifno State ofresidenceis indicatedbelow.) [] applicant only
BARSHESHET,Yossi [[] spplicunt and invORCKIT-CORRIGENTLTD. “pphicany ang mnyentor
126 Yigal Allon Street x ismarked.uyoan asoe
Tel-Aviv 67443

ISRAEL Applicant’s registration No.with the Office

State (that is, country) ofnationality: State (that is, country) of residence:

FeareonJappricant [] all designated States [] the States indicated in the Supplemental Box
Nameand address: (Family namefollowedby givenname;fora legalentity,fill official designation.|This personis:The address mustincludepostal code and name ofcountry. The country ofthe address indicatedin this
Box is the applicant's State (that is, country} ofresidence ifno State ofresidenceis indicated below.) [] applicant only
DOCTORI, Simhon
ORCKIT-CORRIGENTLTD. [| applicant and inventor
126 Yigal Allon Street xX] inventor only (ifthis check-box
Tel-Aviv 67443 is marked, do notfill in below.)el-Aviv

ISRAEL Applicant’s registration No. with the Office

 

 

State (thatis, country) ofnationality: State (that is, country) of residence:

This person is applicant . . 5 indice i
for the purposes of:[] all designated States C] the States indicated in the Supplemental Box  

Name and address: (Family namefollowed bygiven name; fora legatentity,fullofficialdesignation.|This person is:The address must includepostal code andname ofcountry. The country ofthe address indicated in this

Boxis the applicant's State (thatis, country) ofresidence ifne State ofresidenceis indicatedbelow.) C] applicant only
SOLOMON, Ronen ; ;
ORCKIT-CORRIGENTLTD. L_] spplicent and inventor
126 Yigal Allon Street OX)eeeit iabctow)
Tel-Aviv 67443

ISRAEL Applicant’s registration No.with the Office

 

 

State (that is, country) ofnationality: State (thatis, country) of residence:

Faneeonfsapprcant [| all designated States CT] the States indicated in the Supplemental Box  

T] Further applicants and/or (further) inventors are indicated on another continuation sheet.

 
Form PCT/RO/101 (continuation sheet) (16 September 2012) See Notesto the requestform

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 154 of 557



   

                 

             
          

    
              

          
           

 
             

         
    

          
             

            
    

                 
         

           
      

             
          

       
           

 
                 

         
         

           
             
           
        

          
     

              
        

            
        

             
         

          
        

  

             
        

           
        

            
         

       
          

          
             
          
     

             
          

        
         

        
         

       

       

          
  

      

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 155 of 557

Sheet No. .. 3. .

Suppiemental Box ifthe Supplemental Box is not used, this sheet should not be included in the request.

if in anyofthe Boxes, except Boxes Nas. VII(i) to (v)forwhich M&BIP Analysts, LLC is Applicantfor the State of
aspecialcontinuation box isprovided, thespace isinsufficient Belize ONLY
tofurnishall the information: in such case, write “Continuation
ofBox No....” (indicate the numberafthe Box} andfurnish the
information in the same manner as required according to the
captions of the Box in which the space was insufficient, in
particular:
ifmore than oneperson is to be indicatedas applicant and/or
inventor and no “continuation sheet” is available: in such
case, write “Continuation ofBoxNo. HI”andindicateforeach
additionalperson the same type ofinformation as required in
Box No. Li. The country ofthe address indicated in this Box is
the applicant’s State (thatis, country) ofresidence ifno State of
residenceis indicated below,
if, in Box No. H or in any ofthe sub-boxes ofBox No. HI, the
indication “the States indicated in the SupplementalBox”is
checked: in such case, write “Continuation ofBox No. If”or
“Continuation ofBoxNo. IT’or “Continuation ofBoxes No. IT
and No. ill” (as the case maybe), indicate the name of the
applicant(s) involvedand, next to (each) such name, the State(s)
(and/or, where applicable, ARIPO, Eurasian, European or
OAPI patent) for the purposes ofwhich the namedpersonis
applicant;
if, in Box No. Hor in anyofthe sub-hoxes ofBox No. HI, the
inventor or the inventor/applicant is net inventor for the
purposes of all designated States: in such case, write
“Continuation ofBox No. I”or “Continuation ofBox No. HT”
or “Continuation ofBoxes No. lland No. ll!”(as the case may
be), indicate the name of the inventor(s) and, next to (each)
such name, the State(s) (and/or, where applicable, ARIPO,
Eurasian, European or OAPIpatent)for thepurposes ofwhich
the namedperson is inventor;
if, in addition to the agent(s) indicated in Box No. IV, there are
further agents: in such case, write “Continuation of
Box No. IV” and indicatefor eachfurther agent the same type
ofinformation as required in Box No. IF:
if, in BoxNo. VI, therearemore than threeearlier applications
whosepriority ts claimed: in such case, write “Continuation
of Box No. V1" and indicate for each additional earlier
application the same type of information as requiredin Box No. VI.

Ifthe applicant intends to make an indication ofthe wish that
the international application be treated, in certain designated
States, as an applicationfor apatent ofaddition, certificate of
addition, inventor's certificate ofaddition or utility certificate
ofaddition: in such case, write the name or two-letter code of
each designated State concerned andthe indication “patentof
addition,”“certificate ofaddition,” “inventor’s certificate of
addition”or “utility certificateofaddition,” the numberofthe
parent application orparentpatent or otherparentgrant and
the date ofgrant ofthe parentpatent or other parentgrant or
the date offiling of the parent application (Rules 4.1 1(a)(i)
and49bis.1(a) or (b)).

£fthe applicant intends to make an indication ofthe wish that
the international application be treated, in the United States of
America, as a continuation or continuation-in-part of an
earlier application: in such case, write “United States of
America” or “US” and the indication “continuation” or
“continuation-in-part” and the mumberand thefiling date of
theparent application (Rules 4.11 (a)fii) and 49bis. 1(d)).

 
Form PCT/RO/101 (supplemental sheet) (16 September 2012) See Notes to the requestform
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SheetNo. ...4...

Box No. V DESIGNATIONS

The filing of this request constitutes under Rule 4.9(a) the designation ofall Contracting States bound by the PCTonthe international
filing date, for the grant of every kind ofprotection available and, where applicable, for the grant ofboth regional and nationalpatents.

However,

CL] DE Germanyis not designated for any kind ofnational protection
O JP Japan is not designated for any kind of national protection
CO KR Republic of Korea is not designated for any kind ofnational protectian
(The check-boxes above may onlybe used to exclude (irrevocably) the designations concernedif, at the time offilingorsubsequently under
Rule 26bis.1, the international application contains in Box No. V1apriority claim to an earlier nationai applicationfiled in theparticular
State concerned, in order to avoid the ceasing of the effect, under the national law, ofthis earlier national application.) 

Box Ne. VI. =PRIORITY CLAIM AND DOCUMENT 

Thepriority ofthe following earlier application(s) is hereby claimed: 

Filing date Number Where earlier application is:
of carlicr application of earlier application 5 ol _ . . -

(davimonth/year) national application:| regional application: international application:
° ° country regional Office receiving Office°

item (1) 61/982,358 US

22/04/2014

22 APRIL 2014

item (2)

 

  
oO Further priority claims are indicated in the Supplemental Box.

- Pfot
Furnishing the priority document(s):

><] The receiving Office is requested to prepare and transmitto the International Bureau a certified copy ofthe earlier application(s)
tonlyifthe earlier application(s) wasfiled with the receiving Office which, for the purposes ofthis international application, is
the receiving Office) identified above as:

all items CI item) C1 item Q) C1 item GB) O other, see Supplemental Box
CO The International Bureau is requested to obtain from a digital librarya certified copy ofthe earlier application(s) identified above,

using, whcre applicable, the access code(s) indicated below (if the earlier application(s) is available to itfrom a digital library):

CO item (1) O item (2) C item (3) CO other, see
access code access cade access code Suppicmental Box

Restore the right ofpriority: the receiving Office is requested to restore the right ofpriority for the earlier application(s) identified
aboveor in the Supplemental Box as item(s)( ). Gee also the Notes to Box No. Vi; further
information must be provided to support a request to restore the right ofpriority.)

 

Incerporation by reference: where an clementof the international application referred to in Article 11(1)(ii)(d) or (e) or a part of
the description, claims or drawings referred to in Rule 20.5(a) is not otherwise contained in this international application but is
completely contained in an carlicr application whosc priority is claimed on the date on which one or more clements referred to in
Article 11(1)Gii) were first received by the receiving Office, that element or part is, subject to confirmation under Rule 20.6,
incorporated by referencein this international application for the purposes of Rule 20.6. 

Box Ne. VII INTERNATIONAL SEARCHING AUTHORITY

Choice of International Searching Authority (ISA) (ifmore than one International Searching Authority is competent to carryout the
international search, indicate the Authority chosen; the two-letter code may be used):

ISA/ RU 

 
Form PCT/RO/101 (second sheet) (16 September 2012) See Notes to the requestform
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Sheet No. .,

Box No.IX|CHECKLIST for EFS-Web filings - this sheet is onlyto be used when filing an intemational application with RO/USvia EFS-Web

This international application Number
containsthe following:

(a) request form PCT/RO/101
(including any declarations
and supplemental sheets)....... :

(b) description (excluding any
sequencelisting part of the
description, see (f), below) ..... :
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PATENT COOPERATION TREATY PCT/US201 5/026869

From the INTERNATIONAL BUREAU

PCT

NOTIFICATION OF THE RECORDING BEN-SHIMON, Michael
OF A CHANGE M&B IP Analysts, LLC

45 S. Park Place #262

Morristown, NJ 07960
ETATS-UNIS D'AMERIQUE

(PCT Rule 926is.1 and
Administrative Instructions, Section 422)

Date of mailing (day/month/year)

31 May 2016 (31.05.2016)

Applicant's or agent's file reference .
ORCK PO406PCT IMPORTANT NOTIFICATION

International application No. International filing date (dawmonth“year)

PCT/US2015/026869 21 April 2015 (21.04.2015)

 
 
 

 

 
  

 
  

1. The following indications appeared on record concerning:

DQ the applicant (1 the inventor J the agent (_] the commonrepresentative

Name and Address State of Nationality State of Residence

ORCKIT IP, LLC
831 Beacon St. #307

Newton, MA 02459
United States of America

Telephone No.

Facsimile No.

 E-mail address

pair@mb-ip.com

2. ‘he International Bureau herebynotifies the applicant that the following change has been recorded concerning:

[-] the person [_] the name [[] the address Bd the nationality Dd the residence

Name and Address State of Nationality State of Residence

ORCKIT IP, LLC US

831 Beacon St. #307 ‘felephone No.

United States of America Facsimile No.

H-mail address

pair@mb-ip.com
[_] Notifications by e-mail authorized

Further observations, if necessary:

  
 

  
 

4. A copyof this notification has been sent to: the International Preliminary Examining Authority
the receiving Office the designated Offices concerned

[J|the International Searching Authority the elected Offices concerned
LJ the Authority(ies) specified for supplementary search other:

The International Burcau of WIPO Authorized officer
34, chemin des Colombettes
1211 Geneva 20, Switzerland Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Facsimile No. +41 22 338 71 30 Telephone No. +41 22 338 74 09

Form PCTAB/306 (January 2009) I/KYZHHYL7RXVSYO
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PATENT COOPERATION TREATY PCT/US201 5/026869

From the INTERNATIONAL BUREAU

PCT

NOTIFICATION OF THE RECORDING BEN-SHIMON, Michael
OF A CHANGE M&B IP Analysts, LLC

45 S. Park Place #262

Morristown, NJ 07960
ETATS-UNIS D'AMERIQUE

(PCT Rule 926is.1 and
Administrative Instructions, Section 422)

Date of mailing (day/month/year)

18 May 2016 (18.05.2016)

Applicant's or agent's file reference .
ORCK PO406PCT IMPORTANT NOTIFICATION

International application No. International filing date (dawmonth“year)

PCT/US2015/026869 21 April 2015 (21.04.2015)

 
 
 

 

 
  

 
  

1. The following indications appeared on record concerning:

DQ the applicant (1 the inventor J the agent (_] the commonrepresentative

Name and Address State of Nationality State of Residence
ORCKIT-CORRIGENT LTD.

126 Yigal Allon Street Telephone No.
67443 Tel Aviv
Israel

Facsimile No.

 E-mail address

pair@mb-ip.com

2. ‘he International Bureau herebynotifies the applicant that the following change has been recorded concerning:

[-] the person Bd) the name the address L] the nationality L] the residence

Name and Address State of Nationality State of Residence

ORCKIT IP, LLC IL

831 Beacon St. #307 ‘felephone No.

United States of America Facsimile No.

H-mail address

pair@mb-ip.com
[_] Notifications by e-mail authorized

Further observations, if necessary:

  
 

  
 

4. A copyof this notification has been sent to: the International Preliminary Examining Authority
the receiving Office the designated Offices concerned

[J|the International Searching Authority the elected Offices concerned
LJ the Authority(ies) specified for supplementary search other:

The International Burcau of WIPO Authorized officer
34, chemin des Colombettes vane
1211 Geneva 20, Switzerland Mazoillier Auguste

e-mail pt09 pet@wipo.int
Facsimile No. +41 22 338 71 30 Telephone No. +41 22 338 74 09

Form PCTAB/306 (January 2009) L/PAUVE4ZKITIWXO
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PATENT COOPERATION TREATY PCT/US201 5/026869

From the INTERNATIONAL BUREAU

PCT

NOTIFICATION OF THE RECORDING BEN-SHIMON, Michael
OF A CHANGE M&B IP Analysts, LLC

45 S. Park Place #262

Morristown, NJ 07960
ETATS-UNIS D'AMERIQUE

(PCT Rule 926is.1 and
Administrative Instructions, Section 422)

Date of mailing (day/month/year)

18 May 2016 (18.05.2016)

Applicant's or agent's file reference .
ORCK PO406PCT IMPORTANT NOTIFICATION

International application No. International filing date (dawmonth“year)

PCT/US2015/026869 21 April 2015 (21.04.2015)

 
 
 

 

 
  

 
   

1. The following indications appeared on record concerning:

DQ the applicant (1 the inventor J the agent (_] the commonrepresentative

Name and Address State of Nationality State of Residence

M&B IP ANALYSTS, LLC

45 S. Park Place # 262 Telephone No.
Morristown, NJ 07960
United States of America

Facsimile No.

 E-mail address

2. ‘he International Bureau herebynotifies the applicant that the following change has been recorded concerning:

[-] the person [_] the name [[] the address L] the nationality L] the residence

Name and Address State of Nationality State of Residence

‘Telephone No.

Facsimile No.

H-mail address

Cl Notifications by e-mail authorized
>
3. Further observations, if necessary:

The person identified in Box 1 has been deleted from the records.

  
 

  
 

4. A copyof this notification has been sent to: the International Preliminary Examining Authority
the receiving Office the designated Offices concerned

[J|the International Searching Authority the elected Offices concerned
LJ the Authority(ies) specified for supplementary search other:

The International Burcau of WIPO Authorized officer
34, chemin des Colombettes vane
1211 Geneva 20, Switzerland Mazoillier Auguste

e-mail pt09 pet@wipo.int
Facsimile No. +41 22 338 71 30 Telephone No. +41 22 338 74 09

Form PCTAB/306 (January 2009) L/IMXOZ5KNJFWMSO
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PATENT COOPERATION TREATY PCT/US201 5/026869

ADVANCE E-MAIL
From the INTERNATIONAL BUREAU

PCT

NOTIFICATION OF THE RECORDING BINDER (SHEM-TOV), Dorit
OF A CHANGE 11 Shu'alei ShimshonSt.

P.O.Box 7230
Ramat-Gan 5217102

ISRAEL(PCT Rule 926is.1 and
Administrative Instructions, Section 422)

Date of mailing (day/month/year)

08 June 2016 (08.06.2016)

Applicant's or agent's file reference .
ORCKIT-001-PCT IMPORTANT NOTIFICATION

International application No. International filing date (dawmonth“year)

PCT/US2015/026869 21 April 2015 (21.04.2015)

 
 
 

 

 
  

 
    

1. The following indications appeared on record concerning:

[] the applicant DB the inventor J the agent (_] the commonrepresentative

Name and Address State of Nationality State of Residence

SOLOMON, Ronen

Orckit-corrigent Ltd. Telephone No.
126 Yigai Allon Street
67443 Tel-aviv

Israel Facsimile No.

 E-mail address

2. ‘he International Bureau herebynotifies the applicant that the following change has been recorded concerning:

[-] the person [_] the name the address L] the nationality L] the residence

Name and Address State of Nationality State of ResidenceSOLOMON, Ronen Secrets
23 Rozen St. ‘felephone No.Renaan ae
Israel Facsimile No.

H-mail address

Cl Notifications by e-mail authorized

Further observations, if necessary:

  
 

    
 

4. A copyof this notification has been sent to: the International Preliminary Examining Authority
the receiving Office the designated Offices concerned

[J|the International Searching Authority the elected Offices concerned
LJ the Authority(ies) specified for supplementary search other:

The International Burcau of WIPO Authorized officer
34, chemin des Colombettes
1211 Geneva 20, Switzerland Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Facsimile No. +41 22 338 71 30 Telephone No. +41 22 338 74 09

Form PCTAB/306 (January 2009) L/ELUMPUUA7TWNS56O
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PATENT COOPERATION TREATY

ADVANCE E-MAIL

PCT

NOTIFICATION OF THE RECORDING
OF A CHANGE

(PCT Rule 926is.1 and
Administrative Instructions, Section 422)

Date of mailing (day/month/year)

08 June 2016 (08.06.2016)
 
 
 

 
Applicant's or agent's file reference

ORCKIT-001-PCT

International application No.
PCT/US2015/026869 

From the INTERNATIONAL BUREAU

BINDER (SHEM-TOV), Dorit
11 Shu'aiei Shimshon St.
P.O.Box 7230
Ramat-Gan 5217102

ISRAEL

IMPORTANT NOTIFICATION

International filing date (dawmonth“year)

21 April 2015 (21.04.2015)

 
 

   

1. The following indications appeared on record concerning:

[-] the applicant (1 the inventor
Name and Address

BEN-SHIMON, Michael

M&B IP Analysts, LLC
45 S. Park Place #262

Morristown, NJ 07960
United States of America

DQ the agent (_] the commonrepresentative

State of Nationality State of Residence

Telephone No.
1-908-655-6864

Facsimile No.

{1-908-325-0276

E-mail address

pair@mb-ip.com

 
2. ‘he International Bureau herebynotifies the applicant that the following change has been recorded concerning:

the person [1 the name
Name and Address

BINDER (GSHEM-TOV), Dorit
11 Shu'alei Shimshon St.

P.O.Box 7230
Ramat-Gan 5217102
Israel

Further observations, if necessary:

4. A copy of this notification has been sent to:
the receiving Office

[J|the International Searching Authority
LJ the Authority(ies) specified for supplementary search

The International Burcau of WIPO
34, chemin des Colombettes
1211 Geneva 20, Switzerland

Facsimile No. +41 22 338 71 30

Form PCT/IB/306 (January 2009)

 
  
 

[[] the address L] the nationality L] the residence

State of Nationality State of Residence

‘Telephone No.
+972-52-5550840

Facsimile No.

+972-77-40105 58

K-mail address

dorits.patentattorney@gmail.com
Notifications by e-mail authorized

 the International Preliminary Examining Authority
the designated Offices concerned
the elected Offices concerned
other:

Authorized officer

Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Telephone No. +41 22 338 74 09
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PATENT COOPERATION TREATY PCT/US201 5/026869

ADVANCE E-MAIL
From the INTERNATIONAL BUREAU

PCT

NOTIFICATION OF THE RECORDING BINDER (SHEM-TOV), Dorit
OF A CHANGE 11 Shu'alei ShimshonSt.

P.O.Box 7230
Ramat-Gan 5217102

ISRAEL(PCT Rule 926is.1 and
Administrative Instructions, Section 422)

Date of mailing (day/month/year)

08 June 2016 (08.06.2016)

Applicant's or agent's file reference .
ORCKIT-001-PCT IMPORTANT NOTIFICATION

International application No. International filing date (dawmonth“year)

PCT/US2015/026869 21 April 2015 (21.04.2015)

 
 
 

 

 
  

 
   

1. The following indications appeared on record concerning:

[] the applicant DB the inventor J the agent (_] the commonrepresentative

Name and Address State of Nationality State of Residence

DOCTORI, Simhon

Orckit-corrigent Ltd. Telephone No.
126 Yigal Allon Street
67443 Tel Alviv

Israel Facsimile No.

 E-mail address

2. ‘he International Bureau herebynotifies the applicant that the following change has been recorded concerning:

[-] the person [_] the name the address L] the nationality L] the residence

Name and Address State of Nationality State of ResidenceDOCTORI, Simhon Secrets
15 Revivim St., ‘felephone No.

Israel Facsimile No.

H-mail address

Cl Notifications by e-mail authorized

Further observations, if necessary:

 4. A copyof this notification has been sent to: the International Preliminary Examining Authority
the receiving Office the designated Offices concerned

[J|the International Searching Authority the elected Offices concerned
LJ the Authority(ies) specified for supplementary search other:

The International Burcau of WIPO Authorized officer
34, chemin des Colombettes
1211 Geneva 20, Switzerland Ben-Mansour Naceur

e-mail pt09 pet@wipo.int
Facsimile No. +41 22 338 71 30 Telephone No. +41 22 338 74 09

Form PCT/IB/306 (January 2009)
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A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE

DEFINED NETWORKS

CROSS REFERENCETO RELATED APPLICATIONS

[001] This application claims the benefit of US provisional application No. 61/982,358

filed on April 22, 2014, the contents of which are herein incorporated by reference.

TECHNICAL FIELD

[G02] This disclosure generally relates to techniques for deep packet inspection (DPI),

and particularly for DPI of traffic in cloud-based networks utilizing software defined

networks.

BACKGROUND

[003] Deep packet inspection (DPI) technology is a form of network packet scanning

technique that allows specific data patterns to be extracted from a data communication

channel. Extracted data patterns can then be used by various applications, such as

security and data analytics applications. DPI currently performs across various

networks, such as internal networks, Internet service providers (ISPs), and public

networks provided to customers. Typically, the DPI is performed by dedicated engines

installed in such networks.

[004] A software defined networking is a relatively new type of networking architecture

that provides centralized management of network nodes rather than a distributed

architecture utilized by conventional networks. The SDN is prompted by an ONF (open

network foundation). The leading communication standard that currently defines

communication between the central controller (e.g., a SDN controller) and the network

nodes (e.g., vSwitches) is the OpenFlow™standard.

[005] Specifically, in SDN-based architectures the data forwarding (e.g. data plane) is

typically decoupled from control decisions (e.g. control plane), such as routing,

resources, and other management functionalities. The decoupling may also allow the

data plane and the control plane to operate on different hardware, in different runtime

environments, and/or operate using different models. As such, in an SDN network, the

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 165 of 557



   

           

            

           

             

             

             

            

             

           

             

             

               

                 

       

              

          

             

             

             

         

 

            

              

              

             

                  

              

                

               

       

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 166 of 557

WO 2015/164370 PCT/US2015/026869

networkintelligence is logically centralized in the central controller which configures,

using OpenFlow protocol, network nodes and to control application data traffic flows.

[006] Although, the OpenFlow protocol allows addition of programmability to network

nodes for the purpose of packets-processing operations under the control of the central

controller, the OpenFlow does not support any mechanism to allow DPI of packets

through the various networking layers as defined by the OSI model. Specifically, the

current OpenFlow specification defines a mechanism to parse and extract only packet

headers, in layer-2 through layer-4, from packets flowing via the network nodes. The

OpenFlow specification does not define or suggest any mechanism to extract non-

generic, uncommon, and/or arbitrary data patterns contained in layer-4 to layer 7 fields.

in addition, the OpenFlow specification does not define or suggest any mechanism to

inspect or to extract content from packets belonging to a specific flow or session. This

is a major limitation as it would not require inspection of the packet for the purpose of

identification of, for example, security threats detection.

[007] The straightforward approachof routing all traffic from network nodes to the central

controller introduces some significant drawbacks, such as increased end-to-end traffic

delays betweenthe client and the server; overflowing the controller capability to perform

other networking functions; and a single point of failure for the re-routedtraffic.

[008] Therefore, it would be advantageous to provide a solution that overcomes the

deficiencies noted above and allow efficient DPI in SDNs.

SUMMARY

[009] A summary of several example embodiments of the disclosure follows. This

summaryis provided for the convenience of the readerto provide a basic understanding

of such embodiments and does not wholly define the breadth of the disclosure. This

summaryis not an extensive overview of all contemplated embodiments, and is intended

to neither identify key or critical nodes of all aspects nor delineate the scope of anyorall

embodimenis. Its sole purpose is to present some concepts of one or more embodiments

in a simplified form as a prelude to the more detailed description that is presented later.

For convenience, the term some embcdimenis may be used herein to refer to a single

embodiment or multiple embodiments of the disclosure.
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[0010] Certain embodiments disclosed herein include a method for deep packet

inspection (DPI) in a software defined network (SDN), wherein the method is performed

by a central controller of the SDN. The method comprises: configuring a plurality of

network nodes operable in the SDN with at least one probe instruction; receiving from a

network node a first packet of a flow, wherein the first packet matches the al least one

probe instruction, wherein the first packet includes a first sequence number; receiving

from a network node a second packet of the flow, wherein the second packet matches

the at least one probe instruction, wherein the second packet includes a second sequence

number, wherein the second packet is a response of the first packet; computing a mask

value respective of at least the first and second sequence numbers, wherein the mask

value indicates which bytes to be mirrored from subsequent packets belonging to the

same flow, wherein the mirrored bytes are inspected; generating at least one mirror

instruction based on at least the mask value; and configuring the plurality of network

nodes with at least one mirror instruction.

[0011] Certain embodiments disclosed herein include a system for deep packet inspection

(DPI) in a software defined network (SDN), wherein the meihed is performed by a central

controller of the SDN. The system comprises: a processor; a memory connected to the

processor and configured to contain a plurality of instructions that when executed by the

processor configure the system tc: set a plurality of network nodes operable in the SDN

with at least one probeinstruction; receive from a network nedea first packet of a flow,

wherein thefirst packet matches the at least one probeinstruction, wherein thefirst packet

includes a first sequence number; receive from a network node a second packet of the

flow, wherein the second packet matches the at least one probe instruction, wherein the

second packet includes a second sequence number, wherein the second packet is a

response of the first packet; compute a mask value respective of at least the first and

second sequence numbers, wherein the mask value indicates which bytes to be mirrored

from subsequent packets belonging to the same flow, wherein the mirrored bytes are

inspected; generate at least one mirror instruction based on at least the mask value;

and configure the plurality of network nodes with at least one mirror instruction.

BRIEF DESCRIPTION OF THE DRAWINGS
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[0012]The subject matter disclosed herein is particularly pointed out and distinctly

claimed in the claims at the conclusion of the specification. The foregoing and other

objects, features, and advantages of the invention will be apparent from the following

detailed description taken in conjunction with the accompanying drawings.

[0013] Figure 1 is a schematic diagram of a network system utilized to describe the

various disclosed embodiments.

[0014] Figure 2 illustrates is a schematic diagram of a flow table stored in a central

controller.

[0015] Figure 3 is a schematic diagram of a system utilized for describing the process

of flow detection as performed by a central controller and a network node according to

one embodiment.

[0016] Figure 4 is a schematic diagram of a system utilized for describing the process

of flow termination as performed by a central controller and a network node according to

one embodiment.

[0017] Figure 5is a data structure depicting the organization of flows according to one

embodiment.

[0018] Figure 6 is flowchartillustrating the operation of the central controller according

to one embodiment.

DETAILED DESCRIPTION

[0019] It is important to note that the embodiments disclosed herein are only examples

of the many advantageous usesof the innovative teachings herein. In general, statements

made in the specification of the present application do not necessarily limit any of the

various claimed embodiments. Moreover, some statements may apply to some inventive

features but not to others. In general, unless otherwise indicated, singular nodes may be

in plural and vice versa with no loss of generality. In the drawings, like numerals refer to

like parts through several views.

[0020] Fig. 1 is an exemplary and non-limiting diagram of a network system 100 utilized

te describe the various disclosed embodiments. The network system 100 includes a

software defined network (SDN) 110 (not shown) containing a central controller 111 and

a plurality of network nodes 112. The network nodes 112 communicate with the central
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controller 111 using, for example, an OpenFlow protocol. The central controller 111 can

configure the network nodes 112 to perform certain data path operations. The SDN 110

can be implemented in wide area networks (WANs), local area networks (LANs), the

internet, metropolitan area networks (MANs), ISP backbones, datacenters, inter-

datacenter networks, and the like. Each network node 112 in the SDN may be a router, a

switch, a bridge, and so on.

[0021] The central controller 111 provides inspected data (such as application

metadata) to a plurality of application servers (collectively referred to as application

servers 120, merely for simplicity purposes). An application server 120 executes, for

example, security applications (¢.g., Firewall, intrusion detection, etc.), data analytic

applications, and so on.

[0022] In the exemplary network system 100, a plurality of client devices (collectively

referred to as client devices 130, merely for simplicity purposes) communicate with a

plurality of destination servers (collectively referred to as destination servers 140, merely

for simplicity purposes) connected over the network 110. A client device 130 may be, for

example, a smart phone, a tablet computer, a personal computer, a laptop computer, a

wearable computing device, and the like. The destination servers 140 are accessed by

the devices 130 and may be, for example, web servers.

[0023] According to some embodiments, the central controller 111 is configured to

perform deep packet inspection on designated packets from designated flows or TCP

sessions. To this end, the central controller 111 is further configured to instruct each of

the network nodes 112 which of the packets and/or sessions should be directed to the

controller 111 for packet inspections.

[0024] According to some embodiments, each network node 112 is configured to

determine if an incoming packet requires inspection or not. The determination is

performed based on a set of instructions provided by the controller 111. A packet that

requires inspection is either redirected to the controller 111 or mirrored and a copy thereof

is sent to the controller 111. It should be noted that traffic flows that are inspected are not

affected by the operation of the network node 112. In an embodiment, each network node

112 is configured to extract and send only a portion of a packet data that contains

meaningful information.
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[0025] The set of instructions that the controller 111 configures each of the network

nodes 112 with include “probe instructions”, “mirroring instructions”, and “termination

instructions.” According to some exemplary and non-limiting embodiments, the probe

instructions include:

lf (FCP FLAG SYN=1) then (re-direct packet to central controller);

ff (TCP FLAG SYN=71 and ACK=1) then (re-direct packet to central controller}; and

if (FCP FLAG ACK=1) then (forward packetdirectly to a destination server).

The termination instructions include:

ff (TCP FLAG FIN=1) then (re-direct packet to controller);

if (TCP FLAG FIN=1 and ACK=1) then (re-direct packet to controller); and

lf (FCP FLAG RST=1) then (re-direct packet to controller).

[0026] The TCP FLAG SYN, TCP FLAG ACK, TCP FLAG FIN, TCP FLAG RST are

fields ina TCP packet’s header that can be analyzed by the network nodes 112. That is,

each node 112 is configured to receive an incoming packet(either a request from a client

device 130 or response for a server 140), analyze the packet’s header, and perform the

action (redirect the packet to controller 111 or send to destination server 140) respective

of the value of the TCP flag.

[0027] Thecontroller 111 also configures each of the network nodes 112 with mirroring

instructions with a mirror action of X numberof bytes within a packet. The mirrored bytes

are sent to the controller 111 to perform the DPI analysis. According to some exemplary

embodimenis, the set of mirroring instructions have the following format:

If (source IP Address = V1 and destination IP Address = V2 and source TCP port = V3

and destination IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

then (mirror V7 bytes)
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[0028] The values V1 through V7 are determined by the controller 111 per network

node or for all nodes 112. The values of the TCP sequence, and TCP sequence mask

are computed, by the controller 111, as discussed in detail below.

[0029] In another embodiment, in order to allow analysis of TCP packets’ headers by

a network node 112 and tracks flows, new type-length-value (TLV) structures are

provided. The TLV structures may be applied to be utilized by an OpenFlow protocol

standard as defined, for example, in the OpenFlow 1.3.3 specification published by the

Open Flow Foundation on September 27, 2013 or OpenFlow 1.4.0 specification published

on October 14, 2013, for parsing and identifying any arbitrary fields within a packet.

According to non-limiting and exemplary embodiments, the TLV structures disclosed

herein include:

1. TCP_FLG_OXM_HEADER (Ox80FE, 2, 1). This TVL structure allowsidentification

of the TCP headerflags. The ‘Ox80FE’ value represents a unique vendor identification

(ID), the value ‘2’ represents a unique Type=2 value for the TLV, and the ‘1’ value is

1-byte total length that stores the TCP flags header.

2. TCP_SEQOXM_HEADER(Ox80FE,1, 4) - This TLV structure allowsidentification

of the TCP sequence numberfield. The ‘Ox80FE’ value represents a unique vendor

iD, the value ‘1’ represents a unique Type=1 value for this TLV, and the value ‘4’ isa

4-byte total length that stores the TCP sequence number.

[0030] In orderto track the flows, the central controller 111 also maintains a flow table

having a structure 200 asillustrated in the exemplary and non-limiting Fig. 2. The flow

table 200 contains two main fields KEY 210 and DATA 220. The KEYfield 210 holds

information with respect to the addresses/port numbers of a client device 130 and a

destination server 140. The DATAfield 220 contains information with respect to a TCP

flow, such as a flow ID, a request (client to server) sequence number M, a response

(serverto client) sequence numberN,a flow state (e.g., ACK, FIN), a creation timestamp,

a client to server hit counter, server to client hit counter Y [bytes], client to server data

buffer, server to client buffer, and an aging bit.
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[0031] Fig. 3 shows an exemplary and non-limiting schematic diagram of a system 300

for describing the process of flow detection as performed by the central controller 111

and a network node 112 according to one embodiment. In an exemplary implementation,

the central controller 111 includes a DPI flow detection module 311, a DPI engine 312,

and a memory 313, and a processing unit 314. The DPI engine 312 in configured to

inspect a packet or a numberof bytes to provide application metadata as required by an

application executed by an application server 120.

[0032] According to various embodiments discussed in detail above, the DPI flow

detection module 311 is configured to detect all TCP flows and maintain them in the flow

table (e.g., table 200). The module 311 is also configured to generate and provide the

network logs with the required instructions to monitor, redirect, and mirror packets. The

DPI flow detection module 311 executes certain functions including, but not limited to,

flow management, computing sequence masks, and TCP flow analysis. These functions

are discussed in detail below.

[0033] In exemplary implementation, the network node 112 includes a probe flow

module 321, a memory 322, and a processing unit 323. The probe flow module 321 is

configured to redirect any new TCP connection state initiation packets to the DPI flow

detection module 311, as well as to extract several packets from each detected TCP flow

and mirror them to the flow detection module 311. In an embodiment, probe flow module

321 executes functions and/or implements logic to intercept TCP flags, redirect packets,

and count sequence numbers.

[0034] Both processing units 314 and 323 uses instructions stored in the memories

313 and 322 respectively to execute tasks generally performed by the central controllers

of SDN as well as to control and enable the operation of behavioral networkintelligence

processes disclosed herewith. in an embodiment, the processing unit (314, 323) may

include one or more processors. The one or more processors may be implemented with

any combination of general-purpose microprocessors, multi-core processors,

microcontrollers, digital signal processors (DSPs), field programmable gate array

(FPGAs), programmable logic devices (PLDs), controllers, state machines, gated logic,

discrete hardware components, dedicated hardwarefinite state machines, or any other

suitable entities that can perform calculations or other manipulations of information. The
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memories 313 and 322 may be implemented using any form of a non-transitory computer

readable medium.

[0035] Prior to performing the flow detection process the network node 112 is set with

the probe instructions, such as those discussed above. Referring to Fig. 3, at S301, a

packetarrives from a client (e.g., client 130, Fig. 1) at a port (not shown) at the network

node 112. The packet is a TCP packet with a headerincluding the following value [TCP

FLAG SYN=1, SEQUENCE= M].

[0036] As the header’ value matches a redirect action, at S302, the probe flow module

321 redirects the packet to the controller 111, and in particular to the module 311.

[0037] Inresponse, at S303, the module 311 traps the packet and creates a new flow-

id in the flow table (e.g., table 200) and marksthe flow-id’s state as ‘SYN’. The flow table

is saved in the memory 313. The initial sequence from the client to a destination server

number equals M and savedin the flow table as well. Then, the packet is sent to the node

112 for further processing.

[0038] At S304, a response packetarrives from a destination server (e.g., server 140,

Fig. 1) with header value [TCP FLAG SYN=1, TCP FLAG ACK=1, SEQUENCE = NJ. The

response is received at the node’s 112 port. At S305, as the header’s value matches a

probeinstruction, the response packetis sent to the module 311 in the controller 111.

[0039] In response, the module 311 traps the packet and searchesfor a pre-allocated

corresponding flow-id in the flow table and updates the respective state as ‘SYN/ACK’.

The module 311 also stores the initial sequence number of a packet from the serverto

client as equals to N. This will create a new bi-directional flow-id with M and N sequence

numbersidentified and the sequence mask logic can be calculated respective thereof.

[0040] According to various embodiments, the DPI flow detection module 311

implements or executes a sequence mask logic that computes a maskfor the initial

trapped sequence numbers (M and N) to be used for a new flow to be configured into the

node 112. Specifically, the computed mask is used to define new mirroring instructions to

allow mirroring of a number of bytes from the TCP session in both directions. The

computed mask value specifies which bytes respective of the correct sequence number

would be required to mirror fram the TCP session. In an embodiment, the computed value

is placed in a maskfiled defined by the OpenFlow protocol.
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[0041] The following steps are taken to extract the computed mask value:

Compute a temporary mask value (temp_mask_val) as follows:

temp_mask_val = M XOR (M+ TCP_DATA_SIZE_DP'i);

The value TCP_DATA_SIZE_DPI specifies the number of bytes the node 112 would be

required to mirror from the TCP session. In an embodiment, a different value of the

TCP_DATA_SIZE_DPi maybeset for the upstream and downstream traffic. For example,

for an upstream traffic fewer bytes may be mirrored than the downstream traffic, thus the

TCP_DATA_SIZE_DPI value for upstream traffic would be smaller than a downstream

traffic. The temp_mask_val returns a number where the mostsignificant bit (MSB) set to

one indicates thefirst bit of the mask. Then a sequence MSB is computed as follows:

seq_msb = (int32_t)msb32(temp_Mask_val);

The ‘msb32’ function returns the MSB place of temp_mask_val. Finally, the mask value

is computed as follows:

mask = (int32_t)(O0 - ((Ox1 << seq_msb))).

[0042] As an example, if the sequence number M is M=0xf46d5c34, and

TCP_DATA_SIZE_DPI| = 16384, then:

temp_mask_val = Oxf46d5c34 XOR (Oxf46d5c34 + 16384) = Oxc000

seq_msb = (int32_t)msb32(Oxf46d9c34) = 16

mask = (int32_t)(O0 - (Ox1 << 16)) = OxFFFF8000

[0043] The maskis defined such that a ‘0’ in a given bit position indicates a “don't care”

match for the same bit in the corresponding field, whereas a ‘1’ means match the bit

exactly. In above example, all data packets containing sequence numberin the range of

{0xf46d5c34 to Oxf46d9c34} be mirrored to the controller 111.

10
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[0044] Using the computed mask value, the module 311 using a TCP flow analysis

logic (not shown) creates the mirroring instructions related to the client and servertraffic.

One instruction identifies the client to server flow traffic, including the OXM_OF_

_TCP_SEQ to identify the initial sequence numberof the flow with the mask_M computed.

The action of the flow is to mirror all packets that the instruction applies, which will result

in the TCP_DATA_SIZE_DPI number of bytes from the client to server direction to be

mirrored to the controller 111. The second instruction identifies the server-to-client flow

traffic, including the OXM_OF_TCP_SEQtoidentify the initial sequence number of the

flow with the mask_N. The action is to mirror all packets that the instruction applies to,

which will result in the TCP_DATA_SIZE_DPI number of byte from the server to client

direction to be mirrored to the controller 111 for further analysis. The mask_N and

mask_M are computed using the sequence numbers N and M< respectively using the

process discussed above. As a non-limiting example, the mirroring instructions includes:

result
Source destination|source|destination|IP TCP TCP action

IP IP address|TCP TCPport protocol|sequence sequence
address port number mask
192.1.1.1|209.1.4.4 15431|21 6 Oxf46d5c34|OxFFFF8000|Mirror
209.1.4.4|192.1.1.1 21 15431 6 Ox8c98b9ab|OxFFFFS8000|Mirror

 
 

       
[0045] Referring back to Fig. 3, at S306, in the module 311 the processed packetis

sent back to the node 112 for further processing. In an embodiment, a set of mirroring

instructions generated respective of the computed mask value are sent to the node 112.

At S307, a response TCP ACK packet with [TCP FLAG ACK= 1] is received at a port of

the node 112 and, based on the respective probe instruction, the packet is switched

directly to the destination server 140.

[0046] In an embodiment, an audit mechanism scans the flow table every predefined

time interval from the last timestamp and deletes all flows from the state is not SYN/ACK.

Furthermore, an aging mechanism deletes all entries wherein their aging bit equal = 1.

The aging bit is initialized to 0 upon flow creation of a flow-id entry and is set to 1 in the

first audit pass if buffer length is 0. When a flow-id is deleted from the flow table, the flow-

id also removed from the tables maintained by the probe sequence counter 324.
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[0047] At S308 and S309, packets arrive from either the client device or a destination

server with their sequence number that matches the mirroring instructions and are

mirrored to the central controller 111 for buffering and for analysis by the DPI engine 312.

It should be noted that each instruction hit increments a counter Client-to-Server hit

counter X [bytes] and Server-to-Client hit counter Y [bytes]. The flow table audit

mechanism scans the flow table, every predefined time interval, and updates the maskto

0x00000000 and the ACTIONto “no Action”of all entries that their Client-to-Server buffer

length = TCP_DATA_SIZE_DPI or Server-to-Client buffer length =

TCP_DATA_SIZE_DPI. The various fields of the flow table are shownin Fig. 2.

[0048] Fig. 4 show an exemplary and non-limiting diagram of a system 400 for

describing the processof flow termination as performed by the central controller 111 and

a network node 112 according to one embodiment. The various module of the controller

111 and node 112 are discussed with reference to Fig. 3.

[0049] In the flow termination process, the module 311 follows a termination of a TCP

flow and is responsible to remove the exiting flow from the flow table. In addition, the

module 311 disables or removes the mirroring instructions from the node 112. According

to one embodiment, the module 311 configures the node 112 with a set of termination

instructions. Examples for such instructions are provided above.

[0050] At S401, a packet arrives, at the node 112, from a client 130 with a header

including the value of [TCP FLAG FIN=1]. The value matches one of the termination

instructions, thus, at S402, to the packet is sent to the center controller 111.

[0051] In response, at S403, the module 311 traps the packet and marks the

corresponding flow-id in the flow table to update the state to FIN. Then, the packet is sent

backit to the network log.

[0052] At S404, a response packet from the destination server (e.g., server 140) with

a header’s value containing [TCP FLAG FIN=1, ACK=1] is received at the node 112. As

the value matches one of the termination instructions, at S405, to the packet is sent to

the center controller 111.

[0053] At S406, the module 311 traps the received packet and marks the

corresponding FLOW-ID in its flow table DB as state=FIN/FIN/ACK. Then, the packetis

sent back to the network node 112. At S407, a response TCP ACK packetarrives froma

12
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client 130 with a header’s value containing [TCP FLAG ACK=1] and is switched directly

to the server 140. If the response packet includes the header’s value of [TCP FLAG

RST=1], the module 311 marks the state of respective flow id in the flow table.

[0054] In an embodiment, the audit mechanism implemented by the module 311 scans

the flow table every predefined time interval to all flows thal their respective state is any

one of FIN, FIN/ACK, FIN/FIN/ACK, or RST. The flows are removed from the probe flow

module 321 and the flow table.

[0055] According to one embodiment, each network node 112 is populated with one or

more probe tables generated by the central controller 111. Fig. 5 shows a non-limiting

and exemplary data structure 500 depicting the organization of the flows to allow

functionality of both the probe flow detection module 321 and probe sequence counter

324.

[0056] The data structure 500 which may be in a form of a table is updated with a

general instruction to matchall traffic type with instruction 501 to go to a probe table 510.

The instruction 501 is set to the highest priority, unless the controller 111 requires pre-

processing of other instructions. All packets matching the instruction 500 are processed

in the probe table 510.

[0057] Inan embodiment, the probe table 510 is populated with a medium priority probe

and termination instructions 511 to detect all SYN, SYN/ACK,FIN, FIN/ACK that are the

TCP connectioninitiation packets. The instructions 511 allows the module 311 to update

the flow table and as a consequence create new instructions for mirroring N bytes from

each TCP connection setup.

[0058] The probe table 510 table is also populated with highest priority instructions 512,

these are two bi-direction instructions per flow-id that match a number ‘r’ tupple flow

headers including the TCP sequence numberas calculated by the sequence masklogic.

The instructions 512 are to send the packet to the central controller 111 and also to

perform go to table ID <next table ID>. The instructions 512 will cause sending the packet

to continue switching processing. Each of these bi-directional instructions 512 will cause

the node to copy several bytes from the TCP stream to the TCPflow analysis logic to be

stored for further DPI engine metadata analysis.
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[0059] Thefinal instruction 513 placed in the probe table 510 is in the lowestpriority to

catch all and proceed with the switch functionality. All traffic which does not correspond

to the TCP initiation packets, nor a specific detected flow and the corresponding TCP

sequence numbershall continue regular processing.

[0060] Fig. 6 shows an exemplary and non-limiting flowchart 600 illustrating the

operation of the central controller 111 according to one embodiment. At S610, all network

nodes 112 are configured with a set of probe instructions utilized to instruct each node

112 to redirect a TCP packet having at least a flag value as designated in each probe

instruction. Examples for probe instructions are provided above.

[0061] At S620, a first TCP packet with at least one TCP FLAG SYNvalue equal to 1

is received. This packet may have a sequence number M and may be sent from a client

device 130. At S630, a second TCP packet with at least one TCP FLAG ACK value equal

to 1 is received. This packet may have a sequence number N and may be sent from a

destination server 140 in response to the first TCP packet. In an embodiment, the flow

table is updated with the respective flow ID and the state of the first and second packets.

[0062] At S640, using at least the sequence numbersof the first and second packets

a mask value is computed. The maskvalue is utilized to determine which bytes from the

flow respective of the sequence numbers N and M should be mirrored by the nodes. An

embodiment for computing the mask value is provided above.

[0063] At S650, a set of mirroring instructions are generated using the mirror value and

sent to the network nodes. Each such instruction defines the packets (designed at least

by a specific scurce/destination IP addresses, and TCP sequences), the numberof bytes,

and the bytes that should be mirrored. At S660, the received mirror bytes are inspected

using a DPI engine in the controller 111. In addition, the flow table is updated with the

number of the received mirror bytes.

[0064] In S670, it is checked if the inspection session should be terminated. The

decision is based on the FIN and/or RST values of the TCP FLAG. As noted above,

packets with TCP FLAG FIN=1 or TCP FLAG RST=1 are directed to the controller

respective of the set of termination instructions. Some examples for the termination

instructions are provided above. If S670, results with No answer execution returns to

S660; otherwise, execution continues with S680. At S680, related exiting flows from the

14

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 178 of 557



   

               

     

           

           

             

             

              

           

            

            

           

               

               

             

               

            

         

           

             

              

             

          

              

           

            

             

 

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 179 of 557

WO 2015/164370 PCT/US2015/026869

flow table are removed. In addition, the nodes 112 are instructed not to perform the

mirroring instructions provided at S650.

[0065] The various embodiments disclosed herein can be implemented as hardware,

firmware, software, or any combination thereof. Moreover, the software is preferably

implemented as an application program tangibly embodied on a program storage unit or

computer readable medium consisting of parts, or of certain devices and/or a combination

of devices. The application program may be uploaded to, and executed by, a machine

comprising any suitable architecture. Preferably, the machine is implemented on a

computer platform having hardware such as one or more central processing units

(‘CPUs’), amemory, and input/output interfaces. The computer platform may alse include

an operating system and microinstruction code. The various processes and functions

described herein may be either part of the microinstruction code or part of the application

program, or any combination thereof, which may be executed by a CPU, whether or not

such a computer or processoris explicitly shown. In addition, various other peripheral

units may be connected to the computer platform such as an additional data storage unit

and a printing unit. Furthermore, a non-transitory computer readable medium is any

computer readable medium except for a transitory propagating signal.

[0066] All examples and conditional language recited herein are intended for

pedagogical purposes to aid the reader in understanding the principles of the disclosed

embodiments and the concepts contributed by the inventorto furthering the art, and are

to be construed as being without limitation to such specifically recited examples and

conditions. Moreover,all statements herein reciting principles, aspects, and embodiments

of the invention, as well as specific examples thereof, are intended to encompass both

structural and functional equivalents thereof. Additionally, it is intended that such

equivalents include both currently known equivalents as well as equivalents developedin

the future, i.¢., any nodes developed that perform the same function, regardiess of

structure.
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CLAIMS

Whatis claimed is:

1. A method for deep packet inspection (DPI) in a software defined network (SDN),

wherein the method is performed by a central controller of the SDN, comprising:

configuring a plurality of network nodes operable in the SDN with at least one probe

instruction;

receiving from a network node a first packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receiving from a network node a second packetof the flow, wherein the second

packet matches the at least one probeinstruction, wherein the second packet includes a

second sequence number, wherein the second packet is a responseof thefirst packet;

computing a mask value respective of at least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generating at least one mirror instruction based on at least the mask value; and

configuring the plurality of network nodes with at least one mirror instruction.

2. The methed of claim 1, further comprising:

receiving mirrored bytes from a network node respective of the at least one mirror

instruction; and

inspecting the mirrored bytes using a DPI engine.

3. The methcd of claim 1, further comprising:

maintaining a flow table listing each flow inspected by the central controller; and

updating a status field in the flow table upon reception of any one of: the first

packet, the second packet, and the mirrored bytes.

4. The methodof claim 3, further comprising:

configuring the plurality of network nodes with at least one termination instruction;

16
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removing all entries from the flow table for each flow matching the at least one

termination instruction; and

disabling the at least one mirror instruction for each flow matching the at least one

termination instruction.

5. The method of claim 1, wherein the at least one probeinstruction is any one of:

if (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TCP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

6. The methed of claim 1, wherein the least one mirror action is at least: if (source IP

Address = V1 and destination IP Address = V2 and source TCP port = V3 and destination

IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6) then (mirror V7

bytes).

7. The methed of claim 4, wherein the at least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-direct packet to controller): if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller); and if (TCP FLAG RST=1) then (re-direct

packet to controller).

8. The methed of claim 1, wherein a number of bytes mirrored from each packet isa

portion of the packet, wherein the bytes are mirrored from packets in sequence.

9. The method of claim 1, wherein the communication between central controller and

the plurality of network nodes is performed using the OpenFlow standard.

10.  Anon-transitory computer readable medium having stored thereon instructions for

causing one or more processing units to execute the computerized method according to

claim 1.

11. A-system for deep packet inspection (DPI) in a software defined network (SDN),

wherein the method is performed by a central controller of the SDN, comprising:

17
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a processor;

a memory connected to the processor and configured to contain a plurality of

instructions that when executed by the processor configure the system to:

set a plurality of network nodes operabie in the SDN with at least one probe

instruction;

receive from a network nodeafirst packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receive from a network node a second packet of the flow, wherein the second

packet matchesthe at least one probe instruction, wherein the second packetincludes a

second sequence number, wherein the second packetis a responseofthefirst packet;

compute a mask value respective of at least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generate at least one mirror instruction based on at least the mask value; and

configure the plurality of network nodes with at least one mirror instruction.

12. The system of claim 11, wherein the system is further configured to:

receive mirrored bytes from a network node respective of the at least one mirror

instruction; and

inspect the mirrored bytes using a DPI engine.

13. The system of claim 11, wherein the system is further configured to:

maintain a flow table listing each flow inspected by the central controller; and

update a status field in the flow table upon reception of any oneof: thefirst packet,

the second packet, and the mirrored bytes.

14. The system of claim 13, wherein the system is further configured to:

configure the plurality of network nodes with at least one termination instruction;

remove all entries from the flow table for each flow matching the at least one

termination instruction; and

18
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disable the at least one mirror instruction for each flow matching the at least one

termination instruction.

15. The system of claim 11, wherein the at least one probe instruction is any one of:

if (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TCP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

16. The system of claim 11, wherein the least one mirror action is at least: if (source

IP Address = V1 and destination IP Address = V2 and source TCP port = V3 and

destination IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

then (mirror V7 bytes).

17. The system of claim 14, wherein the at least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-direct packet to controller); if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller); and if (TCP FLAG RSTs71) then (re-direct

packet to controller).

18. The system of claim 11, wherein a numberof bytes mirrored from each packetis

a portion of the packet, wherein the bytes are mirrored from packets in sequence.

19. The system of claim 11, wherein the communication between central controller and

the plurality of network node is performed using the OpenFlow standard

19
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A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE

DEFINED NETWORKS

CROSS REFERENCETO RELATED APPLICATIONS

[001] This application claims the benefit of US provisional application No. 61/982,358

filed on April 22, 2014, the contents of which are herein incorporated by reference.

TECHNICAL FIELD

[G02] This disclosure generally relates to techniques for deep packet inspection (DPI),

and particularly for DPI of traffic in cloud-based networks utilizing software defined

networks.

BACKGROUND

[003] Deep packet inspection (DPI) technology is a form of network packet scanning

technique that allows specific data patterns to be extracted from a data communication

channel. Extracted data patterns can then be used by various applications, such as

security and data analytics applications. DPI currently performs across various

networks, such as internal networks, Internet service providers (ISPs), and public

networks provided to customers. Typically, the DPI is performed by dedicated engines

installed in such networks.

[004] A software defined networking is a relatively new type of networking architecture

that provides centralized management of network nodes rather than a distributed

architecture utilized by conventional networks. The SDN is prompted by an ONF (open

network foundation). The leading communication standard that currently defines

communication between the central controller (e.g., a SDN controller) and the network

nodes (e.g., vSwitches) is the OpenFlow™standard.

[005] Specifically, in SDN-based architectures the data forwarding (e.g. data plane) is

typically decoupled from control decisions (e.g. control plane), such as routing,

resources, and other management functionalities. The decoupling may also allow the

data plane and the control plane to operate on different hardware, in different runtime

environments, and/or operate using different models. As such, in an SDN network, the
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networkintelligence is logically centralized in the central controller which configures,

using OpenFlow protocol, network nodes and to control application data traffic flows.

[006] Although, the OpenFlow protocol allows addition of programmability to network

nodes for the purpose of packets-processing operations under the control of the central

controller, the OpenFlow does not support any mechanism to allow DPI of packets

through the various networking layers as defined by the OSI model. Specifically, the

current OpenFlow specification defines a mechanism to parse and extract only packet

headers, in layer-2 through layer-4, from packets flowing via the network nodes. The

OpenFlow specification does not define or suggest any mechanism to extract non-

generic, uncommon, and/or arbitrary data patterns contained in layer-4 to layer 7 fields.

in addition, the OpenFlow specification does not define or suggest any mechanism to

inspect or to extract content from packets belonging to a specific flow or session. This

is a major limitation as it would not require inspection of the packet for the purpose of

identification of, for example, security threats detection.

[007] The straightforward approachof routing all traffic from network nodes to the central

controller introduces some significant drawbacks, such as increased end-to-end traffic

delays betweenthe client and the server; overflowing the controller capability to perform

other networking functions; and a single point of failure for the re-routedtraffic.

[008] Therefore, it would be advantageous to provide a solution that overcomes the

deficiencies noted above and allow efficient DPI in SDNs.

SUMMARY

[009] A summary of several example embodiments of the disclosure follows. This

summaryis provided for the convenience of the readerto provide a basic understanding

of such embodiments and does not wholly define the breadth of the disclosure. This

summaryis not an extensive overview of all contemplated embodiments, and is intended

to neither identify key or critical nodes of all aspects nor delineate the scope of anyorall

embodimenis. Its sole purpose is to present some concepts of one or more embodiments

in a simplified form as a prelude to the more detailed description that is presented later.

For convenience, the term some embcdimenis may be used herein to refer to a single

embodiment or multiple embodiments of the disclosure.
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[0010] Certain embodiments disclosed herein include a method for deep packet

inspection (DPI) in a software defined network (SDN), wherein the method is performed

by a central controller of the SDN. The method comprises: configuring a plurality of

network nodes operable in the SDN with at least one probe instruction; receiving from a

network node a first packet of a flow, wherein the first packet matches the al least one

probe instruction, wherein the first packet includes a first sequence number; receiving

from a network node a second packet of the flow, wherein the second packet matches

the at least one probe instruction, wherein the second packet includes a second sequence

number, wherein the second packet is a response of the first packet; computing a mask

value respective of at least the first and second sequence numbers, wherein the mask

value indicates which bytes to be mirrored from subsequent packets belonging to the

same flow, wherein the mirrored bytes are inspected; generating at least one mirror

instruction based on at least the mask value; and configuring the plurality of network

nodes with at least one mirror instruction.

[0011] Certain embodiments disclosed herein include a system for deep packet inspection

(DPI) in a software defined network (SDN), wherein the meihed is performed by a central

controller of the SDN. The system comprises: a processor; a memory connected to the

processor and configured to contain a plurality of instructions that when executed by the

processor configure the system tc: set a plurality of network nodes operable in the SDN

with at least one probeinstruction; receive from a network nedea first packet of a flow,

wherein thefirst packet matches the at least one probeinstruction, wherein thefirst packet

includes a first sequence number; receive from a network node a second packet of the

flow, wherein the second packet matches the at least one probe instruction, wherein the

second packet includes a second sequence number, wherein the second packet is a

response of the first packet; compute a mask value respective of at least the first and

second sequence numbers, wherein the mask value indicates which bytes to be mirrored

from subsequent packets belonging to the same flow, wherein the mirrored bytes are

inspected; generate at least one mirror instruction based on at least the mask value;

and configure the plurality of network nodes with at least one mirror instruction.

BRIEF DESCRIPTION OF THE DRAWINGS
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[0012]The subject matter disclosed herein is particularly pointed out and distinctly

claimed in the claims at the conclusion of the specification. The foregoing and other

objects, features, and advantages of the invention will be apparent from the following

detailed description taken in conjunction with the accompanying drawings.

[0013] Figure 1 is a schematic diagram of a network system utilized to describe the

various disclosed embodiments.

[0014] Figure 2 illustrates is a schematic diagram of a flow table stored in a central

controller.

[0015] Figure 3 is a schematic diagram of a system utilized for describing the process

of flow detection as performed by a central controller and a network node according to

one embodiment.

[0016] Figure 4 is a schematic diagram of a system utilized for describing the process

of flow termination as performed by a central controller and a network node according to

one embodiment.

[0017] Figure 5is a data structure depicting the organization of flows according to one

embodiment.

[0018] Figure 6 is flowchartillustrating the operation of the central controller according

to one embodiment.

DETAILED DESCRIPTION

[0019] It is important to note that the embodiments disclosed herein are only examples

of the many advantageous usesof the innovative teachings herein. In general, statements

made in the specification of the present application do not necessarily limit any of the

various claimed embodiments. Moreover, some statements may apply to some inventive

features but not to others. In general, unless otherwise indicated, singular nodes may be

in plural and vice versa with no loss of generality. In the drawings, like numerals refer to

like parts through several views.

[0020] Fig. 1 is an exemplary and non-limiting diagram of a network system 100 utilized

te describe the various disclosed embodiments. The network system 100 includes a

software defined network (SDN) 110 (not shown) containing a central controller 111 and

a plurality of network nodes 112. The network nodes 112 communicate with the central
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controller 111 using, for example, an OpenFlow protocol. The central controller 111 can

configure the network nodes 112 to perform certain data path operations. The SDN 110

can be implemented in wide area networks (WANs), local area networks (LANs), the

internet, metropolitan area networks (MANs), ISP backbones, datacenters, inter-

datacenter networks, and the like. Each network node 112 in the SDN may be a router, a

switch, a bridge, and so on.

[0021] The central controller 111 provides inspected data (such as application

metadata) to a plurality of application servers (collectively referred to as application

servers 120, merely for simplicity purposes). An application server 120 executes, for

example, security applications (¢.g., Firewall, intrusion detection, etc.), data analytic

applications, and so on.

[0022] In the exemplary network system 100, a plurality of client devices (collectively

referred to as client devices 130, merely for simplicity purposes) communicate with a

plurality of destination servers (collectively referred to as destination servers 140, merely

for simplicity purposes) connected over the network 110. A client device 130 may be, for

example, a smart phone, a tablet computer, a personal computer, a laptop computer, a

wearable computing device, and the like. The destination servers 140 are accessed by

the devices 130 and may be, for example, web servers.

[0023] According to some embodiments, the central controller 111 is configured to

perform deep packet inspection on designated packets from designated flows or TCP

sessions. To this end, the central controller 111 is further configured to instruct each of

the network nodes 112 which of the packets and/or sessions should be directed to the

controller 111 for packet inspections.

[0024] According to some embodiments, each network node 112 is configured to

determine if an incoming packet requires inspection or not. The determination is

performed based on a set of instructions provided by the controller 111. A packet that

requires inspection is either redirected to the controller 111 or mirrored and a copy thereof

is sent to the controller 111. It should be noted that traffic flows that are inspected are not

affected by the operation of the network node 112. In an embodiment, each network node

112 is configured to extract and send only a portion of a packet data that contains

meaningful information.
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[0025] The set of instructions that the controller 111 configures each of the network

nodes 112 with include “probe instructions”, “mirroring instructions”, and “termination

instructions.” According to some exemplary and non-limiting embodiments, the probe

instructions include:

lf (FCP FLAG SYN=1) then (re-direct packet to central controller);

ff (TCP FLAG SYN=71 and ACK=1) then (re-direct packet to central controller}; and

if (FCP FLAG ACK=1) then (forward packetdirectly to a destination server).

The termination instructions include:

ff (TCP FLAG FIN=1) then (re-direct packet to controller);

if (TCP FLAG FIN=1 and ACK=1) then (re-direct packet to controller); and

lf (FCP FLAG RST=1) then (re-direct packet to controller).

[0026] The TCP FLAG SYN, TCP FLAG ACK, TCP FLAG FIN, TCP FLAG RST are

fields ina TCP packet’s header that can be analyzed by the network nodes 112. That is,

each node 112 is configured to receive an incoming packet(either a request from a client

device 130 or response for a server 140), analyze the packet’s header, and perform the

action (redirect the packet to controller 111 or send to destination server 140) respective

of the value of the TCP flag.

[0027] Thecontroller 111 also configures each of the network nodes 112 with mirroring

instructions with a mirror action of X numberof bytes within a packet. The mirrored bytes

are sent to the controller 111 to perform the DPI analysis. According to some exemplary

embodimenis, the set of mirroring instructions have the following format:

If (source IP Address = V1 and destination IP Address = V2 and source TCP port = V3

and destination IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

then (mirror V7 bytes)
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[0028] The values V1 through V7 are determined by the controller 111 per network

node or for all nodes 112. The values of the TCP sequence, and TCP sequence mask

are computed, by the controller 111, as discussed in detail below.

[0029] In another embodiment, in order to allow analysis of TCP packets’ headers by

a network node 112 and tracks flows, new type-length-value (TLV) structures are

provided. The TLV structures may be applied to be utilized by an OpenFlow protocol

standard as defined, for example, in the OpenFlow 1.3.3 specification published by the

Open Flow Foundation on September 27, 2013 or OpenFlow 1.4.0 specification published

on October 14, 2013, for parsing and identifying any arbitrary fields within a packet.

According to non-limiting and exemplary embodiments, the TLV structures disclosed

herein include:

1. TCP_FLG_OXM_HEADER (Ox80FE, 2, 1). This TVL structure allowsidentification

of the TCP headerflags. The ‘Ox80FE’ value represents a unique vendor identification

(ID), the value ‘2’ represents a unique Type=2 value for the TLV, and the ‘1’ value is

1-byte total length that stores the TCP flags header.

2. TCP_SEQOXM_HEADER(Ox80FE,1, 4) - This TLV structure allowsidentification

of the TCP sequence numberfield. The ‘Ox80FE’ value represents a unique vendor

iD, the value ‘1’ represents a unique Type=1 value for this TLV, and the value ‘4’ isa

4-byte total length that stores the TCP sequence number.

[0030] In orderto track the flows, the central controller 111 also maintains a flow table

having a structure 200 asillustrated in the exemplary and non-limiting Fig. 2. The flow

table 200 contains two main fields KEY 210 and DATA 220. The KEYfield 210 holds

information with respect to the addresses/port numbers of a client device 130 and a

destination server 140. The DATAfield 220 contains information with respect to a TCP

flow, such as a flow ID, a request (client to server) sequence number M, a response

(serverto client) sequence numberN,a flow state (e.g., ACK, FIN), a creation timestamp,

a client to server hit counter, server to client hit counter Y [bytes], client to server data

buffer, server to client buffer, and an aging bit.
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[0031] Fig. 3 shows an exemplary and non-limiting schematic diagram of a system 300

for describing the process of flow detection as performed by the central controller 111

and a network node 112 according to one embodiment. In an exemplary implementation,

the central controller 111 includes a DPI flow detection module 311, a DPI engine 312,

and a memory 313, and a processing unit 314. The DPI engine 312 in configured to

inspect a packet or a numberof bytes to provide application metadata as required by an

application executed by an application server 120.

[0032] According to various embodiments discussed in detail above, the DPI flow

detection module 311 is configured to detect all TCP flows and maintain them in the flow

table (e.g., table 200). The module 311 is also configured to generate and provide the

network logs with the required instructions to monitor, redirect, and mirror packets. The

DPI flow detection module 311 executes certain functions including, but not limited to,

flow management, computing sequence masks, and TCP flow analysis. These functions

are discussed in detail below.

[0033] In exemplary implementation, the network node 112 includes a probe flow

module 321, a memory 322, and a processing unit 323. The probe flow module 321 is

configured to redirect any new TCP connection state initiation packets to the DPI flow

detection module 311, as well as to extract several packets from each detected TCP flow

and mirror them to the flow detection module 311. In an embodiment, probe flow module

321 executes functions and/or implements logic to intercept TCP flags, redirect packets,

and count sequence numbers.

[0034] Both processing units 314 and 323 uses instructions stored in the memories

313 and 322 respectively to execute tasks generally performed by the central controllers

of SDN as well as to control and enable the operation of behavioral networkintelligence

processes disclosed herewith. in an embodiment, the processing unit (314, 323) may

include one or more processors. The one or more processors may be implemented with

any combination of general-purpose microprocessors, multi-core processors,

microcontrollers, digital signal processors (DSPs), field programmable gate array

(FPGAs), programmable logic devices (PLDs), controllers, state machines, gated logic,

discrete hardware components, dedicated hardwarefinite state machines, or any other

suitable entities that can perform calculations or other manipulations of information. The
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memories 313 and 322 may be implemented using any form of a non-transitory computer

readable medium.

[0035] Prior to performing the flow detection process the network node 112 is set with

the probe instructions, such as those discussed above. Referring to Fig. 3, at S301, a

packetarrives from a client (e.g., client 130, Fig. 1) at a port (not shown) at the network

node 112. The packet is a TCP packet with a headerincluding the following value [TCP

FLAG SYN=1, SEQUENCE= M].

[0036] As the header’ value matches a redirect action, at S302, the probe flow module

321 redirects the packet to the controller 111, and in particular to the module 311.

[0037] Inresponse, at S303, the module 311 traps the packet and creates a new flow-

id in the flow table (e.g., table 200) and marksthe flow-id’s state as ‘SYN’. The flow table

is saved in the memory 313. The initial sequence from the client to a destination server

number equals M and savedin the flow table as well. Then, the packet is sent to the node

112 for further processing.

[0038] At S304, a response packetarrives from a destination server (e.g., server 140,

Fig. 1) with header value [TCP FLAG SYN=1, TCP FLAG ACK=1, SEQUENCE = NJ. The

response is received at the node’s 112 port. At S305, as the header’s value matches a

probeinstruction, the response packetis sent to the module 311 in the controller 111.

[0039] In response, the module 311 traps the packet and searchesfor a pre-allocated

corresponding flow-id in the flow table and updates the respective state as ‘SYN/ACK’.

The module 311 also stores the initial sequence number of a packet from the serverto

client as equals to N. This will create a new bi-directional flow-id with M and N sequence

numbersidentified and the sequence mask logic can be calculated respective thereof.

[0040] According to various embodiments, the DPI flow detection module 311

implements or executes a sequence mask logic that computes a maskfor the initial

trapped sequence numbers (M and N) to be used for a new flow to be configured into the

node 112. Specifically, the computed mask is used to define new mirroring instructions to

allow mirroring of a number of bytes from the TCP session in both directions. The

computed mask value specifies which bytes respective of the correct sequence number

would be required to mirror fram the TCP session. In an embodiment, the computed value

is placed in a maskfiled defined by the OpenFlow protocol.
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[0041] The following steps are taken to extract the computed mask value:

Compute a temporary mask value (temp_mask_val) as follows:

temp_mask_val = M XOR (M+ TCP_DATA_SIZE_DP'i);

The value TCP_DATA_SIZE_DPI specifies the number of bytes the node 112 would be

required to mirror from the TCP session. In an embodiment, a different value of the

TCP_DATA_SIZE_DPi maybeset for the upstream and downstream traffic. For example,

for an upstream traffic fewer bytes may be mirrored than the downstream traffic, thus the

TCP_DATA_SIZE_DPI value for upstream traffic would be smaller than a downstream

traffic. The temp_mask_val returns a number where the mostsignificant bit (MSB) set to

one indicates thefirst bit of the mask. Then a sequence MSB is computed as follows:

seq_msb = (int32_t)msb32(temp_Mask_val);

The ‘msb32’ function returns the MSB place of temp_mask_val. Finally, the mask value

is computed as follows:

mask = (int32_t)(O0 - ((Ox1 << seq_msb))).

[0042] As an example, if the sequence number M is M=0xf46d5c34, and

TCP_DATA_SIZE_DPI| = 16384, then:

temp_mask_val = Oxf46d5c34 XOR (Oxf46d5c34 + 16384) = Oxc000

seq_msb = (int32_t)msb32(Oxf46d9c34) = 16

mask = (int32_t)(O0 - (Ox1 << 16)) = OxFFFF8000

[0043] The maskis defined such that a ‘0’ in a given bit position indicates a “don't care”

match for the same bit in the corresponding field, whereas a ‘1’ means match the bit

exactly. In above example, all data packets containing sequence numberin the range of

{0xf46d5c34 to Oxf46d9c34} be mirrored to the controller 111.
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[0044] Using the computed mask value, the module 311 using a TCP flow analysis

logic (not shown) creates the mirroring instructions related to the client and servertraffic.

One instruction identifies the client to server flow traffic, including the OXM_OF_

_TCP_SEQ to identify the initial sequence numberof the flow with the mask_M computed.

The action of the flow is to mirror all packets that the instruction applies, which will result

in the TCP_DATA_SIZE_DPI number of bytes from the client to server direction to be

mirrored to the controller 111. The second instruction identifies the server-to-client flow

traffic, including the OXM_OF_TCP_SEQtoidentify the initial sequence number of the

flow with the mask_N. The action is to mirror all packets that the instruction applies to,

which will result in the TCP_DATA_SIZE_DPI number of byte from the server to client

direction to be mirrored to the controller 111 for further analysis. The mask_N and

mask_M are computed using the sequence numbers N and M< respectively using the

process discussed above. As a non-limiting example, the mirroring instructions includes:

result
Source destination|source|destination|IP TCP TCP action

IP IP address|TCP TCPport protocol|sequence sequence
address port number mask
192.1.1.1|209.1.4.4 15431|21 6 Oxf46d5c34|OxFFFF8000|Mirror
209.1.4.4|192.1.1.1 21 15431 6 Ox8c98b9ab|OxFFFFS8000|Mirror

 
 

       
[0045] Referring back to Fig. 3, at S306, in the module 311 the processed packetis

sent back to the node 112 for further processing. In an embodiment, a set of mirroring

instructions generated respective of the computed mask value are sent to the node 112.

At S307, a response TCP ACK packet with [TCP FLAG ACK= 1] is received at a port of

the node 112 and, based on the respective probe instruction, the packet is switched

directly to the destination server 140.

[0046] In an embodiment, an audit mechanism scans the flow table every predefined

time interval from the last timestamp and deletes all flows from the state is not SYN/ACK.

Furthermore, an aging mechanism deletes all entries wherein their aging bit equal = 1.

The aging bit is initialized to 0 upon flow creation of a flow-id entry and is set to 1 in the

first audit pass if buffer length is 0. When a flow-id is deleted from the flow table, the flow-

id also removed from the tables maintained by the probe sequence counter 324.

11
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[0047] At S308 and S309, packets arrive from either the client device or a destination

server with their sequence number that matches the mirroring instructions and are

mirrored to the central controller 111 for buffering and for analysis by the DPI engine 312.

It should be noted that each instruction hit increments a counter Client-to-Server hit

counter X [bytes] and Server-to-Client hit counter Y [bytes]. The flow table audit

mechanism scans the flow table, every predefined time interval, and updates the maskto

0x00000000 and the ACTIONto “no Action”of all entries that their Client-to-Server buffer

length = TCP_DATA_SIZE_DPI or Server-to-Client buffer length =

TCP_DATA_SIZE_DPI. The various fields of the flow table are shownin Fig. 2.

[0048] Fig. 4 show an exemplary and non-limiting diagram of a system 400 for

describing the processof flow termination as performed by the central controller 111 and

a network node 112 according to one embodiment. The various module of the controller

111 and node 112 are discussed with reference to Fig. 3.

[0049] In the flow termination process, the module 311 follows a termination of a TCP

flow and is responsible to remove the exiting flow from the flow table. In addition, the

module 311 disables or removes the mirroring instructions from the node 112. According

to one embodiment, the module 311 configures the node 112 with a set of termination

instructions. Examples for such instructions are provided above.

[0050] At S401, a packet arrives, at the node 112, from a client 130 with a header

including the value of [TCP FLAG FIN=1]. The value matches one of the termination

instructions, thus, at S402, to the packet is sent to the center controller 111.

[0051] In response, at S403, the module 311 traps the packet and marks the

corresponding flow-id in the flow table to update the state to FIN. Then, the packet is sent

backit to the network log.

[0052] At S404, a response packet from the destination server (e.g., server 140) with

a header’s value containing [TCP FLAG FIN=1, ACK=1] is received at the node 112. As

the value matches one of the termination instructions, at S405, to the packet is sent to

the center controller 111.

[0053] At S406, the module 311 traps the received packet and marks the

corresponding FLOW-ID in its flow table DB as state=FIN/FIN/ACK. Then, the packetis

sent back to the network node 112. At S407, a response TCP ACK packetarrives froma

12
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client 130 with a header’s value containing [TCP FLAG ACK=1] and is switched directly

to the server 140. If the response packet includes the header’s value of [TCP FLAG

RST=1], the module 311 marks the state of respective flow id in the flow table.

[0054] In an embodiment, the audit mechanism implemented by the module 311 scans

the flow table every predefined time interval to all flows thal their respective state is any

one of FIN, FIN/ACK, FIN/FIN/ACK, or RST. The flows are removed from the probe flow

module 321 and the flow table.

[0055] According to one embodiment, each network node 112 is populated with one or

more probe tables generated by the central controller 111. Fig. 5 shows a non-limiting

and exemplary data structure 500 depicting the organization of the flows to allow

functionality of both the probe flow detection module 321 and probe sequence counter

324.

[0056] The data structure 500 which may be in a form of a table is updated with a

general instruction to matchall traffic type with instruction 501 to go to a probe table 510.

The instruction 501 is set to the highest priority, unless the controller 111 requires pre-

processing of other instructions. All packets matching the instruction 500 are processed

in the probe table 510.

[0057] Inan embodiment, the probe table 510 is populated with a medium priority probe

and termination instructions 511 to detect all SYN, SYN/ACK,FIN, FIN/ACK that are the

TCP connectioninitiation packets. The instructions 511 allows the module 311 to update

the flow table and as a consequence create new instructions for mirroring N bytes from

each TCP connection setup.

[0058] The probe table 510 table is also populated with highest priority instructions 512,

these are two bi-direction instructions per flow-id that match a number ‘r’ tupple flow

headers including the TCP sequence numberas calculated by the sequence masklogic.

The instructions 512 are to send the packet to the central controller 111 and also to

perform go to table ID <next table ID>. The instructions 512 will cause sending the packet

to continue switching processing. Each of these bi-directional instructions 512 will cause

the node to copy several bytes from the TCP stream to the TCPflow analysis logic to be

stored for further DPI engine metadata analysis.

13
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[0059] Thefinal instruction 513 placed in the probe table 510 is in the lowestpriority to

catch all and proceed with the switch functionality. All traffic which does not correspond

to the TCP initiation packets, nor a specific detected flow and the corresponding TCP

sequence numbershall continue regular processing.

[0060] Fig. 6 shows an exemplary and non-limiting flowchart 600 illustrating the

operation of the central controller 111 according to one embodiment. At S610, all network

nodes 112 are configured with a set of probe instructions utilized to instruct each node

112 to redirect a TCP packet having at least a flag value as designated in each probe

instruction. Examples for probe instructions are provided above.

[0061] At S620, a first TCP packet with at least one TCP FLAG SYNvalue equal to 1

is received. This packet may have a sequence number M and may be sent from a client

device 130. At S630, a second TCP packet with at least one TCP FLAG ACK value equal

to 1 is received. This packet may have a sequence number N and may be sent from a

destination server 140 in response to the first TCP packet. In an embodiment, the flow

table is updated with the respective flow ID and the state of the first and second packets.

[0062] At S640, using at least the sequence numbersof the first and second packets

a mask value is computed. The maskvalue is utilized to determine which bytes from the

flow respective of the sequence numbers N and M should be mirrored by the nodes. An

embodiment for computing the mask value is provided above.

[0063] At S650, a set of mirroring instructions are generated using the mirror value and

sent to the network nodes. Each such instruction defines the packets (designed at least

by a specific scurce/destination IP addresses, and TCP sequences), the numberof bytes,

and the bytes that should be mirrored. At S660, the received mirror bytes are inspected

using a DPI engine in the controller 111. In addition, the flow table is updated with the

number of the received mirror bytes.

[0064] In S670, it is checked if the inspection session should be terminated. The

decision is based on the FIN and/or RST values of the TCP FLAG. As noted above,

packets with TCP FLAG FIN=1 or TCP FLAG RST=1 are directed to the controller

respective of the set of termination instructions. Some examples for the termination

instructions are provided above. If S670, results with No answer execution returns to

S660; otherwise, execution continues with S680. At S680, related exiting flows from the

14
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flow table are removed. In addition, the nodes 112 are instructed not to perform the

mirroring instructions provided at S650.

[0065] The various embodiments disclosed herein can be implemented as hardware,

firmware, software, or any combination thereof. Moreover, the software is preferably

implemented as an application program tangibly embodied on a program storage unit or

computer readable medium consisting of parts, or of certain devices and/or a combination

of devices. The application program may be uploaded to, and executed by, a machine

comprising any suitable architecture. Preferably, the machine is implemented on a

computer platform having hardware such as one or more central processing units

(‘CPUs’), amemory, and input/output interfaces. The computer platform may alse include

an operating system and microinstruction code. The various processes and functions

described herein may be either part of the microinstruction code or part of the application

program, or any combination thereof, which may be executed by a CPU, whether or not

such a computer or processoris explicitly shown. In addition, various other peripheral

units may be connected to the computer platform such as an additional data storage unit

and a printing unit. Furthermore, a non-transitory computer readable medium is any

computer readable medium except for a transitory propagating signal.

[0066] All examples and conditional language recited herein are intended for

pedagogical purposes to aid the reader in understanding the principles of the disclosed

embodiments and the concepts contributed by the inventorto furthering the art, and are

to be construed as being without limitation to such specifically recited examples and

conditions. Moreover,all statements herein reciting principles, aspects, and embodiments

of the invention, as well as specific examples thereof, are intended to encompass both

structural and functional equivalents thereof. Additionally, it is intended that such

equivalents include both currently known equivalents as well as equivalents developedin

the future, i.¢., any nodes developed that perform the same function, regardiess of

structure.
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CLAIMS

Whatis claimed is:

1. A method for deep packet inspection (DPI) in a software defined network (SDN),

wherein the method is performed by a central controller of the SDN, comprising:

configuring a plurality of network nodes operable in the SDN with at least one probe

instruction;

receiving from a network node a first packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receiving from a network node a second packetof the flow, wherein the second

packet matches the at least one probeinstruction, wherein the second packet includes a

second sequence number, wherein the second packet is a responseof thefirst packet;

computing a mask value respective of at least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generating at least one mirror instruction based on at least the mask value; and

configuring the plurality of network nodes with at least one mirror instruction.

2. The methed of claim 1, further comprising:

receiving mirrored bytes from a network node respective of the at least one mirror

instruction; and

inspecting the mirrored bytes using a DPI engine.

3. The methcd of claim 1, further comprising:

maintaining a flow table listing each flow inspected by the central controller; and

updating a status field in the flow table upon reception of any one of: the first

packet, the second packet, and the mirrored bytes.

4. The methodof claim 3, further comprising:

configuring the plurality of network nodes with at least one termination instruction;
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removing all entries from the flow table for each flow matching the at least one

termination instruction; and

disabling the at least one mirror instruction for each flow matching the at least one

termination instruction.

5. The method of claim 1, wherein the at least one probeinstruction is any one of:

if (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TCP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

6. The methed of claim 1, wherein the least one mirror action is at least: if (source IP

Address = V1 and destination IP Address = V2 and source TCP port = V3 and destination

IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6) then (mirror V7

bytes).

7. The methed of claim 4, wherein the at least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-direct packet to controller): if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller); and if (TCP FLAG RST=1) then (re-direct

packet to controller).

8. The methed of claim 1, wherein a number of bytes mirrored from each packet isa

portion of the packet, wherein the bytes are mirrored from packets in sequence.

9. The method of claim 1, wherein the communication between central controller and

the plurality of network nodes is performed using the OpenFlow standard.

10.  Anon-transitory computer readable medium having stored thereon instructions for

causing one or more processing units to execute the computerized method according to

claim 1.

11. A-system for deep packet inspection (DPI) in a software defined network (SDN),

wherein the method is performed by a central controller of the SDN, comprising:
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a processor;

a memory connected to the processor and configured to contain a plurality of

instructions that when executed by the processor configure the system to:

set a plurality of network nodes operabie in the SDN with at least one probe

instruction;

receive from a network nodeafirst packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receive from a network node a second packet of the flow, wherein the second

packet matchesthe at least one probe instruction, wherein the second packetincludes a

second sequence number, wherein the second packetis a responseofthefirst packet;

compute a mask value respective of at least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generate at least one mirror instruction based on at least the mask value; and

configure the plurality of network nodes with at least one mirror instruction.

12. The system of claim 11, wherein the system is further configured to:

receive mirrored bytes from a network node respective of the at least one mirror

instruction; and

inspect the mirrored bytes using a DPI engine.

13. The system of claim 11, wherein the system is further configured to:

maintain a flow table listing each flow inspected by the central controller; and

update a status field in the flow table upon reception of any oneof: thefirst packet,

the second packet, and the mirrored bytes.

14. The system of claim 13, wherein the system is further configured to:

configure the plurality of network nodes with at least one termination instruction;

remove all entries from the flow table for each flow matching the at least one

termination instruction; and

18
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disable the at least one mirror instruction for each flow matching the at least one

termination instruction.

15. The system of claim 11, wherein the at least one probe instruction is any one of:

if (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TCP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

16. The system of claim 11, wherein the least one mirror action is at least: if (source

IP Address = V1 and destination IP Address = V2 and source TCP port = V3 and

destination IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

then (mirror V7 bytes).

17. The system of claim 14, wherein the at least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-direct packet to controller); if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller); and if (TCP FLAG RSTs71) then (re-direct

packet to controller).

18. The system of claim 11, wherein a numberof bytes mirrored from each packetis

a portion of the packet, wherein the bytes are mirrored from packets in sequence.

19. The system of claim 11, wherein the communication between central controller and

the plurality of network node is performed using the OpenFlow standard

19
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A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE

DEFINED NETWORKS

CROSS REFERENCETO RELATED APPLICATIONS

[001] This application claims the benefit of US provisional application No. 61/982,358

filed on April 22, 2014, the contents of which are herein incorporated by reference.

TECHNICAL FIELD

[G02] This disclosure generally relates to techniques for deep packet inspection (DPI),

and particularly for DPI of traffic in cloud-based networks utilizing software defined

networks.

BACKGROUND

[003] Deep packet inspection (DPI) technology is a form of network packet scanning

technique that allows specific data patterns to be extracted from a data communication

channel. Extracted data patterns can then be used by various applications, such as

security and data analytics applications. DPI currently performs across various

networks, such as internal networks, Internet service providers (ISPs), and public

networks provided to customers. Typically, the DPI is performed by dedicated engines

installed in such networks.

[004] A software defined networking is a relatively new type of networking architecture

that provides centralized management of network nodes rather than a distributed

architecture utilized by conventional networks. The SDN is prompted by an ONF (open

network foundation). The leading communication standard that currently defines

communication between the central controller (e.g., a SDN controller) and the network

nodes (e.g., vSwitches) is the OpenFlow™standard.

[005] Specifically, in SDN-based architectures the data forwarding (e.g. data plane) is

typically decoupled from control decisions (e.g. control plane), such as routing,

resources, and other management functionalities. The decoupling may also allow the

data plane and the control plane to operate on different hardware, in different runtime

environments, and/or operate using different models. As such, in an SDN network, the
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networkintelligence is logically centralized in the central controller which configures,

using OpenFlow protocol, network nodes and to control application data traffic flows.

[006] Although, the OpenFlow protocol allows addition of programmability to network

nodes for the purpose of packets-processing operations under the control of the central

controller, the OpenFlow does not support any mechanism to allow DPI of packets

through the various networking layers as defined by the OSI model. Specifically, the

current OpenFlow specification defines a mechanism to parse and extract only packet

headers, in layer-2 through layer-4, from packets flowing via the network nodes. The

OpenFlow specification does not define or suggest any mechanism to extract non-

generic, uncommon, and/or arbitrary data patterns contained in layer-4 to layer 7 fields.

in addition, the OpenFlow specification does not define or suggest any mechanism to

inspect or to extract content from packets belonging to a specific flow or session. This

is a major limitation as it would not require inspection of the packet for the purpose of

identification of, for example, security threats detection.

[007] The straightforward approachof routing all traffic from network nodes to the central

controller introduces some significant drawbacks, such as increased end-to-end traffic

delays betweenthe client and the server; overflowing the controller capability to perform

other networking functions; and a single point of failure for the re-routedtraffic.

[008] Therefore, it would be advantageous to provide a solution that overcomes the

deficiencies noted above and allow efficient DPI in SDNs.

SUMMARY

[009] A summary of several example embodiments of the disclosure follows. This

summaryis provided for the convenience of the readerto provide a basic understanding

of such embodiments and does not wholly define the breadth of the disclosure. This

summaryis not an extensive overview of all contemplated embodiments, and is intended

to neither identify key or critical nodes of all aspects nor delineate the scope of anyorall

embodimenis. Its sole purpose is to present some concepts of one or more embodiments

in a simplified form as a prelude to the more detailed description that is presented later.

For convenience, the term some embcdimenis may be used herein to refer to a single

embodiment or multiple embodiments of the disclosure.
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[0010] Certain embodiments disclosed herein include a method for deep packet

inspection (DPI) in a software defined network (SDN), wherein the method is performed

by a central controller of the SDN. The method comprises: configuring a plurality of

network nodes operable in the SDN with at least one probe instruction; receiving from a

network node a first packet of a flow, wherein the first packet matches the al least one

probe instruction, wherein the first packet includes a first sequence number; receiving

from a network node a second packet of the flow, wherein the second packet matches

the at least one probe instruction, wherein the second packet includes a second sequence

number, wherein the second packet is a response of the first packet; computing a mask

value respective of at least the first and second sequence numbers, wherein the mask

value indicates which bytes to be mirrored from subsequent packets belonging to the

same flow, wherein the mirrored bytes are inspected; generating at least one mirror

instruction based on at least the mask value; and configuring the plurality of network

nodes with at least one mirror instruction.

[0011] Certain embodiments disclosed herein include a system for deep packet inspection

(DPI) in a software defined network (SDN), wherein the meihed is performed by a central

controller of the SDN. The system comprises: a processor; a memory connected to the

processor and configured to contain a plurality of instructions that when executed by the

processor configure the system tc: set a plurality of network nodes operable in the SDN

with at least one probeinstruction; receive from a network nedea first packet of a flow,

wherein thefirst packet matches the at least one probeinstruction, wherein thefirst packet

includes a first sequence number; receive from a network node a second packet of the

flow, wherein the second packet matches the at least one probe instruction, wherein the

second packet includes a second sequence number, wherein the second packet is a

response of the first packet; compute a mask value respective of at least the first and

second sequence numbers, wherein the mask value indicates which bytes to be mirrored

from subsequent packets belonging to the same flow, wherein the mirrored bytes are

inspected; generate at least one mirror instruction based on at least the mask value;

and configure the plurality of network nodes with at least one mirror instruction.

BRIEF DESCRIPTION OF THE DRAWINGS
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[0012]The subject matter disclosed herein is particularly pointed out and distinctly

claimed in the claims at the conclusion of the specification. The foregoing and other

objects, features, and advantages of the invention will be apparent from the following

detailed description taken in conjunction with the accompanying drawings.

[0013] Figure 1 is a schematic diagram of a network system utilized to describe the

various disclosed embodiments.

[0014] Figure 2 illustrates is a schematic diagram of a flow table stored in a central

controller.

[0015] Figure 3 is a schematic diagram of a system utilized for describing the process

of flow detection as performed by a central controller and a network node according to

one embodiment.

[0016] Figure 4 is a schematic diagram of a system utilized for describing the process

of flow termination as performed by a central controller and a network node according to

one embodiment.

[0017] Figure 5is a data structure depicting the organization of flows according to one

embodiment.

[0018] Figure 6 is flowchartillustrating the operation of the central controller according

to one embodiment.

DETAILED DESCRIPTION

[0019] It is important to note that the embodiments disclosed herein are only examples

of the many advantageous usesof the innovative teachings herein. In general, statements

made in the specification of the present application do not necessarily limit any of the

various claimed embodiments. Moreover, some statements may apply to some inventive

features but not to others. In general, unless otherwise indicated, singular nodes may be

in plural and vice versa with no loss of generality. In the drawings, like numerals refer to

like parts through several views.

[0020] Fig. 1 is an exemplary and non-limiting diagram of a network system 100 utilized

te describe the various disclosed embodiments. The network system 100 includes a

software defined network (SDN) 110 (not shown) containing a central controller 111 and

a plurality of network nodes 112. The network nodes 112 communicate with the central
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controller 111 using, for example, an OpenFlow protocol. The central controller 111 can

configure the network nodes 112 to perform certain data path operations. The SDN 110

can be implemented in wide area networks (WANs), local area networks (LANs), the

internet, metropolitan area networks (MANs), ISP backbones, datacenters, inter-

datacenter networks, and the like. Each network node 112 in the SDN may be a router, a

switch, a bridge, and so on.

[0021] The central controller 111 provides inspected data (such as application

metadata) to a plurality of application servers (collectively referred to as application

servers 120, merely for simplicity purposes). An application server 120 executes, for

example, security applications (¢.g., Firewall, intrusion detection, etc.), data analytic

applications, and so on.

[0022] In the exemplary network system 100, a plurality of client devices (collectively

referred to as client devices 130, merely for simplicity purposes) communicate with a

plurality of destination servers (collectively referred to as destination servers 140, merely

for simplicity purposes) connected over the network 110. A client device 130 may be, for

example, a smart phone, a tablet computer, a personal computer, a laptop computer, a

wearable computing device, and the like. The destination servers 140 are accessed by

the devices 130 and may be, for example, web servers.

[0023] According to some embodiments, the central controller 111 is configured to

perform deep packet inspection on designated packets from designated flows or TCP

sessions. To this end, the central controller 111 is further configured to instruct each of

the network nodes 112 which of the packets and/or sessions should be directed to the

controller 111 for packet inspections.

[0024] According to some embodiments, each network node 112 is configured to

determine if an incoming packet requires inspection or not. The determination is

performed based on a set of instructions provided by the controller 111. A packet that

requires inspection is either redirected to the controller 111 or mirrored and a copy thereof

is sent to the controller 111. It should be noted that traffic flows that are inspected are not

affected by the operation of the network node 112. In an embodiment, each network node

112 is configured to extract and send only a portion of a packet data that contains

meaningful information.
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[0025] The set of instructions that the controller 111 configures each of the network

nodes 112 with include “probe instructions”, “mirroring instructions”, and “termination

instructions.” According to some exemplary and non-limiting embodiments, the probe

instructions include:

lf (FCP FLAG SYN=1) then (re-direct packet to central controller);

ff (TCP FLAG SYN=71 and ACK=1) then (re-direct packet to central controller}; and

if (FCP FLAG ACK=1) then (forward packetdirectly to a destination server).

The termination instructions include:

ff (TCP FLAG FIN=1) then (re-direct packet to controller);

if (TCP FLAG FIN=1 and ACK=1) then (re-direct packet to controller); and

lf (FCP FLAG RST=1) then (re-direct packet to controller).

[0026] The TCP FLAG SYN, TCP FLAG ACK, TCP FLAG FIN, TCP FLAG RST are

fields ina TCP packet’s header that can be analyzed by the network nodes 112. That is,

each node 112 is configured to receive an incoming packet(either a request from a client

device 130 or response for a server 140), analyze the packet’s header, and perform the

action (redirect the packet to controller 111 or send to destination server 140) respective

of the value of the TCP flag.

[0027] Thecontroller 111 also configures each of the network nodes 112 with mirroring

instructions with a mirror action of X numberof bytes within a packet. The mirrored bytes

are sent to the controller 111 to perform the DPI analysis. According to some exemplary

embodimenis, the set of mirroring instructions have the following format:

If (source IP Address = V1 and destination IP Address = V2 and source TCP port = V3

and destination IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

then (mirror V7 bytes)
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[0028] The values V1 through V7 are determined by the controller 111 per network

node or for all nodes 112. The values of the TCP sequence, and TCP sequence mask

are computed, by the controller 111, as discussed in detail below.

[0029] In another embodiment, in order to allow analysis of TCP packets’ headers by

a network node 112 and tracks flows, new type-length-value (TLV) structures are

provided. The TLV structures may be applied to be utilized by an OpenFlow protocol

standard as defined, for example, in the OpenFlow 1.3.3 specification published by the

Open Flow Foundation on September 27, 2013 or OpenFlow 1.4.0 specification published

on October 14, 2013, for parsing and identifying any arbitrary fields within a packet.

According to non-limiting and exemplary embodiments, the TLV structures disclosed

herein include:

1. TCP_FLG_OXM_HEADER (Ox80FE, 2, 1). This TVL structure allowsidentification

of the TCP headerflags. The ‘Ox80FE’ value represents a unique vendor identification

(ID), the value ‘2’ represents a unique Type=2 value for the TLV, and the ‘1’ value is

1-byte total length that stores the TCP flags header.

2. TCP_SEQOXM_HEADER(Ox80FE,1, 4) - This TLV structure allowsidentification

of the TCP sequence numberfield. The ‘Ox80FE’ value represents a unique vendor

iD, the value ‘1’ represents a unique Type=1 value for this TLV, and the value ‘4’ isa

4-byte total length that stores the TCP sequence number.

[0030] In orderto track the flows, the central controller 111 also maintains a flow table

having a structure 200 asillustrated in the exemplary and non-limiting Fig. 2. The flow

table 200 contains two main fields KEY 210 and DATA 220. The KEYfield 210 holds

information with respect to the addresses/port numbers of a client device 130 and a

destination server 140. The DATAfield 220 contains information with respect to a TCP

flow, such as a flow ID, a request (client to server) sequence number M, a response

(serverto client) sequence numberN,a flow state (e.g., ACK, FIN), a creation timestamp,

a client to server hit counter, server to client hit counter Y [bytes], client to server data

buffer, server to client buffer, and an aging bit.

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 223 of 557



   

              

              

             

               

                

                

       

            

                

               

             

             

           

     

            

                

              

               

               

            

    

             

             

               

            

              

       

         

          

           

            

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 224 of 557

WO 2015/164370 PCT/US2015/026869

[0031] Fig. 3 shows an exemplary and non-limiting schematic diagram of a system 300

for describing the process of flow detection as performed by the central controller 111

and a network node 112 according to one embodiment. In an exemplary implementation,

the central controller 111 includes a DPI flow detection module 311, a DPI engine 312,

and a memory 313, and a processing unit 314. The DPI engine 312 in configured to

inspect a packet or a numberof bytes to provide application metadata as required by an

application executed by an application server 120.

[0032] According to various embodiments discussed in detail above, the DPI flow

detection module 311 is configured to detect all TCP flows and maintain them in the flow

table (e.g., table 200). The module 311 is also configured to generate and provide the

network logs with the required instructions to monitor, redirect, and mirror packets. The

DPI flow detection module 311 executes certain functions including, but not limited to,

flow management, computing sequence masks, and TCP flow analysis. These functions

are discussed in detail below.

[0033] In exemplary implementation, the network node 112 includes a probe flow

module 321, a memory 322, and a processing unit 323. The probe flow module 321 is

configured to redirect any new TCP connection state initiation packets to the DPI flow

detection module 311, as well as to extract several packets from each detected TCP flow

and mirror them to the flow detection module 311. In an embodiment, probe flow module

321 executes functions and/or implements logic to intercept TCP flags, redirect packets,

and count sequence numbers.

[0034] Both processing units 314 and 323 uses instructions stored in the memories

313 and 322 respectively to execute tasks generally performed by the central controllers

of SDN as well as to control and enable the operation of behavioral networkintelligence

processes disclosed herewith. in an embodiment, the processing unit (314, 323) may

include one or more processors. The one or more processors may be implemented with

any combination of general-purpose microprocessors, multi-core processors,

microcontrollers, digital signal processors (DSPs), field programmable gate array

(FPGAs), programmable logic devices (PLDs), controllers, state machines, gated logic,

discrete hardware components, dedicated hardwarefinite state machines, or any other

suitable entities that can perform calculations or other manipulations of information. The
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memories 313 and 322 may be implemented using any form of a non-transitory computer

readable medium.

[0035] Prior to performing the flow detection process the network node 112 is set with

the probe instructions, such as those discussed above. Referring to Fig. 3, at S301, a

packetarrives from a client (e.g., client 130, Fig. 1) at a port (not shown) at the network

node 112. The packet is a TCP packet with a headerincluding the following value [TCP

FLAG SYN=1, SEQUENCE= M].

[0036] As the header’ value matches a redirect action, at S302, the probe flow module

321 redirects the packet to the controller 111, and in particular to the module 311.

[0037] Inresponse, at S303, the module 311 traps the packet and creates a new flow-

id in the flow table (e.g., table 200) and marksthe flow-id’s state as ‘SYN’. The flow table

is saved in the memory 313. The initial sequence from the client to a destination server

number equals M and savedin the flow table as well. Then, the packet is sent to the node

112 for further processing.

[0038] At S304, a response packetarrives from a destination server (e.g., server 140,

Fig. 1) with header value [TCP FLAG SYN=1, TCP FLAG ACK=1, SEQUENCE = NJ. The

response is received at the node’s 112 port. At S305, as the header’s value matches a

probeinstruction, the response packetis sent to the module 311 in the controller 111.

[0039] In response, the module 311 traps the packet and searchesfor a pre-allocated

corresponding flow-id in the flow table and updates the respective state as ‘SYN/ACK’.

The module 311 also stores the initial sequence number of a packet from the serverto

client as equals to N. This will create a new bi-directional flow-id with M and N sequence

numbersidentified and the sequence mask logic can be calculated respective thereof.

[0040] According to various embodiments, the DPI flow detection module 311

implements or executes a sequence mask logic that computes a maskfor the initial

trapped sequence numbers (M and N) to be used for a new flow to be configured into the

node 112. Specifically, the computed mask is used to define new mirroring instructions to

allow mirroring of a number of bytes from the TCP session in both directions. The

computed mask value specifies which bytes respective of the correct sequence number

would be required to mirror fram the TCP session. In an embodiment, the computed value

is placed in a maskfiled defined by the OpenFlow protocol.
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[0041] The following steps are taken to extract the computed mask value:

Compute a temporary mask value (temp_mask_val) as follows:

temp_mask_val = M XOR (M+ TCP_DATA_SIZE_DP'i);

The value TCP_DATA_SIZE_DPI specifies the number of bytes the node 112 would be

required to mirror from the TCP session. In an embodiment, a different value of the

TCP_DATA_SIZE_DPi maybeset for the upstream and downstream traffic. For example,

for an upstream traffic fewer bytes may be mirrored than the downstream traffic, thus the

TCP_DATA_SIZE_DPI value for upstream traffic would be smaller than a downstream

traffic. The temp_mask_val returns a number where the mostsignificant bit (MSB) set to

one indicates thefirst bit of the mask. Then a sequence MSB is computed as follows:

seq_msb = (int32_t)msb32(temp_Mask_val);

The ‘msb32’ function returns the MSB place of temp_mask_val. Finally, the mask value

is computed as follows:

mask = (int32_t)(O0 - ((Ox1 << seq_msb))).

[0042] As an example, if the sequence number M is M=0xf46d5c34, and

TCP_DATA_SIZE_DPI| = 16384, then:

temp_mask_val = Oxf46d5c34 XOR (Oxf46d5c34 + 16384) = Oxc000

seq_msb = (int32_t)msb32(Oxf46d9c34) = 16

mask = (int32_t)(O0 - (Ox1 << 16)) = OxFFFF8000

[0043] The maskis defined such that a ‘0’ in a given bit position indicates a “don't care”

match for the same bit in the corresponding field, whereas a ‘1’ means match the bit

exactly. In above example, all data packets containing sequence numberin the range of

{0xf46d5c34 to Oxf46d9c34} be mirrored to the controller 111.
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[0044] Using the computed mask value, the module 311 using a TCP flow analysis

logic (not shown) creates the mirroring instructions related to the client and servertraffic.

One instruction identifies the client to server flow traffic, including the OXM_OF_

_TCP_SEQ to identify the initial sequence numberof the flow with the mask_M computed.

The action of the flow is to mirror all packets that the instruction applies, which will result

in the TCP_DATA_SIZE_DPI number of bytes from the client to server direction to be

mirrored to the controller 111. The second instruction identifies the server-to-client flow

traffic, including the OXM_OF_TCP_SEQtoidentify the initial sequence number of the

flow with the mask_N. The action is to mirror all packets that the instruction applies to,

which will result in the TCP_DATA_SIZE_DPI number of byte from the server to client

direction to be mirrored to the controller 111 for further analysis. The mask_N and

mask_M are computed using the sequence numbers N and M< respectively using the

process discussed above. As a non-limiting example, the mirroring instructions includes:

result
Source destination|source|destination|IP TCP TCP action

IP IP address|TCP TCPport protocol|sequence sequence
address port number mask
192.1.1.1|209.1.4.4 15431|21 6 Oxf46d5c34|OxFFFF8000|Mirror
209.1.4.4|192.1.1.1 21 15431 6 Ox8c98b9ab|OxFFFFS8000|Mirror

 
 

       
[0045] Referring back to Fig. 3, at S306, in the module 311 the processed packetis

sent back to the node 112 for further processing. In an embodiment, a set of mirroring

instructions generated respective of the computed mask value are sent to the node 112.

At S307, a response TCP ACK packet with [TCP FLAG ACK= 1] is received at a port of

the node 112 and, based on the respective probe instruction, the packet is switched

directly to the destination server 140.

[0046] In an embodiment, an audit mechanism scans the flow table every predefined

time interval from the last timestamp and deletes all flows from the state is not SYN/ACK.

Furthermore, an aging mechanism deletes all entries wherein their aging bit equal = 1.

The aging bit is initialized to 0 upon flow creation of a flow-id entry and is set to 1 in the

first audit pass if buffer length is 0. When a flow-id is deleted from the flow table, the flow-

id also removed from the tables maintained by the probe sequence counter 324.
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[0047] At S308 and S309, packets arrive from either the client device or a destination

server with their sequence number that matches the mirroring instructions and are

mirrored to the central controller 111 for buffering and for analysis by the DPI engine 312.

It should be noted that each instruction hit increments a counter Client-to-Server hit

counter X [bytes] and Server-to-Client hit counter Y [bytes]. The flow table audit

mechanism scans the flow table, every predefined time interval, and updates the maskto

0x00000000 and the ACTIONto “no Action”of all entries that their Client-to-Server buffer

length = TCP_DATA_SIZE_DPI or Server-to-Client buffer length =

TCP_DATA_SIZE_DPI. The various fields of the flow table are shownin Fig. 2.

[0048] Fig. 4 show an exemplary and non-limiting diagram of a system 400 for

describing the processof flow termination as performed by the central controller 111 and

a network node 112 according to one embodiment. The various module of the controller

111 and node 112 are discussed with reference to Fig. 3.

[0049] In the flow termination process, the module 311 follows a termination of a TCP

flow and is responsible to remove the exiting flow from the flow table. In addition, the

module 311 disables or removes the mirroring instructions from the node 112. According

to one embodiment, the module 311 configures the node 112 with a set of termination

instructions. Examples for such instructions are provided above.

[0050] At S401, a packet arrives, at the node 112, from a client 130 with a header

including the value of [TCP FLAG FIN=1]. The value matches one of the termination

instructions, thus, at S402, to the packet is sent to the center controller 111.

[0051] In response, at S403, the module 311 traps the packet and marks the

corresponding flow-id in the flow table to update the state to FIN. Then, the packet is sent

backit to the network log.

[0052] At S404, a response packet from the destination server (e.g., server 140) with

a header’s value containing [TCP FLAG FIN=1, ACK=1] is received at the node 112. As

the value matches one of the termination instructions, at S405, to the packet is sent to

the center controller 111.

[0053] At S406, the module 311 traps the received packet and marks the

corresponding FLOW-ID in its flow table DB as state=FIN/FIN/ACK. Then, the packetis

sent back to the network node 112. At S407, a response TCP ACK packetarrives froma

12
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client 130 with a header’s value containing [TCP FLAG ACK=1] and is switched directly

to the server 140. If the response packet includes the header’s value of [TCP FLAG

RST=1], the module 311 marks the state of respective flow id in the flow table.

[0054] In an embodiment, the audit mechanism implemented by the module 311 scans

the flow table every predefined time interval to all flows thal their respective state is any

one of FIN, FIN/ACK, FIN/FIN/ACK, or RST. The flows are removed from the probe flow

module 321 and the flow table.

[0055] According to one embodiment, each network node 112 is populated with one or

more probe tables generated by the central controller 111. Fig. 5 shows a non-limiting

and exemplary data structure 500 depicting the organization of the flows to allow

functionality of both the probe flow detection module 321 and probe sequence counter

324.

[0056] The data structure 500 which may be in a form of a table is updated with a

general instruction to matchall traffic type with instruction 501 to go to a probe table 510.

The instruction 501 is set to the highest priority, unless the controller 111 requires pre-

processing of other instructions. All packets matching the instruction 500 are processed

in the probe table 510.

[0057] Inan embodiment, the probe table 510 is populated with a medium priority probe

and termination instructions 511 to detect all SYN, SYN/ACK,FIN, FIN/ACK that are the

TCP connectioninitiation packets. The instructions 511 allows the module 311 to update

the flow table and as a consequence create new instructions for mirroring N bytes from

each TCP connection setup.

[0058] The probe table 510 table is also populated with highest priority instructions 512,

these are two bi-direction instructions per flow-id that match a number ‘r’ tupple flow

headers including the TCP sequence numberas calculated by the sequence masklogic.

The instructions 512 are to send the packet to the central controller 111 and also to

perform go to table ID <next table ID>. The instructions 512 will cause sending the packet

to continue switching processing. Each of these bi-directional instructions 512 will cause

the node to copy several bytes from the TCP stream to the TCPflow analysis logic to be

stored for further DPI engine metadata analysis.
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[0059] Thefinal instruction 513 placed in the probe table 510 is in the lowestpriority to

catch all and proceed with the switch functionality. All traffic which does not correspond

to the TCP initiation packets, nor a specific detected flow and the corresponding TCP

sequence numbershall continue regular processing.

[0060] Fig. 6 shows an exemplary and non-limiting flowchart 600 illustrating the

operation of the central controller 111 according to one embodiment. At S610, all network

nodes 112 are configured with a set of probe instructions utilized to instruct each node

112 to redirect a TCP packet having at least a flag value as designated in each probe

instruction. Examples for probe instructions are provided above.

[0061] At S620, a first TCP packet with at least one TCP FLAG SYNvalue equal to 1

is received. This packet may have a sequence number M and may be sent from a client

device 130. At S630, a second TCP packet with at least one TCP FLAG ACK value equal

to 1 is received. This packet may have a sequence number N and may be sent from a

destination server 140 in response to the first TCP packet. In an embodiment, the flow

table is updated with the respective flow ID and the state of the first and second packets.

[0062] At S640, using at least the sequence numbersof the first and second packets

a mask value is computed. The maskvalue is utilized to determine which bytes from the

flow respective of the sequence numbers N and M should be mirrored by the nodes. An

embodiment for computing the mask value is provided above.

[0063] At S650, a set of mirroring instructions are generated using the mirror value and

sent to the network nodes. Each such instruction defines the packets (designed at least

by a specific scurce/destination IP addresses, and TCP sequences), the numberof bytes,

and the bytes that should be mirrored. At S660, the received mirror bytes are inspected

using a DPI engine in the controller 111. In addition, the flow table is updated with the

number of the received mirror bytes.

[0064] In S670, it is checked if the inspection session should be terminated. The

decision is based on the FIN and/or RST values of the TCP FLAG. As noted above,

packets with TCP FLAG FIN=1 or TCP FLAG RST=1 are directed to the controller

respective of the set of termination instructions. Some examples for the termination

instructions are provided above. If S670, results with No answer execution returns to

S660; otherwise, execution continues with S680. At S680, related exiting flows from the

14
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flow table are removed. In addition, the nodes 112 are instructed not to perform the

mirroring instructions provided at S650.

[0065] The various embodiments disclosed herein can be implemented as hardware,

firmware, software, or any combination thereof. Moreover, the software is preferably

implemented as an application program tangibly embodied on a program storage unit or

computer readable medium consisting of parts, or of certain devices and/or a combination

of devices. The application program may be uploaded to, and executed by, a machine

comprising any suitable architecture. Preferably, the machine is implemented on a

computer platform having hardware such as one or more central processing units

(‘CPUs’), amemory, and input/output interfaces. The computer platform may alse include

an operating system and microinstruction code. The various processes and functions

described herein may be either part of the microinstruction code or part of the application

program, or any combination thereof, which may be executed by a CPU, whether or not

such a computer or processoris explicitly shown. In addition, various other peripheral

units may be connected to the computer platform such as an additional data storage unit

and a printing unit. Furthermore, a non-transitory computer readable medium is any

computer readable medium except for a transitory propagating signal.

[0066] All examples and conditional language recited herein are intended for

pedagogical purposes to aid the reader in understanding the principles of the disclosed

embodiments and the concepts contributed by the inventorto furthering the art, and are

to be construed as being without limitation to such specifically recited examples and

conditions. Moreover,all statements herein reciting principles, aspects, and embodiments

of the invention, as well as specific examples thereof, are intended to encompass both

structural and functional equivalents thereof. Additionally, it is intended that such

equivalents include both currently known equivalents as well as equivalents developedin

the future, i.¢., any nodes developed that perform the same function, regardiess of

structure.
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CLAIMS

Whatis claimed is:

1. A method for deep packet inspection (DPI) in a software defined network (SDN),

wherein the method is performed by a central controller of the SDN, comprising:

configuring a plurality of network nodes operable in the SDN with at least one probe

instruction;

receiving from a network node a first packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receiving from a network node a second packetof the flow, wherein the second

packet matches the at least one probeinstruction, wherein the second packet includes a

second sequence number, wherein the second packet is a responseof thefirst packet;

computing a mask value respective of at least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generating at least one mirror instruction based on at least the mask value; and

configuring the plurality of network nodes with at least one mirror instruction.

2. The methed of claim 1, further comprising:

receiving mirrored bytes from a network node respective of the at least one mirror

instruction; and

inspecting the mirrored bytes using a DPI engine.

3. The methcd of claim 1, further comprising:

maintaining a flow table listing each flow inspected by the central controller; and

updating a status field in the flow table upon reception of any one of: the first

packet, the second packet, and the mirrored bytes.

4. The methodof claim 3, further comprising:

configuring the plurality of network nodes with at least one termination instruction;
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removing all entries from the flow table for each flow matching the at least one

termination instruction; and

disabling the at least one mirror instruction for each flow matching the at least one

termination instruction.

5. The method of claim 1, wherein the at least one probeinstruction is any one of:

if (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TCP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

6. The methed of claim 1, wherein the least one mirror action is at least: if (source IP

Address = V1 and destination IP Address = V2 and source TCP port = V3 and destination

IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6) then (mirror V7

bytes).

7. The methed of claim 4, wherein the at least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-direct packet to controller): if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller); and if (TCP FLAG RST=1) then (re-direct

packet to controller).

8. The methed of claim 1, wherein a number of bytes mirrored from each packet isa

portion of the packet, wherein the bytes are mirrored from packets in sequence.

9. The method of claim 1, wherein the communication between central controller and

the plurality of network nodes is performed using the OpenFlow standard.

10.  Anon-transitory computer readable medium having stored thereon instructions for

causing one or more processing units to execute the computerized method according to

claim 1.

11. A-system for deep packet inspection (DPI) in a software defined network (SDN),

wherein the method is performed by a central controller of the SDN, comprising:
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a processor;

a memory connected to the processor and configured to contain a plurality of

instructions that when executed by the processor configure the system to:

set a plurality of network nodes operabie in the SDN with at least one probe

instruction;

receive from a network nodeafirst packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receive from a network node a second packet of the flow, wherein the second

packet matchesthe at least one probe instruction, wherein the second packetincludes a

second sequence number, wherein the second packetis a responseofthefirst packet;

compute a mask value respective of at least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generate at least one mirror instruction based on at least the mask value; and

configure the plurality of network nodes with at least one mirror instruction.

12. The system of claim 11, wherein the system is further configured to:

receive mirrored bytes from a network node respective of the at least one mirror

instruction; and

inspect the mirrored bytes using a DPI engine.

13. The system of claim 11, wherein the system is further configured to:

maintain a flow table listing each flow inspected by the central controller; and

update a status field in the flow table upon reception of any oneof: thefirst packet,

the second packet, and the mirrored bytes.

14. The system of claim 13, wherein the system is further configured to:

configure the plurality of network nodes with at least one termination instruction;

remove all entries from the flow table for each flow matching the at least one

termination instruction; and
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disable the at least one mirror instruction for each flow matching the at least one

termination instruction.

15. The system of claim 11, wherein the at least one probe instruction is any one of:

if (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TCP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

16. The system of claim 11, wherein the least one mirror action is at least: if (source

IP Address = V1 and destination IP Address = V2 and source TCP port = V3 and

destination IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

then (mirror V7 bytes).

17. The system of claim 14, wherein the at least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-direct packet to controller); if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller); and if (TCP FLAG RSTs71) then (re-direct

packet to controller).

18. The system of claim 11, wherein a numberof bytes mirrored from each packetis

a portion of the packet, wherein the bytes are mirrored from packets in sequence.

19. The system of claim 11, wherein the communication between central controller and

the plurality of network node is performed using the OpenFlow standard
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CLAIMS

Whatis claimed is:

1. A method for deep packet inspection (DPI) in a software defined network (SDN),

wherein the method is performed by a central controller of the SDN, comprising:

configuring a plurality of network nodes operable in the SDN with at least one probe

instruction;

receiving from a network node a first packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receiving from a network node a second packetof the flow, wherein the second

packet matches the at least one probeinstruction, wherein the second packet includes a

second sequence number, wherein the second packet is a responseof thefirst packet;

computing a mask value respective of at least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generating at least one mirror instruction based on at least the mask value; and

configuring the plurality of network nodes with at least one mirror instruction.

2. The methed of claim 1, further comprising:

receiving mirrored bytes from a network node respective of the at least one mirror

instruction; and

inspecting the mirrored bytes using a DPI engine.

3. The methcd of claim 1, further comprising:

maintaining a flow table listing each flow inspected by the central controller; and

updating a status field in the flow table upon reception of any one of: the first

packet, the second packet, and the mirrored bytes.

4. The methodof claim 3, further comprising:

configuring the plurality of network nodes with at least one termination instruction;
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removing all entries from the flow table for each flow matching the at least one

termination instruction; and

disabling the at least one mirror instruction for each flow matching the at least one

termination instruction.

5. The method of claim 1, wherein the at least one probeinstruction is any one of:

if (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TCP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

6. The methed of claim 1, wherein the least one mirror action is at least: if (source IP

Address = V1 and destination IP Address = V2 and source TCP port = V3 and destination

IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6) then (mirror V7

bytes).

7. The methed of claim 4, wherein the at least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-direct packet to controller): if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller); and if (TCP FLAG RST=1) then (re-direct

packet to controller).

8. The methed of claim 1, wherein a number of bytes mirrored from each packet isa

portion of the packet, wherein the bytes are mirrored from packets in sequence.

9. The method of claim 1, wherein the communication between central controller and

the plurality of network nodes is performed using the OpenFlow standard.

10.  Anon-transitory computer readable medium having stored thereon instructions for

causing one or more processing units to execute the computerized method according to

claim 1.

11. A-system for deep packet inspection (DPI) in a software defined network (SDN),

wherein the method is performed by a central controller of the SDN, comprising:
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a processor;

a memory connected to the processor and configured to contain a plurality of

instructions that when executed by the processor configure the system to:

set a plurality of network nodes operabie in the SDN with at least one probe

instruction;

receive from a network nodeafirst packet of a flow, wherein the first packet

matches the at least one probe instruction, wherein the first packet includes a first

sequence number;

receive from a network node a second packet of the flow, wherein the second

packet matchesthe at least one probe instruction, wherein the second packetincludes a

second sequence number, wherein the second packetis a responseofthefirst packet;

compute a mask value respective of at least the first and second sequence

numbers, wherein the mask value indicates which bytes to be mirrored from subsequent

packets belonging to the same flow, wherein the mirrored bytes are inspected;

generate at least one mirror instruction based on at least the mask value; and

configure the plurality of network nodes with at least one mirror instruction.

12. The system of claim 11, wherein the system is further configured to:

receive mirrored bytes from a network node respective of the at least one mirror

instruction; and

inspect the mirrored bytes using a DPI engine.

13. The system of claim 11, wherein the system is further configured to:

maintain a flow table listing each flow inspected by the central controller; and

update a status field in the flow table upon reception of any oneof: thefirst packet,

the second packet, and the mirrored bytes.

14. The system of claim 13, wherein the system is further configured to:

configure the plurality of network nodes with at least one termination instruction;

remove all entries from the flow table for each flow matching the at least one

termination instruction; and
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disable the at least one mirror instruction for each flow matching the at least one

termination instruction.

15. The system of claim 11, wherein the at least one probe instruction is any one of:

if (TCP FLAG SYN=1) then (re-direct packet to the central controller) and if (TCP

FLAG SYN=1 and ACK=1) then (re-direct packet to central controller).

16. The system of claim 11, wherein the least one mirror action is at least: if (source

IP Address = V1 and destination IP Address = V2 and source TCP port = V3 and

destination IP address = V4 and TCP sequence = V5 and TCP sequence mask = V6)

then (mirror V7 bytes).

17. The system of claim 14, wherein the at least one termination instruction is any one

of: if (TCP FLAG FIN=1) then (re-direct packet to controller); if (TCP FLAG FIN=1 and

ACK=1) then (re-direct packet to controller); and if (TCP FLAG RSTs71) then (re-direct

packet to controller).

18. The system of claim 11, wherein a numberof bytes mirrored from each packetis

a portion of the packet, wherein the bytes are mirrored from packets in sequence.

19. The system of claim 11, wherein the communication between central controller and

the plurality of network node is performed using the OpenFlow standard
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Citations and explanations:

D1: US 2010/0208590 Al

D2: EP 2672668 Al

D3: US 2011/0264802 Al

Claims 1, 10, 11: D1 discloses a method for deep packet inspection (DPI) in a network and a
non-transitory computcr readable medium having stored thercon instructions for causing one ar
more processing units to execute the computerized method for deep packet inspection (DPI) in a
network (D1, abstract, [0030]). The known solution comprises: a processor; a memory connected to
the processor and configured to contain a plurality of instructions (D1, [0030]) that when cxecuted
bythe processor configure the system to: set a plurality of network nodes operable in the network
with at least one probe instruction (D1, [0048]); receive from a network nodeafirst packet of a
flow, wherein the first packet matches the at least one probe instruction, wherein the first packet
includesa first field value (D1, [0012], [0075]); receive from a network node a second packet of the
flow, wherein the second packet matches the at least one probe instruction, wherein the second
packet includes a second field value, wherein the secand packet is a response of the first packet (D1,
[0012], [0075]); compute a mask value respective of at least the first and second field values (D1,
[0012], [0014], [0044], [0075]), wherein the mask value indicates which bytes to be mirrored from
subsequent packets belonging to the same flow, wherein the mirrored bytes are inspected (D1.
[0013], [0045], [0046]); gcncrate at least onc action instruction based on at least the mask valuc
(D1, [0034], [0045], [0046], [0056], [0057]): and configure the plurality of network nodes with at
least one action instruction (D1, [0034], [0045], [0046], [0056], [0057]).

The solution of independent claims 1, 10, 11 differs from the solution from D1 in that the
network is a software defined network (SDN), the field values of packets are sequence numbers of
packets, and the action instruction is a mirror instruction.

The invention of independent claims 1, 10, 11 mects the critcrion of novelty.
However, from the art it is known a method for automatically tracing back from a central

location, disclosing employing software defined network (SDN) systems (D2, [0006]) and using
ficlds of packets which are sequence numbers of packets (D2, [0222]).

From the art it is known a method for managementoftraffic in a telecommunications network
(D3, [0002]) disclosing using mirror instructions (D3, abstract, [0043]).
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International application No. 

 
  

 

 

WRITTEN OPINION OFTHE
INTERNATLONAL SEARCHING AUTHORITY PCTYUS 2015/026869

Supplemental Box

Tn case the space in uny of the preceding boxes is not sulficient.
Continuation of V: 

Therefore the invention of independent claims 1, 10, 11 is known from combination of
solutions D1, D2 and D3.

Therefore the invention of independent claims 1, 10, 11 does not meet the criterion of
inventive stcp.

Claims 2-9, 12-19 do not appear to contain any additional features which, in combination
with the features of any claim to which they refer, meet the requirements of the PCT in respect of
inventive step, the reasons being as follows:

claims 2, 12: inspecting the mirrored bytes using a DPI] engine, is known from D3 ([0043));
claims 3, 13: maintaining and updating a flow table, is known from D1 ((0051]-[0055]);
claims 4, 14: using termination instructions and removing all cntrics from the flow table for

each flow matchingthe at least one termination instruction, is known from D1 ({O0070));
claims 5-7, 15-17: using particular fields for instructions, is known from D3 ((0044]-[0048]);
claims 8, 18: mirroring portions of packcts, is known from D3 ({0043));
claims 9, 19: performing communication between central controller and the plurality of

network nodes using the OpenFlow standard, is known from D2 ((0186)]).
The inventions of all the claims meet the criterion of industrial applicability.
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This AcknowledgementReceipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar toa
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown onthis
Acknowledgement Receiptwill establish thefiling date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptanceof the application as a
nationalstage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

NewInternational Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary componentsfor
an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and ofthe International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning
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 Address: OfPc 
Alexandna, ¥www uspto go

U.S. APPLICATION NUMBER NO. FIRST NAMED INVENTOR ATTY. DOCKET NO.

15/126,288 Yossi BARSHESHET ORCKIT-001-US
 

 

 

131926 INTERNATIONAL APPLICATION NO.

MayPatents Ltd. c/o Dorit Shem-Tov PCT/US2015/026869
P.O.B 7230

Ramat-Gan, 5217102
ISRAEL

CONFIRMATIONNO.9263

371 ACCEPTANCE LETTER

HUHNNALLL
Date Mailed: 12/27/2016

NOTICE OF ACCEPTANCE OF APPLICATION UNDER35 U.S.C 371 AND 37 CFR 1.495

The applicant is hereby advised that the United States Patent and Trademark Office, in its capacity as a
Designated/ Elected Office (37 CFR 1.495), has ACCEPTEDthe aboveidentified international application for
national patentability examination in the United States Patent and Trademark Office.

The United States Application Numberassigned to the application is shown above.A Filing Receiptwill be
issued for the present application in due course. THE DATE APPEARING ON THE FILING RECEIPT AS THE
"FILING DATEor 371(c) DATE" IS THE DATE ON WHICH THE LAST OFTHE35 U.S.C.371 (c)(1) and (c)(2)
REQUIREMENTSHAS BEEN RECEIVEDIN THE OFFICE. THIS DATE IS SHOWN BELOW.Thefiling date of
the aboveidentified application is the internationalfiling date of the international application (Article 11(3) and 35
U.S.C. 363)

09/15/2016
DATE OF RECEIPT OF 35 U.S.C.

371(c)(1) and (c)(2) REQUIREMENTS

The following items have been received:

+ Indication of Small Entity Status
* Copyof the International Application filed on 09/15/2016
* Copy ofthe International Search Reportfiled on 09/15/2016
+ Preliminary Amendmentsfiled on 09/15/2016
* Information Disclosure Statementsfiled on 09/15/2016
* Inventor's Oath or Declaration filed on 09/15/2016

+ Requestfor Immediate Examinationfiled on 09/15/2016
*U.S. Basic National Feesfiled on 09/15/2016
* Authorize Access to Search Results filed on 09/15/2016

+ Priority Documentsfiled on 09/15/2016
* Powerof Attorneyfiled on 09/15/2016
* Application Data Sheet (37 CFR 1.76) filed on 09/15/2016
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Applicant is reminded that any communications to the United States Patent and Trademark Office must be mailed
to the address givenin the heading and include the U.S. application no. shown above (37 CFR 1.5)

JAMILAH Z HARRIS
 

Telephone: (703) 756-1124
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UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address; COMMISSIONER FOR PATENTSPO. Box 1450

Alexandra, Vimunia 22313-1450www.uspto gor

ATTY.DOCKET.NO

15/126,288 09/15/2016 1180 ORCKIT-001-US 31 1

CONFIRMATIONNO.9263

131926 FILING RECEIPT
May Patents Ltd. c/o Dorit Shem-T
POB723000°°~ UUMMLNA4.010000
Ramat-Gan, 5217102
ISRAEL

Date Mailed: 12/27/2016

Receipt is acknowledged of this non-provisional patent application. The application will be taken up for examination
in due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the
application mustinclude the following identification information: the U.S. APPLICATION NUMBER, FILING DATE,
NAME OF APPLICANT, and TITLE OF INVENTION. Feestransmitted by checkor draft are subject to collection.
Pleaseverify the accuracyof the data presentedonthis receipt.If an error is noted on this Filing Receipt, please
submit a written requestfor a Filing Receipt Correction. Please provide a copyof this Filing Receipt with the
changesnoted thereon.If you received a "Notice to File Missing Parts” for this application, please submit
any corrections to this Filing Receipt with your reply to the Notice. When the USPTOprocessesthe reply
to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

Inventor(s)
Yossi BARSHESHET,Ashdod, ISRAEL;
Simhon DOCTORI, Gan-Yavne, ISRAEL;
Ronen SOLOMON,Ranat-Gan, ISRAEL;

Applicant(s)
ORCKIT IP, LLC., Newton, MA;

Powerof Attorney: The patentpractitioners associated with Customer Number 131926

Domestic Priority data as claimed by applicant
This application is a 371 of PCT/US2015/026869 04/21/2015
which claims benefit of 61/982,358 04/22/2014

Foreign Applications for whichpriority is claimed (You maybeeligible to benefit from the Patent Prosecution
Highway program at the USPTO.Please see http://www.uspto.gov for more information.) - None.
Foreign application information must be provided in an Application Data Sheetin order to constitute a claim to
foreign priority. See 37 CFR 1.55 and 1.76.

Permission to Access Application via Priority Document Exchange: No

Permission to Access Search Results: Yes

Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as
appropriate.

If Required, Foreign Filing License Granted: 12/27/2016
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The country code and numberof your priority application, to be usedfor filing abroad under the Paris Convention,
is US 15/126,288

Projected Publication Date: 04/06/2017

Non-Publication Request: No

Early Publication Request: No
** SMALL ENTITY **
Title

A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE DEFINED
NETWORKS

Preliminary Class

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughoutthe territory of the United States and have no
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent
in a specific country or in regional patent offices. Applicants may wish to consider thefiling of an international
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same
effect as a regular national patent application in each PCT-membercountry. The PCT process simplifies the filing
of patent applications on the same invention in member countries, but does not result in a grant of "an international
patent" and doesnoteliminate the need of applicants to file additional documents and fees in countries where patent
protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an
application for patent in that country in accordance withits particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific
foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advisedthatin the case of inventions madein the United States, the Director of the USPTO must
issue a license before applicants can apply for a patent in a foreign country. Thefiling of a U.S. patent application
serves as a request for a foreign filing license. The application's filing receipt contains further information and
guidance asto the status of applicant's license for foreignfiling.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents” (specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlinesfor filing foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199,orit
can be viewed on the USPTO website at http:/Avww.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the U.S. Government website, http:/Avww.stopfakes.gov. Part of a Department of Gommerceinitiative,
this website includes self-help "toolkits" giving innovators guidance on howto protectintellectual property in specific
countries such as China, Korea and Mexico. For questions regarding patent enforcementissues, applicants may
call the U.S. Governmenthotline at 1-866-999-HALT (1-866-999-4258).
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED"followed by a date appears on this form. Such licenses are issued in all applications where
the conditions for issuance of a license have been met, regardless of whetheror not a license may be required as
set forth in 37 CFR 5.15. The scope andlimitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation uponwritten notification. The
date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This licenseis to be retained by the licensee and may be used at any time onor after the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
licenseis not retroactive.

The grantof a license does not in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Governmentcontract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselves of current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (81 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted atthis time, if the phrase "IF REQUIRED, FOREIGN FILING
LIGENSE GRANTED" DOES NOTappearonthis form. Applicant maystill petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 monthsfrom thefiling date of the application. If 6 months has lapsed
from thefiling date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).
 

SelectUSA

The United States represents the largest, most dynamic marketplacein the world and is an unparalleled location for
businessinvestment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote andfacilitate business investment. SelectUSA provides information assistance to the international investor
community; serves as an ombudsmanforexisting and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic development organizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
technology, manufacture products, deliver services, and grow your business,visit http:/Awww.SelectUSA.govorcall
+1-202-482-6800.
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PATENT APPLICATION FEE DETERMINATION RECORD Application or Docket Number
Substitute for Form PTO-875 15/126,288

APPLICATION AS FILED - PART | OTHER THAN

(Column 1) (Column 2) SMALL ENTITY SMALL ENTITY

|FOR NUMBER FILED|NUMBER EXTRA RATES RATE($) FEE($)
BASIC FEE
(37 CFR 1.16/a), (b), or (©) N/A f
SEARCH FEE
(37 CFR 1.16(k}, (i), or (m))
EXAMINATION FEE
(37 CFR 1.16(0), (p), or (q))
TOTAL CLAIMS
(37 GFR 1.16(i))

OY CFRSth) GLAIMSal
If the specification and drawings exceed 100

APPLICATION SIZE_|sheets of paper, the application size fee due is
FEE $310 ($155 for small entity) for each additional
(37 CFR 1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.

41(a)(1)(G) and 37 CFR 1.16(s).

MULTIPLE DEPENDENT GLAIM PRESENT(37 CFR 1.16(j))

* |f the difference in column 1 is less than zero, enter "0" in column 2

APPLICATION AS AMENDED- PARTII

OTHER THAN

(Column1) (Column 2) (Column 3) SMALL ENTITYCLAIMS HIGHEST
REMAINING NUMBER ADDITIONAL ADDITIONAL

AFTER PREVIOUSLY FEE($) FEE($)AMENDMENT
Total * Minus

(37 GFR 1.16())

(87 CFR 1.16(h)}

Application Size Fee (37 CFR 1.16({s))

PAID FOR

AMENDMENTA
FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))

(Column 1) (Column 2) (Column 3)
CLAIMS HIGHEST

REMAINING NUMBER
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Total Minus
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FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))
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Application Size Fee (37 GFR 1.16(s))
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* IF the entry in column1 is less than the entry in column2, write "0" in colurnn 3.

*™ |f the "Highest Number Previously Paid For” IN THIS SPACEis less than 20, enter "20"
“* If the "Highest Number Previously Paid For" IN THIS SPACEis less than 3, enter "3".
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UNITED STATES PATENT AND TRADEMARK OFFIGE UNTTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address; COMMISSIONER FOR PATENTSPO Box 1450

Alexandra, Vuginia 22313-1450www.uspto gov
 
 

APPLICATION NUMBER FIRST NAMED APPLICANT ATTY. DOCKET NOJTITLE

15/126,288 09/15/2016 Yossi BARSHESHET ORCKIT-001-US
CONFIRMATIONNO.9263

131926 PUBLICATION NOTICE

May Patents Ltd. c/o Dorit Shem-Tov

PO7200 UUWL044.08
ISRAEL

Title;A METHOD AND SYSTEM FOR DEEP PACKET INSPECTION IN SOFTWARE DEFINED NETWORKS

Publication No.US-201 7-0099196-A1
Publication Date:04/06/2017

NOTICE OF PUBLICATION OF APPLICATION

The above-identified application will be electronically published as a patent application publication pursuant to 37
CFR 1.211, et seq. The patent application publication number and publication date are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databasesvia the
Internet at www.uspto.gov. Thedirectlink to access the publication is currently http://www.uspto.gov/pattt/.

The publication process established by the Office does not provide for mailing a copy of the publication to
applicant. A copy of the publication may be obtained from the Office upon paymentof the appropriate fee set forth
in 37 CFR 1.19(a)(1). Orders for copies of patent application publications are handled by the USPTO's Office of
Public Records. The Office of Public Records can be reached bytelephoneat (571) 272-3150 or (800) 972-6382,
by facsimile at (571) 273-3250, by mail addressed to the United States Patent and Trademark Office, Office of
Public Records, Alexandria, VA 22313-1450orvia the Internet.

In addition, information on the status of the application, including the mailing date of Office actions and the
dates of receipt of correspondencefiled in the Office, may also be accessedvia the Internet through the Patent
Electronic Business Center at www.uspto.gov using the public side of the Patent Application Information and
Retrieval (PAIR) system. The direct link to accessthis status information is currently http://pair.uspto.gov/. Prior to
publication, such status information is confidential and may only be obtained by applicant using the private side of
PAIR.

Further assistancein electronically accessing the publication, or about PAIR, is available by calling the Patent
Electronic Business Center at 1-866-217-9197.

 

Office of Data Managment, Application Assistance Unit (571) 272-4000, or (S71) 272-4200, or 1-888-786-0101
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Doc code: IDS PTOISB/08a (03-15)
sg . . . Approved for use through 07/31/2016. OMB 0651-0031

Doc description: Information Disclosure Statement (IDS)Filed U.S.Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Underthe Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB contro! number.

Application Number | 5126288
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( Not for submission under 37 CFR 1.99)
Examiner Name VOLTAIRE, JEAN F

Attorney Docket Number ORCKIT-001-US
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If you wish to add additional Foreign Patent Documentcitation information please click the Add button|Add||Add|
NON-PATENTLITERATURE DOCUMENTS

Include nameofthe author (in CAPITAL LETTERS),title of the article (when appropriate), title of the item
(book, magazine, journal, serial, symposium,catalog, etc), date, pages(s), volume-issue number(s),
publisher, city and/or country where published.
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SANSNY aoacei [FistNamed Inventor

(Notforsubmissionundera7 cre199) /ATUNE

( Not for submission under 37 CFR 1.99)

poe Supplementary Search Report of EP 15783292 dated 07 November 2017
2 Seugwon Shinet al, "Fresco: Modular Composable Security Services for Software-Defined Networks", NDSS

Symposium 2013, 23 April 2013, pages 1-16 XP055422187

If you wish to add additional non-patentliterature documentcitation information please click the Add button

EXAMINER SIGNATURE

*EXAMINER:Initial if reference considered, whetheror not citation is in conformance with MPEP 609. Draw line through a
citation if not in conformance and not considered. Include copy of this form with next communication to applicant. 

1 See Kind Codes of USPTO Patent Documents at www.USPTO.GOV or MPEP 901.04. 2 Enter office that issued the document, by the two-letter code (WIPO
Standard ST.3). > For Japanese patent documents,the indication of the year of the reign of the Emperor must precede the serial numberof the patent document.
4 Kind of documentby the appropriate symbols as indicated on the document under WIPO Standard ST.16 if possible. * Applicantis to place a check mark herei
English language translation is attached
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Application Number 15126288

Filing Date 2016-09-15

BARSHESHET,Yossi

Art Unit 2466

Examiner Name | VOLTAIRE, JEAN F
Attorney Docket Number ORCKIT-001-US

INFORMATION DISCLOSURE

STATEMENT BY APPLICANT

( Not for submission under 37 CFR 1.99)

 
 

  
 

CERTIFICATION STATEMENT

Please see 37 CFR 1.97 and 1.98 to make the appropriate selection(s):

That each item of information contained in the information disclosure statement wasfirst cited in any communication
from a foreign patent office in a counterpart foreign application not more than three months prior to the filing of the
information disclosure statement. See 37 CFR 1.97(e)(1).

OR

That no item of information contained in the information disclosure statement was cited in a communication from a

foreign patent office in a counterpart foreign application, and, to the knowledge of the person signing the certification
after making reasonable inquiry, no item of information contained in the information disclosure statement was knownto

[-] any individual designated in 37 CFR 1.56(c) more than three months prior to the filing of the information disclosure
statement. See 37 CFR 1.97(e)}(2).

See attached certification statement.

The fee set forth in 37 CFR 1.17 (p) has been submitted herewith.

xX Acertification statement is not submitted herewith.
SIGNATURE

A signature of the applicant or representative is required in accordance with CFR 1.33, 10.18. Please see CFR 1.4(d)for the
form of the signature.

Signature ‘Yehuda Binder/ Date (YYYY-MM-DD) 2017-11-19

Name/Print Yehuda Binder Registration Number | 3612
 
 

This collection of information is required by 37 CFR 1.97 and 1.98. The information is required to obtain or retain a benefit by the
public whichis to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR
1.14. This collection is estimated to take 1 hour to complete, including gathering, preparing and submitting the completed
application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amountof time you
require to complete this form and/or suggestions for reducing this burden, should be sentto the Chief Information Officer, U.S.
Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND
FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria,
VA 22313-1450.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the
attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised
that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited
is voluntary; and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark Office is to
process and/or examine your submission related to a patent application or patent. If you do not furnish the requested
information, the U.S. Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonmentof the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act
(5 U.S.C. 552) and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the
Department of Justice to determine whether the Freedom of Information Act requires disclosure of these record s.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence toa
court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of settlement
negotiations.

A recordin this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance from the
Memberwith respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for
the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records
may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant
to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuantto the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or
his/her designee, during an inspection of records conducted by GSAaspart of that agency's responsibility to
recommend improvementsin records management practices and programs, under authority of 44 U.S.C. 2904 and
2906. Suchdisclosure shall be made in accordance with the GSA regulations governing inspection of recordsfor this
purpose, and anyotherrelevant(i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations aboutindividuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subjectto the limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in
an application which became abandonedorin which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes awareof a violation or potential violation of law or regulation.
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Application No. Applicant(s)
15/126, 288 BARSHESHETetal.

Office Action Summary Examiner Art Unit AIA Status
JEAN F VOLTAIRE 2466 Yes

-- The MAILING DATEofthis communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLYIS SET TO EXPIRE 3 MONTHS FROM THE MAILING
DATE OF THIS COMMUNICATION.

Extensions oftime may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHSfrom the mailing date of this commurication.

- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHSfrom the mailing date of this communication.
- Failure to reply within the set or extended periodfor reply will, by statute, cause the application to become ABANDONED(35 U.S.C. § 133).

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1)(¥] Responsive to communication(s)filed on 09/15/2016.

CJ A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/werefiled on _.
2a)C) This action is FINAL. 2b)lv]This action is non-final.

3) An election was made by the applicant in responseto a restriction requirementset forth during the interview on
; the restriction requirement and election have been incorporated into this action.

4)0 Since this application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordance with the practice under Eyparte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims*

5) [) Claim(s) 20-73 is/are pending in the application.
5a) Of the above claim(s) __ is/are withdrawn from consideration.

[] Claim(s)__ is/are allowed.

(¥] Claim(s) 20-73 is/are rejected.

6  )

)

} £) Claim(s)___ is/are objected to.

)} £) Claim(s)___ are subject to restriction and/or election requirement
“If any claims have been determined allowable, you maybeeligible to benefit from the Patent Prosecution Highway program at a

participating intellectual property office for the corresponding application. For more information, please see

http:/Avww.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPHfeedback@uspto.gov.

Application Papers
10)() The specification is objected to by the Examiner.

11) The drawing(s) filed on 09/15/2016 is/are: a)[(¥} accepted or b)(] objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 (d).

Priority under 35 U.S.C. § 119
12)D) Acknowledgmentis made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

Certified copies:

a) All b)L) Some** c)L Noneofthe:

1.1) Certified copies of the priority documents have been received.

2.2) Certified copies of the priority documents have been received in Application No.

3.0) Copiesof the certified copies of the priority documents have been receivedin this National Stage
application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) Notice of References Cited (PTO-892) 3) [2 Interview Summary (PTO-413)
Paper No(s)/Mail Date

2) Information Disclosure Statement(s) (PTO/SB/08a and/or PTO/SB/08b} 4) ( Other:Paper No({s)/Mail Date
U.S. Patent and Trademark Office

PTOL-326 (Rev. 11-13) Office Action Summary Part of Paper No./Mail Date 20180721
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DETAILED ACTION

Notice of Pre-AlA or AIA Status

1. The present application, filed on or after March 16, 2013, is being examined

underthefirst inventor to file provisions of the AIA.

2. The following is a non-final Office action in response to the Applicant submission

received on 09/15/2016.

3. Claims 20-73 are currently pending and have been examined.

Foreign Priority

4. No foreign priority claimed under 35 U.S.C. 119 (a)-(d).

Oath/Declaration

5. The applicant's oath/declaration filed on 09/15/2016 has been reviewed by the

examiner and is found to conform to the requirements prescribed in 37 C.F.R. 1.63.

Drawings

6. The applicant’s drawings submitted on 09/15/2016 are acceptable for

examination purposes.

Information Disclosure Statement

7. The information disclosure statements submitted by Applicant are in compliance

with the provision of 37 CFR 1.97, 1.98 and MPEP§ 609.It has been placed in the
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application file and the information referred to therein has been considered as to the

merits.

Claim Rejections - 35 USC § 103

8. In the event the determination of the status of the application as subject to AIA 35

U.S.C. 102 and 103 (or as subject to pre-AIA 35 U.S.C. 102 and 103) is incorrect, any

correction of the statutory basis for the rejection will not be considered anew ground of

rejection if the prior art relied upon, and the rationale supporting the rejection, would be

the same undereither status.

9. The following is a quotation of 35 U.S.C. 103 which forms the basis forall

obviousnessrejections set forth in this Office action:

A patent for a claimed invention maynotbe obtained, notwithstanding that the claimed
invention is not identicallydisclosed as setforthin section 102, if the differences betweenthe
claimed invention andthe prior artare suchthat the claimed invention as a whole would have
been obvious beforethe effective filing date of the claimed invention to a person having
ordinary skill in the art to which the claimed invention pertains. Patentability shall notbe
negated by the manner in whichthe invention was made.

10. ‘The factual inquiries set forth in Graham v. John Deere Co., 383 U.S. 1, 148

USPQ 459 (1966), that are applied for establishing a background for determining

obviousness under 35 U.S.C. 103 are summarized asfollows:

1. Determining the scope and contents of the prior art.

2. Ascertaining the differences between the prior art and the claimsat issue.

3. Resolving the level of ordinary skill in the pertinent art.

4. Considering objective evidence present in the application indicating

obviousness or nonobviousness.
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11. This application currently namesjoint inventors. In considering patentability of the

claims the examiner presumes that the subject matter of the various claims was

commonly ownedasof the effective filing date of the claimed invention(s) absent any

evidence to the contrary. Applicant is advised of the obligation under 37 CFR 1.56 to

point out the inventor and effective filing dates of each claim that was not commonly

ownedas of the effective filing date of the later invention in order for the examiner to

consider the applicability of 35 U.S.C. 102(b)(2)(C) for any potential 35 U.S.C. 102(a)(2)

prior art against the later invention.

12. Claims 20-73 is/are rejected under 35 U.S.C. 103 as being unpatentable over

Dolganow etal. (US 2010/0208590 A1) in view of Nguyen etal. (US 2014/0052836 A\1).

Regarding claim 20, Dolganow discloses a method for use with a packet

networkincluding a network node for transporting packets between first and

second entities under control of a controller, the method comprising: sending, by the

controller to the network node over the packet network, an instruction and a packet-

applicable criterion (Dolganow, para. 30; DPI devices 134, 136 may include

hardware, instructions encoded on a machine-readable medium, or a combination

thereof, such that DPI devices 134, 136 may be configured to examine data

packets sent to router/switch 132 to identify information associated with the

packets); receiving, by the network node from the controller, the instruction and the

criterion (Dolganow, para. 12, 30, 81; receiving all relevantinformation associated

with the packets); receiving, by the network node from thefirst entity over the packet
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network, a packet addressed to the second entity (Dolganow, para. 59: network

element 130a, 130b may receive a numberof packets belonging to an IP flow

between a P2Pclient 110 and a P2P central entity 150).

Dolganow does not appearto explicitly disclose checking, by the network node,if

the packet satisfies the criterion; responsive to the packet not satisfying the criterion,

sending, by the network node over the packet network, the packet to the second entity;

and responsive to the packet satisfying the criterion, sending the packet, by the network

node over the packet network, in responseto the instruction.

Nguyen from similar field of endeavor discloses checking, by the network node,if

the packet satisfies the criterion (Nguyen, para. 32: determining if the packet

satisfies the criterion); responsive to the packet not satisfying the criterion, sending,

by the network node over the packet network, the packet to the second entity (Nguyen,

Fig. 3, para. 21: sending the packetto the next table for processing, and/or a

variety of other flow processing actions if not satisfying the criterion); and

responsive to the packet satisfying the criterion, sending the packet, by the network

node over the packet network, in response to the instruction (Nguyen, para. 21:

Nguyen,Fig. 3, para. 21: sending the packet to the next table for processing if the

packetthat satisfies the criteria in the matchingfilter).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as checking, by the network node,if the packet satisfies the criterion; responsive

to the packet not satisfying the criterion, sending, by the network node over the packet
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network, the packet to the second entity; and responsive to the packet satisfying the

criterion, sending the packet, by the network node over the packet network, in response

to the instruction as taught by Nguyen. The motivation for doing so would have been to

build a SDN application that provides all of the desired SDN functionality in a system in

order to implement a new SDN functionality.

Regarding claims 21 and 52, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the instruction is ‘probe’, ‘mirror’, or ‘terminate’

instruction, and upon receiving by the network node the ‘terminate’ instruction, the

method further comprising blocking, by the network node, the packet from being sent to

the second entity and to the controller (Dolganow, para. 50: this transmission may

be accomplished by mirroring(i.e., duplicating) the packets in the IP flow that

contain the key from DPI A 134 to DPI B 136. Alternatively, this transmission may

be accomplished by redirecting (i-e., rerouting) the packets in the IP flow that

contain the key from DPI A 134 to DPI B 136. As another alternative, DPI A 134

may build and send a messageincluding the required information to DPI B 136).

Dolganow does not appear to disclose the packet is being sent to the controller.

Nguyen discloses the packet is being sent to the controller (Nguyen, Fig. 2,

para. 19: controller API 210 to receive and manage the packet).

Therefore, it would have been obviousto oneof ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packet to the controller as taught by Nguyen. The motivation for
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doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 22 and 53, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the instruction is a ‘probe’, a ‘mirror’, or a

‘terminate’ instruction, and upon receiving by the network nodethe ‘mirror’ instruction

and responsive to the packet satisfying the criterion, the method further comprising

sending the packet, by the network node, to the second entity and to the controller

(Dolganow, para. 50, 59: Alternatively, this transmission may be accomplished by

redirecting (i.e., rerouting) the packets in the IP flow that contain the key from DPI

A 134 to DPI B 136. As anotheralternative, DPI A 134 may build and senda

messageincluding the required information to DPI B 136).

Dolganow does not appear to disclose the packet is being sent to the controller.

Nguyen discloses the packet is being sent to the controller (Nguyen, Fig. 2,

para. 19: controller API 210 to receive and manage the packet).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packetto the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.
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Regarding claims 23 and 54, Dolganow as modified by Nguyen discloses the

method according to claim 20, however, Nguyen further discloses wherein

the instruction is 'probe' , ‘mirror’, or ‘terminate’ instruction, and upon receiving by the

network nodethe ‘probe’ instruction and responsive to the packet satisfying the

criterion, the method further comprising: sending the packet, by the network node, to the

controller (Nguyen, Fig. 2, para. 19: controller API 210 to receive and manage the

packet); responsive to receiving the packet, analyzing the packet, by the controller

(Nguyen,Fig. 2, para. 19: controller API 210 to receive and manage the packet);

sending the packet, by the controller, to the network node; and responsive to receiving

the packet, sending the packet, by the network node, to the second entity (Nguyen,

para. 21: Nguyen, Fig. 3, para. 21: sending the packet to the next table for

processing if the packetthat satisfies the criteria in the matchingfilter).

Therefore, it would have been obvious to oneof ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packet to the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 24, 25 and 55, Dolganow as modified by Nguyen discloses

the method according to claim 20, further comprising responsive to the packet satisfying

the criterion and to the instruction, sending the packet or a portion thereof, by
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the network node, to the controller (Nguyen, Fig. 2, para. 19: controller API 210 to

receive and manage the packet).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packetto the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 26 and 56, Dolganow as modified by Nguyen discloses the

method according to claim 24, however, Nguyen further comprising responsive to the

packet satisfying the criterion and to the instruction, sending a portion of the packet, by

the network node, to the controller (Nguyen, Fig. 2, para. 19: controller API 210 to

receive and manage the packet).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packet to the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 27 and 57, Dolganow as modified by Nguyen discloses the

method according to claim 26, wherein the portion of the packet consists of multiple
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consecutive bytes, and wherein the instruction comprises identification of

the consecutive bytes in the packet (Dolganow, para. 69: DPI B 136 performs deep

packet inspection on the packets relating to the request to attempt to extract a

key identifying the P2P content transmitted in the flow. For example, when the

protocol is BitTorrent, DPI B 136 may perform deep packet inspection to

determine whetheran info_hash field is presentin the packets of the flow).

Regarding claim 28, Dolganow as modified by Nguyen discloses the method

according to claim 24, however, Nguyen further comprising responsive to receiving the

packet, analyzing the packet, by the controller (Nguyen, Fig. 2, para. 19: controller

API 210 to receive and manage the packet).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as analyzing the packet, by the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claim 29, Dolganow as modified by Nguyen discloses the method

according to claim 28, However, Nguyen further for use with an application server that

communicates with the controller, wherein the analyzing comprising sending the packet,

by the controller, to the application server, and analyzing the packet by the application
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server (Nguyen, Fig. 2, para. 19: controller API 210 to receive and manage the

packet).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packet, by the controller, to the application server, and analyzing

the packet by the application server as taught by Nguyen. The motivation for doing so

would have beento build a SDN application that provides all of the desired SDN

functionality in a system in order to implement a new SDN functionality.

Regarding claim 30, Dolganow as modified by Nguyen discloses the method

according to claim 29, however, Nguyen wherein the analyzing further comprising

sending the packet after analyzing by the application server to the controller, and

sending the packet, after receiving from the controller by the network node,to the

second entity (Nguyen, Fig. 2, para. 19: controller API 210 to receive and manage

the packet).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packet, by the controller, to the application server, and analyzing

the packet by the application server as taught by Nguyen. The motivation for doing so

would have been to build a SDN application that provides all of the desired SDN

functionality in a system in order to implement a new SDN functionality.
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Regarding claim 31, Dolganow as modified by Nguyen discloses the method

according to claim 28, wherein the analyzing comprises applying security or data

analytic application (Dolganow, Fig. 4A, para. 60: DPI A 134 identifies an application

protocol associated with the IP flow using one or more packets belonging to the

IP flow or any other related information, such as packets belonging to other

flows).

Regarding claim 32, Dolganow as modified by Nguyen discloses the method

according to claim 28, wherein the analyzing comprises applying security application

that comprises firewall or intrusion detection functionality (Dolganow, Fig. 4A, para. 60:

DPI A 134 identifies an application protocol associated with the IP flow using one

or more packets belonging to the IP flow or any other related information, such as

packets belonging to other flows).

Regarding claim 33, Dolganow as modified by Nguyen discloses the method

according to claim 28, wherein the analyzing comprises performing Deep Packet

Inspection (DPI) or using a DPI engine on the packet (Dolganow, para. 12: performing

DPI to extract a key from one or moreofthefirst plurality of packets).

Regarding claim 34, Dolganow as modified by Nguyen discloses the method

according to claim 28, wherein the packet comprises distinct header and payload fields,

and wherein the analyzing comprises checking part of, or whole of, the payload field
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(Dolganow, para. 52-54, 57: Key field 210 may indicate the value of a key used to

uniquely identify a P2P content item. This field 210 may be populated when

extracted from a request sent from P2Pclient 110 to P2P central entity 150,

provided that the request includes the key).

Regarding claims 35 and 58, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet comprises distinct header and

payload fields, the header comprises one or more flag bits, and wherein the packet-

applicable criterion is that one or more of the flag bits is set (Dolganow, para. 34, 43:

P2P central entity 150 may be a BitTorrent tracker configured to receive a request

including an info_hash from P2P client 110 and respond with a list containing

location information of P2P client peers 160 that maintain the requested P2P

content).

Regarding claims 36 and 59, Dolganow as modified by Nguyen discloses the

method according to claim 35, wherein the packet is an Transmission Control Protocol

(TCP) packet, and wherein the one or more flag bits comprises comprise a SYN flag bit,

an ACKflag bit, a FIN flag bit, a RST flag bit, or any combination thereof Nguyen, para.

17, 30: control packets typically carry device control information or

communication protocol data that allows devices to communicate packet

forwarding logic with each other, routing and discovery protocol, data packets

that requirement additional attention, processing configurations, device
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configurations, and/or a variety of other control packet information known in the

art).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as the packet is an Transmission Control Protocol (TCP) packet, and wherein the

one or moreflag bits comprises comprise a SYN flag bit, an ACK flag bit, a FIN flag bit,

a RSTflag bit, or any combination thereof as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 37 and 60, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet comprises distinct header and

payload fields, the header comprisesat least the first and second entities addresses

in the packet network, and wherein the packet-applicable criterion is that the first entity

address, the second entity address, or both match a predetermined address or

addresses (Dolganow, para. 39, 55, 62: DPI A 134 may determine whether the

source or destination address of the packets is the address of a system known to

operate as a P2P ceniral entity 150, such as a BitTorrent tracker. Suitable

alternatives for determining whether the exchange is between a P2Pclient 110

and a P2P central entity 150 will be apparentto those of skill in the art).
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Regarding claims 38 and 61, Dolganow as modified by Nguyen discloses the

method according to claim 37, wherein the addresses are Internet Protocol (IP)

addresses (Dolganow, para. 39, 55, 62: addresses are IP addresses).

Regarding claims 39 and 62, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet is an Transmission Control Protocol

(TCP) packet that comprises source and destination TCP ports, a TCP sequence

number, and a TCP sequence mask fields, and wherein the packet-applicable criterion

is that the source TCP port, the destination TCP port, the TCP sequence number, the

TCP sequence mask, or any combination thereof, matches a predetermined value or

values (Dolganow, para. 39, 55, 62: It should be apparentthat an IP flow may be

any IP flow between P2Pclient 110 and P2P central entity 150 or P2P client 110

and a P2Pclient peer 160, as identifiable by IP 5-tuple information, which includes

the source IP address, source port, destination IP address, destination port, and

protocolof the IP flow. This IP flow may be further tunneled inside another

networking layer, such as IP, Ethernet, ATM, and thelike).

Regarding claims 40 and 63, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet network comprises a Wide Area

Network (WAN)}, Local Area Network (LAN), the Internet, Metropolitan Area Network

(MAN), Internet Service Provider (ISP) backbone, datacenter network,orinter-

datacenter network (Dolganow,Figs 1, 2, para. 28: Network element 130a may be

an entity containing components configured to receive, process, and forward

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 286 of 557



     
   

            

             

            

               

 

           

                

                  

                

           

            

              

            

            

             

              

           

            

            

               

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 287 of 557

Application/Control Number: 15/126,288 Page 16
Art Unit: 2466

packets belonging to anIP flow received from packet-switched network 120. As

an example, network element 130a may be owned and/or operated by an Internet

Service Provider (ISP) providing services to P2P client 110. Network element 130a

may include a router/switch 132, DPI A 134, DPI B 136, and key storage module

138).

Regarding claims 41 and 64, Dolganow as modified by Nguyen discloses

the (New) The method according to claim 20, wherein thefirst entity is a server device

and the second entity is a client device, or wherein the first entity is a client device and

the second entity is a server device (Dolganow, Fig. 1: entity 150 is a central entity

(such as a server) and entity 160 is a client device).

Regarding claims 42 and 65, Dolganow as modified by Nguyen discloses the

method according to claim 41, wherein the server device comprises a web server, and

wherein the client device comprises a smartphone, a tablet computer, a personal

computer, a laptop computer, or a wearable computing device (Dolganow, para. 34:

P2P central entity 150 may store a database of information maintained within a

particular P2P network, such that a user may search P2P central entity 150 to

determine the location of desired content based on thefile key).

Regarding claims 43 and 66, Dolganow as modified by Nguyen discloses the

method according to claim 41, wherein the communication between the network node

and the controller is based on, or uses, a standard protocol (Dolganow,Fig. 2, para.
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18: the OpenFlow communications protocol, separate the data plane and the

control plane, with the data plane remaining on the networking device and the

control plane (containing the routing protocol and forwarding logic) moved to a

controller platform typically running on an IHS coupled to the networking device).

Regarding claims 44 and 67, Dolganow as modified by Nguyen discloses the

method according to claim 43, Nguyen further discloses wherein the standard protocol

is according to, based on, or compatible with, an OpenFlow protocol version 1.3.3 or

1.4.0 (Nguyen, para. 19, 30: standard protocol is according to an OpenFlow

protocol).

Therefore, it would have been obviousto oneof ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as the standard protocol is according to, based on, or compatible with, an

OpenFlow protocol as taught by Nguyen. The motivation for doing so would have been

to build a SDN application that provides all of the desired SDN functionality in a system

in order to implement a new SDN functionality.

Regarding claims 45 and 68, Dolganow as modified by Nguyen discloses the

method according to claim 44, wherein the instruction comprises a Type-Length-Value

(TLV) structure (Dolganow, para. 53: Key field 210 may indicate the value of a key

used to uniquely identify a P2P content item. This field 210 may be populated
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whenextracted from a request sent from P2P client 110 to P2P central entity 150,

provided that the request includes the key).

Regarding claims 46 and 69, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the network node comprises a router, a switch,

or a bridge (Dolganow,Fig. 1, para. 25, 27: network element 130a may include a

router, a switch, or a bridge).

Regarding claims 47 and 70, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet networkis an Internet Protocol (IP)

network, and the packet is an IP packet (Dolganow, para. 60, 62: DPI A 134 identifies

an application protocol associated with the IP flow using one or more packets

belongingto the IP flow or any other related information, such as packets

belonging to other flows).

Regarding claims 48 and 71, Dolganow as modified by Nguyen discloses the

method according to claim 47, wherein the packet network is an Transmission Control

Protocol (TCP) network, and the packet is an TCP packet (Dolganow, para. 39, 55, 62:

It should be apparentthat an IP flow may be anyIP flow between P2P client 110

and P2Pcentral entity 150 or P2P client 110 and a P2P client peer 160, as

identifiable by IP 5-tuple information, which includes the source IP address,

source port, destination IP address, destination port, and protocol of the IP flow.
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This IP flow may be further tunneled inside another networking layer, such as IP,

Ethernet, ATM, and thelike).

Regarding claims 49 and 72, Dolganow as modified by Nguyen discloses the

method according to claim 20, further comprising: receiving, by the network node from

the first entity over the packet network, one or more additional packets (Dolganow,

para. 12: a network element may receive a first and second plurality of packets

transmitted between a peer-to-peer (P2P) client and a P2P central entity).

Dolganow does not appearto explicitly disclose checking, by the network node,if

any one of the one or more additional packets satisfies the criterion; responsive to an

additional packet not satisfying the criterion, sending, by the network node over the

packet network, the additional packet to the second entity; and responsive to the

additional packet satisfying the criterion, sending the additional packet, by the network

node over the packet network, in responseto the instruction.

Nguyen from similar field of endeavor discloses checking, by the network node,if

any one of the one or more additional packets satisfies the criterion (Nguyen, para. 32:

determining if more packets satisfy the criterion); responsive to an additional packet

not satisfying the criterion, sending, by the network node over the packet network, the

additional packet to the second entity (Nguyen, Fig. 3, para. 21: sending the packet

to the next table for processing, and/or a variety of other flow processing actions

if not satisfying the criterion); and responsive to the additional packet satisfying the

criterion, sending the additional packet, by the network node over the packet network, in

response to the instruction (Nguyen, para. 21: Nguyen, Fig. 3, para. 21: sending the
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additional packets to the next table for processing if the packet that satisfies the

criteria in the matchingfilter).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as checking, by the network node, if any one of the one or more additional packets

satisfies the criterion; responsive to an additional packet not satisfying the criterion,

sending, by the network node over the packet network, the additional packet to the

second entity; and responsive to the additional packet satisfying the criterion, sending

the additional packet, by the network node over the packet network, in response to the

instruction as taught by Nguyen. The motivation for doing so would have been to build a

SDN application that provides all of the desired SDN functionality in a system in orderto

implement a new SDN functionality.

Regarding claims 50 and 73, Dolganow as modified by Nguyen discloses the

method according to claim 20, Nguyen further discloses wherein the packet network is a

Software Defined Network (SDN), the packet is routed as part of a data plane and the

network node communication with the controller serves as a control plane (Nguyen,

para. 17, 18: a data plane or fast processing path where data packets are

received, queued, processed, and then forwarded to the appropriate destination,

and acontrol plane or slow processing path where communication protocols,

configuration, and administration takes place).
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Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as the packet networkis a Software Defined Network (SDN), the packet is routed

as part of a data plane and the network node communication with the controller serves

as a control plane as taught by Nguyen. The motivation for doing so would have been to

build a SDN application that provides all of the desired SDN functionality in a system in

order to implement a new SDN functionality.

Regarding claim 51, Dolganow discloses a method for use with a packet

network including a network node for transporting packets betweenfirst and

second entities under control of a controller, the method by the network node

comprising: receiving, from the controller, the instruction and the criterion (Dolganow,

para. 30; DPI devices 134, 136 may include hardware, instructions encoded ona

machine-readable medium, or a combination thereof, such that DPI devices 134,

136 may be configured to examine data packets sent to router/switch 132 to

identify information associated with the packets); receiving, from the first entity over

the packet network, a packet addressed to the second entity (Dolganow, para. 59;

network element 130a, 130b may receive anumberof packets belonging to an IP

flow betweenaP2Pclient 110 and a P2P central entity 150).

Dolganow does not appear to explicitly disclose checking if the packet satisfies

the criterion; responsive to the packet not satisfying the criterion, sending over the
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packet network, the packet to the second entity; and responsive to the packet satisfying

the criterion, sending the packet over the packet network, in responseto the instruction.

Nguyen from similar field of endeavor discloses checking if the packet satisfies

the criterion (Nguyen, para. 32: determining if the packet satisfies the criterion);

responsive to the packet not satisfying the criterion, sending over the packet network,

the packet to the second entity (Nguyen, Fig. 3, para. 21: sending the packet to the

next table for processing, and/or a variety of other flow processing actions if not

satisfying the criterion); and responsive to the packet satisfying the criterion, sending

the packet over the packet network, in responseto the instruction (Nguyen, para. 21:

Nguyen,Fig. 3, para. 21: sending the packet to the next table for processing if the

packetthat satisfies the criteria in the matching filter).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as checking if the packet satisfies the criterion; responsive to the packet not

satisfying the criterion, sending over the packet network, the packet to the second

entity; and responsive to the packet satisfying the criterion, sending the packet over the

packet network, in response to the instruction as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.
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Conclusion

13. The prior art made of record and not relied upon is considered pertinent to

applicant's disclosure.

14. Agarwal et al. (US 20150124812 A1), BIFULCO et al. (US 20160020998 A‘),

DE FOYet al. (US 20160197831 A1), all cited to show systems which are considered

pertinent to the claimed invention.

15. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to JEAN F VOLTAIRE whosetelephone numberis

(571)272-3953. The examiner can normally be reached on M-F 9:00-6:45 PM.

Examiner interviews are available via telephone, in-person, and video

conferencing using a USPTO supplied web-based collaboration tool. To schedule an

interview, applicant is encouraged to use the USPTO AutomatedInterview Request

(AIR) at htto:/Avww.uspto.gov/interviewpractice.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, FARUK HAMZA can be reached on (571)272-7969. The fax phone number

for the organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system, see hittp://pair-direct.uspto.gov. Should

you have questions on accessto the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a
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USPTO Customer Service Representative or access to the automated information

system, call 800-786-9199 (IN USA OR CANADA) or 571-272-1000.

/JEAN F VOLTAIRE/

Examiner, Art Unit 2466
/JAE Y LEE/

Primary Examiner, Art Unit 2466
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Application Number 15126288 

Filing Date 2016-09-15 
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STATEMENT BY APPLICANT

( Not for submission under 37 CFR 1.99)
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Art Unit 2466

Examiner Name VOLTAIRE, JEAN F

 

  
   
Attorney Docket Number ORCKIT-001-US 

 
CERTIFICATION STATEMENT

Please see 37 CFR 1.97 and 1.98 to make the appropriate selection(s):

That each item of information contained in the information disclosure statement was first cited in any communication
from a foreign patent office in a counterpart foreign application not more than three months prior to the filing of the
information disclosure statement. See 37 CFR 1.97(e)(1).

OR

That no item of information contained in the information disclosure statement was cited in a communication from a

foreign patent office in a counterpart foreign application, and, to the knowledge of the person signing the certification
after making reasonable inquiry, no item of information contained in the information disclosure statement was knownto

[] anyindividual designated in 37 CFR 1.56(c) more than three months priorto the filing of the information disclosure
statement. See 37 CFR 1.97(e)(2).

See attached certification statement.

The fee set forth in 37 CFR 1.17 (p) has been submitted herewith.

xX  Acertification statement is not submitted herewith.
SIGNATURE

A signature of the applicant or representative is required in accordance with CFR 1.33, 10.18. Please see CFR 1.4(d)for the
form of the signature.
 

Signature M¥ehuda Binder! Date (YYYY-MM-DD) 2017-11-19  Name/Print Yehuda Binder Registration Number 3612 

This collection of information is required by 37 CFR 1.97 and 1.98. The information is required to obtain or retain a benefit by the
public whichis to file (and by the USPTOto process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR
1.14. This collection is estimated to take 1 hour to complete, including gathering, preparing and submitting the completed
application form to the USPTO. Time will vary depending uponthe individual case. Any comments on the amountof time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S.
Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND
FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria,
VA 22313-1450.
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The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the
attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised
that: (1} the general authority for the collection of this information is 35 U.S.C. 2(b}(2); (2) furnishing of the information solicited
is voluntary; and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark Office is to
process and/or examine your submission related to a patent application or patent. If you do not furnish the requested
information, the U.S. Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonmentof the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act
(5 U.S.C. 552) and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the
Department of Justice to determine whether the Freedom of Information Act requires disclosure of these record s.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a
court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of settlement
negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
requestinvolving an individual, to whom the record pertains, when the individual has requested assistance from the
Memberwith respect to the subject matter of the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for
the information in order to perform a contract. Recipients of information shall be required to comply with the
requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records
may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant
to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or
his/her designee, during an inspection of records conducted by GSAaspart of that agency's responsibility to
recommend improvements in records managementpractices and programs, under authority of 44 U.S.C. 2904 and
2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of recordsfor this
purpose, and any otherrelevant(i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations aboutindividuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in
an application which became abandoned orin which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes aware of a violation or potential violation of law or regulation.
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the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in
an application which became abandoned orin which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes aware of a violation or potential violation of law or regulation.
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characterized by the applicant, and including page counts, where applicable.It serves as evidenceof receipt similar toa
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
Ifa new applicationis being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown onthis
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National Stage of an International Application under 35 U.S.C. 371
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If a new internationalapplication is being filed and the international application includes the necessary componentsfor
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

ATTY.'S DOCKET: ORCKIT-CO1-US

 Confirmation No. 9263 
In re Application of:

Ronen Solomon Art Unit: 2466

Appln. No.: 15/126,288  Examiner: Voltaire, Jean F.

Filed: September 15, 2016 Washington, D.C.

For: A METHOD AND SYSTEM FOR

DEEP PACKET INSPECTION ... ) December 9, 2018

   
   
 

AMENDMENT

Customer Service Window, Mail Stop Amendment
Honorable Commissioner for Patents

U.S. Patent and Trademark Office

Randolph Building, 401 Dulany Street

Alexandria, Virginia 22314

 

Sir:

 This is in response to the examiner’s action of

September 12, 2018 (“Action”).

 
Remarks / Arguments begin on page 2 of this paper.
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Appin. No. 15/126,288
Response to Office Action of September 12, 2018 

REMARKS / ARGUMENTS

The Examiner’s Action dated September 12, 2018, has

been received, and its content carefully noted.

Office action, Section 12, pages 4-22

Claims 20-73 are rejected under 35 U.S.C. 103(a) as

 

being unpatentable over Dolganow et al. (US 2010/0208590 —-

“Dolganow”) in view of Nguyen et al. (US 2014/0052836 —-

“Nguyen”) .

Combining Dolganow and Nguyen.
 

a. The Action contends that the Dolganow and Nguyen are

combined being in a ‘similar field of endeavor’. The applicant

  
respectfully request a clear cefinition of the ‘field of

endeavor’ as required by the rules. (MPEP 2141.01(a)(1I) - ‘The

examiner must determine what is “analogous prior art” for the

purpose of analyzing the obviousness of the subject matter at

issue’).

b. Applicant submits that the Dolganow and Nguyen references

are directed towards respectively different purposes and are

 based on respectively different structures, and thus are not

analogous to one another and cannot logically be combined. The

Dolganow reference involves DPI, where packets are handled

based on their content, while the Nguyen reference involves

SDN, where packets are handled based on externally received

 
instructions. For example, the Dolganow reference involves OST

Layer 3 or above analysis, while the Nguyen reference involves

local routing (OSI Layer 2) without any analysis of the packet

content.

 Further, while the Dolagnow reference is directed to

network traffic handling or routing devices, such as routers
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Appin. No. 15/126,288
Response to Office Action of September 12, 2018

or switches (Figure 1 and paragraphs 25 and 27), the Nguyen

reference is directed to HIS which is an end devices, intended

to generate of received information, such as ‘personal

computer, a PDA, a consumer electronic device, a display

device’ as described in Figure 1 and paragraph O0O15.

Hence, the Lwo references are directed to

different devices having different functionalities and

differently handling traffic, and thus cannot be combined. It
   

is respectfully submitted that it is simply not appropriate to

select a secondary reference that happens to disclose, in

without 
isolation, a single feature, and conclude, a proper

basis, that it would be obvious to add that feature to another

field.  device in a different

 

  
 
    
 

ec. Tt is further noted that MPEP §806.02(A) explicitly recites

that different classes %*.. shows that each invention has

attained recognition in the art as a separate subject for

inventive effort, and also a separate fieid of search.™

(Emphasis added). Furthermore, there is mo suggestion or

motivation te combine:

[Wihen art is directed to a different

purpose then a claimed invention, an
inventor would have iess motivation Or

occasion to consider it.

in re Oetiker, 977 F.2da 1443 (Fed. Cir. 1992).

The Doiganow reference is classified under U.S.

Class 370/235 associated with YMULTIPLEX COMMUNICATIONS - DATA

FLOW CONGESTION PREVENTION OR CONTROL”, mainly focusing on

regulating the amount of information transmitted through the

 
 
    

 

network, while the Nguyen reference is classified under U.S.

Class 709/223 associatea with “ELECTRICAL COMPUTERS AND

DIGITAL PROCESSING SYSTEMS: MULTICOMPUTER DATA TRANSFERRING —    
  

COMPUTER NETWORK MANAGING” relating mainly to the managing

3
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Appin. No. 15/126,288
Response to Office Action of September 12, 2018 

the resources of the computers connected by a computer

   network. Thus, the two reference are in different fields.

d. Further, it would not be appropriate to base this rejection
 

on a combination of thes references because th devices and

networks described in the Dolganow and Nguyen references are 
  

each self-contained and independently operate effectively.

Because each device independentiy operates

effectively, a person having ordinary skill

in the art, who was merely seeking to create
a better device to arain fluids from a

wound, would have no reason to combine the

features of both devices into a singie
device.

[Kinetic Concepts v. Smith and Nephew, 688 F.3d 1342, at 1369
(CAFC, 2012).] - See MPEP §2143.01. 

e. The Action fails to explain HOW the device described in the

 Dolganow reference is being modified to include the

limitations taught by the Nguyen reference. The Action only
  

states that the missing limitations are disclosed by the

 
Nguyen reference and as such may be combined. A clear

explanation is required according to the rules.

Rationale for Combining Dolganow and Nguyen.

a. The rationale for combining is stated on page 6 as *.. to

buiid a SDN application that provides ail of the desired SDN

functionality in a system in crder to implement a new SDN

functionaiity”. Assuming arguendo that such combination is

properly made in accordance with prevailing U.S. patent law,

 
it is respectfully submitted that SDN functionality is a

technical functionality per se, and the Action fails to 

explain WHY such feature is required or is beneficial, and as

 
such the rationale fails to explain why one of ordinary skill

in the art at the time the invention was made would see any
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Appin. No. 15/126,288
Response to Office Action of September 12, 2018 

reason to combine the references in an attempt to arrive at

 the claimed invention. It is noted that “Absent some

articulated rationale for doing so, the Examiner’s conciusory

assertion is inadequate Eo support a conciusion of

obviousness.” See KSR Int’l Co. v. Teleflex Inc  ~, 550 U.S.

398, 418 (2007); see also In re Warner, 379 F.2d 1011, 1017

{CCPA 1967} (“The legal conclusion of obviousness must be

supported by facts. Where the legal conclusion is not

supported by facts it cannot stand.”). Further, even if the

SDN is kind of advantage, none of the cited prior art  
references suggested that the primary reference could benefit

 

  
from that advantage or was in need of that advantage. [See, 
€.g., Ex parte Saiki, No. 2000-0373, 2002 WL 32102452, at *3

 (B.P.A.I. Jan. 17, 2002); ts xX parte Burak, No. 2004-0823, 2004 

 WL 4981768, at *4 (Dec. 8, 2004)].

 
b. Tt ais trivial, inherent, and seif-evident that always
 

adding a feature A to any device results in a device having a

  capability of feature A. Similarly, it is trivial, inherent,

 
and self-evident that always adding the functionality of SDN

 

to ANY system results in “a SDN application that provides ail

oF the desired SDN functionality in a system in order to

impiement a new SDN functionality”. Hence, the rationale

 
provides no link to the specific present application, as

 
required in MPEP 2143 that clearly states that “Any rationale

employed must provide a link between the factual findings and

the legai conclusion of obviousness.” (Emphasis added), and ™..

there must be “some articulated reasoning with some rational

underpinning” Lo Support the Examiner’s indings and

conciusion of obviousness”. See KSR   Inti Co. v. Teleflex Inc.,

950 U.S. 401, 418 (2007).
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Appin. No. 15/126,288
Response to Office Action of September 12, 2018 

 
erence focuses on DPI of received packets,

 
c. The Dolganow ret

and acting upon the DPI analysis. However, the Dolganow

reference is silent regarding any receiving any instruction of 

how to deal with received packet as known in SDN, and is in 
particular silent regarding routing any packet based on any

received instruction or criteria. Adding such SDN

 functionalities inherently changes the scheme from DPI scheme,

thus such modifications would change the principle of

operation of the system described in the Dolganow reference, 

see 2143.01:

Tf the proposed modification or combination

of the prior art would change the principie
of operation of the prior art invention

being modified, then the teachings of the
references are not sufficient to render the

claims prima facie obvious.

in re Ratti, 270 F.2d 810, 123 USPQ 349 (CCPA 1959).

  
dad. In particular, such modification of the router or switch  

  described in the Dolganow reference requires massive change of

the device, to include means for receiving instruction via an
 

additional port, storing these instructions and criteria,

  applying dedicated SDN software (such as OpenFlow) requiring

massive hardware, processing power and software, and

forwarding packets based on this criteria. Such modifications

 fundamentally and inherently change the conventional routing / 
Switching functionalities described in the Dolganow reference,

and would require a substantial reconstruction and redesign of

the elements shown in the Dolganow reference as well as a

change in the basic principles under which the Doiganow

 reference construction was designed to operate. (In re Ratti, 

270 F.2qa 810, 813 (CCPA 1959)): “a change in the basic

principles” refers to change that is fundamental in scope so

as to relate to scientific or technical principles under which
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Appin. No. 15/126,288
Response to Office Action of September 12, 2018 

the invention is designed to operate.”. Further, such changes

 
would render the Dolganow reference inoperable for its

intended purpose since it could only operate in an SDN

supported network.

Regarding claim 1.

 a. Claim 1 explicitly recites the limitation of: ™“.. sending,

by the controiler to the network node over the packet network,

an instruction and a packet-applicable criterion”. This

limitation is not addressed by the Action. A prima facie case

 
for obviousness “requires a suggestion of ail limitations in a

 claim,” CFMT, Inc. v. Yieldup Int’i Corp., 349 F.3d 1333, 1342

 (Fed. Cir. 2003). It is noted that the Dolganow reference

 
fails to discicse any controller in general or any ‘an

instruction and @ packet-applicable criterion”, and in

particular fails to disclose the recited “.. sending, by the

controller to the network node over the packet network, an

instruction and a packet-applicable criterion”.

b. Claim 1 explicitly recites the limitation of: “.. receiving,

by the network node from the controiler, the instruction and

the criterion”, The Action relies upon paragrapns 12, 30, and 
   

 
81 of the Dolganow reference. HOWEVER, the Dolganow reference

in general, and the cited paragraphs in particular, ONLY

described receiving packets as part of the regular traffic to
 

be analyzed, and are silent regarding any receiving from a

controller in general, and receiving cf ‘the instruction and

the criterion’ in particular.
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Appin. No. 15/126,288
Response to Office Action of September 12, 2018 

Regarding claims 21-26, 28-30, 36, 44, 49-56, 593, 67, 72-73.

 While these claims cleariy define different features

 and functionalities, the Action improperly use the SAME EF
First, the 

rationale for combining with the Nguyen reference.

stated rationale is defective as described above. Second,
 

  using the SAME rationale clearly violates the fact that the

 Office must “make the necessary findings and have an adequate

 evidentiary asis or its findings. uotin In re Nuvasive‘ dent b £ t fina * [Qucot I

 (Fed. Cir. 2016), internally quoting In re Lee (Fed. Cir.

  2002)], and that the Office “must examine the relevant data
 

and articulate a satisfactory expianation for its actions

including a rational connection between the facts found and

the choice made.” Id. (Emphasis added). Further, In Broadcom

 Corp. v. Emulex Corp., 732 F.3d 1325, 1335 (Fed. Cir. 2013),

the Court held that “fajn invention is not obvious just

‘because all of the elements that comprise the invention were

Anown in the prior art;’ rather, a finding of obviousness at

the time of the invention requires a ‘plausible rationai /sic]

as to why the prior art references would have worked

together.”. it is noted that “Absent some articulated

rationale for doing so, the Examiner’s conciusory assertion is

inadequate to support a conciusion of obviousness.” See KSR

Tnt’l Co. v. Teleflex Inc., 550 U.S. 398, 418 (2007); see also

Tn re Warner, 379 F.2d 1011, 1017 (CCPA 1967) (“The legal

conclusion of obviousness must be supported by facts. Where

the legal conclusion is not supported by facts it cannot

stand.”).
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Appin. No. 15/126,288
Response to Office Action of September 12, 2018 

The absence of a reply to a specific rejection,

issue, or comment, does not signify agreement with that

 rejection, issue, or comment. In addition, because the

arguments made above may not be exhaustive, there may be

reasons for patentability cf any or all pending claims that

have not been expressed.

Nothing in this reply should be understood as

conceding any issue with regard to any claim, except as

seecifically stated in this repiy, and the amendment of any

claims does not necessarily signify concession of

unpatentability to the claim before its amendment. It should

   further be understood that any filing of a terminal disclaimer

to obviate a rejection based on nonstatutory double patenting

is not an admission of the propriety of the rejection.

 
If the above arguments should not now place the

application in the condition for allowance, the examiner is

invited to call undersigned counsel to resolve any remaining

issues.

Respectfully submitted,

By /Yehuda Binder/
Yehuda Binde

Registration No. 73,612

 

   

Tel: +972-9-7409241
Mobile: +972-54-4444577

e-mail:yehuda@maypatents.com
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UNITED STATES PATENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS.

P.O. Box 1450
Alexandria, Virginia 22313-1450WwwWW-.uspto. gov 
 APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO CONFIRMATION NO.

15/126,288 09/15/2016 Yossi BARSHESHET ORCKIT-001-US 9263

MayPatents Ltd. c/o Dorit Shem-Tov
P.O.B 7230 VOLTAIRE,JEAN F
Ramat-Gan, 5217102
ISRAEL ART UNIT PAPER NUMBER

2466

04/15/2019 PAPER

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period forreply, if any, is set in the attached communication.

PTOL-90A (Rev. 04/07)
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Application No. Applicant(s)
15/126,288 BARSHESHETetal.

Office Action Summary Examiner Art Unit|AIA (FITF) Status
JEAN F VOLTAIRE 2466 Yes

-- The MAILING DATEofthis communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLYIS SET TO EXPIRE 3 MONTHS FROM THE MAILING
DATE OF THIS COMMUNICATION.

Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timelyfiled after SIX (6) MONTHSfrom the mailing
date of this communication.

- If NO periodfor reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHSfrom the mailing date of this communication.
- Failure to reply within the set or extended periodfor reply will, by statute, cause the application to become ABANDONED(35 U.S.C. § 133}.

Any reply received by the Office later than three months after the mailing date of this communication, evenif timely filed, may reduce any earned patent term
adjustment. See 37 CFR 1.704(b).

Status

1)(¥] Responsive to communication(s)filed on 12/10/2018.

CJ A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/werefiled on _.
2a)() This action is FINAL. 2b) 0 This action is non-final.
3) An election was made by the applicant in responseto a restriction requirementset forth during the interview on

; the restriction requirement and election have been incorporated into this action.

4)0 Since this application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordance with the practice under Eyparte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims*

5) [) Claim(s) 20-73 is/are pending in the application.
5a) Of the above claim(s) __ is/are withdrawn from consideration.

[] Claim(s)__ is/are allowed.

(¥] Claim(s) 20-73 is/are rejected.
[) Claim(s)__is/are objected to.

FE] Claim(s) are subject to restriction and/or election requirement
“If any claims have been determined allowable, you maybeeligible to benefit from the Patent Prosecution Highway program at a

participating intellectual property office for the corresponding application. For more information, please see

http:/Avww.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPHfeedback@uspto.gov.

6  )

)

)

)

Application Papers
10)C1) The specification is objected to by the Examiner.

11) The drawing(s) filed on __ is/are: a)( accepted or b)( objected to by the Examiner.
Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 (d).

Priority under 35 U.S.C. § 119
12)(.) Acknowledgmentis made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

Certified copies:

aD All b)1 Some** c)L Noneof the:

1.0 Certified copies of the priority documents have been received.

2.0) Certified copies of the priority documents have been received in Application No.|

3.1) Copiesof the certified copies of the priority documents have been receivedin this National Stage
application from the International Bureau (PCT Rule 17.2(a)).

*“ See the attached detailed Office action foralist of the certified copies not received.

Attachment(s)

1) Notice of References Cited (PTO-892) 3) [2 Interview Summary (PTO-413)
Paper No(s)/Mail Date
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Application/Control Number: 15/126,288 Page 2
Art Unit: 2466

DETAILED ACTION

Notice of Pre-AlA or AIA Status

1. The present application, filed on or after March 16, 2013, is being examined

under thefirst inventor to file provisions of the AIA.

Response to amendment

2. This is a Final Office action in response to applicant's remarks/argumentsfiled on

12/10/2018.

3. Status of the claims:

« Claims 20-73 have not been amended.

* Claims 20-73 are currently pending and have been examined.

Response to remarks/arguments

4. Applicant’s remarks/argumentsfiled on 12/10/2018 with respect to the

rejection of claims 20-73 have been fully considered but they are not persuasive.

5. On pages 2-7 of Applicant's remarks dated 12/10/2018, Applicant submits that

the Dolganow and Nguyen references are directed towards respectively different

purposes and are based on respectively different structures, and thus are

not analogousto one another and cannotlogically be combined.

6. In responseto applicant's argument that Dolganow and Nguyen references are

nonanalogousarts, it has been held that a prior art reference musteither bein the field

of applicant's endeavoror, if not, then be reasonably pertinent to the particular problem

with which the applicant was concerned, in order to be relied upon as a basis for
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Art Unit: 2466

rejection of the claimed invention. See In re Oetiker, 977 F.2d 1443, 24 USPQ2d 1443

(Fed. Cir. 1992). In this case, the combination of Dolganow and Nguyen allowsfor

efficient deep packet inspection oftraffic in cloud-based networksutilizing software

defined networks (SDN).

7. In response to applicant's argument that Dolganow and Nguyen references are

directed towards respectively different structures, a recitation of the intended use of the

claimed invention must result in a structural difference between the claimed invention

and the prior art in order to patentably distinguish the claimed invention from the prior

art. If the prior art structure is capable of performing the intended use, then it meets the

claim. Moreover, the test for obviousnessis not whetherthe features of a secondary

reference may be bodily incorporated into the structure of the primary reference; nor isit

that the claimed invention must be expressly suggested in any one or all of the

references. Rather, the test is what the combined teachings of the references would

have suggested to thoseof ordinary skill in the art. See /n re Keller, 642 F.2d 413, 208

USPQ 871 (CCPA 1981).

8. In response to applicant's argument that there is no teaching, suggestion, or

motivation to combine the references, the examiner recognizes that obviousness may

be established by combining or modifying the teachings of the prior art to produce the

claimed invention where there is some teaching, suggestion, or motivation to do so

found either in the references themselves or in the knowledge generally available to one

of ordinary skill in the art. See /n re Fine, 837 F.2d 1071, 5 USPQ2d 1596 (Fed.Cir.

1988), In re Jones, 958 F.2d 347, 21 USPQ2d 1941 (Fed. Cir. 1992), and KSR

International Co. v. Teleflex, Inc., 550 U.S. 398, 82 USPQ2d 1385 (2007). In this case,
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the motivation to do so is found in Nguyen’s reference, such that to build a SDN

application that providesall of the desired SDN functionality in a system in orderto

implement a new SDN functionality. Such an advantage would include a flow-based

handler receiving a packet, and determining that the packetis associated with a flow

session and associating the rules with the packet.

9. Regarding claim 1, it is noted that claim 1 has been canceled by an Applicant

preliminary amendment. The limitations agued by Applicant are disclosed in claim 20.

On pages 7-9 of Applicants’ remarks dated 12/10/2018, Applicant states that the office

action has not addressedthelimitation of: “... sending, by the controller to the network

node the packet network, an instruction and a packet-applicable criterion”, and “...

receiving, by the network node from the controller, the instruction and the criterion’, in

particular fails to disclose any controller in general or any “an instruction and a packet-

applicable criterion”, as explicitly recited in claim 20.

10. In response to applicants’ remarks, the Examinerrespectfully disagrees because

by virtue of performing sending and/or receiving implicitly implies the use of a controller.

Although the Dolganow’s reference doesnot explicitly disclose the controller, however,

a machine-readable medium does inherently comprise a controller in order forit to

function (i.e., sending and/or receiving). Moreover, Dolganow further discloses a

method of sending/or receiving instructions encoded on a machine-readable medium,or

a combination thereof, such that DPI devices 134, 136 may be configured to examine

data packets sent to router/switch 132 to identify information associated with the

packets, see at least paragraphs 12, 13, 28-31.
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11. For at least the reasons provided above, applicants’ remarks

regarding independentclaim 20 is not persuasive. Then independentclaim 20 is not

allowable overthe cited prior art of record. Therefore, its dependent claims directly or

indirectly are also not allowable basedat least for the reasons provided above.

Please see the rejection below.

Claim Rejections - 35 USC § 103

12.—_In the event the determination of the status of the application as subject to AIA 35

U.S.C. 102 and 103 (or as subject to pre-AlA 35 U.S.C. 102 and 103)is incorrect, any

correction of the statutory basis for the rejection will not be considered a new ground of

rejection if the prior art relied upon, and the rationale supporting the rejection, would be

the same undereither status.

13. The following is a quotation of 35 U.S.C. 103 which formsthe basis forall

obviousness rejections set forth in this Office action:

A patent for a claimed invention may not be obtained, notwithstanding that the claimed
invention is not identically disclosed as set forth in section 102, if the differences between the
claimed invention and the prior art are such that the claimed invention as a whole would have
been obvious before the effectivefiling date of the claimed invention to a person having
ordinary skill in the art to which the claimed invention pertains. Patentability shall not be
negated by the manner in which the invention was made.

14.‘ The factual inquiries set forth in Graham v. John Deere Co., 383 U.S. 1, 148

USPQ 459 (1966), that are applied for establishing a background for determining

obviousness under 35 U.S.C. 103 are summarized asfollows:

1. Determining the scope and contents of the prior art.

2. Ascertaining the differences betweentheprior art and the claimsat issue.
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3. Resolving the level of ordinary skill in the pertinent art.

4. Considering objective evidence presentin the application indicating

obviousness or nonobviousness.

15.—This application currently namesjoint inventors. In considering patentability of the

claims the examiner presumesthat the subject matter of the various claims was

commonly ownedas of the effective filing date of the claimed invention(s) absent any

evidence to the contrary. Applicant is advised of the obligation under 37 CFR 1.56 to

point out the inventor and effective filing dates of each claim that was not commonly

ownedasof the effective filing date of the later invention in order for the examinerto

considerthe applicability of 35 U.S.C. 102(b}(2)(C) for any potential 35 U.S.C. 102(a)(2)

prior art against the later invention.

16. Claims 20-73 is/are rejected under 35 U.S.C. 103 as being unpatentable over

Dolganowet al. (US 2010/0208590 A1) in view of Nguyen et al. (US 2014/0052836 A1).

Regarding claim 20, Dolganow discloses a method for use with a packet

network including a network node for transporting packets betweenfirst and

second entities under control of a controller, the method comprising: sending, by the

controller to the network node over the packet network, an instruction and a packet-

applicable criterion (Dolganow, para. 30; DPI devices 134, 136 may include

hardware, instructions encoded on a machine-readable medium, or a combination

thereof, such that DPI devices 134, 136 may be configured to examine data

packets sent to router/switch 132 to identify information associated with the
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packets); receiving, by the network node from the controller, the instruction and the

criterion (Dolganow,para. 12, 30, 81; receiving all relevant information associated

with the packets); receiving, by the network nodefrom thefirst entity over the packet

network, a packet addressed to the second entity (Dolganow, para. 59: network

element 130a, 130b may receive a number of packets belongingto an IP flow

between a P2P client 110 and a P2P central entity 150).

Dolganow does not appearto explicitly disclose checking, by the network node, if

the packetsatisfies the criterion; responsive to the packet not satisfying the criterion,

sending, by the network node over the packet network, the packet to the second entity;

and responsive to the packet satisfying the criterion, sending the packet, by the network

node over the packet network,in responseto the instruction.

Nguyen from similar field of endeavor discloses checking, by the network node, if

the packetsatisfies the criterion (Nguyen, para. 32: determining if the packet

satisfies the criterion); responsive to the packet not satisfying the criterion, sending,

by the network node over the packet network, the packet to the second entity (Nguyen,

Fig. 3, para. 21: sending the packet to the next table for processing, and/or a

variety of other flow processing actionsif not satisfying the criterion); and

responsive to the packet satisfying the criterion, sending the packet, by the network

node over the packet network, in responseto the instruction (Nguyen, para. 21:

Nguyen,Fig. 3, para. 21: sending the packet to the next table for processingif the

packetthatsatisfies the criteria in the matchingfilter).

Therefore, it would have been obviousto oneof ordinary skill in the art before the

effectivefilling date of the claimed invention to combine the teaching of Dolganow
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with the teaching of Nguyen by using the above features into the system of Dolganow

such as checking, by the network node,if the packet satisfies the criterion; responsive

to the packetnot satisfying the criterion, sending, by the network node over the packet

network, the packet to the second entity; and responsive to the packet satisfying the

criterion, sending the packet, by the network node over the packet network, in response

to the instruction as taught by Nguyen. The motivation for doing so would have beento

build a SDN application that providesall of the desired SDN functionality in a system in

order to implement a new SDN functionality.

Regarding claims 21 and 52, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the instruction is ‘probe’, ‘mirror’, or ‘terminate’

instruction, and upon receiving by the network nodethe 'terminate' instruction, the

method further comprising blocking, by the network node, the packet from being sent to

the second entity and to the controller (Dolganow,para. 50: this transmission may

be accomplished by mirroring (i.e., duplicating) the packets in the IP flow that

contain the key from DPI A 134 to DPI B 136. Alternatively, this transmission may

be accomplished byredirecting (i-e., rerouting) the packetsin the IP flow that

contain the key from DPI A 134 to DPI B 136. As anotheralternative, DPI A 134

may build and send a messageincluding the required information to DPI B 136).

Dolganow does not appearto disclose the packet is being sent to the controller.

Nguyen discloses the packet is being sent to the controller (Nguyen, Fig. 2,

para. 19: controller API 210 to receive and managethe packet).
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Therefore, it would have been obviousto one of ordinary skill in the art before the

effectivefilling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packetto the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that providesall of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 22 and 53, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the instruction is a ‘probe’, a ‘mirror’, or a

‘terminate’ instruction, and upon receiving by the network nodethe ‘mirror’ instruction

and responsive to the packet satisfying the criterion, the method further comprising

sending the packet, by the network node, to the second entity and to the controller

(Dolganow,para. 50, 59: Alternatively, this transmission may be accomplished by

redirecting (i-e., rerouting) the packets in the IP flow that contain the key from DPI

A 134 to DPI B 136. As another alternative, DPI A 134 may build and send a

messageincluding the required information to DPI B 136).

Dolganow does not appearto disclose the packet is being sent to the controller.

Nguyen discloses the packetis being sent to the controller (Nguyen, Fig. 2,

para. 19: controller API 210 to receive and managethe packet).

Therefore, it would have been obviousto one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the abovefeaturesinto the system of Dolganow

such as sending the packetto the controller as taught by Nguyen. The motivation for
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doing so would have been to build a SDN application that providesall of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 23 and 54, Dolganow as modified by Nguyen discloses the

method according to claim 20, however, Nguyen further discloses wherein

the instruction is 'probe', ‘mirror’, or ‘terminate’ instruction, and upon receiving by the

network nodethe ‘probe’ instruction and responsive to the packetsatisfying the

criterion, the method further comprising: sending the packet, by the network node, to the

controller (Nguyen, Fig. 2, para. 19: controller API 210 to receive and managethe

packet); responsive to receiving the packet, analyzing the packet, by the controller

(Nguyen, Fig. 2, para. 19: controller API 210 to receive and managethe packet);

sending the packet, by the controller, to the network node; and responsive to receiving

the packet, sending the packet, by the network node, to the second entity (Nguyen,

para. 21: Nguyen,Fig. 3, para. 21: sending the packet to the next table for

processingif the packetthat satisfies the criteria in the matchingfilter).

Therefore, it would have been obviousto one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packetto the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that providesall of the desired

SDN functionality in a system in order to implement a new SDN functionality.
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Regarding claims 24, 25 and 55, Dolganow as modified by Nguyen discloses

the method accordingto claim 20, further comprising responsive to the packet satisfying

the criterion and to the instruction, sending the packet or a portion thereof, by

the network node, to the controller (Nguyen, Fig. 2, para. 19: controller API 210 to

receive and managethe packet).

Therefore, it would have been obviousto one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packetto the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that providesall of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 26 and 56, Dolganow as modified by Nguyen disclosesthe

method according to claim 24, however, Nguyen further comprising responsive to the

packetsatisfying the criterion and to the instruction, sending a portion of the packet, by

the network node, to the controller (Nguyen, Fig. 2, para. 19: controller API 210 to

receive and managethe packet).

Therefore, it would have been obviousto one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packetto the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.
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Regarding claims 27 and 57, Dolganow as modified by Nguyen discloses the

method according to claim 26, wherein the portion of the packet consists of multiple

consecutive bytes, and wherein the instruction comprises identification of

the consecutive bytes in the packet (Dolganow,para. 69: DPI B 136 performs deep

packet inspection on the packets relating to the request to attempt to extract a

key identifying the P2P content transmitted in the flow. For example, when the

protocol is BitTorrent, DPI B 136 may perform deep packet inspection to

determine whether an info_hashfield is present in the packets of the flow).

Regarding claim 28, Dolganow as modified by Nguyen discloses the method

according to claim 24, however, Nguyen further comprising responsive to receiving the

packet, analyzing the packet, by the controller (Nguyen, Fig. 2, para. 19: controller

API 210 to receive and managethe packet).

Therefore, it would have been obviousto one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as analyzing the packet, by the controller as taught by Nguyen. The motivation for

doing so would have been to build a SDN application that provides all of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claim 29, Dolganow as modified by Nguyen discloses the method

according to claim 28, However, Nguyen further for use with an application server that
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communicates with the controller, wherein the analyzing comprising sending the packet,

by the controller, to the application server, and analyzing the packet by the application

server (Nguyen, Fig. 2, para. 19: controller API 210 to receive and managethe

packet).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packet, by the controller, to the application server, and analyzing

the packet by the application server as taught by Nguyen. The motivation for doing so

would have beento build a SDN application that providesall of the desired SDN

functionality in a system in order to implement a new SDN functionality.

Regarding claim 30, Dolganow as modified by Nguyen discloses the method

according to claim 29, however, Nguyen wherein the analyzing further comprising

sending the packetafter analyzing by the application server to the controller, and

sending the packet, after receiving from the controller by the network node, to the

second entity (Nguyen, Fig. 2, para. 19: controller API 210 to receive and manage

the packet).

Therefore, it would have been obviousto one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as sending the packet, by the controller, to the application server, and analyzing

the packet by the application server as taught by Nguyen. The motivation for doing so
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would have beento build a SDN application that providesall of the desired SDN

functionality in a system in order to implement a new SDN functionality.

Regarding claim 31, Dolganow as modified by Nguyen discloses the method

according to claim 28, wherein the analyzing comprises applying security or data

analytic application (Dolganow, Fig. 4A, para. 60: DPI A 134 identifies an application

protocol associated with the IP flow using one or more packets belonging to the

IP flow or any other related information, such as packets belonging to other

flows).

Regarding claim 32, Dolganow as modified by Nguyen discloses the method

according to claim 28, wherein the analyzing comprises applying security application

that comprisesfirewall or intrusion detection functionality (Dolganow, Fig. 4A, para. 60:

DPI A 134 identifies an application protocol associated with the IP flow using one

or more packets belonging to the IP flow or any other related information, such as

packets belonging to otherflows).

Regarding claim 33, Dolganow as modified by Nguyen discloses the method

according to claim 28, wherein the analyzing comprises performing Deep Packet

Inspection (DPI) or using a DPI engine on the packet (Dolganow,para. 12: performing

DPI to extract a key from one or moreofthe first plurality of packets).
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Regarding claim 34, Dolganow as modified by Nguyen discloses the method

according to claim 28, wherein the packet comprisesdistinct header and payloadfields,

and wherein the analyzing comprises checking part of, or whole of, the payload field

(Dolganow,para. 52-54, 57: Key field 210 may indicate the value of a key used to

uniquely identify a P2P content item. This field 210 may be populated when

extracted from a request sent from P2P client 110 to P2P central entity 150,

provided that the request includes the key).

Regarding claims 35 and 58, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet comprises distinct header and

payload fields, the header comprises one or more flag bits, and wherein the packet-

applicable criterion is that one or moreof the flag bits is set (Dolganow,para. 34, 43:

P2P central entity 150 may be a BitTorrent tracker configured to receive a request

including an info_hash from P2Pclient 110 and respond with a list containing

location information of P2P client peers 160 that maintain the requested P2P

content).

Regarding claims 36 and 59, Dolganow as modified by Nguyen discloses the

method according to claim 35, wherein the packet is an Transmission Control Protocol

(TCP) packet, and wherein the one or moreflag bits comprises comprise a SYNflag bit,

an ACKflag bit, a FIN flag bit, a RST flag bit, or any combination thereof Nguyen,para.

17, 30: control packets typically carry device control information or

communication protocol data that allows devices to communicate packet
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forwarding logic with each other, routing and discovery protocol, data packets

that requirement additional attention, processing configurations, device

configurations, and/or a variety of other control packet information knownin the

art).

Therefore, it would have been obviousto one of ordinary skill in the art before the

effective filling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as the packet is an Transmission Control Protocol (TCP) packet, and wherein the

one or more flag bits comprises comprise a SYN flag bit, an ACKflag bit, a FIN flag bit,

a RSTflag bit, or any combination thereof as taught by Nguyen. The motivation for

doing so would have beento build a SDN application that providesall of the desired

SDN functionality in a system in order to implement a new SDN functionality.

Regarding claims 37 and 60, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet comprisesdistinct header and

payload fields, the header comprisesat least the first and second entities addresses

in the packet network, and wherein the packet-applicable criterion is that the first entity

address, the second entity address, or both match a predetermined address or

addresses (Dolganow,para. 39, 55, 62: DPI A 134 may determine whether the

sourceor destination address of the packets is the address of a system knownto

operate as a P2P central entity 150, such as a BitTorrent tracker. Suitable

alternatives for determining whether the exchange is between a P2Pclient 110

and a P2P centralentity 150 will be apparent to those of skill in the art).
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Regarding claims 38 and 61, Dolganow as modified by Nguyen discloses the

method according to claim 37, wherein the addressesare Internet Protocol(IP)

addresses (Dolganow,para. 39, 55, 62: addresses are IP addresses).

Regarding claims 39 and 62, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet is an Transmission Control Protocol

(TCP) packet that comprises source and destination TCP ports, a TCP sequence

number, and a TCP sequence maskfields, and wherein the packet-applicable criterion

is that the source TCP port, the destination TCP port, the TCP sequence number, the

TCP sequence mask, or any combination thereof, matches a predetermined value or

values (Dolganow,para. 39, 55, 62: It should be apparentthat an IP flow may be

any IP flow between P2Pclient 110 and P2P central entity 150 or P2P client 110

and a P2Pclient peer 160, as identifiable by IP 5-tuple information, which includes

the source IP address, sourceport, destination IP address, destination port, and

protocol of the IP flow. This IP flow may be further tunneled inside another

networking layer, such as IP, Ethernet, ATM,and thelike).

Regarding claims 40 and 63, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet network comprises a Wide Area

Network (WAN), Local Area Network (LAN), the Internet, Metropolitan Area Network

(MAN), Internet Service Provider (ISP) backbone, datacenter network,or inter-

datacenter network (Dolganow,Figs 1, 2, para. 28: Network element 130a may be
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an entity containing components configured to receive, process, and forward

packets belonging to an IP flow received from packet-switched network 120. As

an example, network element 130a may be owned and/or operated by an Internet

Service Provider (ISP) providing services to P2P client 110. Network element 130a

mayinclude a router/switch 132, DPI A 134, DPI B 136, and key storage module

138).

Regarding claims 41 and 64, Dolganow as modified by Nguyen discloses

the (New) The method according to claim 20, wherein thefirst entity is a server device

and the secondentity is a client device, or wherein thefirst entity is a client device and

the second entity is a server device (Dolganow,Fig. 1: entity 150 is a central entity

(such as a Server) and entity 160 is a client device).

Regarding claims 42 and 65, Dolganow as modified by Nguyen discloses the

method according to claim 41, wherein the server device comprises a web server, and

wherein the client device comprises a smartphone, a tablet computer, a personal

computer, a laptop computer, or a wearable computing device (Dolganow,para. 34:

P2P central entity 150 may store a database of information maintained within a

particular P2P network, such that a user may search P2P central entity 150 to

determine the location of desired content based on thefile key).

Regarding claims 43 and 66, Dolganow as modified by Nguyen disclosesthe

method according to claim 41, wherein the communication between the network node
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and the controller is based on, or uses, a standard protocol (Dolganow,Fig. 2, para.

18: the OpenFlow communications protocol, separate the data plane and the

control plane, with the data plane remaining on the networking device and the

control plane (containing the routing protocol and forwarding logic) moved to a

controller platform typically running on an IHS coupled to the networking device).

Regarding claims 44 and 67, Dolganow as modified by Nguyen discloses the

method according to claim 43, Nguyen further discloses wherein the standard protocol

is according to, based on, or compatible with, an OpenFlow protocol version 1.3.3 or

1.4.0 (Nguyen, para. 19, 30: standard protocol is according to an OpenFlow

protocol).

Therefore, it would have been obvious to one of ordinary skill in the art before the

effectivefilling date of the claimed invention to combine the teaching of Dolganow

with the teaching of Nguyen by using the above features into the system of Dolganow

such as the standard protocol is according to, based on, or compatible with, an

OpenFlow protocol as taught by Nguyen. The motivation for doing so would have been

to build a SDN application that providesall of the desired SDN functionality in a system

in order to implement a new SDN functionality.

Regarding claims 45 and 68, Dolganow as modified by Nguyen discloses the

method according to claim 44, wherein the instruction comprises a Type-Length-Value

(TLV) structure (Dolganow,para. 53: Key field 210 may indicate the value of a key

used to uniquely identify a P2P content item. This field 210 may be populated
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whenextracted from a request sent from P2P client 110 to P2P central entity 150,

provided that the request includes the key).

Regarding claims 46 and 69, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the network node comprises a router, a switch,

or a bridge (Dolganow,Fig. 1, para. 25, 27: network element 130a mayinclude a

router, a switch, or a bridge).

Regarding claims 47 and 70, Dolganow as modified by Nguyen discloses the

method according to claim 20, wherein the packet networkis an Internet Protocol(IP)

network, and the packetis an IP packet (Dolganow,para. 60, 62: DPI A 134 identifies

an application protocol associated with the IP flow using one or more packets

belongingto the IP flow or any other related information, such as packets

belonging to other flows).

Regarding claims 48 and 71, Dolganow as modified by Nguyen discloses the

method according to claim 47, wherein the packet network is an Transmission Control

Protocol (TCP) network, and the packet is an TCP packet (Dolganow,para. 39, 55, 62:

It should be apparentthat an IP flow may be anyIP flow between P2Pclient 110

and P2Pcentral entity 150 or P2P client 110 and a P2Pclient peer 160, as

identifiable by IP 5-tuple information, which includes the source IP address,

source port, destination IP address, destination port, and protocol of the IP flow.

Exhibit 1002

Cisco v. Orckit — IPR2023-00554

Page 351 of 557



   
   

  

              

     

            

             

             

              

           

             

               

             

             

            

          

             

               

            

              

              

              

             

              

              

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 352 of 557



   
   

  

              

     

                

             

               

                 

            

              

            

               

                

                

     

            

              

                

            

              

          

           

     

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 353 of 557



   
   

  

                

             

               

               

               

                 

                

       

            

           

             

           

             

           

             

            

             

              

            

            

             

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 354 of 557



   
   

  

              

              

            

            

             

                

              

            

              

                

         

                

             

               

              

             

              

              

                

             

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 355 of 557



   
   

 

  

              

        

               

                 

                

             

               

               

               

           

           

            

            

         

           

           

   

            

             

             

            

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 356 of 557



   
   

            

  

           

          

             

             

          

         

   
    

  
      

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 357 of 557



    
  

    
     

   
        

   

 
   

     
    

          

         

          

          

          

 

 

 

 

 

 

 

 

   

 
   

    
    

 

 

 

 

 

 

 

  

             

 

 

 

 

                 
             

     

            

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 358 of 557









   

   

     

              
                  

                
         
          
          
        
            

       
            

             
         
          
          
         

                 
                  

                 
        
         
          
         
            

       
            

              
         
          
          
         

                   
       

      
                
             
         
          
        
                          

                  
              
         
          
          
         
            

              
             
                       
        
           
             
          
           
        

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 362 of 557



   

          
           
          
          
          

       
        

              
            
           
            
          

             
      

          
          
          
          
        
            

       
      

          
          
          
          
         
               

     
         
          
          
          
         
                          

      
          
          
          
          
         
            

    
        
         
          
          
         
            

         

               
               

         
          
          
         
                    

               
        
          
          
          
         
            

       

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 363 of 557



   

      
         

              
          

  
 

       
        
       

             
      
     
      
        
        

          
       
      
       
       
      
                     

            
        
       
        
        

      

          
     

      
      
        

      
      
        
   

   
   
     

  
   
   

   
   
    

  
   

    
   

  
  
  

  
  

   
   

  
  

    
  

   
   

    

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 364 of 557



   

   
   

  
  

   
  

   
   
   

  
  

   
   

  
    
   

   
  

    
  
  

   
  

   
  
  

  
   
   
   

  
   
  

    
  

  
   

  
   

   
  
  

    
   

  
   

  
  

     

     
             

               
       
     

      
       

    
       

   

 
     
   

    

   
    

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 365 of 557



   

   
   

   
   

  
  

    
   

  
  
  

  
  

   
   

  
  

   
  

   
   

   
   

   
  
  
  
  

   
   

   
  
  
  
  
  

    
   

    
             

   
   
  

     
  

   
   

   
   

   
  
  

    
   

  
  
  

  
  

   
   

  
  

    

    
   
   
   
    
  
    

    
   

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 366 of 557



   

  
    

   
   
    
   

  
  

   
  

   
   
   

  
  

   
   

  
    
   

        

       
      

           
            
       
        
          
         
           
         
       
         
        
         
         
        
        
       
        
        
        
        
      
        
        
          
        
         
         
        
         
         
         

       

           
          
       

     
       
      
        

    
      
     

    
   

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 367 of 557



   

  
  

  
  

   
   

  
  

    
  

    
   

   
   
    

        

                
          
      
       

      
      
         
   

   
   
     

  
   
   

   
   
    

  
   
    
   

   
            
            
          
      
       

      
      
         
     

     

         

                

          
        
               
        
        
       
                 

    
       
       
        
        

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 368 of 557





   

         
          
        
            

         

             
          
          
          
          
        
                          

      
          
          
          
          
        
            
             

          
          
          
          
        
            

     
        
          
          
          
        
            

           
        
          
          
          
        
            

       
     

               
            
         
          
        

              
        
                    
              
         
          
          
        
            

       
                   
                
             
         
          
        

               
             

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 370 of 557



   

              
              

                   
          

        
            

       
                     
            
         
          
          
         
            

         
                            

            
         
          
          
         
            

       
                     
            
         
          
          
         
            

       
                     
            
         
          
          
         

              
        
                     
            
         
          
          
         
            

       
                    
             
         
          
          
         

               
       

                    
             
         
          
          
         
                          

                     
             
         
          
          
         
         

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 371 of 557



   

          
         

               
         
         
          
          
        
            

       
                    
            
         
          
          
         
              
                           
             
         
          
          
         
            

       
                 
              
            
         
          
         
               

       
     

              
            
         
          
         

            
                    
             
         
          
          
         
            

       
         
                 

        
         
                 

       
         
                 

       
            
             
          
          
          
         
                               

          
          
         

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 372 of 557



   

         
       
           
          

                
            
            
        

         
       

           

             
           
        
         
         
        
       

               
      

                   
           
        
         

                 
        
       
                     

              
        
          
       
       
          
            
         
          
        
       
         
         
        
          
        
          
         
       
          
         
         
        
         
         
         
         
         
         
         
       
         
         
          
         
         
         
         
         
       

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 373 of 557



   

   
  

   
   
   

  
  

   
   

  
    
   
   

  
    

  
  

   
  

   
  
  

  
   
   
   

  
         

        
      

          
          
         
         
          
         
            
        
        
        
        
        
        
        
        
        
        
        
        
         
         

     
 

        

 

     

 

 
 

    
       

       
      
                        

                  
             
             
         
         

       
        

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 374 of 557







   

   

     

      
                 
             
            
        

         
       

           
       

                   
           
        
         
         
       
           

   
                  

           
        
         
         

       

           

         
        
      
       
        
      
         
   

   
   
     

  
   
   

   
   
    

  
   
    
   

  
  
  

  
  

    
   

  
  

    

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 377 of 557



   

  
    

   
   
    
    

  
  

   
  

   
   
   

  
  

   
   

  
    
    
    

  
    

  
  

    
  

    
  
  

  
     
   
   

  
 

      
           

            
       
     
     
       
    

        
   
   

    
   

    
   
   

   
     

   
   

   
    
    

               

 

        

 

   
        

   

       
    

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 378 of 557



   

                   
                          

              
              
          
          
        
            

            

               
              
             
         
          
        
            

       
                    
           
         
          
          
        

              
                       

                
         
          
          
        
            

           
        
          
          
          
        

                
             

          
          
          
          
         

              
      

          
          
          
          
        
            

       
      

          
          
          
          
        

                       
         
          
          
         

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 379 of 557



   

          
        
              

              
        

         
          
          
         
            

                
        
         
          
          
         
               

              
          
          
          
          
        

            
             
          
          
          
          
         
            

     
          
          
          
          
         
               

           
        
          
          
          
        
                          

              
        
          
          
          
         
            

              
         
           
            
             
           
              
          
           
        

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 380 of 557



   

   
     

  
   
   

   
    
    

  
   
    
   

  
  
  

  
  

   
   

  
  

    
  

    
   

   
   
   

  
  

   
  

   
   
   

  
  

   
   

  
    
   
   

  
    

  
  

   
  

   
  
  

  
   
   
   

  
   
  

    
  

  
   

  
 

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 381 of 557



   

   
   

  
  

    
   

  
   

  
  

     
        

                              

                
          
      
       

      
      

    
   

   
   
     

  
   

   
   

   
    

  
   
    

   
  
  
  

  
  

   
   

  
  

       
  

    
   

   
    
   

  
  

   
  

   
   
   

  
  

   
   

  
    
     

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 382 of 557



   

         
       
            

               
           
       
        
          
         
           
         
       
         
        
        
         
        
        
       
        
        
        
        
      
        
        
         
        
         
         
        
        
        
        
        
        
        
        
        
        
        
        
         
        
        
         
        
        
       

      
           

    
     

       
      
        

   
   
    

  
   
    
   

  
  

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 383 of 557



   

  
  

  
   

   
  

  
    

  
    

   
   
   

    
                    

            
          
       
      
       
      
        
   

    
   

  
  
  

  
  

   
   

  
  

     
  

    
   

   
     

         
             

          
      

   
      

      
         
   

   
   
     

  
   
   

   
   
    

  
   

    
   

  

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 384 of 557



   

        
         

             
             
           
        
        
           
              
          
           
         
        

         

       
           
          
          
          
        
            

     
           
          
          
          
         
            

       
           
           
          
          
          
         
              

  
             
           
          
          
          
         
            

             
           
          
          
          
         
               

                      
        
          
          
          
         
                          

              
        
          
          
          
         
         

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 385 of 557





   

          
        
              

                     
              
             
         
          
         
            

       
                   
             
         
          
          
         
               

                           
                
             
         
          
         

            
                    
               
              
          
          
         
            

       
                     
            
         
          
          
         
               

                            
             
         
          
          
         
                          

                    
             
         
          
          
         
            

       
                     
             
         
          
          
         
            

        

         
            

        

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 387 of 557



   

         
          
          
         
                    

        
                    
            
         
          
          
        

                 

                    
            
         
          
          
        
            

       
                     
            
         
          
          
        
                  

               
         
         
          
          
        
                          

                    
            
         
          
          
        
            

       
                   
             
         
          
          
        
            

         
                          

             
            
         
          
        
                        

     
              
            
         
          
        
            

       

       

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 388 of 557





     
              

         
                          

    
    

 
     

  
          

  
  

 
      

                
                        

                

      

                       
                     

        

 
                      
        

              

  

  

  

     

   

  

 

 
                  

              

  

 

                  

                 
     

       

    

  

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 390 of 557





   

                     
                   

                      
                     

                     
                   

               

                

                   
                      

                

                       
               

 

                      
                 
          

                       
                   

              

                   
                 

      

                      
                  

                    
                  

               
                  

                  
   

                      
                     

                        
               
                

                      
                 

   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 392 of 557



     

   

   

   
          

  

      

    

    

    

          

     
  
 

  

 

 

 

 

 

 

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 393 of 557



     
  
 

 

       

    

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 394 of 557



   

  

   

   

   

   
          

  

      

   

    

     

    

    

   

   

         

  

    

   

       

    

  

  

                  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 395 of 557



  

 
    

    
       

 

 
    

   
 

  
 

 

 

 

 
   

  
   

 
 

 

 

 

 

       
   

 

 

 

      

                
                   

       

      
                     

                      
          

          
                    

                 
                   

           
                 
                   

                   
                 

  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 396 of 557



        

    

  

   

    

      
    

    

   

   

    

  

   

 

      
    

     
     

   

 

         

    

         

         

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 397 of 557



   
        

    

        

        

   

   

           

        

          

         

          

       

 

         

         

          

     

         

  

        

          

      

       

          

           

          

 

         

        

         

      

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 398 of 557



   
        

           

       

         

          

        

         

       

           

    

         

        

         

        

        

          

         

          

          

       

         

        

          

         

         

         

       

         

        

          

        

         

         

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 399 of 557



   
        

       

        

         

       

      

         

         

        

          

       

         

        

         

          

       

         

        

  

         

       

       

         

       

          

         

        

         

      

         

        

          

          

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 400 of 557



   
        

     

         

         

          

              

       

         

        

          

         

        

         

   

         

        

         

         

          

          

         

          

        

    

         

         

        

        

     

         

           

            

          

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 401 of 557



   
        

         

          

          

         

 

         

         

         

         

          

         

         

       

 

         

           

 

         

         

        

         

         

         

         

  

          

         

             

    

        

         

         

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 402 of 557



   
        

        

          

       

         

         

             

         

  

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 403 of 557



   
        

           

        

          

           

  

        

 

         

       

       

         

           

       

           

          

       

         

        

       

         

         

         

          

       

        

         

       

         

        

        

         

        

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 404 of 557



   
        

         

         

 

         

        

          

     

         

        

          

    

         

         

       

        

         

        

          

          

     

         

         

          

              

       

         

        

          

         

        

         

   

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 405 of 557



   
        

         

        

         

         

          

          

         

          

        

    

         

         

        

        

     

         

           

            

          

         

          

          

         

 

         

          

    

         

          

         

         

       

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 406 of 557



   
        

 

         

           

 

         

         

        

         

         

         

         

         

         

           

        

         

          

        

         

         

         

             

         

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 407 of 557



   
        

  

         

      

         

          

         

            

          

          

           

      

         

      

 

  

      

    

  

  

          

          

          

         

       

          

        

        

          

       

           

        

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 408 of 557



   
        

         

         

         

    

          

        

        

  

           

          

         

       

         

     
      

         
        

        
       

 
           

     

         

        

         

          

        

         

         

        

          

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 409 of 557



   
        

           

 

        

         

           

           

   

   

    

    

 

  

         

 

 

 

 

 

    

  

 

 

         

          

         

         

            

     

          

         

          

  

  

   

 

    

     

   

 
 
 

  
 

 
 

 
 

  
    

   
  
  

         

       

       

        

        

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 410 of 557



   
        

         

       

      

        

         

         

            

        

         

         

          

       

      

             

           

           

       

         

         

         

           

           

             

           

         

        

        

          

            

         

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 411 of 557



   
        

         

           

           

        

           

           

          

                       

         

             

         

         

           

           

        

         

          

          

          

         

       

          

     

          

         

         

             

         

       

        

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 412 of 557



   
        

        

         

  

      
        
       

       
       

    

           

          

         

          

       

        

       

        

       

       

         

           

         

         

           

          

          

         

   

  

  

   

  

    

 

 

  

 

 

 

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 413 of 557



   
        

          

        

         

       

        

          

         

         

         

          

                                     

          

         

         

            

        

       

          

        

          

         

       

            

         

   

 

 

  

    

    

    

        

          

         

           

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 414 of 557



   
        

           

          

          

        

       

          

                

       

          

         

           

           

     

          

           

            

         

          

   

         

        

    

        

         

         

       

  

 

 

 

 

 

 

 

 

  

    

    

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 415 of 557



   
        

         

            

          

     

         

         

        

           

         

        

         

           

          

         

        

         

        

           

          

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 416 of 557



   
        

         

   

 

      

       

          

          

    

        

          

          

       

         

          

         

          

         

         

         

 

  

 

 

  
  

   

  
  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 417 of 557



  
       

         
                          

                 
     

       

     

    

       

   
      

   

      
      

      
      

     
       

     
       

        

    
          
           

          
  

        

                 

     

      

  

 
  

     
       

                

               
         

         
 

    
      

  
  

     
  

                 

             
         
 

         
 

   

                     

                    

                 

                     

                                
                          

                           
                         

                  
            

              

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 418 of 557







   

   
        

   
   

        
      

    

  

            

 

                 
                     

        

                  
                  

                 
                    

     

    

             

        
 

                     
    

      

      

                        
                       

                  
                     

                    
                 

                
  

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 421 of 557



   

                     
                    

                     
                      

                   
                   

               

                

                    
                     

                

                       
               

 

                      
                 
          

                        
                  

              

                   
                  

     

                      
                  

                     
                 

               
                  

                  
   

                      
                    

                        
                

                

                      
                 

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 422 of 557



   

  

   

   

   

   
          

  

      

   

    

     

    

   

   

   

         

  

     

  

 
    

    
       

 

 
    

   
  

   
 

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 423 of 557



 

                     
                        

                         
                       

              

 

     
 

 
         

 

 

                                
        

 

      

                
                   

       

      
                     

                      
          

          
                    

                 
                   

           
                 
                   

                   
                 

  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 424 of 557





  
 

 
     

    
   

  
 

   
 

                
   

               
    

                              
    

                           
                        

                           
     

 

        
           

           
                    

             
                   

                

   
         

          

      

      

       

           
                      

             

        

  
         

                 

                  

                   

      
                 

  

        

          

               

                 
        

                

 

       

        
     

     

      

     

     

     

      

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 426 of 557



   
   

  

  

      

              

          

   

            

   

     

        

          

   

          

                

             

              

     

      

                 

                 

                

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 427 of 557



   
   

  

               

     

                

        

              
                

                 
               

               
          

                

            

         

          

             

           

         

   

            

             

              

                

               

                 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 428 of 557



   
   

  

             

      

             

                  

            

           

               

             

           

          

             

            

            

             

           

               

            

                

 

             

             

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 429 of 557



   
   

  

               

              

                 

    

             

              

             

            

           

             

               

              

          

            

                

            

                 

                

          

            

             

             

     

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 430 of 557



   
   

  

                

             

               

              

               

              

               

                

              

         

            

             

            

              

             

             

               

             

                 

              

              

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 431 of 557



   
   

             

  

               

  

                

             

               

               

               

    

            

               

            

            

               

           

               

                 

         

              

             

               

  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 432 of 557



   
   

  

                

             

               

               

               

    

            

            

               

            

             

               

             

              

              

              

          

            

                

            

                 

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 433 of 557



   
   

  

             

            

            

     

                

             

               

               

               

    

             

             

               

               

           

             

            

             

 

                

             

               

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 434 of 557



   
   

  

               

               

    

            

            

               

                

          

            

            

            

     

                

             

               

               

               

    

            

              

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 435 of 557



   
   

  

              

              

             

            

             

           

            

              

          

                

             

               

               

               

    

           

              

           

              

              

           

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 436 of 557



   
   

  

                

             

               

              

               

               

  

           

           

             

              

             

             

                

             

               

              

               

               

  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 437 of 557



   
   

  

           

            

             

              

             

 

           

           

            

              

               

     

           

           

              

               

           

             

              

                

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 438 of 557



   
   

             

              

       

  

            

            

             

                 

              

             

            

 

            

             

                

                  

          

           

          

            

             

        

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 439 of 557



   
   

  

                

             

               

              

                   

                

               

   

            

            

             

              

            

             

               

             

            

                

            

            

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 440 of 557



   
   

  

            

             

            

            

               

            

                

                

              

            

              

          

            

             

           

         

             

          

            

             

            

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 441 of 557



   
   

  

               

 

           

                

                  

                

           

            

              

            

            

             

              

           

            

            

               

           

             

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 442 of 557



   
   

  

            

            

            

             

              

             

           

            

          

            

            

            

                

             

               

              

               

             

            

           

               

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 443 of 557



   
   

  

              

               

       

            

              

               

      

            

              

                

             

             

    

            

             

               

                 

                

           

             

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 444 of 557



   
   

  

              

     

            

             

             

              

           

             

               

             

             

            

          

             

               

                

           

          

             

             

              

             

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 445 of 557



   
   

  

            

             

             

           

              

              

            

             

             

         

                

             

               

                 

            

              

            

               

               

            

            

              

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 446 of 557



   
   

  

                

            

               

           

             

            

            

            

          

 

                

             

               

               

               

                 

             

            

           

               

            

             

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 447 of 557



   
   

  

          

              

           

               

            

                

 

            

             

              

                

         

             

              

             

            

           

             

               

              

          

            

                

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 448 of 557



   
   

  

            

                 

                

          

            

             

             

     

                

             

               

              

               

              

               

                

              

         

 

           

            

            

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 449 of 557



   
   

         

  

           

           

   

            

             

             

            

         

            

           

          

             

             

          

         

   
    

   
     

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 450 of 557



    
  

    
     

   
        

   

 
   

     
    

          

          

          

          

          

 

 

 

 

 

 

 

 

   

 
   

    
    

 

 

 

 

 

 

 

  

             

 

 

 

 

                 
             

     

            

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 451 of 557









   

   

     

           
             

     
      
       

      
           
       

   
   

    
   

    
   

  
     
    

   
    

    
   

  
   

   
  

  
  

   
  

   
   

  
    

  
   

    
  
  
  

   
   
   

   
  

  
   
   

  
   
   

  
   
   
    

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 455 of 557



   

   
   

  
    
    

  
   
  

   
  

    
   
    

  
  

    
  
  

   
   

   
   

  
  

  
  
  
  

    
    

  
  

  
   
   

  
  

   
     

              
      

   
   
   
    
   
     
   

   
   
   

    
  

   
   
    
   

  
  

  
  

   
   
    

    
   
   
   
    
  
    

   
   

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 456 of 557



   

          
          
           
           
          
          
          
         

            
        
          
          
          
        
            

       
            
        
          
          
          
         
              

  
      

        
          
          
          
         
            

       
                  
        
         
          
          
         
               

        
      

              
            
         
          
         
                          

                    
             
         
          
          
         
            

       
          

               
         
          
          
         
                 
               
                
            
         
         

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 457 of 557



   

          
        
              

                
               
        
         
          
         
            

     
          
          
          
          
         
               

        
      

          
          
          
          
         

            
      

          
          
          
          
         
            

       
      

          
          
          
          
         
               

    
        
         
          
          
         
                          

                       
               
         
          
          
         
            

     
        
          
          
          
         
            

        

     
         
          

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 458 of 557



   

         
          
          
        

                    
              
          
          
          
          
                        
              
          
          
          
          
        
            

     
          
          
          
          
        

                  
     

         
           
        
        
           
        
          
           
         
        
          
          
         
           
         
           
          
        
           
          
          
         
          
          
          
          
          
          
          
        
          
          
           
          
          
          
        

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 459 of 557



   

  
  

   
  

   
    
   

  
  

   
   

  
    
   
   

  
    

  
  

    
  

   
  
  

  
    
   
   

  
   
  

    
  

  
   

  
   

   
  
  

    
   

  
   

  
  

     
        

           
             

          
      
       

     
      
         
   

   
   
     

  
   
   

    

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 460 of 557



   

   
    

  
   
    
   

  
  
  

  
  

   
   

  
  

    
  

    
   

   
   
   

  
  

   
  

   
   
   

  
  

   
   

  
    
   

  
  

           
             

        
     

      
      

    
      

    
   

    

   
   
    
   
   
   
   

   
   

    
   
   

   
    

   
     

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 461 of 557



   

   
   

   
   

  
  

   
  

   
   
   

  
  

   
   

  
    
    

    
  

         
 

               
        
     

      
      

    
   

    
   

     
   
    
     
   

   
   
   

   
   

    
   

   
   

      
   

    
    
   

    
   
      

 

            
          

            
       
     

      
   

  
    
   

  
  
  

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 462 of 557



   

  
  

   
   

  
  

    
  

    
   

   
    
   

       

                  
          
      
       

      
      
         
   

   
   
     

  
   
   

   
   
    

  
   
    
    

       
             

                 
            
          
       
       
          
             
         
          
        
       
        

              

            
         

        
       

    

    
    
        
       

            
          
        
         

         
                  

    

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 463 of 557



   

     
           
          
          
          
        

                 
     

           
          
          
          
         
                          

              
           
          
          
          
         
            
             
          
          
          
          
         
            

     
          
          
          
          
         
                    

     
          
          
          
          
         
            

       
           
          
          
          
          
         
             

  
              
          
          
          
          
         
            

     
          
          
          
          
          

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 464 of 557



   

        
            

            

               
          
          
          
          
        
            

     
          
          
          
          
         
            

         

           
         
          
          
          
         
            

       
             
        
          
          
          
        
            

     
        
          
          
          
         

           
            

               
            
         
          
         
            

                         
              
         
          
          
        
            

       
                   
                
             
         
          
         

                       
              
              

        

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 465 of 557





   

         
         
          
          
        
            

       
                    
            
         
          
          
         
            

         

                           
             

         
          
          
         
            

       
                 
              
            
         
          
         
            

       
     

              
            
         
          
         
              
        
                   
             
         
          
          
         
            

      
         
                

        
         
                 

        
         
                 

              
             
          
          
          
         
            

           
        
          
          
          
         
         

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 467 of 557



   

                   
          

             
  

              

       
 

 
 

   
       

          
       

                    
          
        
         
         
       
                        

                  
          
        
         

         
       

           

          
      

      
       

      
      
        
   

   
   
     

  
   
   

   
   
    

  
   
    
   

  
  
  

  
  

   
   

  
  

    
  

   
   

   
   
   

  
  

   
   

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 468 of 557



   

   
   

   
  
  

   
   

  
    

   
   

  
    

  
  

   
  

   
  
  

  
   
   

   
   

         

                         

            
       
     
     
      
     

    

   
   

   
   
   
   
   

   
   
   
   
   
    

   
              

             

           

       
          

               
            
              
          
        
        
       

                 
       

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 469 of 557



   

             
             
         
          
        
            

       
                    
           
         
          
          
         
            

         

                          
                

         
          
          
         
            

            
        
          
          
          
         
            

       
            
          
          
          
          
         
              

           
        
          
          
          
         
            

       
          

                
         
          
          
         
               

       
                     
             
         
          
          
         
                          

                     
                 
            

         
          
         
         

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 470 of 557



   

          
         

       
     

             
         
          
          
        
            

       
                    
                
             
         
          
         

              
        

           
             

         
          
          
         
            

              
             
         
           
            
        
             
          
           
          
           
          
         
          

       
                 
          
        
           
            
          
           

            

     
       

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 471 of 557





   

   

     

           
       

                  
           
          
          
          
        

                  
                
          
          
          
          
         

              
                   
               
         
          
          
         

                 
                   
               
         
          
          
         

                
      

          
          
          
          
         
            

        

      
          
          
          
          
         

                  
      

          
          
          
          
         

                 
      

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 473 of 557



   

          
          
          
          
        
                                   
        
         
          
          
         
            

   

                  
        

         
          
          
         
            

      
          
          
          
          
         
                 

      
          
          
          
          
         
              

      
         
          
          
          
         
                 
               
          
          
          
          
         
                

      
          
          
          
          
        

            
        

                
         
           
            
             
        
        

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 474 of 557



   

       
  

   
  

   
  

  
  

   
  

   
  
  
   
  
  
  
  

  
  

   
  
  

  
   
  

   
   
  

  
  
  
  
  
  
  
  
  
  
  
  
  
  

   
  
  
  

   
  
  

  
  
  
  
  

  
  
  
  
  
   
  
   

  

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 475 of 557



   

  
   

  
   

   
  

   
    
   

  
   

  
  

    
   

         
             

      
  
  

    
    
   
    
   

   
   
     

  
   
   

   
   
    

  
   
    
   

  
   

  
  

  
   

   
  

  
    

  
    

   
   
   
   

  
  

   
  

   
   
   

  
  

   
   
 

    
   
   
   
    
  
    

    
   

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 476 of 557



   

         

                   

         
        
       

          
          

    
     

       
      
       

   
   
    

  
   
    
   

  
   

  
  

  
   

   
  

  
    

  
    

   
   
   
   

  
  

   
  

   
   
   

  
  

   
   

  
    

  
   
 

           

      
   

   
     

  
   
   

   
   
    

  
   
    
 

    
   
   
   
    
  
    

  

    
   

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 477 of 557



   

   
  

   
  

  
  

   
   

  
  

    
  

    
   

   
   
   
 

              

       
        
       

      
       
     
        
   
    
   

  
   

  
  

  
   

   
  

  
    

  
    

   
   
   
   
        

        

      
  
  

    
    
   
    
   

   
   
     

  
   
   

   
   
    

  
   
 

    
   
   
   
    
  
    

    
   

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 478 of 557



   

           
          
          
        

        

       
         
           
            
             
        
              
          
           
        
        
                
               
           
          
          
          
        
            

   

       
           
          
          
          
         
            

      
           
          
          
          
        
                 

      
           
          
          
          
         
                          

               
           
          
          
          
         
            

      
          
          
          
          
        
                     

         
          
         

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 479 of 557



   

         
          
        
            

   

      
          
          
          
          
         
            
               
          
          
          
          
         
                   

      
          
          
          
          
         
            

   

       
         
          
          
          
         
            
               
          
          
          
          
         
                 
               
          
          
          
          
         
              
               
         
          
          
          
         
                 

      
        
          
          
          
         
                

       

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 480 of 557



   

        
          
          
          
        

                   
      

               
            
         
          
         
                    

                    
             

         
          
          
         
            

        

                   
               
              
         
          
         

                 
                    
               
              
          
          
         

              
                    
             
         
          
          
         

                 
                    
             
         
          
          
         

                
                    
             
         
          
          
        
            

        

                    
             
         
          

          
         
        

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 481 of 557



   

          
        

                    
             
         
          
          
        

                 
                    
             
         
          
          
        

              
                   
            

         
          
          
        

                 
                    
             
         
          
          
        

                
                 
        
         
          
          
         
              
                    
            
         
          
          
        

                
                    
            
         
          
          
        

                
                 
              
            
         
          
                    

           
              
            
         
         

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 482 of 557



   

          
        
              
                    
             

         
          
          
         
                

       
                          

       
                          

       
                          

              
          
          
          
          
         
            

   

              
        
          
          
          
         
            

        

          
              
            
         
          
         
                 
                    
              
         
          
          
         
              
                    
            

         
          
          
         
                 
               
         
           
            
             
       
              
          
           
        

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 483 of 557



   

   
     

  
   
   

   
   
    

  
   
    
   

  
   

  
  

  
   

   
  

  
    

  
    

   
   
   
   

  
  

   
  

   
   
   

  
  

   
   

  
    

  
   

  
   

  
  

  
  

   
  
  

  
   
   
   

  
    

        
             

   

 

  
   
   

  
   
 

    
   
   
   
    

  

 

 

  
   

  
         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 484 of 557



   

          
        
          
          
         
          
          
          
          
          
          
        
          
          
           
          

             

      
              
            
         
          
        

                  
                    
              
              
          
          
        
            

   

       
             
            
         
          
                    

        

                    
            
         
          
          
        

                 
                   
               
         
          
          
        

              
              
          
          
          
          
                    

     
          
          
          
         

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 485 of 557



   

         
        

                 
      

        
          
          
          
         

              
                  
                
         
          
          
         
            
                     
         
         
          
          
         

                
          

                 
             
         
          
        

              
                   
             
         
          
          
         

                 
                   

               
              
         
          
         

                
                     
               
         
          
          
        
            

        

                
             
         
           
            
           
             
          
           
        

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 486 of 557





   

    
   
   

  
    
    

  
   
  

   
  

    
   
    

  
  

    
  

   
   
    
   
   

  
  

  
  
  
  

    
    

  
   

  
   
   

  
  

   
    

        
      

       
   

   
   
    
   
     
   

   
   
   

    
  

   
   
    
   

  
  

  
  

   
   
 

    
   
   
   
    
  
    

   
   

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 488 of 557



   

          
          
          
           
           
          
          
          
         

             

              
        
          
          
          
        

                  
      

        
          
          
          
         
            

   

              
        
          
          
          
         
            

        

                   
        
         
          
          
        

                 
      

              
             
         
          
         

              
                    
           

         
          
          
                     

        

                   
               
         
          
          
        

                

             
        
             
        

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 489 of 557



   

         
          
        
            
                   
              
               
        
          
         
            

        

                
              
            
         
          
         
                                       
              
               
        
          
         
                    

                   
        
             
         
          
         
            

        

                    
               
         
          
          
         
                 
               
        
          
          
          
         
              
               
        
          
          
          
         
                 

               
        
          
          
          
         
                    

            

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 490 of 557



   

        
          
          
          
        
                   

    
               
        
          
          
          
         
              
                  
          
          
          
          
         
                 

               
          
          
          
          
         
                
               
          
          
          
          
                             

  
       

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 491 of 557



        

    

  

   

    

      
    

    

   

   

    

  

   

 

      
    

     
     

   

 

          

   

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 492 of 557



   
        

  

         

      

      

         

      

 

  

    

   

  

  

  

      

         

            

               

          

         

         

          

         

         

        

         

         

           

         

          

         

       

       

           

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 493 of 557



   
        

          

         

         

            

              

         

          

 

    

         

         

           

      

   

 

 

 

  

         

         

       

     

      
        
       

       
       

    

           

       

         

       

    

            

             

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 494 of 557



   
        

           

          

           

          

         

       

          

         

           

                                         

          

          

         

        

                                  

          

           

    

   

         

         

      

             

        

  

   

        

      

         

           

          

        

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 495 of 557



   
        

           

          

   

       

          

          

         

          

          

          

  

         

        

         

          

        

         

         

        

          

           

 

 

 

        

     

        

         

         

         

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 496 of 557



   
        

            

     

          

         

            

         

           

          

         

       

         

     
      

         
        

        
       

 
           

      

          

         

          

     

 

    

  

   

 
 
 

  
 

 
 

 

 
 

  

 

    

    

  
  
  

         

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 497 of 557



   
        

       

       

        

        

         

        

   

   

 

 

 

 

 

 

 

 

         

        

            

        

         

          

           

     

   

       

         

            

            

              

            

   

          

        

         

     

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 498 of 557



   
        

        

          

         

         

         

          

                                    

          

         

         

            

        

       

          

        

          

         

       

            

         

   

 

 

  

    

    

    

        

          

         

           

           

          

          

        

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 499 of 557



   
        

       

           

    

       

          

         

           

           

     

          

         

          

       

        

       

        

       

       

         

           

         

         

           

          

          

         

   

  

  

 

  

 

  

 

 

  

 

 

 

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 500 of 557



   
        

  

 

         

 

 

  

  

    

    

          

          

    

        

          

          

       

         

          

         

          

         

         

         

 

  

 

 

  
  

   

  
  

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 501 of 557



   

  

   

   

   

   
          

  

      

   

    

     

    

   

   

   

         

  

     

  

 
    

    
       

 

    
    

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 502 of 557



      

    

      

        

 

 

      

                
                   

       

      
                     

                      
          

          
                    

                 
                   

           
                 
                   

                   
                 

  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 503 of 557





    

                

        
   

   
   

     

                          
                        

                         

            

   

      
  

  
 

  

 

  

 

              
           
            

        

     
             

             
             

              

    

 

 

        

     

               

       

   

   

    

           
  

          
    

          
           

   

            

  

 

 

         
           

    
            

          
          

      

  

   

   

               

                            
                            

           

                           

                

             

                 

                       

         

          

          

        

               
                 

                
            

                   
    

                       

    

      

         
   

  

   

    

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 505 of 557





          

                 
                 

                  
                     

               

                   
                     

                    
                

                  
                 

               
              

                  
          

   

                  
                 

                     
                  

                    
                   

                 
        

                
                  

                   
                  

    
                     

                
  

                     
                

            
                      

                  
                

                  
                 

       
                      

                  

                    
                 
              

                
                 
        

                      
                    
                       

                
                 

                      
                 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 507 of 557



   

  
 

 
   

 
     

      
  

               
                  

                    
                     

                

           

            

                       
          

                        
                 

       

                 

  

          

           

                

                     

     

       

                   
             
      

         

                
     

                         
                

                
           

 
           

             
    

           
    

    
     

   
    

     

   

   
     

         

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 508 of 557



   
   

  

      

  

              

          

   

     

             

            

   

           

              

            

     

 

           

            

            

         

           

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 509 of 557



   
   

  

           

   

            

             

             

            

         

            

           

        

          

           

             

            

 

   
    

   
     

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 510 of 557



    
  

    
     

   
        

   

 
   

     
    

          

          

          

          

          

 

 

 

 

 

 

 

 

   

 
   

    
    

 

 

 

 

 

 

 

  

             

 

 

 

 

                 
             

     

            

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 511 of 557

























     

   

   

        
   

   
        

      

    

  

            

 

                 
                     

       

                  
                  

                 
                    

     

    

             

        
 

                     
    

      

      

                        
                       

                  
                     

                    
                 

                
  

  
        

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 523 of 557





   

   

     

           
       

      
               
             
               
         
         

                  
           

             
         
          
          
        

              
              
         
          
          
          
         

                 
      

          
          
          
          
         

                
      

         
          
          
          
         
            

        

      
         
          
          
          
         

                  
                
        
         
          
          
         

                 
           

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 525 of 557



   

        
         
          
          
        

                   
      

          
          
          
          
        
            

   

       
         
          
          
          
        
            

      
          
          
          
          
        

                 
               
          
          
          
          
        

              
      

         
          
          
          
        

                 
                
         
           
            
             
        
              
          
           
        
        
          
          
         
           
         
           
          
        
           
          
        

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 526 of 557



   

  
  
  

  
  

   
  
  

  
   
  

   
   
  

  
  
  
  
  
  
  
  
  
  
  
  
  
  

   
  
  
  

   
  
  

  
  
  
  
  

  
  
  
  
  
   
  
   

  
  
  
  
   

  
  
  
   

  
  
  
  
  
   
  

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 527 of 557



   

                   

             
      

     
      
       
    
        
   

   
   
     

  
   
   

   
   
    

  
   
    
   

  
   

  
  

  
   

   
  

  
    

  
    

   
   
   
   

  
  

   
  

   
   
   

  
  

   
   

  
    

  
   

   
   

      
   

   
     

  
   
   

   
   
    
 

    
   
   
   
    
  
    

  

    
   

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 528 of 557



   

  
   
    
   

  
   

  
  

  
   

   
  

  
    

  
    

   
   
   
   

  
  

   
  

   
   
   

  
  

   
   

  
    

  
    

       
          

             
         

      
        

      
     
       

   
   
    

  
   
    
   

  
   

  
  

  
   

   
  

  
    

  
    

   
   
 

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 529 of 557



   

         
         
         

             

       
      
      

     
      
    
       
    
    

   
   
   
   

   
   

    
   

   
   

    
   

    
    
   

   
   
   

     

       
      

      
       

     
     
         
   

   
   
     

  
   
   

   
   
    

  
   
    
   

  
 

           

      
  
  

    
    
   
    
   

   
   
 

    
   
   
   
    
  

   

    
   

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 530 of 557





   

         
          
        
            

   

        
          
          
          
          
         
            

      
          
          
          
          
         
                   
               
          
          
          
          
         
            

   

               
         
          
          
          
         
            
               

          
          
          
          
         
                 

      
        
          
          
          
         
              

              
        
          
          
          
         
                 

      
               
            
         
          
         
                

             

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 532 of 557



   

            
         
          
          
        

                                      
               
              
         
          
        
                    

                    
               
              
          
          
        
            
                    
             
         
          
          
        

                 
                    
             
         
          
          
        

              
                    
             
         
          
          
        

                 
                    
             
         
          
          
        

                 
                    
             
         
          
          
        
            

        

                    
             
         
          

          
        
        

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 533 of 557



   

          
        

                    
             
         
          
          
        

                 
                    
             
         
          
          
        

              
                 
        

         
          
          
        

                 
                    
            
         
          
          
        

                
                    
            
         
          
          
         
              
                 
                          
         

          
        

                
     

              
            
         
          
        

                
                    
             
         
          
          
                    

       
         
                 

      

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 534 of 557



   

                  

       
                          

              
          
          
          
          
        

                    
             
        
          
          
          
         
                 

          
                          
         

          
         

                  
                    

             
         
          
          
        

                    
                   
            
         
          
          
         
            

        

               
         
           
            
             
        
              
          
           
        
        
          
          
         
           
         
           
          
        
           
          
          
         
          

        

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 535 of 557





   

           
         

      
              
            
         
          
        
                 
                    
              
              
          
          
         
              

      
              
            
         
          
         
                 

                    
            
         
          
          
         
                
                   
               
         
          
          
        

              
              
         
          
          
          
         
                

      
          
          
          
          
         
                

      
        
          
          
          
                               
                
         
          
         

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 537 of 557



   

          
        
              
                     
         

         
          
          
         
                

          
                 
             
         
          
         
                
                   
             
         
          
          
        

              
                   
               
              

         
          
         
                
                     
               
         
          
          
         
                
               
             
         
           
            
          
              
          
           
          
           
          
         
          

             

        
          
        
           
            
          
                 

             
            
        

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 538 of 557



   

  
   
   
  

  
   
   
   

  
      

  
  

    
   
   
   

   
  

  
  
   
  

  
  
  
  
  
  
  

   
  
   

   
  
  
  
  

  
  

   
  

  
  
  
  

  
  
  
  
  

   
  
  
  
   

   
  
   
  
  
  
   
  
   

  

  
     
   

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 539 of 557



   

  
  

    
  

   
   
    
   
   

  
  

  
  
  
  

    
    

  
   

  
   
   

  
  

   
     

             
        

         
      
      
        
     
     
   

   
   
   

    
  

   
   
    
   

  
  

  
  

   
   
   
   

  
   

    
  
  
  

 
           

       
      

        
       
        

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 540 of 557



   

                    
         

      
        
          
          
          
        
            

        

              
        
          
          
          
        

                  

                   
        
         
          
          
        

                        
      

              
            
         
          
        
            

       

                    
            
         
          
          
        

                  

                   
               
         
          
          
        
                    

                  
        
             
         
          
        
            
                   
              
               
        
          
        

                 

            
              
            

        

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 541 of 557



   

         
          
        
            
                   
              
               
        
          
         
            

        

                   
        
             
         
          
         
                                       
               
         
          
          
         
            

   

               
        
          
          
          
         
            
               
        
          
          
          
         
                 
               
        
          
          
          
         
              

     
        
          
          
          
         
                 

        
                          

               
        
          
          
          
                  

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 542 of 557



   

          
        

                  
          
          
          
          
        
                 
             
          
          
          
          
        
              
               
          
          
          
          
        
                 
                  
           
          
          
          
        
                

     
          
          
          
          
         
              
                   
               
         
          
          
        
                
                   
               
         
          
          
        
                
                    
              
         
          
          
                    

             
          
              
         
         

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 543 of 557



   

          
        

              
          

        
             
         
          
         

                
     

               
            
         
          
         

                
                    
       
              
          
          
        

              
                      
               
               
        
          
         

                
     

          
          
          
          
         

                
      

          
          
          
          
        
            

        

      
          
          
          
          
         

                  
     

          
          
          
          
         
            

          
             

        

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 544 of 557



   

       
       

                

                  
          
       
        
        
      
          

            

     
             
           
             
       
      
          

            

           
             
                         
       

      
        
       

         
            
          
             

      
      
        
      

               
      

      
     

        
     
        

  
   

  
    

   
    

  
   

  
   
    
   
   

   
   

   
   
    

  
   

  
  

 

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 545 of 557



   

           
          
          
          
         
         
        
          
        
           
          
        
          
          
          
          
         
          
          
          
           
         
           
          
          
          
           
          
        
           
          
           
          
          
          
          
           
           
          
           
           
        
          
          
        

              

               
            
          
          
          
        
                
               
        
          
          
          
         
                 

    
       

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 546 of 557



   

          

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 547 of 557





    

               
   

   

  
   

 

                        
                       

                         
   

                          
           
            

           
   

  
  

 

  

 

   

  

 

  

 

  

 

 

   

 

  

           
  

          
    

         
           

   

     
             

             
            

           

  

 

 

        

    

            

  

 

         

          
    

            
          

          
      

  

       

   

   

               

                            
                    

    

   
       

 

   
                           

      

   

        

        

         

           

             

     

         

                
             

              

                               
              

    

   

    

     

                                 
                           

                           
                          
                       

   
                          

                   

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 549 of 557



   

                 
                

                  
                

                  
                 

                
               

    

                

                 
                  

               
         

                    
             

      
                    

               
              

                     
                

                 
  

                
                 

         
                    

                
    

                  
                

           
                

               
               

 
                    

                 
                  
                  

              
           

                     
                 

 

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 550 of 557



     

   

   

   
          

  

      

    

    

    

          

     
  
 

  

 

 

 

 

 

 

        

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 551 of 557



     
  
 

 

 

    

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 552 of 557



   

  

   

   

   

   
          

  

      

   

    

     

    

   

   

   

         

  

    

   

       

    

  

  

                  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 553 of 557



  

 
    

    
       

 

        
  

 

 

 

 

       
    

 

 

 

      

                
                   

       

      
                     

                      
          

          
                    

                 
                   

           
                 
                   

                   
                 

  

Exhibit 1002 
Cisco v. Orckit – IPR2023-00554 

Page 554 of 557








