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Inventors: Hong CHEN, et al.

Application No.: New PCT National Stage Application

Filed: August 30, 2006

For: SYSTEM AND METHOD FOR NEGOTIATION OF WLAN
ENTITY

CLAIM FOR PRIORITY

Assistant Commissioner of Patents
Washington, D.C. 20231

Dear Sir:
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application filed in the following foreign country is hereby requested
for the above-identified application and the priority provided in 35 USC
119 is hereby claimed:

Japanese Appln. No. 2004-058245, filed March 2, 2004 and
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The International Bureau received the priority document within the
time limit, as evidenced by the attached copy of the PCT/IB/304.
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that the Patent and Trademark Office kindly acknowledge receipt of this

document.

Respectfully submitted,

%,

Date: August 30, 2006 ames E. Ledbetter
Regﬁstration No. 28,732

JEL/spp ’

Attorney Docket No. 1.8638.06115

STEVENS DAVIS, MILLER & MOSHER, L.L.P.

1615 L STREET, NW, Suite 850

P.O. Box 34387

WASHINGTON, DC 20043-4387
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DESCRIPTION
SYSTEM AND METHOD FOR NEGOTIATION OF WLAN ENTITY

TECHNICAL FIELD

(0001}

The present invention relates to the field of
wireless 1local area networks and in particular to the

operation of such networks in heterogeneous environments.

BACKGROUND ART

[0002]

Wireless local area networks (WLANs) have invoked
great interests from both consumers and the industry.
The current most popular WLANs are based on the [Non
Patent Document 1] standards. While these standards have
helped the initial uptake of WLANs, in their current
form, they are not suited for large-scale wireless
network deployments. This 1is because the cost and
control of WLAN entities become complex in large
environments.

[0003]

Currently, many WLAN equipment manufacturers have
addressed large-scale deployments by introducing new

split architecture. Here, control aspects of the [Non
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Patent Document 1] WLAN specifications are centralized
at controller nodes (CNs) while other aspects are
distributed to numerous wireless access points (WAPs).
With the diversity of manufacturers and their
implementations of the split architecture, there are
incompatibilities between WLAN entities from different
manufacturers.

[0004]

There are currently some efforts to provide
standardized means for managing large-scale WLANs in the
Internet Engineering Task Forces (IETF) Control and
Provisioning of Wireless Access Point (CAPWAP) working
group. [Non Patent Document 2] describes the efforts of
the CAPWAP working group. However these efforts do not
consider the problems of accommodating WAPs with
dissimilar functional capabilities within a single WLAN.
As such these problems limit the development of the WLAN
market.

[0005]

Furthermore, it is expected that future
deployments of WLANs will feature dynamic wireless
networks. In such types of deployments, network
topologies will change during the operational 1lifecycle
of the WLAN to enable enhanced applications and services.

WLAN elements in such networks will be provisioned with
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both wired and wireless connectivity to enable dynamic
topologies. However current assumptions of WLANs (and
also CAPWAP) only refer to static network topologies. So
while current WLANs are capable of adjusting to the
dynamic conditions of the wireless medium, they are
unable to accommodate the effects of dynamic topology
changes.

[0006]

For example, current WLAN systems adjust to
declines in the signal-to-interference ratio (SIR) of
the wireless medium by increasing the signal
transmission power. However such minor corrections are
inadequate to accommodate the variances in latency and
overhead introduced by changes in WLAN topology.
Furthermore, these variances in latency and overhead
impede the operation of the CAPWAP split architecture.
This is because the split architecture is sensitive to
delays due to the very nature of the distributed
operations. The redundancies of WLAN and CAPWAP
processing performed at intermediate wireless access
points (WAP) of a dynamic CAPWAP topology together with
the corresponding physical overheads are detrimental to
the CAPWAP split operations.

(0007]

Given such scenarios, WLAN entities currently
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available from various vendors are incapable of
interoperation in a single WLAN and are also incapable
of operation in a dynamic topology WLAN.

(0008]

These problems refer to static differences between
WLAN entities as they are results of differences in
basic design. In addition to these, there are also
problems related to dynamic differences between WLAN
entities.

[0009]

In particular, during the functioning ;f a WLAN,
the processing load at a WAP can become substantially
high even exceeding the processing capacity of the WAP.
This could be due to increases in the number of
associated mobile terminals (MTs) or due to increases in
the volume of traffic from the associated Mfs. These
differences in processing load over time constitute a
dynamic factor as théy are dependent on the dynamics of
the MTs.

[0010]

These dynamic differences in processing load
across the WAPs consisting of a WLAN have traditionally
been addressed by affecting handovers of MTs from their
associated WAPs where processing locad is high, to re-

associate the MTs with other WAPs where processing load
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is relatively low.

[0011]

[Patent Document 1] discloses means for addressing
dynamic differences in the levels of processing load at
WAPs by means of proactive handovers of associated MTs.
While [Patent Document 1] addresses the problem of
dynamic differences. in processing loads across WAPs, it
does so by mandating that MTs associated with one WAP
also be within the coverage areas of other WAPs so as to
be able to perform handovers and re-associations. If a
MT is not within the coverage area of one or more other

assisting WAPs, it is then expected to physically

_ displace to such a coverage area in order to relieve the

first WAP of some processing load. These constraints are
rigid and 1limit the efficacy of [Patent Document 1].
Such 1limitations are common to. all handover-based
methods.

[0012]

[Patent Document 2] presents a method for WAPs to
modify, based on prevailing processing load levels, the
intervals between the beacon signals that they transmit
in order to attract or dissuade MT associations. This
method also involves the constraints of requiring a MT
to be within the coverage areas of alternate WAPs where

processing load is low or being agreeable to displace
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towards such areas.

[0013]

[Patent Document 3] focuses on proactive MTs that
make association decisions. However the method is also
limited by the factors described earlier.

[0014]

While such methods attempt to solve the problem of
dynamic differences in processing load, they do so by
introducing stringent prerequisites and thereby
introduce more problems. Another shortcoming of [Patent
Document 1], [Patent Document 2], [Patent Document 3]
and other handover-based methods for dealing with
dynamic differences in WAPs is related to the bulk
shifting of communication sessions. In practice MTs
maintain a number of communication sessions with the
WAPs with which they are associated. As a result, it is
very likely that the communication sessions of only one
MT or a few MTs constitute a considerable amount of
processing load at the WAP. If the WAP were to affect
the said MTs to handover and re-associate with another
WAP, the processing load at the first WAP would be
reduced, however by adversely affecting the other WAP.
The other WAP then becomes overloaded and reverses the
handover to the first WAP. This may continue without

delivering any net gains for the WLAN. This points out
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that the processing load is not finely distributed by
methods of handovers. In other words, dynamic
differences are not finely managed.

[Non Patent Document 1] Institute of Electrical
and Electronics Engineers Standard 802.11 - 1999 (R2003)

[Non Patent Document 2] “CAPWAP Problem
Statement” , draft-ietf-capwap-problem-statement-02.txt

[Patent Document 1] “Method and apparatus for
facilitating handoff in a wireless local area network” ,
US 2003/0035464 Al

[Patent Document 2] “Dynamically configurable
beacon intervals for wireless LAN access points” , US
2003/0163579 Al

[Patent Document 3] “Method and apparatus for

selecting an access point in a wireless network” , US

6,522,881 Bl

DISCLOSURE OF THE INVENTION

[0015]

In view of the above discussed problems, it is the
objective of the present invention to provide an
apparatus and method for negotiations between
controlling nodes (CNs) and wireless access points
(WAPs) of a WLAN based on policies that allow for

accommodating static and dynamic differences among the
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WLAN entities including dynamic changes in WLAN
topologies within a single WLAN.

[0016])

It is another objective of the present invention
to provide a method and policy for negotiations between
WLAN entities for the purpose. of determining selected
subsets of functional, load or other components to be
processed by each of said WLANilentities so as to
accommodate variations in system design, processing load
or network topology.

[0017]

It is another objective of the present invention
to provide an apparatus and method for negotiations
between WLAN entities based on polices that allow for
accommodating the dynamic differences between them such
as differences in processing load levels at various WLAN
entities within a single WLAN.

[0018]

It 1is yet another objective of the present
invention to provide means for accommodating the
operations of split architecture WLANs in the presence
of dynamically changing network topologies.

[0019]

The disclosed invention relates to wirelessllocal

area networks (WLANS) and particularly to means of
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addressing the issues of static and dynamic differences
among WLAN entities. It introduces ©policies for
negotiations between WLAN entities for the purpose of
accommodating these differences.

[0020]

One aspect of the present invention deals with
negotiations between controlling nodes. (CNs) and
wireless access points (WAPs) of a WLAN based on
policies that allow for accommodating static differences
among them. Specifically, it presents means for
determining a flexible division in WLAN functionality
between the negotiating entities. The present invention
first involves classifying the functional capabilities
of WLAN entities. The entities then determine the
capabilities of other entities followed by negotiations
"between them on how best to divide the functionality
among them. Further operations of the WLAN entities are
then based on the determined division of functionality.
This aspect of the present invention enhances
interoperability for WLAN entities.

[0021]

Another aspect of the present invention deals with
negotiations between WLAN entities based on polices that
allow for accommodating the dynamic differences between

them. Particularly, it addresses the issue of
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distributing processing load among WAPs without
requiring physical displacement of associated mobile
terminals (MTs). It involves first determining the need
to distribute parts of processing load at a WAP. This is
followed by the determination of which ©parts of
processing load may be distributed while at the same
time maintaining existing association relationships
between MT and WAP. Next, an overloaded WAP enters into
negotiations with other WAPs in order to determine how
the determined parts of processing load may Dbe
distributed among them. This aspect of the present
invention overcomes the limitations of handover-based
methods for managing dynamic differences between WLAN
entities.

[0022]

In its Dbroadest aspect, the present invention
provides a system for providing service in a WLAN
whereby a control node negotiates with WAPs and provides
similar or different complimentary functionality for
each o0f the WAPs to form a complete functionality
defined for the WLANSs.

[0023]

In its preferred form, the present invention
allows for a controller module for control nodes to

comprise a single or plurality of processing schedules
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composed of sequential lists of descriptors for subsets
of functional components used for each wireless access
point.

[0024]

In another preferred form, the present invention
provides a method for providing services in a WLAN
wherein a control node dynamically discovers the
capability of a WAP by sending a single or plurality of
messages to a WAP containing a section that emulates the
data unit sent by a mobile terminal, a WAP receiving
said message processes said section wusing the same
procedure for processing data units received from a
mobile terminal and sends it back to said control node
in a reply message and said control node obtaining
capabilities information of said WAP by examining the
processed data units in the reply meésage.

[0025]

In another preferred form, the present invention
allows a method for providing service in a WLAN that
allows defined WLAN function split between WAPs and one
or more control nodes wherein a subset of WAPs processes
the total of their subset of functionality defined for
the WLAN, a control node provides distinct subsets of
complementary functionality defined for the WLAN to each

of the subset of WAPs.
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[0026]

In yet another preferred form, the present
invention allows for means for determining a flexible
division in WLAN functionality between the negotiating
entities. The present invention first involves
classifying the functional capabilities of WLAN entities.
The entities then determine the capabilities of other
entities followed by negotiations between them on how
best to divide the functionality among them. Further
operations of the WLAN entities are then based on the
determined division of functionality.

[0027]

In another aspect, the present invention provides
a system for load-balancing in a WLAN without requiring
association handover at a mobile terminal whereby a data
unit for a mobile terminal 1is processed with the
complete WLAN functions by a single of plurality of WAPs
where each WAP processes the data wunit with only a
subset of complete WLAN functions.

[0028]

In its preferred form, the present invention
allows for a method of carrying out load balancing in a
WLAN without requiring a mobile terminal to change
association relationship with a WAP wherein the WAP

separates the processing functions provided to the
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mobile terminal into an association specific part and a
non-association specific part, the WAP negotiates with
another WAP to process the non-association specific part
and establishes a secure tunnel with the another WAP,
the WAP tunnels a data unit from a mobile terminal to
the another WAP through the tunnel after processing the
data unit with the association specific part of
functions and the another WAP receiving the processed
data unit through the tunnel and processing it with non-
association part of the functions.

[0029]

In another preferred férm, the present invention
provides a method for determining the distribution of
non-association specific functions based on information
comprising the size of the data unit to be processed,
the expected average time for processing a data unit,
the overhead time for processing a data unit or a
weighted sum of said information.

[0030]

In another aspect, the present invention provides
a method for accommodating variances 1in a wireless
network topology wherein the method comprises the step
of dynamically adapting the operations logic of at least
one network entity of the wireless network topology to

alter processing of one or more functional sub-
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components.

[0031]

In its preferred form, the present invention
allows for a method of accommodating variances in a WLAN
by altering the processing of selected functional sub-
components at at least one network entity by means of
bypassing processing of said selected functional  sub-
components.

[0032]

In its ©preferred form, the present invention
allows for a method of accommodating variances in a WLAN
by altering the processing'of selected functional sub-
components at at least one network entity by means of
selectively processing said selected functional sub-
components.

[0033]

In another preferred form, the present invention
provides a method for altering local-level functional
semantics while maintaining system-wide functional
semantics of a wireless network by selectivity
activating functional sub-components of selected network
entities such that the sum of activated functional sub-
components across said wireless network corresponds to
complete functional sub-components of said wireless

network.
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[0034]

In yvet another preferred form, the present
invention provides a method for altering 1local-level
functional semantics while maintaining system-wide
fgnctional semantics of a wireless network by means of
shifting the processing of said activated fuﬂctional
sub-components from a first network entity to a second
network entity.

[0035]

Based on the aspects and preferred forms of the
present invention, the problem of incompatibility of
WAPs of different functional capabilities is solved. The
present invention also solves the problem of WLAN
operations in dynamic topology environments. In vyet
another aspect, fhe present invention solves the problem
of accommodating dissimilar volumes of processing loads

over time.

BRIEF DESCRIPTION OF THE DRAWINGS

[0036]

FIG. 1 is a diagram illustrating an operational
representation of a wireless 1local area network (WLAN)
system wused to illustrate a first aspect of the
disclosed invention dealing with policies for

negotiations between WLAN entities, particularly between
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a controlling node (CN) and wireless access points
(WAPs) ;
FIG. 2 is a diagram depicting the general

operational steps involved in a first aspect of the
present invention dealing with policies for negotiations
between a CN and WAP;

FIG. 3 1is a diagram showing an integrated WLAN
entity exemplifying one embodiment of a first aspect of
the present invention in which the capabilities of a CN
and WAP are integrated into one entity;

FIG. 4 is a diagram illustrating a simplified
framework for a second aspect of the present invention
dealing with policies for negotiations for the purpose
of accommodating dynamic differences among WLAN entities,
particularly between WAPs;

FIG. 5 is a diagram depicting the general
operational steps involved in a second aspect of the
present invention dealing with policies for negotiations
for accommodating dynamic differences among WLAN
entities. Specifically, it deals with processing ioads
at various entities;

FIG. 6 1s a diagram serving to explain the
reasoning for one embodiment of a second aspect of the
present invention, wherein the definition of processing

load is taken to be the size of the protocol data unit
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(PDU) that is received by the WAP from associated MTs;

FIG. 7 is a diagram illustrating one embodiment of
a second aspect of the present invention in which a
central controller performs a supervisory role in the
negotiations for accommodating dynamic differences among
WLAN entities;

FIG. 8 is a diagram illustrating one embodiment of
a first aspect of the present invention 1in which
negotiations strategies are applied to enable CAPWAP
split operations in dynamic WLAN topologies;

FIG. 9 is a diagram exemplifying a particular
embodiment of a first aspect of the present invention
relating to IEEE802.11 WLAN specifications; and

FIG. 10 is a diagram depicting a sequence of steps
of a first aspect of the present invention in which

dynamic WLAN topologies are enabled.

BEST MODE OF CARRYING OUT THE INVENTION

[0037]

The disclosed invention of ~policies for
negotiétions between entities of a wireless 1local area
network (WLAN) is described in two major aspects, the

first focusing on negotiations for accommodating static

differences among WLAN entities also comprising
accommodating changes in WLAN topologies. While the
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second aspect illustrates means of dealing with dynamic

differences, particularly in levels of processing load.

[0038]

In the following description, for purpose of

explanation, specific numbers, times, structures, and

other parameters are set forth in order to provide a

thorough understanding of the present invention. However,

it will be apparent to
the present _invention
specific details.
[0039]
Negotiations for A

[0040]

anyone skilled in the art that

may be practiced without these

ccommodating Static Differences:

A WLAN system embodying a first aspect of the

present invention dealing with accommodating static

differences among WLAN entities is exemplified in FIG. 1.

The diagram illustrates

a WLAN system 100 comprising a

controller node (CN) 101, a number of wireless access

points (WAPs) 105 and 107, a plurality of mobile

terminals (MTs) 113 and
sake of simplicity, the
single CN whereas the

invention may comprise

a network backbone 117. For the
WLAN system 100 is shown with a
system embodying the present

any number of CNs. Also, the

diagram indicates a direct connection between CN 101 and

the WAPs 105 and 107.

Alternatively there may be a
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number of intermediate nodes between them. Similarly,
the connection between CN 101 and the network backbone
117 may also include a number of intermediate nodes. In
all such cases, the disclosed invention holds scope.

[0041]

The CN 101 provides support and control to the
WAPs 105 and 107 that associate with it. A new WAP in
the  WLAN system must first choose and establish
association relationships with one or more CNs before it
receives support and control from the one or more CNs.
As such, WAPs may simultaneously hold more than one
association relationship with one or more CNs. Similarly,
the MTs 113 choose and maintain associations wifh the
WAPs, which in turn provide them with services. These
services include radio transmission and reception,
secure transport and mobility. An MT may maintain a
number of associations with one or more WAPs, however
FIG. 1 simplifies this with each MT maintaining only one
association with one WAP.

[0042]

It can be inferred about the WLAN system 100 that
the WAPs connect to the network backbone via the CN.
Alternatives to this include the WAPs connecting to the
network backbone by other means possibly through other

intermediate nodes. In such cases, the CN will only be
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responsible for the control and management of the WAPs
associated with it, while connectivity to an external
network may be handled by other entities.

[0043]

FIG. 1 shows the CN 101 capable of performing the
complete set of WLAN functional operations, as specified
by some established WLAN standard. It is also capable of
other control and management functional operations. Each
functional operation is 1logically represented by one of
the functional components 115. The operations
represented by each of the functional components may
include encryption, bdecryption, medium éccess control
protocol data unit (MAC PDU) processing, authentication,
association, quality of service (QoS) processing,
Internet Protocol (IP) processing etc.

[0044]

Each functional component 1is represented by a
functional component code. For the purpose of
illustration, some of the functional components in FIG.

3 bl

1 are represented by functional component codes a .,
‘> and ‘c’ . For example functional component ‘a’
may denote the processing required for a certain type of

encryption, for example Wi-Fi Protected Access (WPA) or

Advanced Encryption Standard (AES), functional component

‘b’ for QoS processing, for example priority handling,
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while functional component ‘c’ ﬁay be that for power
control during radio transmission and reception. The
functional components are logical units and may be
implemented with a single processor using different sets
of instructions and context for different functional
components. Alternatively, each functional component may
be impleﬁented by individual processing entities
possibly in disparate entities. While it is envisaged
that the actual imélemehtations 6f the functional
components may vary among manufacturers and their
implementations, the interfaces linking different
components will be common or compatible so as to allow
seamless processing of a control or data unit from one
WLAN entity to another.

[0045]

Since the WAPs may be from different manufacturers
or of different implementations, they may incorporate
among them varying degrees of WLAN functional components
These correspond to the different divisions in
functionality between CNs and WAPs. For example, WAP 105

is shown to be capable of ©processing functional

components ‘a’ , ‘> and ‘¢’ whereas WAP 107 is only
capable of processing functional components ‘b’ and
‘c’ . The remaining functional components necessary for

their WLAN operations and their control are left to be
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processed by CN 101. These differences between the WAP
and CN entities represent the static differences that
are to be accommodated by each other WLAN entity by
means of the disclosed method for negotiations.

[0046]

For the proper operation of the present invention,
it 1is necessary for the CNs and WAPs from different
manufacturers to follow pre-defined naming conventions
for the functional components that they incorporate and
recognize. This ensures that negotiating entities can
precisely distinguish which functional components a peer
entity implements. To this end, the functional component
codes need to be consistent in repfesenting various
functional components. This convention however need not
be followed strictly to the letter. For example, the
convention may present standard descriptors for various

functional components from which the negotiating

entities may discern their properties. As an
illustration, “IEEE 802.11i” describes an IEEE WLAN
standard pertaining to security functionality. So based

on such descriptors, negotiating CNs and WAPs may match
parts or all of the names with other descriptors to
infer the nature of the functionality components which
the descriptors represent.

[0047]
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As mentioned earlier, the interfaces between
functional components also need to be consistent across
WLAN entities. This is to ensure that the processing of
a control or data unit may be performed seamlessly from
one WLAN entity to another. For example, a WAP may
perform decoding with an appropriate functional
component and then send the decoded data unit to a CN in
a form suitable for further processing, say, a form that
may be readily decrypted by a decryption functional
component at the CN. So although there are different
functional components 1in different WLAN entities, the
interfaces between them are mutually recognizable so as
to provide seamless processing.

[0048]

Each WLAN entity is controlled in general by a
controller entity. Thus, CN controller 103, WAP
controllers 109 and 111 are responsible for the overall
operations of CN 101, WAPs 105 and 107, respectively.
While the WLAN system 100 shows the controllers to be
integral to the WLAN entities, the controllers may also
be separate entities. As such, they may remain disparate
for each WLAN entity or combined together for a number
of WLAN entities. It may be envisaged that specialized
controllers exist for each type of entity.

[0049]
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The controllers are particularly responsible for
establishing processing schedules for each of the
entities that associate with the entities managed by the
controllers. Consistent with this, the CN controller 103
maintains processing schedules for WAPs 105 and 107
whereas the WAP controllers 109 and 111 in turn maintain
processing schedules for their respectively associated
MTs 113.

[0050]

A processing schedule refers to a sequence of
functional components that are to be processed for
control and data units received from associated devices
by the entity that the said controller manages. For
example, WAP controller 109 for WAP 105 maintains a
processing schedule comprising a sequence of its
functional components ‘a’ , ‘> and ‘¢’ . When a
control or data unit arrives from an associated MT 113,
WAP 105 performs the processing of functional components

‘a’ , ‘b’ and ‘c’ based on the established processing
schedule. The processing schedule at a WAP may be the
same for all associated MTs if all the MTs incorporate
consistent functionality. However if MTs implement
different degrees of functionality, WAPs may also

maintain separate processing schedules for processing

the control and data units from different MTs.
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[0051]

In one embodiment of this first aspect of the
present invention, WAP controllers 109 and 111 for WAPs
105 and 107, respectively, first perform a step 201 in
the figure of discovering CNs. The CNs to be discovered
may be within the same administrative domain as the WAPs
or the CNs may belong to different administrative
domains. This step of discovery may be accomplished
based on any node discovery protocol or by the
broadcast/multicast/anycast of a specific, mutually

recognizable message invoking responses from available

CNs.

[0052]

Next the WAP controllers choose which among the
discovered CNs to associate with in a step 203. One

possible metric for this choice may be the round-trip
latency between the WAPs and CNs. This metric has the
advantage of allowing for prompt exchanges of control
messages between the WLAN entities. Other metrics that
may be used for CN selection include network status,
congestion, subset of WLAN functions offered by CN, cost
of using the CN, the vendor of the CN, the
characteristics of the connection to the CN, link status,
random selection, cost of using the 1link, manufacturer

identification and a weighted sum of these metrics.
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Having chosen a CN 101 with which to associate, WAP
controllers 109 and 111 then enter an association phase
with the CN. . This phase may include mutual
authentication, exchanges of security information and
the establishment of communication protocols for further
exchanges.

[0053]

Then; in a step 205, WAP controllers 109 and 111
enter a negotiation phase with CN controller 103 for the
purpose of establishing means to accommodate the
possible differences in their respective functional
capabilities. In particular, the negotiations are to
establish a division of WLAN functionality that is
consistent with the capabilities of the negotiating
entities and are optimal for the operation and
management of the whole WLAN.

[0054]

The negotiations may be initiated by either a WAP
controller or a CN controller as in a step 207. WAP
controllers initiate by sending information regarding
the functional capabilities of the associated WAPs to
the chosen CN. This information includes the appropriate
codes corresponding to the functional components that
the WAPs are capable of processing and their processing

schedules. A CN controller initiates negotiations by
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requesting for functional capabilities information from
the associated WAPs.

[0055]

Upon receiving capabilities information from the
associated WAPs and based on established policies, CN
controller 103 determines an initial division of WLAN
functionality; This division is then enforced between CN
101 and the associated WAPs 105 and 107 as in step 209.
The functionality division specifies which of the
functional components that can be processed by the WAPs
needs to be active and processed by the WAPs themselves
and which of them needs to be inactive so that they may
be processed by the CN.

[0056]

In one embodiment, the initial division of
functionality is based on a -policy that allows each
associated WAP to process all the functional components
that they are capable of. With such a division, only
those functional . components that an associated WAP
cannot inherently process are left to the CN. Such
functional components are then included in the
processing schedule of the CN controller. Since WAPs may
have dissimilar degrees of functional capabilities, the
CN controller may be required to establish separate

processing schedules for each associated WAP. As such
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this embodiment presents a policy which allows for the
full capabilities of each WAP to be leveraged on.
However this 1is achieved at the expense of running
different processing schedules at the CN controller for
different WAPs.

[0057]

In another embodiment, the initial division of
functionality is based on a policy in which the CN
controller first determines a subset of functional
components that are common across all associated WAPs.
The associated WAPs must then process only the
determined subset of functional components even if they
are capable of processing other functional components.
Therefore, the remaining set of functional components
required to be processed for each associated WAP will be
common to all of them. This common set can then be
processed by the CN. This embodiment presents a policy
in which the CN controller may maintaiﬁ a single
processing schedule for all associated WAPs. If a new
WAP, incorporating functionality components fewer than
or incompatiblé with those specified in the existing
processing schedule, associates with +the CN, the CN
controller repeats the step of determining the subset of
functional components that are common across all

currently associated WAPs. It is noted that this step
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need not be performed if a new WAP invol§es more
functionality components than that specified in the
single, previously established processing schedule.

[0058]

Alternatively, the association of a new WAP with a
CN may invoke a grace period, in which two processing
schedules are maintained simultaneously. The first
corresponds to the existing‘.procéssing schedule which
was established before the association of the new WAP,
while the second corresponds to the pro;essing schedule
which takes into account the functionality of the newly
associated WAP. Then data units processed during theA
grace period are done so based on the processing
schedule that is most appropriate. This embodiment
provides uninterrupted services to existing MTs in the
event of new WAPs associating with the CN.

[0059]

In another embodiment, the initial division of
functionality 1s based on a combination of policies,
where a subset of associated WAPs is allowed to process
all the functional components that they are capable of.
Another subset of associated WAPs process only a common
subset of functional components that they are capable of
processing even if they have greater capabilities. The

CN controller determines the subset of functional
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components that are common across all of the subset of
associated WAPs. The remaining set of functional
components required to be processed for each associated
WAP will be performed by the CN. Therefore the remaining
set of functional components will be distinct for each
of the associated WAPs of one subset of associated WAPs
and be similar fo: each of the associated WAPs of the
other subset of associated WAPs.

[0060]

Next, having determined an initial division of
WLAN functionality,' the division is then sent to the
associated WAPs for confirmation as in a step 209. The
WAP controllers in turn verify that the division is
feasible and upon verification return a positive
acknowledgement to the CN as in steps 211 and 213.

[0061]

Given that some WAPs may implement functional
components in a non-partitioned manner, for example in a
hardwire system, such WAPs may not be able to adhere to
the specified initial functionality division. In these
cases, the WAPs send a negative acknowledgement to the
CN with an updated processing schedule that indicates
operational dependencies betweén their functional
components as in a step 215. The CN controller then

takes this new processing schedule into account and
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formulgtes another functionality division that may be
compatible with the WAPs. If the new division is
feasible, the WAPs return a positive acknowledgement and
if not, the negotiations continue in a similar fashion.
As a last resort, upon a fixed number of unsuccessful
negotiation exchanges, the CN allows the WAPs to process
all their functional components.

[0062]

During the initial negotiation phase, either CN or
associated WAP may choose to>forcibly terminate further
negotiations based on pre-defined policies and rules
even before the negotiation phase is complete. These
policies are enforced by either CN or WAP when it 1is
inferred that further negotiations will be moot as in
steps 219 and 221. For example, if the difference at the
initial division of WLAN functionality is significantly
dissimilar from the capabilities of a WAP, the WAP may
choose to terminate negotiations as it may be futile to
proceed further. Alternatively, if either .entity
determines that the other is illegitimate, the
negotiations may be terminated. Many other policies may
also be used to enforce termination of negotiations.

{0063]

Once a functionality division is acceptable to all

participating WLAN entities, CN controller 103
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establishes appropriate processing schedules for
associated WAPs 105 and 107 as in a step 217. These
schedules define the sequence of functional components
that are to be proceséed by CN 101 for control and data
units received from associated WAPs 105 and 107. Then,
CN controller 103 manages each associated WAP in a
manner consistent with the processing schedules.

[0064]

In one embodiment, WLAN functionality may be
divided into four functional components that may be
denoted by functional component codes 1, 2, 3 and 4. The
functional component corresponding to code 1 relates to
that parts of WLAN functionality concerning the radio
aspects. This may include radio transmission and
reception, coding, modulation, power control and beacon
signal control. Such a division combining aspects
concerning the radio interface will allow for simpler
design. The code 2 functional component relates to
security aspects, which may include authentication,
association, encryption and decryption. The basis for
this division is that processing for security involves
mathematical computation for which reason they may be
consolidated and optimized. Then, the functional
component of code 3 deals with the processing required

for control and data protocol data units (PDUs). This
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includes bridging, routing, retransmissions and Internet
Protocol (IP) layer processihg for which specialized
network processors have been developed. Next, the code 4
functional component relates to the general control and
management of the WLAN. Quality of Service (QoS) control,
configurations and policy management are some of the
aspects of this functional component. This embodiment
presents simple and practical classification for WLAN
functionality. Negotiations between various WLAN
entities may then be based on these classifications. The
classifications may also be used to describe different
entities. For example, a WAP implementing only radio
aspects of WLAN may be referred to as a type 1 entity
which will then require a CN capable of the remaining
functional components 2, 3 and 4.

[0065]

In another embodiment of the first aspect, a WAP
controller need not explicitly send its functional
capabilities information to a CN controller, however
rather the CN controller infers the capabilities of an
associated WAP. Such means for automated capabilities
discovery allows for easier determination of functional
capabilities without requiring the explicit exchange of
functional component codes between a CN and associated

WAPs. In this embodiment, a CN controller sends a
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special command to an associated WAP to which the WAP
responds by generating a data unit and processing it
based on its functional components. The emulated data
unit is then sent to the CN after being processed by the
WAP. The CN controller then infers the functional
capabilities of the associated WAP based on the received
emulated data unit. Subsequenﬁ operations then follow
from a step 209 in FIG. 2. This embodiment requires
associated WAPs to Dbe capable of recognizing and
responding to the special command issued by the CN
controller.

[0666]

An alternate form of the embodiment involves a CN
controller simulating a data unit as if it was a mobile
terminal and sending the simulated data unit to an
associated WAP. The destination address of the simulated
data unit is set to be the CN itself. Upon receiving the
data unit, the WAP performs its processing based on its
capabilities and forwards the processed data unit back
to the CN. The CN controller then infers the functional
éapabilities of the associated WAP from the processed
data unit. After this, the CN controller devises an
initial division of WLAN functionality and sends this to
the associated WAP. Subsequent operations then follow

from a step 209 in FIG. 2.
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[0067]

In another embodiment of the present invention, a
single entity that integrates both WLAN operational
functionality and control and management functionality
is presented. FIG. 3 exemplifies this embodiment in that
it illustrates such an integrated WLAN entity 301. The
integrated WLAN entity 301 is capable of both WAP
operations and CN control and management operations for
which there are a WAP controller 303 and a CN controller
305, respectively. Each of the WAP and CN functional
operations 1is logically represented by one of the
functional components 307 each denoted by a functional
component code. These functional components encompass
WAP operations like radio transmission and reception, in
addition to CN operations 1like WLAN monitoring and
configuration ﬁanagement.

[0068]

The set of functional components 307 are common to
both WAP and CN controllers so that the processing
schedule at each controller may include any of the
functional components. Each controller operates in an
independent manner with the understanding that the
compléte set of functional components is available for
it to schedule. As such, during the negotiations phase

between WAP controller 303 and CN controller 305, the
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WAP controller sends its capabilities information so as
to include the complete set of codes corresponding to
all of functional components 307.

[0069]

Associated with the integrated WLAN entity 301 is
a number of MTs 3009. WLAN system 300 shows the
associated MTs 309 connecting to a network backbone 311
via the integrated WLAN entity 301. It is also possible
for this connection to be made through alternate means
like that through other intermediate nodes. To the
associated MTs however, there 1is no difference between
an ordinary WAP and the integrated WLAN entity.

[0070]

Operationally, in this embodiment, the WAP
controller of an integrated WLAN entity first performs a
discovery of CNs. In essence, the discovery results in
finding itself as a CN. Upon discovery, an association
phase follows after which the CN controller and WAP
controller enter a negotiations phase. Discover& and
association are token operations as both the WAP and CN
reside within a single entity.

[0071]

Next, the WAP controller and CN céntroller begin
negotiations in order to determine a suitable division

of functionality between them. The WAP controller first
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sends information regarding its capabilities to the CN
controller. This information will include the functional
component codes corresponding to all the functional
components available within the integrated WLAN entity
and a processing schedule that involves all the codes.
In response to the capabilities information and based on
established policies for functionaliéy divisions, the CN
controller devises an initial division of functionality
and sends this to the WAP controller. The initial
division of functionality will be feasible and
acceptable to the WAP controller since its feasibility
is based on that of the CN controller which in turn
determines the division. As a result, the WAP controller
sends a positive acknowledgement to the CN controller.
Then both controllers establish processing schedules
according to the accepted division in functionality and
operate on that basis. This embodiment illustrates how
the process of negotiations may take place within an
integrated WLAN entity. As such, the disclosed invention
will Dbe consistent will various designs for these
entities.

[0072]

In another embodiment of the firét aspect of the
present inventioh, different CNs may incorporate varying

degrees of functionality. As such, a WAP associating
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with a CN may require the processing of functionality
which is unavailable both with itself and with the CN
that it associates. This embodiment serves to address
such situations by allowing the various CNs in a WLAN to
negotiate among them for the purpose of accommodating
differences in their functional capabilities. The CNs
may follow the steps put forth in FIG. 2 to determine
how the static differences in their functionality may be
managed. For example, a first CN may only incorporate 2
types of functional components and it may necessitate in
a third component that it is not capable of, but yet it
is required for providing services to the WAPs
associated with it. In such a <case, the first CN
discovers and associates with a second CN in the WLAN
with which it then negotiates. Tﬁe negotiations are for
the purpose éf dividing functionality among the CNs. As
a result, the first CN may allow processing of the third
functional component to be performed by the second CN.

[6073]

In yet another embodiment of a first aspect of the
present invention, dynamics changes in - WLAN topologies
is addressed. Fig. 8 illustrates the general aspects of
a CAPWAP based dynamic WLAN system 800. Here, WLAN
functions (represented by functional components 1

through 5) are divided between the central controlling
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node 801 and the set of distributed wireless - access
points, WAP1 803 and WAP2 805. It is emphasized that the
central controlling node 801 is capable of managing WAPs,
WAP1 803 and WAP2 805, of dissimilar capabilities.

[0074]

The first instance of the topology 807 represents
a static case of operation. Here, WAP1l 803 and WAP2 805
have fixed connections in the WLAN system 800. Then a
transition 813 occurs in which the WLAN system 800
transforms into the second instance of the topology 809.
In this instance, WAPl 803 displaces to an alternate
location in which it establishes a new connection 815 to
the controlling node 801 wvia WAP2 805. The transition
813 represents a dynamic change and the second instance
809 represents a new WLAN topology in which WAP1 803
still provides services to its mobile clients 811. At
the same time, WAP1l 803 behaves as another mobile client
to WAP2 805.

[0075]

In the second instance of the topology 809, the
communication unit 823 exemplifies the communication
traffic from the mobile clients 811. The communication
unit 823 is first handled by WAPl 803 (as seen by a step
817) where all three WLAN functional components and the

CAPWAP control component are processed. It is noted that
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this step 817 also adds physical overhead in the form of
a CAPWAP protocol header in addition to the header
required for transmission to WAP2 805. This is
illustrated by the ‘Cl1’ sub-field of a step 817. Next,
at WAP2 805,.a step 819 is performed where again another
set of WLAN functional and CAPWAP control components are
processed. Next, in a step 821, the central controller
801 performs complementary functions for each of the
steps 817 and 819. Based the sub-fields of step 821, it
is clear that central controller 801 duplicates some of
the complementary functions. It is the aim of the
present invention to avoid this processing duplication
and transmission overhead.

[0076]

The operations of the present invention are herein
described with respect to the steps in Fig. 10. 1In the
steps 1001 and 1003, the topology of the wireless
network is monitored so as to determine any changes in
the network configuration. Means of realizing these
sﬁeps is to analyze the header fields of received
communication units and-compare them to pre-established
representations of network topology. For instance, in
the case of IEEE802.11 specifications based WLANs, if
the controlling node 801 receives an Association Request

from WAP2 805 for a mobile <client with credentials

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000045



41

corresponding to WAP1 803, it is inferred that the
topology between the controlling node 801 and WAPl 803
now includes the WAP2 805. Another means of establishing
topology change is by periodically exchangiﬁg
information on neighbouring network‘entities. A variance
in these exchanges implies an alternate topology.

[0077]

Once a network topology change has been determined,
the network entity that will accommodate the change,
WAP2 805, is .triggered with an ‘Operational
Associations’ signal as in a step 1005. This signal
comprises preliminary state information regarding the
network entity affecting the topology change, WAP1 803,
and the mobile clients 811 managed by said WAP1 803. 1In
one embodiment based on the IEEE802.11 specifications,
the preliminary state information comprises the number
of mobile clients 811 managed by WAPl 803, association
identifications for mobile clients 811 and Source MAC
addresses of the mobile clients 811. The preliminary
state information may also comprise additional state
information exemplified by the MAC address of network
entity effecting topology change, WAPl 803. Next, in a
step 1007, the network entity accommodating the topology
change, WAP2 805, is triggered with an ‘Operations

Update’ signal to adapt its functioning so as to handle
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the topology change. In one embodiment based on the
IEEE802.11 specifications, the ‘Operations Update’

signal comprises a code value corresponding to an action
‘Forward Frames to Transmission Block’ and a code value
corresponding to those ‘Data Frame’ type for which said
action is to be taken for. The ‘Operations Update’

signal may also comprise additional parameters
exemplified by ‘Basis Service Set Identification
(BSSID)’ , ‘Source MAC address’ or ‘Destination MAC
address’ . In another embodimént based on the IEEE802.11
specifications, the ‘Operations Update’ signal affects
the Medium Access Control (MAC) management and control
logic of WAP2 805. Specifically, the logic is altered
such that communication frames from the mobile clients
811 managed by the network entity effecting the topology
change (WAP1 803) may now be managed by WAP2 805 without
going through the normal association and authentication
phases. 1In yet another embodiment this logic alteration
is realized by modifying the ‘Filter MPDU’ process of
the ‘Reception’ block of WAP2 805 so as to direct all
communication frames received from the mobile clients
811 to the normal sequence of processing. Alternatively,
the associations and authentications may Dbe pre-
established by the controliing node 801.

[0078]
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After the network entity accommodating the
topology change, WAP2 805, is updated, an ‘Operational
Associations Request”’ signal is triggered at the network
entity effecting the topology change, WAPl 803, as in a
step 1009. In one embodiment based on the IEEE802.11
specifications, the ‘Operational Associations Request’
signal comprises code values corresponding to ‘Security
Algorithm Type’ , ‘Security Key’ , ‘Session
Identification’ or ‘Association Identification’
parameters for which corresponding information values
are requested. The request signal is to obtain specific

state information regarding WAP1l 803 and the mobile

clients 811 which it manages. This state information is
then made aware to WAP2 805 Dby an ‘Operational
Associations Update’ signal, as 1in a step 1011, in
preparation for future functioning. In one embodiment

Pased on the IEEE802.11 specifications, the ‘Operational
Associations Update’ signal comprises information values
corresponding to ‘Security Algorithm Type’ , ‘Security
Key’ , ‘Session Identification’ or ‘Association
Identification’ parameters.

[0079]

Next, in a stép 1013, an ‘Operations Update’
signal is triggered to the network entity effecting the

topology change, WAP1 803, so as to alter its
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functioning logic. In particular the signal directs WAP1l
803 to bypass certain processing that may be duplicated
at WAP2 805 (so that WAP2 805 neglects the processing at
WAP1l 803, and performs the processing at only WAP2 805).
The intent of the step 1013 is to prevent duplication of
WLAN and CAPWAP processing at both WAP1 803 and WAP2 805.
Furthermore, bypassing of processing at WAPl 803 reduces
the physical overhead for transmissions over the newly
established wireless connection 815 and thereby reduces
transmission delays. These two aspects combined ensure
that the timing constraints between WAPl1 803 and
controlling node 801 are maintained according to the
initial topology instance.

[0080]

In one embodiment based on | the IEEE802.11
specifications and CAPWAP framework, Operational
Association state information is exchanged between the
network entities accommodating topology changes and
network entities effecting topology changes via the
central controlling node.

[0081]

In an alternative to the above described
embodiment for exchanging Operational Association state
information, said exchange is accomplished between the

network entities accommodating topology <changes and
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network entities effecting topology changes without
establishing explicit operational associations between
them. The network entity effecting the topology change,
WAP1 803, is instructed to use a specific ‘Frame Type’

code for communication frames containing state
information. Next, an ‘Operations Update’ signal is
triggered to the network entity accommodating the

topology change, WAP2 805, so as to enable it to handle

communication frames with the specific ‘Frame Type’
code in alternate means. Alternatively, specific
‘Subtype’ , ‘Duration/ID’ codes are used. Specifically,

the alternate means comprises de-capsulation of payload
of said communication frames and using the payload as
state information. In one case of the embodiment, the
controlling node 801 governs the various trigger signals.

[0082]

In the dynamic CAPWAP framework, the network
entity effecting topology change, WAPl 803, communicates
with the controlling node 801 via the network entity
accommodating topology change, WAP2 805.

[0083]

In steps 1007 and 1013, the 1local-level of WLAN
and CAPWAP functional semantics (wherein functional
semantics corresponds to the set and .sequence of

processing required for WLAN operation) are broken such
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that selected sub-components of said processing are
bypassed at selected network entities, the network
entities accommodating topology changes and the network
entities effecting topology changes. However, with the
combined steps of 1000 the present invention achieves
system-wide sgmantics of WLAN and CAPWAP functional
processing by dividing selected bprocessing sub-
components among the controlling node 801, WAP1l 803 and
WAP2 805. So the steps of 1000 selectively activate
various processing sub-components and by doing so,
achieve system-wide functional semantics. It will Dbe
clear to those skilled in the art that the steps put
forth in 1000 may be combined, separated or generally
altered for the purposes of optimization, implementation
or any other aim without deviating from the essence of
the present invention. As such the séope of the present
invention is not limited to the specific steps of 1000.

[0084]

Fig. 9 illustrates an embodiment of the present
invention operating on steps 1000 for the WAP1l 901. The
logical operations of WAPl1 901 are based on the
IEEE802.11 WLAN specifications but may readily exemplify
other wireless specifications also. WAP1 901 manages
mobile <clients 903 by processing various data (D),

management (M) and control (C) frames in addition to

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000051



10

15

20

25

47

general operations. The processing logically comprises
‘Reception’ 905, ‘WAP Processes’ 909 and
‘Transmission’ .911 blocks. The ‘Reception’ block 905

further compriées a ‘Filter MPDU’ process whose logic
is based on a filter 907. The filter 907 is used to
compare arriving frames based on various metrics and
appropriately handle them.

[0085]

In response to the ‘Operations Update’ sigﬂal of
step 1013, the filter logic is updated to include the
changes of filter logic update 913. In the embodiment,
data frames are directly sent to the ‘Transmission’
block 911 completely bypassing the ‘WAP Processes’ 909.
As a result, processing time for the majority data
frames is drastically reduced at WAP1l 901. These data
frames are then handled by WAP2 8915 whose operations
were updated according to a step 1007. Since management
and control frames directly relate to the connection
between WAPl1 901 and the mobile clients 903, they are
processed locally at WAP1 901. So the present invention
selectively activates processing by affecting the
reception logic of WAP1l 901.

[0086]

In one embodiment, the network entities

accommodating topology changes and the network entities
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effecting topology changes operate according to
dissimilar wireless specifications. With respect to Fig.
8, WAP1 803 operates according to IEEE802.11
specifications and WAP2 805 operates according to
IEEEB802.16. The principles of adapting 1local-level
functional . semantics while maintaining' system-wide
functional semantics are then applied to the network
entities operating according to dissimilar wireless
specifications. It 1is noteq that the dissimilarity in
operations may comprise Bluetooth connectivity,
IEEE802.20, cellular telephony or any other wireless
specifications.

[0087]

There are a number of scenarios and applications
in which the present invention for dynamic WLAN
topologies will be incorporated. For example, future
home networks will be capable of extending coverage
areas in impromptu manners. Transportation systems will
incorporate transmission and reception components so
that the network topology changes with each passing stop,
station or seaport. Manufacturing facilities will be
provisioned with communication networks providing
connectivity to diverse 1locations at various time
instances. The present invention described insofar may

be embodied in these scenarios to address the problems
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of latency and overhead in dynamic topology environments.

[0088]

The embodiments of this first aspect of the
present invention described insofar illustrate policies
with which WLAN entities may negotiate with each other
in order to accommodate the varying degrees of static
differences that each such entity - incorporates.
Additionally, the embodiments illustrate the application
of the first aspect of the present invention wherein
local-level of functional semantics are broken so as to
enable dynamic changes in WLAN topologies in which
system-wide functional semantics are maintained. They
describe how WAPs incorporating varying degrees of WLAN
functionality may be integrally managed by a controlling
node. The disclosed method for negotiations provides for
flexibility in deploying WLANs with entities from
different manufacturers or of different implementations.
While prior arts focus on mandating proprietary means of
dividing functionality among WLAN entities, the present
invention serves to accommodate entities of different
degrees of functionality. As a result, the division of
WLAN functionality  between controlling nodes and
wireless access points may be achieved in a flexible
manner.

[0089]
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Negotiations for. Accommodating Dynamic
Differences:

(00S0]

This aspect of the present invention describes
policies with which WLAN entities embodying the
disclosed invention may negotiate with each other for
the purpose of accommodating dynamic differences among
them. It is exemplifiéd by using the varying levels of
processing load at different WLAN entities particularly
WAPs."

[0091]

A simplified representation of a WLAN system 400
embodying this aspect of the present invention is
depicted in FIG. 4. It shows WAPs 401 and 403 that are
capable of providing services and performing related
processing for a number of associated MTs. The WAPs and
MTs may maintain a number of associations with each
other. However for reasons of simplicity, the WLAN
system 400 only shows one association with WAP 401 for
the single MT 405. This MT 405 is associated with and
receives services from WAP 401 over a wireless
connection 427. Also the WAPs 401 and 403 are shown to
be connected to a network backbone 407, through which
they can communicate with other networks and with each

other, either directly or via intermediate switching or
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routing devices. The WAPs may also connect to the
network backbone or with each other through a number of
intermediate nodes.

[0092]

During the operation of WLAN system 400, the
processing loads at the WAPs may vary due to the dynamic
nature of -communication. For example, a number of new
MTs may choose to associate with a WAP thereby
necessitating in additional processing at the WAP.
Another example is of a MT choosing to be involved in
additional numbers of communication sessions again
resulting in extra processing for the WAP with which it
is associated. Consequently, lthe processing 1load at
various WAPs in>the WLAN system will vary over time. It
is this dynamism that the disclosed invention addresses
by requiring WAPs to negotiate Qith each other for the
purpose of distributing processing load from a heavily
loaded WAP to a relatively lightly loaded WAP while
maintaining existing association relationships with
their MTs.

[0093]

From FIG. 4, WAPs 401 and 403 provide services to
associated MTs by performing some type of processing on
their behalf. The processing may be logically divided by

lines 419 and 421 in WAPs 401 and 403, respectively, as
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being association-specific (ASP) and non-association-
specific (nASP) processing. ASP processing 411 and 413
involve those that are directly dependent on the
association between MTs and WAPs. Such processing
requires interaction with the wireless interface between
a WAP and an associated MT. Examples of ASP processing
include transmission and reception of data units, power
control, coding and modulation.

[0094]

nASP processing 415 and 417 refer to processing
that are not directly dependent on the wireless aspects
of a connection between WAPs 401 and 403 and associated
MT 405. Examples of nASP processing include bridging,
filtering, protocol data unit (PDU) processing and PDU
delivery.

[0095]

WAP controllers 423 and 425 manage and control the
overall processing at WAPs 401 and 403, respectively.

[0096] '

The operations involved with this aspect of the
present invention are described with feference to FIG. 5.
The WAP controller in each of the WAPs in a WLAN system
embodying the present invention performs a step 501 of
monitoring the nASP processing load at the WAP. This

includes monitoring the nASP processing load for each of
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the communication sessions for all the associated MTs.
Examples of how processing load may be monitored include
means for monitoring the processor usage or duration of
processor activity for a communication session and then
aggregating this for all communication sessions. Another
example is means for monitoring the amount of memory
usage for communication sessions. Similarly, a number of
other factors may be monitored, either independently or
in any combination, to monitor the overall nASP
processing load at a WAP. Furthermore, other means of
monitoring may also be used.

[0097]

In one embodiment of the present invention, a WAP
controller 423 for a WAP 401 derives a resource
characteristic for the WAP based on the various factors
of nASP processing 1load that are monitored for each
communication session of the associated MTs. The
resource characteristic is a representétion of the
resources or processing load required for providing
services to a communication session.

[0098]

Next, the resource characteristics of all
communication Vsessions for all associated MTs are
combined to obtain an aggregate nASP load factor for WAP

401. The aggregate nASP load factor is then compared to

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000058



54

a nASP load threshold, in a step 503, to determine
impending nASP processing overload conditions that may
not be manageable by WAP 401. If the aggregate nASP load
factor is determined to be manageable at WAP 401, the
monitoring of a step 501 is repeated.

[0099]

If, however, impending nASP processing overload
conditions are determined, the WAP controller 423 then
determines in a step 505, which parts of the nAS?
processing load at WAP 401 may be distributed to other
WAPs of the WLAN system with the aim of reducing overall
processing load at WAP 401 while at the same time
maintaining existing association relationships with
associated MTs, such as that with MT 405. Such a
mechanism is unique from traditional methods of
aistributing processing load which mandate handovers
that may necessitate in a MT physically displacing to a
coverage area of another WAP. The step 505 is based on
the resource characteristics of the communication
sessions of MTs associated with WAP 401. For example, a
WAP controller may choose to distribute those parts of
processing load with the greatest resource
characteristics or those with the least resource
characteristics. This choice may also be based on other

factors such as the expectation of future changes in
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resource characteristics.

[0100]

Next, the negotiations phase begins between a
first WAP controller and other WAP controllers. This
phase involves determining which of the other WAPs are
agreeable to accommodate the dynamic differences 1in
processing loads by taking over some parts of the nASP
processing load of the overloaded first WAP. In a first
stage of negotiations, the WAP controller 423 executes a
step 507 of sending solicitation messages to other WAPs
of the WLAN system. The solicitation messages include
the resource characteristics of those parts of nASP
processing load of WAP 401 that have been determined by
the WAP controller to be distributed to other WAPs.

[0101]

WAP controllers receiving the solicitation message
determine if they are capable of accommodating the
additional processing load as specified in the message.
These controllers then respond to the WAP controllef
initiating the solicitation by either accepting to take
over the complete specified load or accepting to handle
partial amounts of the load. The initiating WAP
controller then uses the responses to determine which of
the other WAPs are agreeable and to which extent

agreeable, to receiving parts of the nASP processing
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load that it initially specified. The negotiations may
also extend beyond the initial solicitation message if
.such a need is inferred to exist by the initiating WAP
controller. As such, a step 507 is used to determine
which of the other WAPs in the WLAN system are agreeable
to receiving and perform processing of parts of nASP
processing load of WAP 401 in order to reduce the
processing load at WAP 401.

[0102]

Next,'in a step 509, WAP controller 423, of the
overloaded or soon to be overloaded WAP, establishes a
tunnel connection 409, between WAP 401 and the WAPs
determined in a step 507 to be agreeable to receiving
and processing the determined parts of nASP processing
load of WAP 401. FIG. 4 illustrates one of the agreeable
WAPs to be WAP 403. Relevant context information
required for processing of the determined parts of nASP
processing load is then transmitted over the established
tunnel connection to the agreeable WAPs. Then, in a step
511, WAP controller 423 distributes the determined parts
of the ASP processing load of WAP 401 to the agreeable
WAPs over the tunnel connection. In doing so, WAP
controller 423 reduces the overall processing load at
WAP 401. All this is achieved while maintaining existing

associations with associated MTs and in a fine grained
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manner so as not to overwhelm the agreeable WAPs.

[0103]

This embodiment illustrates the efficacy of this
aspect of the present invention in distributing
processing load without the limitations of existing
handover-based methods. As such, there are no
constraints as to the geographic position or willingness
to displace for the associated MTs.

[0104]

In another embodiment of this aspect of the
present invention, an overloaded WAP simply relays the
processing load required for communication sessions of
associated MTs to other agreeable WAPs. This relay may
be over wireless, wired or a combination of both types
of 1links. Relevant context information may also be
relayed so as to facilitate the processing of the
relayed processing load.

[0105]

In one embodiment, the tunnel connection between
two WAPs is established over a direct link between WAPs.
This direct link may be wireless and similar to the link
between WAPs and MTs in which case the WAPs determine a
radio channel alternate from the channel used for
communication with associated MTs and wuse this to

exchange relevant context information and determined
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parts of nASP processing load. Alternatively, the 1link
between two WAPs can be wired and directly connected.
With this embodiment, the tunnel connection need not
traverse the network backbone but rather can be
established directly.

[0106]

In another embodiment of the present invention,
nASP processing " load is defined as. fhe précessing
required for security algorithms used for the encryption
and decryption of MAC PDUs that are transmitted to and
received from associated MTs. Processing of security
algorithms is a type of non-association-specific
processing which is computationally intensive due to the
complex characteristic. As such, a significant increase
in the number of associated MTs or in the volume of
traffic to and from associated MTs will in turn lead to
a corresponding increase in the processing of the
security algorithms. In this embodiment, WAPs and
associated MTs encrypt their respective transmissions
over the wireless connection based on an established
security algorithm. Upon receipt of transmissions, the
WAPs and MTs perform decryption processing based on the
same established security algorithm.

[0107]

When the nASP processing load for encryption and
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decryption becomes significant, as measured by its
resource characteristic exceeding a nASP load threshold,
a WAP controller 423 of WAP 401 sends a solicitation
message to determine which of other WAPs in the WLAN
system are agreeable to receiving and processing parts
of nASP processing load corresponding to the security
algorithms used for transmissions between WAP 401 and MT
405. If WAP 403 is agreeable to processing thé nASP
processing load, its WAP controller 425 responds to the
solicitation message. Upon receipt of the response to
the solicitation message, WAP controller 423 estéblishes
a tunnel connection 409 to WAP 403 and then sends
relevant éecurity keys and context information to WAP
403 via the established tunnel connection.

[0108]

Next, upon establishment of the tunnel connection
409 and exchange of the security keys and context
information, WAP controller 423 sends to WAP 403
encrypted MAC PDUs received from associated MT 405. WAP
controller 423 also sends to WAP 403, MAC PDUs that are
to be encrypted before transmission to the associated MT
405. WAP 403 then processes the nASP processing load for
encryption of MAC PDUs and sends the encrypted MAC PDUs
to'WAP 401 via the tunnel connection. Having received

the encrypted MAC PDUs, WAP 401 then transmits them to
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the associated MTs. In this embodiment, the
computationally intensive processing of security
algorithms is distributed across WAPs so as to lower the
processing load at a WAP. This 1is performed without
affecting re-associations of MTs and as such this method

is not limited by the shortcomings of handover-based

methods.
[0109]
In another embodiment, a WAP controller

distributes the nASP processing load corresponding to
those security algqrithms that cannot be processed 'by
the WAP due to reasons of unfamiliarity of the said
security algorithms while at the same time maintaining
association relationships with associated MTs. Given the
growing numbers of MTs and other devices in which WLAN
capabilities are incorporated, there may be many
security features implemented in such MTs and devices,
all of which not being recognizable by all WAPs with
which associations are sought. As such this embodiment
allows a WAP to maintain associations with MTs and other
devices even if some of the required processing are not
possible at the said WAP. The embodiment is described
using an uncommon security algorithm as example; however
it is wvalid for any other type of processing that is

uncommon between WAP and MT.
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[0110]

During an association of a MT with a WAP, a
security algorithm that is knowledgeable to both
entities 1is negotiated upon for securing transmissions
over the wireless connection between the two entities.
Traditionally, if the WAP is not knowledgeable of any of
the security algorithms used by the MT, the MT cannot be
associated with the said WAP. The here forth described
embodiment of the present invention transcends this
limitation and permits MTs to associate with a WAP even
if the WAP is not knowledgeable of any of the security
algorithms used by the MTs.

[0111]

In this embodiment, a WAP controller 423 permits a
MT 405 to associate with WAP 401 even though there are
no common security algorithms that both WAP 401 and MT
405 are knowledgeable of. During the association phase,
WAP controller 423 sends a solicitation message to other
WAPs in the WLAN system 400 to determine which WAPs are
knowledgeable of and agreeable to processing any of the
security algorithms familiar to MT 405. If WAP 403 1is
knowledgeable of and agreeable to processing any of the
security algorithms familiar to MT 405, WAP controller
425 responds to the solicitation message from WAP

controller 423 with a chosen security algorithm. Upon
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receipt of the response to solicitation message, WAP
controller 423 then establishes a tunnel connection 409
with WAP 403. WAP controller 423 next sends relevant
security keys and context information to WAP 403 via the
established tunnel connection 409. The chosen security
algorithm is then intimated to MT 405 and it is
associated with WAP 401.

[0112]

Upon establishment of the tunnel connection 409
and exchange of security keys and context information,
WAP controller 423 sends to WAP 403, MAC PDUs received
from MT 405 associated with WAP 401, that have been
encrypted based on the chosen security algorithm._ WAP
403 receives the encrypted MAC PDUs via the tunnel
connection and decrypts them based on chosen security
algorithm and established security keys and context
information. WAP controller 423 also sends to WAP 403,
MAC PDUs that are to be encrypted before transmission to
the aséociated MT 405. In this case, WAP 403 receives
MAC PDUs via the tunnel connection 409, encrypts them
based on chosen security algorithm and sends the
encrypted MAC PDUs back to WAP 401. WAP 401 then
transmits the encrypted MAC PDUs to Athe associated MT
405. In this embodiment, the lack of knowledge about a

security algorithm does not 1limit a WAP from allowing a
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MT to associate with it. As such it provides greater
flexibility in providing services to a great number of
MTs with different processing requirements.

[0113]

Another embodiment of the present invention
relates to the size of PDUs processed by WAPs. Studies
in processor scheduling have shown that processing large
PDUs before small PDUs leads to greater average
processing time as compared to cases where small PDUs
are processed before large PDUs. FIG. 6 illustrates this
through example. In a first -case, it shows two
processing schedules 601 and 603 for processors 613 and
615, respectively. The scheduling order 605 and 607
denote the relative order in which PDUs A, B, C and D
are processed. 609 and 611 denote the processing time,
in arbitrary time units (tu), required for processing
each of the PDUs.

[0114]

In schedule 601, large PDUs A and B are processed
before small PDUs C and D. The average processing time
for the PDUs is 21.25 tu, while it is only 16.25 tu for
the PDUs in schedule 603 where small PDUs C and D are
processed before large PDUs A and B. Clearly schedule
603, in which small PDUs are processed before large PDUs,

leads to significant reductions in average processing
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time.

[0115]

In a second caée, the aspect of processing
overhead for processor scheduling is considered. The

processing of each PDU requires some processing overhead
whiéh includes memory access time and context transfer
time. The overhead is generally independent of the size
cf the PDU as it is required before the actual
processing. FIG. 6 depicts a schedule 617 for small PDUs
alone 1in which processing overhead time and actual
processing time is shown by 621 and 625, respectively.
Processing overhead time 623 and processing time 627 is
for large PDUs in séhedule 619. From this, it is seen
that the processing overhead takes up 50% of total time
in a schedule 617 whereas overhead constitutes only
33'/5% in a schedule 619. This illustrates how
processing only small PDUs can lead to a processor
handling more overhead than when a processor handles
large PDUs.

[0116]

In an embodiment of the present invention related
to the size of PDUs, the nASP processing load is defined
as the size of PDUs handled by a WAP. A WAP controller
423 of WAP 401 monitors the size of PDUs received over a

wireless connection 427 from an associated MT 405. When
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WAP controller 423 determines that WAP 401 is processing
any of the previous described cases, the controller
determines a processing schedule for a subset of the
monitored received PDUs. The aim of the processing
schedule 1is to optimize average processing time and
processing overhead time at WAP 401.

[0117]

Next, WAP controller 423 derives a resource
characteristic for the PDUs that may be distributed to
other agreeable WAPs for processing. As such, the
resource characteristic represents the processing load
required for processing PDUs other than those that are
processed by the WAP 401 itself. The resource
characteristic is then sent to other WAPs of the WLAN
system 400 as part of a solicitation message to
determine WAPs agreeable to processing the PDUs
described in the message.

[0118]

If WAP 403 is agreeable to the nASP processing of
PDUs described in the solicitation message, WAP
controller 425 responds accordingly. A WAP in the WLAN
system will be agreeable to processing PDUs from another
WAP when processing such PDUs would allow it to optimize
its own average processing time and processing overhead

time. Upon receipt of the response, WAP controller 423
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then establishes a tunnel connection 409 with WAP 403
and sends relevant context information to WAP 403 via
the established tunnel connection.

[0119]

Having established the tunnel connection and
excﬁanged relevant context information, WAP controller
423 sends to WAP 403, PDUs described by the previously
sent resource characteristic with the aim of optimizing
average processing time and processing overhead time at
WAP 401. So with this embodiment, the nASP processing of
PDUs of different sizes may be distributed in a manner
so as to optimize processing while at the same time

maintaining association relationships between WAPs and

MTs.

[0120]

In another embodiment, a WAP controller
distributes the nASP processing load based on

information comprising the size of the data unit to be
processed, the expected average time for processing a
data unit, the overhead time for processing a data unit
and a weighted sum of said information.

[0121]

Another embodiment of the disclosed method
concerns the distribution of processing of ISO-O0SI layer

3 and layers above layer 3 from a first WAP to other
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WAPs while maintaining association relations between the
first WAP and MTs associated with it. Many WAPs are
currently capable of processing up to ISO-0OSI layer 2,
however there are vendors manufacturing WAPs capable of
ISO-0SI layer 3 processing. This embodiment refers to
such devices and other similar WAPs. Proéessing for ISO-
0SI layer 3 and layers above layer 3 includes quality of
service (QoS) provisioning, routing and scheduling. In
this embodiment, nASP processing load is defined as the
processing concerning ISO-0SI layer 3 and layers above
layer 3.

[0122]

In this embodiment, a WAP controller 423 for WAP
401 derives a resource characteristic for the processing
of ISO-0OSI 1layer 3 and layers above 3 based on the
factors of nASP processing load monitored for each of
the communication sessions between WAP 401 and
associated MT 405. The resource characteristics of all
communication sessions are then combined to derive an
aggregate nASP load factor forv WAP 401 which is then
compared to a nASP load threshold to determine impending
nASP processing overload conditions.

[0123]

If impending nASP processing overload conditions

are determined, WAP controller 423 then determines parts
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of nASP processing load of IS0O-0SI layer 3 and layers
above 3 that may be distributed to other WAPs in the
WLAN system with the aim of reducing overall processing
load at WAP 401. Next, WAP controller 423 sends a
solicitation - message, comprising resource
characteristics of the determined parts of nASP
processing load of ISO-0OSI layer 3 and layers above 3,
to determine which other WAPs are agreeable to receiving
and performing processing of the parts of nASP
processing load on behalf of WAP 401.

[0124]

If WAP 403 is agreeable to processing the parts of
nASP processing load based on the solicitation message,
WAP controller 423 sends a positive response to WAP 401.
Upon receiving the response, WAP .controller 423
establishes a tunnel connection 409 between WAP 401 and
WAP 403 after which relevant context information
required for processing of parts of nASP processing load
of ISO-0SI 1layer 3 and layers above 3 is transmittéd
over tunnel connection to WAP 403. Then WAP controller
423 §ends the determined parts of nASP processing load
to WAP 403 with the aim of reducing nASP processing load
at WAP 401 by distributing parts of processing load to
other WAPs while maintaining existing association

relations between WAPs and MTs.
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[0125]

In yet another embodiment of the aspect of the
present invention dealing with negotiations for
accommodating dynamic differences among WLAN entities, a
central controller entity takes part in the negotiations.
Broadly, the central controller entity céordinates how
the dynamic differences are to be managed among
participafing WLAN entities. One particular embodiment
involves the central controller coordinating the
distribution of nASP processing load across the WAPs
under its purview.

.[0126]

This is described with reference to FIG. 7 which
illustrates a central controller 729 that is capable of
monitoring the nASP processing loads at WAPs 701 and 703.
When the nASP processing load at WAP 701 exceeds a nASP
processing load threshold, the central controller sends
a solicitation message to other WAPs in the WLAN system
requesting assistance for the processing of parts of
processing load of WAP 701. This begins the negotiations
phase between the central controller 729 and other WAPs
in the WLAN system 700. The solicitation message
includes descriptors of the parts of processing load at
WAP 701 to be distributed to other WAPs with the aim of

reducing overall processing load at WAP 701.
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[(0127]

If WAP 703 1is agreeable to ass;st with the
processing for WAP 701, a WAP controller 725 responds to
the solicitation message. The central controller 729
then intimates WAP 701 about the acceptance, after which
WAP 701 establishes a tunnel connection 709 with WAP 703.
It then sends WAP 703 relevant context inforﬁation
followed by the parts of processing load as specified in
the solicitation message. Alternatively, WAP 701 may
sénd the context information and parts of processing
load to the central controller 729 which then forwards
this to the agreeable WAPs like WAP 703. So with this
embodiment, processing load is distributed across WAPs
of a WLAN with a central controller coordinating the
distribution.

[0128]

In another embodiment, the central controller
receives regular information from WAP controllers of the
WAPs under its purview regarding their nASP processing
loads. As such, the WAP controllers themselves determine
overload conditions and the necessity to distribute
parts or all of nASP processing load to other WAPs or
other WLAN entities. The negotiations phase in this
embodiment is thus initiated by the WAP controllers and

then further pursued between the central controller and
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other WAPs.

[0129]

The embodiments presented so far exhibit how
negotiations between various WLAN entities based on the
disclosed policies which may be used to accommodate the
dynamic differences among them. In particular, they
describe how processing load may be classified as being
association-specific and non-association-specific. They
also illustrate how parts of nASP processing loaq may be
| distributed to otherv WAPs of the WLAN system for the
purpose of reducing overall processing load at a first
WAP. The disclosed invention 1is wunique in that it
permits the distribution of ©processing load while
maintaining existing association relationships between
WAPs and MTs. As such, the disclosed method for
accommodating dynamic differences does not necessitate

in the physical displacement of any WLAN entity which is

unlike existing methods. This innovation is therefore
more flexible than handover-based methods for
distributing processing load. It also transcends the

limitations of such schemes.

[0130]

The various aspects of the disclosure presented
insofar illustrate the novelty of the method for

negotiations in accommodating static and dynamic
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differences among WLAN entities. Whereas, extant methods
focus on hard divisions in functionality among WLAN
entities, the present invention presents alternate means
where functionality divisions may be made in flexible
manners. Also, while existing methods require re-
associations and the éonsequent geographical and
physical limitations of handovers, this innovation puts
forth ways of dealing with imbalances in processing load
without the constraints of handover-based methods.

{0131)

It will be clear to anyone skilled in the related
art that the disclosed invention may take the form of
numerous other embodiments with numerous other policies
for the negotiations and handling of differences among
WLAN entities without deviating from the essence and
scope of this disclosure. As such the present invention

will be applicable in all such embodiments and practices.

INDUSTRIAL APPLICABILITY

[0132]

The present invention  has the advantage of
accommodating differences among WLAN entities. The
present invention, thus, can be applied to the technical
field of wireless local area networks and in particular

to the technical field of a wireless local area network
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in heterogeneous environments.
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CLAIMS
1. A system for providing service in a wireless local
area network comprising
i. a single or plurality of wireless access

points (WAP) capable of processing a subset of complete

functionality defined for the wireless local area

network;
ii. a single or plurality of control nodes (CN)
capable of providing a subset or complete

functionalities defined for the wireless local area
network; and

iii. negotiation means for the wireless access
points to dynamically negotiate with the control node
for a secure connections and fﬁnction split arrangement;

whereby, in use, the control node would negotiate
with the WAPs using the negotiation means and provide
same or different complementary functionality for each
of the WAPs to form a complete functionality defined for
the wireless local area network according to decision of

the negotiation means.

2. The system according to <c¢laim 1 wherein said
wireless access point and control nodes further comprise

logically independent functional <components of the
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functionalities defined for the wireless local area
network with predefined interface used between each

functional components.

3. The system according to claim 2 wherein interfaces
between said functional components could be used over
remote connections between said wireless access point

and control node.

4. The system according to claim 1 wherein each said
control node further comprises a control node controller
module and each said wireless access point further

comprises a wireless access point controller module.

5. Thé system according to claim 4 wherein the
controller module of control node further comprises a
single or plurality of processing schedules composed of
sequential lists of descriptors for subsets of
functional components used for each wireless access

peint.

6. The system according to claim 4 wherein the
controller module of wireless access point further
comprises a single or plurality of processing schedules

composed of sequential lists of descriptors for subsets
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of functional components used for each associated mobile

terminal.

7. The system according to claim 1, wherein the
wireless access point further comprises:

i. means for discovering the available control
node within a specified domain; and

ii. means for negotiating secure connection with
control node that could offer the desired functions;

whereby, in use, the wireless access point is able
to locate the control node that provides necessary
complementary functionalities with regard to a set of
defined complete wireless local area network functions
with the means for discovering and establishing secure
connection with the control node with the means for

"negotiating.

8. The system according to claim 1, wherein the
controller module of said control node is capable of

generating data unit to resemble that from a mobile

terminal.
9. A system for load balancing in a wireless 1local
area network (WLAN) without requiring association

handover at a mobile terminal comprising:
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i. a single or plurality of mobile terminals,
each said mobile terminal associated with and receiving
services from a single or plurality of wireless access
point (WAP);

ii. a single or plurality of wireless access
point that are capable of processing data units received
from the mobile terminal or other wireless access point
using a subset of defined WLAN functions:; and

iii. means for the wireless access points to
exchange data units processed with a subset or complete
defined WLAN functions;

whereby a data unit for a mobile terminal is
processed with.complete WLAN function§ by a single or
plurality of WAPs where each WAP processes the data unit

with only a subset of complete WLAN functions.

10. The system according to <c¢laim 9 wherein the
wireless access point further comprises a control module
that 1is capable of negotiating with other wireless
access points for a subset of the complete WLAN
functions to be carried out at each wireless access

point.

11. The system according to claim 9 wherein the

wireless access point further comprising a local
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database that stores all the associations of the mobile
terminals attached to said wireless access point and
corresponding subset of the complete WLAN functions to

be provided to the mobile terminal.

12. The system according to <claim 1, wherein the
functionalities of said WAP and CN collocate in a single

network element.

13. A method for providing service in a wireless local
area network (WLAN) that allows defined WLAN function
split between wireless access point (WAP) and a single
or plurality of Control Node (CN) comprising the steps
in which:

i. a WAP discovers the CN that may provide
complementary WLAN functions by sending a single or
plurality of messages containing information about its
own subset of WLAN functions to all the CN;

ii. a CN after receiving said discover message
replies with a single or plurality of messages
containing information about a subset of WLAN functions
said CN could offer to the WAP; and

iii. said WAP chooses from all the replied CNs a
proper CN Dbased on local policy and establishes

association with said chosen CN.
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14. The method for the WAP to decide which CN to use

according to claim 13 using information, the information

comprising:

i. the subset of the WLAN functions offered by
the CN;

ii. a cost of using the CN;

iii. a wvendor of the CN;

iv. a characteristics of the connection to the
CN; and

V. a weighted sum of the above factors.
15. A method for providing service in a wireless local

area network (WLAN) that allows defined WLAN function
split between wireléess access point (WAP) and a single
or plurality of Control Node (CN) comprising the steps
in which:

i. a CN dynamically discovers the capability of
a WAP by sending a single or plurality of messages to a
WAP containing a section that emulates a data unit sent
by a mobile terminal;

iji. a WAP receives said message, processes said
section using the same procedure for processing data
units received from a mobile terminal and sends data

unit back to said CN in a reply message; and
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iii. said CN obtains the capability information of
said WAP by examining the processed data units in said

reply message.

16. A method for providing service in a wireless local
area network (WLAN) that allows defined WLAN function
split between a wireless access point (WAP) and a single

or plurality of Control Node (CN) comprising the steps

in which:
i. a CN obtaining capability. of the WAP; and
ii. said CN negotiating with another one or a

plurality of CNs for the supplementary WLAN functions to

be provided to the WAP.

17. A method for carrying out load balancing in a
wireless local area network (WLAN) without requiring a
mobile terminal to change association relationship with
a wireless access point (WAP) comprising the steps 1in
which:

i. the WAP separates the processing function
provided to the mobile terminal into an association
specific part and a non-association specific part:

ii. said WAP negotiates with another WAP of the
non-association specific part and establishes a secure

tunnel with said another WAP;
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iii. said WAP tunnels the data unit from a mobile
terminal to the said another WAP through the tunnel
after processing data unit with the association specific
part of functions; and

iv. said another WAP receiving the processed data
unit throﬁgh said tunnel and processing it with non-

association specific part of functions.

18. The method ~according to claim 17 further
comprising the step in which said WAP uses a wireless
channel to establish direct connection with another WAP

and sets up secure tunnel over the direct connection.

19. The method according claim 17 further comprising
the step in which the WAP decides on whether to tunnel
data unit from the mobile terminal to another WAP for
non association specific processing by monitoring the
load at WAP and comparing it with a preset threshold

value.

20. The method according to claim 17 further
comprising the step in which said WAP decides on which
other WAPs should be used for non association specific
processing by monitoring the loads at different WAPs it

has connections with and compares them with a preset
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threshold wvalue.

21. The method according to claim 17 further
comprising the step in which a central control entity
monitors the load status on all WAPs within a certain
domain and mandates distribution of non-association

processing function between different WAPs.

22. The method according to claim 17 for the WAP to

determine the distribution of non-association specific

function based on information, the information
comprising:

i. a size of the data unit to be processed;

ii. an expected average time for the processing

of the data unit;
iii. an overhead time for processing the data
unit; and

iv. a weighted sum of above factors.

23. A method for providing service in a wireless local
area network (WLAN) that allows defined WLAN function
split between wireless access point (WAP) and a single
or plurality of Control Node (CN) comprising the steps
in which:

i. a subset of WAPs processes the total of its
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subset of functionality defined for the WLAN; and
ii. a CN provides distinct subsets of
complementary functionality defined for the WLAN to each

of the subset of WAPs.

24. A method for providing service in a wireless local
area network (WLAN) that allows defined WLAN function
split between wireless access point (WAP) and a single
or plurality of Control Node (CN) comprising the steps
in which:

i. a CN determines a common  subset of
functionality required for the WLAN available at a
subset of the WAPs;

ii. each WAP of the subset processes the said
determined common subset of functionality; and

iii. a CN provides similar subsets of
complementary functionality to each of the subset of

WAPs.

25. A method for accommodating variances in a wireless
network topology comprising the step of dynamically
adapting the operations logic of at least one network
entity of said wireless nétwork topology to alter

processing of one or more functional sub-components.
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26. The method according to claim 25 further
comprising the step of altering the processing of
selected functional sub-components at the at least one
network entity by means of bypassing processing of said

selected functional sub-components.

27. The method according to claim 25 further
comprising the step of altering the processing of a
selected functional sub-components at the at one or more
network entity by means of selectively processing said

selected functional sub-components.

28. A method for compensating variances in létency in
a wireless network comprising the steps of:

bypassing processing of selected functional sub-
components at a first network entity and;

performing processing of said bypassed functional

sub-components at a second network entity.

29. A method for altering 1local-level functional
semantics while maintaining system-wide functional
semantics of a wireless network comprising the step of
selectivély activating functional sub-components of
selected network entities such that the sum of activated

functional sub-components across said wireless network
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corresponds to complete functional sub-components of

said wireless network.

30. The method according to claim 29 further
comprising the step of shifting the processing of said
activated functional sub-components from a first network

entity to a second network entity.

31. A method for determining topology of a wireless
network, wherein a first network entity alters
connectivity association with a second network entity by
including one or more third network entities in the
communication path of the alternate connectivity
association, comprising the steps of;

exchanging information on neighbouring network
entities among said network entities of said wireless
network;

analyzing communication frames received by said
network entities based on pre—-established
representations of topology of said wireless network;

analyzing association request frames received by
said network entities based on pre-established

representations of topology of said network.
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ABSTRACT

A method for negotiations between various entities
of a wireless local area network (WLAN) including
negotiationé between controlling nodes (CNs) and
wireless access points (WAPs) and negotiations between
WAPs is disclosed. These negotiations are used for the
purpose of establishing the capabilities of the various
entities, determining how such capabilities may be
optimally divided among the negotiating entities and
then dividing the capabilities among the entities based
on this determination.  The capabilities include those
required for the operation, control and management of
the WLAN entities and the eﬁcompassing WLAN. The
disclosed method introduces means for flexibly
accommodating the varying degrees of differences in
capabilities among the WLAN entities between the WLAN

entities including dynamic changes in WLAN topologies.

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000091



1710

FIG. 1

/\J117
115
115 — ™ a e o o c MH—mo—""115
o - CN . ('\_/101
115 ¥/" b . . 3 ~N— 115
éNTROLLER — 103,
7
115
109
"™ CONTROLLER conTROLLER 1!
105 7\ ¢ [| b | wap b | wap | ~_107
a [
MT MT MT
113 / \ 113
100 113

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000092



2/10

FIG. 2

\ A
WAP CONTROLLER DISCOVERS CNs (/" 201

Y
WAP CONTROLLER CHOOSES ONE

203
AMONG DISCOVERED CNs WITH WHICH \f
TO ASSOCIATE

v

WAP CONTROLLER AND CN CONTROLLER

JZOS
NEGOTIATE TO DETERMINE DIVISION OF WLAN
FUNCTIONALITY

v
WAP CONTROLLER INITIATES NEGOTIATION BY SENDING
CN CONTROLLER CAPABILITIES INFORMATION ‘ 207
CN CONTROLLER INITIATES NEGOTIAION BY ~/
REQUESTING FOR CAPABILITIES INFORMATION FROM
WAP CONTROLLER

Y

209
CN CONTROLLER DETERMINES A DIVISION OF WLAN —

FUNCTIONALITY BASED ON CAPABILITIES OF WAP AND |= 215

SENDS TO WAP /

WAP CONTROLLER SENDS NEGATIVE
ACKNOWLEDGEMENT TO CN CONTROLLER
WITH ADDITIONAL INFORMATION

YES
EGOTIATIONS NEED TO BE

TERMINATED BASED

WAP CONTROLLER CHECKS
IF FUNCTIONALITY DIVISION IS FEASIBLE
AND ACCEPTABLE

213
w \ 4
WAP CONTROLLER SENDS POSITIVE TERMINATE |~ 221
ACKNOWLEDGEMENT TO CN CONTROLLER NEGOTIATIONS
217 y
(N v END
CN CONTROLLER ESTABLISHES PROCESSING
SCHEDULE FOR ASSOCIATED WAP

END

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC

Page 000093



3/10

FIG. 3

- 311
307
305
S CN CONTROLLER —
- <

a7 - .. L 307

® ° ° / 301
07 . e 4 307

T WAP CONTROLLER —— 303

/N

MT MT

309 / \ 309

A A
%

Exhibit 1002

Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC

Page 000094



4/10

m?//

g0y

3L
12y -
—. .
J/V .

/

\ dSv
N\ dsyu

HITIOHINOOK _ gy

50y
LTh
- Ly

iy 6 \
\ /
N 4

| N ™\ dsv

‘ dSvu
L0p [4mouNoo| -

LOY .V mu_H_

Exhibit 1002

Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC

Page 000095



5/10

FIG. 5

( START )

\ 4
MONITOR nASP PROCESSING
50— LOAD

[}

: NO
CHECK IF AGGREGATE nASP LOAD
FACTOR EXCEEDS nASP LOAD THRESHOLD
503
YES
DETERMINE WHICH PARTS OF nASP PROCESSING LOAD CAN BE
5051 DISTRIBUTED TO OTHER WAPs WHILE MAINTAINING EXISTING
‘ ASSOCIATIONS WITH MTS

y

Y A

SEND SOLICITATION MESSAGES TO OTHER WAPs TO DETERMINE WHICH
s ARE AGREEABLE TO PROCESS DETERMINED PARTS OF nASP

507 PROCESSING LOAD

\
ESTABLISH TUNNEL CONNECTION WITH AGREEABLE WAPs AND
A TRANSFER nASP PROCESSING LOAD RELEVANT CONTEXT

509 INFORMATION IF NECESSARY

Y
DISTRIBUTE DETERMINED PARTS OF nASP PROCESSING LOAD TO

Y, WAPs WITH WHOM TUNNEL CONNECTIONS HAVE BEEN
511 ESTABLISHED

\ J
END

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000096



6/10

NNQH_ ABHO— P AJHO— > .A:uo_. - A:uO—
H40SS3004d AH
I£9 /!
ng ny g ng ny g
£29
ng nmg n n
629 H_ -— -~ < W - W
A H0SS3004d AH
629
n g n g ng n g
129
:@H_ mS ms n 0} n} g}
A H0SS3004d AH 2 a v g
G619 m ] Z B ¥
L09
QOQH‘ m ol m ol mng n g
Ve H0SS3004d AH v g 0 a
£19
Z ¢ v

./'m_m

/.:o

H £09

H 109

9 Ol

Exhibit 1002

Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC

Page 000097



FIG. 7

N
™~
™~
&
-
<
o
=
Z =
u =
© 05
o

/ 707

7110

~_ 703
717

A\
=721

o
__Q:Q/
ir—gf”—q
'l x|l o
' EU)\

‘| o<\
|| o o
~
8§1| ()
r~ 0
N
~

r~—_ 701
\ 715
~ 719
~_ 705

~
o
~
| — —| o
- - %g PR [>>__
> /L
m -
i <\
4
3
ol A
| O~
=l <
= -
8 ~
(2]
~N
~

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000098



e

FIG. 8

81710

/

821
Cz21|2[C1|1]23]|D
/

819

C2( 3| 4|15 C1, 415D

815 \l\\
MT3

EIEIE

2

801"\
|
\

T
/

Cl|1{213|D
817

811

813
-L--p
_..-_...'.>

805

MT3

gllE

MT1
8

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000099



FIG. 9

9/10

901
WAP1

917

WAP2

N\, 915

=

| TRANSMISSION|| _— .
[ wap [/ '\
__"||procEsSES
7 (D]
(o]
’\ RECEPTION d 905
[o]
MT MT
1 2
\\§ / J
/ 907
DESTINATION ADDRESS|ACTIO
BSSID ACTION
FRAME TYPE ACTION
FRAME FOR ACK SIGNAL PROTOCOL_CNTRL
SEND TO
DATA FRAMES TRANSMISSION BLOCK
MANAGEMENT FRAMES | PROCESS LOCALLY
CONTROL FRAMES PROCESS LOCALLY

913

Exhibit 1002

Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC

Page 000100



10/10

FIG. 10

( sTART D 1000

1001 _/ NETWORK TOPOLOGY MONITORED -

NETWORK TOPOLOGY CHANGE?

YES

| NETWORK ENTITY ACCOMMODATING TOPOLOGY
Vs CHANGE TRIGGERED WITH ‘OPERATIONAL
1005 ASSOCIATIONS’ SIGNAL

NO

1003

y
NETWORK ENTITY ACCOMMODATING TOPOLOGY
s CHANGE TRIGGERED WITH ‘OPERATIONS

1007 UPDATE’ SIGNAL

NETWORK ENTITY EFFECTING TOPOLOGY CHANGE
s TRIGGERED WITH ‘OPERATIONAL ASSOCIATIONS

1009 REQUEST’ SIGNAL

NETWORK ENTITY ACCOMMODATING TOPOLOGY
1011 s CHANGE TRIGGERED WITH ‘OPERATIONAL

ASSOCIATIONS UPDATE’ SIGNAL

NETWORK ENTITY EFFECTING TOPOLOGY CHANGE
1013 — | TRIGGERED WITH ‘OPERATIONS UPDATE’ SIGNAL

y

C END )

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000101



 ‘PATENT APPLICATION ‘SERIAL NO. . .-

| US, DEPARTMENT :OF COMMERGE
PATENT- AND TRADEMARK OFFICE. . '
FEE RECORD SHEET

09/ 06/2006_ ATRANL 60000093 10591184-

01 FC:1631 - < : " 300.00 oP -
02 7C:1633 L - 200.00 gp.
03 FC:1642 . ) 400.00 0p*
04-FC:1615 . T 930.00 0P
05 FC:1614 2000.00 0P

. |
| St 2 pEST AVAILABLE COPY

Exhibit 1002

Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000102



9

| 10/591484
IAPS Rec’d PCT/PTQ 30 AUG 2008

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re the Application of

Inventors: Hong CHEN, et al.

Application No.: New PCT National Stage Application

Filed: August 30, 2006

For: SYSTEM AND METHOD FOR NEGOTIATION OF WLAN
ENTITY

INFORMATION DISCLOSURE STATEMENT

Assistant Commissioner of Patents
Washington, DC 20231

Dear Sir:

Pursuant to Rules 56 and 99, Applicants hereby call the
attention of the Patent Office to the art listed on the attached
Form PTO 1449. Copies of the art cited in the International Search
Report (ISR), which issued by the JPO, are made available to the
U.S. examiner in the national stage application, pursuant to MPEP
1893.03(g), and therefore copies of such art are not submitted
herewith. The art cited in the ISR is listed on the attached PTO-
1449 for an indication of consideration by the examiner. Copies of
any other references listed on the PTO-1449, besides those cited in
the ISR, are submitted herewith.

Applicants present this art so that the Patent Office may, in
the first instance, determine any relevancy thereof to the

presently claimed invention, see Beckman Instruments, Inc. V.

Chemtronics, Inc., 439 F.2d 1369, 1380, 165 USPQ 355, 364 (5th Cir.

1970). Also see Patent Office Rules 104 and 106.

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000103




-~

| 10/591184
-~ IAPSRec'd PETIPTO 30 AUG 2006

Applicants respectfully regquest that this art be expressly
considered during the prosecution of this application and made of
record herein and appear among the "References Cited" on any patent

to issue herefrom.

Respectfully submitted,

Date: August 30, 2006 J 3 E. Le terxr

Registration No. 28,732
JEL/spp

ATTORNEY DOCKET NO. L.8638.06115

STEVENS, DAVIS, MILLER & MOSHER, L.L.P.
1615 L STREET, NW, Suite 850
WASHINGTON, DC 20043-4387

Telephone: (202) 785-0100

Facsimile: (202) 408-5200

Exhibit 1002
Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC
Page 000104



-
)

v
> (Revraiely 144

INFORMATION DISC
P AN B P RESCERRT

(Use several sheets if necessary)

U.S. D t of C
Patent a%%apg gm%rk 8w{ggrce

ATTY. DOCKETN

T 3 Tk ~— Ty 1 .' e —
. 1o U AU JUU
New P P
L8638.06115 Applicgm 4

APPLICANT

Hong CHENG, et al.
FILINGRﬁ;Est 30, 2006 erouP Unassigned
1LS PATENT DOCUMENTS
WLNER DOCUMENT NUMBER DATE NAME CLASS SUBCLASS IF i'Hi‘Hi)BﬁTErE
FOREIGN PATENT DOCUMENTS
DOCUMENT NUMBER DATE COUNTRY CLASS SUBCLASS TRANSLATION
YES NO
2000 0 |6 |9 |0 |5 |0 |03/2000 | JP
1 0 [0 |4 |1 ]9 |6 |9 |021998 | JP

OTHER DOCUMENTS (Including Author, Title, Date, Pertinent Pages, Etc.)

PCT International Search Report dated May 17, 2005.

EXAMINER: lnitiﬁ[ if citation is considered, draw line throY_
Include copy of this form with next communication to appli€ant.

h citation if not in conformance and not considered.

(Form PTO-1449 [6-4])

Exhibit 1002

Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC

Page 000105



10/591184

BPSRec'd PETIPTO 30 AUG 2006

PARTIAL APPLICATION DATA SHEET

TITLE OF SYSTEM AND METHOD FOR NEGOTIATION OF WLAN ENTITY
INVENTION
APPLICATION TYPE: New PCT National Stage Application of

PCT/JP2005/003390 filed March 1, 2005

CORRESPONDENCE ADDRESS:
Customer Number: 52989 *52989*

PRIORITY DATA:

Doc. No.:

Doc. No.

2004-058245; Country - JP; Date: 2004-03-02
: 2004-209470; Country - JP; Date: 2004-07-16

ATTORNEY INFORMATION:
Name: James E. Ledbetter
Registration No.: 28,732

ATTORNEY DOCKET NUMBER:
1L8638.06115

ASSIGNEE:

Organization: MATSUSHITA ELECTRIC INDUSTRIAL CO.,LTD.

Address:
City:

1006, Oaza Kadoma, Kadoma-shi
Osaka

Postal Code: 571-8501

Country:

JP

Exhibit 1002

Hewlett Packard Enterprise Company v. Sovereign Peak Ventures, LLC

Page 000106



PATENT COOPERATION TREATY

From the INTERNATIONAL BUREAU

PCT/JP05/003390

PCT b

NOTIFICATION CONCERNING
SUBMISSION OR TRANSMITTAL
OF PRIORITY DOCUMENT

NIHEI, Masayuki

Tomin Shinjuku Bldg. 2F
8-8, Shinjuku 2-chome
Shinjuku-ku, Tokyo 160-0022
JAPON

TR 0. 206

(PCT Administrative Instructions, Section 411) o ez
NIHEI &

Date of mailing (day/month/year)

ASSOCIATES

03 June 2005 (03.06.2005)

ECEN r:@_;

Applicant's or agent's file reference

P62-0486 IMPORTANT NOTIFICATION

International application No.

International filing date (day/month/year)

PCT/JP05/003390 01 March 2005 (01.03.2005)

Priority date (day/month/year)

International publication date (day/month/year)
: 02 March 2004 (02.03.2004)

Applicant

MATSUSHITA ELECTRIC INDUSTRIAL CO., LTD. et al

By means of this Form, which replaces any previously issued notification concerning submission or transmittal of priority
documents, the applicant is hereby notified of the date of reccipt by the International Bureau of the priority document(s) relating to
all earlier application(s) whose priority is claimed. Unless otherwise indicated by the letters “NR", in the right-hand column or by an
asterisk appearing next to a date of receipt, the priority document concerned was submitted or transmitted to the International
Bureau in compliance with Rule 17.1(a) or (b).

(If applicable) The letters “NR" appearing in the right-hand column denote a priority document which, on the date of mailing of
this_ Form, had not yet been received by the International Bureau under Rule 17.1(a) or (b). Where, under Rule 17.1(a), the
priority document must be submitted by the applicant to the receiving Office or the International Bureau, but the applicant fails to
submit the priority document within the applicable time limit under that Rule, the attention of the applicant is directed to Rule
17.1(c) which provides that no designated Office may disregard the priority claim concerned before giving the applicant an
opportunity, upon entry into the national phase, to furnish the priority document within a time limit which is reasonable under the
circumstances.

(f applicable)An asterisk (*) appearing next to a date of receipt, in the right-hand column, denotes a priority document
submitted or transmitted to the International Bureau but not in compliance with Rule 17.1(a) or (b) (the priority document
was received after the time limit prescribed in Rule 17.1(a) or the request to prepare and transmit the priority document was
submitted to the receiving Office after the applicable time limit under Rule 17.1(b)). Even though the priority document was not
fumnished in compliance with Rule 17.1(a) or (b), the International Bureau will nevertheless transmit a copy of the document to the
designated Offices, for their consideration. In case such a copy is not accepted by the designated Office as the priority document,
Rule 17.1(c) provides that no designated Office may disregard the priority claim concerned before giving the applicant an
opportunity, upon entry into the national phase, to furnish the priority document within a time limit which is reasonable under the
circumstances.

Priority_d L. L - gional Off D f recei
ar PCT receiving Office of priority _document
02 March 2004 (02.03.2004) 2004-058245 JP 21 April 2005 (21.04.2005)
16 July 2004 (16.07.2004) 2004-209470 JP 21 April 2005 (21.04.2005)

The International Bureau of WIPO
34, chemin des Colombettes
1211 Geneva 20, Switzerland

Facsimile No. +41 22 740 14 35

Authorized officer

Landicho Remedios

Facsimile No. +41 22 338 70 10
Telephone No. +41 22 338 8468

Form PCT/IB/304 (January 2004)
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WO 2005/083942
N PATENT COOPERATION TREATY PCT/JP2005/003390

From the INTERNATIONAL BUREAU

PCT

FIRST NOTICE INFORMING THE APPLICANT OF

THE COMMUNICATION OF THE INTERNATIONAL NIHEI, Masayuki
APPLICATION (TO DESIGNATED OFFICES WHICH T°’“'g Shinjuku Bh‘dg- 2F
DO NOT APPLY THE 30 MONTH TIME LIMIT B o 60-0022
UNDER ARTICLE 22(1)) SApON T =S
(PCT Rule 47.1(c) 0CT1 3, 2005
Date of mailing (day/month/year) N NIHE: &
06 October 2005 (06.10.2005) ASSOCIATES
Applicant's or agent's file reference
P62-0486 IMPORTANT NOTICE
International application No. . Intemnational filing date (day/month/year) Priority date (day/month/year)
PCT/JP2005/003390 01 March 2005 (01.03.2005) 02 March 2004 (02.03.2004)
Applicant

MATSUSHITA ELECTRIC INDUSTRIAL CO., LTD. et al

1. ATTENTION: For any designated Office(s), for which the time limit under Article 22(1), as in force from [ April 2002 (30 months from
the priority date), does apply, please sece Form PCT/IB/308(Second and Supplementary Notice) (to be issued promptly after the expiration
of 28 months from the priority date).

W

Notice is hereby given that the following designated Office(s), for which the time limit under Article 22(1), as in force from | April 2002,
does not apply, has/have requested that the communication of the international application, as provided for in Article 20, be effecied under
Rule 93kis.1. The International Bureau has effected that communication on the date indicated below:

09 September 2005 (09.09.2005)

CH

In accordance with Rule 47.1(c-bis)(i), those Offices will accept the present notice as conclusive evidence that the communication of the
international application has duly taken place on the date of mailing indicated above and no copy of the international application is required
10 be furnished by the applicant to the designated Office(s).

3. The following designated Offices, for which the time limit under Article 22(1), as in force from | April 2002, does not apply, have not

requested, as at the time of mailing of the present notice, that the communication of the international application be effected under Rule
93bis.1 :

LU, SE, TZ, UG, ZM

1n accordance with Rule 47.1(c-bis)(ii), those Offices accept the present notice as conclusive evidence that the Contracting State for which
that Office acts as a designated Office does not require the furnishing, under Article 22, by the applicant of a copy of the intemational
application. '

4. TIME LIMITS for entry into the national phase

For the designated Office(s) listed above, and unless a demand for international preliminary examination has been filed before the
expiration of 19 months from the priority date (see Article 39(1)), the applicable time limit for entering the national phase will, subject to
what is said in the following paragraph, be 20 MONTHS from the priority date.

‘In practice, time limits other than the 20-month time limit will continue to apply, for various periods of time, in respect of certain of the

designated Offices listed above. For regular updates on the applicable time limits (20 or 21 months, or other time limit), Office by
Office, refer to the PCT Gazette, the PCT Newsletter and the PCT Applicant’s Guide, Volume I, National Chapters, all available from
WIPO'’s Internet site, at htip://www.wipo.int/pct/en/index.himl.

It is the applicant's sole responsibility to monitor all these time limits.

The International Bureau of WIPO Authorized officer
34, chemin des Colombettes
1211 Geneva 20, Switzerland

Masashi Honda

Facsimile No.+41 22 740 14 35 Facsimile No.+41 2233870 10

Form PCT/IB/308(First Notice) (January 2004)
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PATENT COOPERATION TREATY WO 2005/083942

PCT/JP2005/003330
From the INTERNATIONAL BUREAU
PCT o
SECOND AND SUPPLEMENTARY NOTICE VECEN
INFORMING THE APPLICANT OF THE NIHEI, Masayuki fé : _
COMMUNICATION OF THE INTERNATIONAL Tomin Shinjuku Bidg. 2F ¢ | 1 2, 2006 “}
APPLICATION (TO DESIGNATED OFFICES 8-8, Shinjuku 2-chome . !
WHICH APPLY THE 30 MONTH TIME Shinjuku-ku, Tokyo 160-0022 ‘.\ NIHEI &
LIMIT UNDER ARTICLE 22(1)) JAPON ~ ASSOCIAT
(PCT Rule 47.1(c))
Date of mailing (day/month/year)
06 July 2006 (06.07.2006)
Applicant's or agent's file reference
P62-0486 IMPORTANT NOTICE
International application No. Intemational filing date (day/month/year) Priority date (day/month/year)
PCT/JP2005/003390 01 March 2005 (01.03.2005) 02 March 2004 (02.03.2004)

Applicant

MATSUSHITA ELECTRIC INDUSTRIAL CO., LTD. et al

N

ATTENTION: For any designated Office(s), for which the time limit under Article 22(1), as in force from 1 April 2002 (30 months from
the priority date), does not apply, please see Form PCT/IB/308(First Notice) issued previously.

Notice is hereby given that the following designated Office(s), for which the time limit under Article 22(1), as in force from 1 April 2002,
does apply, has/have requested that the communication of the international application, as provided for in Article 20, be effected under
Rule 93bis.1. The Intemnational Bureau has effected that communication on the date indicated below:

09 September 2005 (09.09.2005) :

AU, AZ, BY, CN, CO, DZ, EP, HU, KG, KP, KR, MD, MK, MZ, NA, PG, RU, SY, TM, US

In accordance with Rule 47.1(c-bis)(i), those Offices will accept the present notice as conclusive evidence that the communication of the
international application has duly taken place on the date of mailing indicated above and no copy of the international application is required
to be furnished by the applicant to the designated Office(s).

The following designated Offices, for which the time limit under Article 22(1), as in force from 1 April 2002, does apply, have not
requested, as at the time of mailing of the present notice, that the communication of the international application be effected under Rule
93bis.1 :

AE, AG, AL, AM, AP, AT, BA, BB, BG, BR, BW, BZ, CA, CR, CU, CZ, DE, DK, DM, EA, EC, EE, EG, ES, FI, GB, GD,
GE, GH, GM, HR, ID, I, IN, IS, JP, KE, KZ, LC, LK, LR, LS, LT, LV, MA, MG, MN, MW, MX, Ni, NO, NZ, OA, OM, PH,
PL, PT, RO, SC, SD, SG, SK, SL, SM, TJ, TN, TR, TT, UA, UZ, VC, VN, YU, ZA, ZW

In accordance with Rule 47.1(c-bis)(ii), those Offices accept the present notice as conclusive evidence that the Contracting State for which
that Office acts as a designated Office does not require the furnishing, under Article 22, by the applicant of a copy of the international
application.

TIME LIMITS for entry into the national phase

For the designated or elected Office(s) listed above, the applicable time limit for entering the national phase will, subject to what is said in
the following paragraph, be 30 MONTHS from the priority date.

In practice, time limits other than the 30-month time limit will continue to apply, for various periods of time, in respect of certain of the
designated or elected Office(s) listed above. For regular updates on the applicable time limits (30 or 31 months, or other time limit),
Office by Office, refer to the PCT Gazerte, the PCT Newsletter and the PCT Applicant’s Guide, Volume 11, National Chapters, all available
from WIPO'’s Internet site, at http://www.wipo.int/pct/en/index.html.

It is the applicant's sole responsibility to monitor all these time limits.

The International Bureau of WIPO Authorized officer
34, chemin des Colombettes

1211 Geneva 20, Switzerland Masashi Honda

Facsimile No. +41 22 338 82 70 e-mail: ptO8@ wipo.int

Form PCT/IB/308(Second and Supplementary Notice) (January 2004)
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% K2R ER C& Tz, BIfERD — MR WLANIE., [FERFFF iR 1] iz pEE %L
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« RBUWELRBRBL T CTld, WLANTZ U T 7 4 DR R OIS E R 2> TLED
729, BAEDHER TiX, KEMETATL R Ry b — 7 ~O FICITEL TRV,

BI7E. WLANZEBE ORLIEL 1L, F7oR 0B EEAT5ILI8> T, KB
RERBE~ DB AR L TS, [FERFFF SR 1IZEREN TODWLANDI#E D
RERRIL. A —F (CN) ~DEHFILTHDE— ., ZEDTAT LA T I ERFRAL
~MWAP) ~D53BALE VOO BBERBFTEL TV D, LT, fRk &4 RBUEE FTEL
R AEEEND T, BRDRERICEDOWLANT T4 7 A BIZ 31T 548
HEE RN AHEIZ IR D,

BIfE, IETF (Internet Engineering Task Force) DCAPWAP (Control And
Provisioning of Wireless Access Points) 7V —31 77 /L —IZ8\ T, KFAEZRWL
ANZEH T2 OB TEEZREL IO LT 55 3T TRy, [FEesEr
CER2]1Z1X. CAPWAPY —F U ZIZBIT DR P FEHEI N TS, LnL7es b,
TBORRE T, B DHEEICR D HE ) (functionality capability) 243 2WAPH
HM—OWLANIZTFET D56 OPBIAIBBAIIE RS TR, 2D X572
RIE AL, WLAND~—7 Y ORREEZI T 56D ThD,

SHIZ, FRENIZIE, WLANL, BIRT AT LR Ry "N — 7L TRBESNSZ
LIRS TND, ZOXHR@MATIE, BT TV — a0 —E RO
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[0009]
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— Y ROEBNZE ST, CAPWAPDGBUERICIBITOEMER T IFonsZ il
2%, Elo. BIFRCAPWAPRR 21T 2T RI7RWAPIZ K> THEITSNDW
LANSCCAPWAPODLIRL, HFRA 72 A — S~ REIRIZ CAPWAPOD Sy BEhfE
WL TR EL RITTHOTHD,

ZDXHRTFVAITIEBNT, Fhx RBER IZIDBIEOWLANT T 47 (1%, HL
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N TEIET DT RATRETH S,
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[0012]

[0013]

[0014]

MT, B8 L CUWBALER AT E W WAPHS, ALERA T OFE X EITARV  WAPIZ
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[RFEFSCER1ICIE. B8kt L CUODMTORERRRYZR N FA— N2 Lo T, WAPHRIZ
BT DAL~V OERE NI T 572D D F BRI TS,
Fi, [FFEFICHER1]TiL. WAPRIZISIT 203 o DB Y7238 MZ B3 D AR
BERSINTND, LOLRWBE, ZOFHFETIE, HDOWAPIZEERSIL TWDMTAS,
INCRF =R O Z EMTREE T 58512, EShIZ, tDOWAPD /N — Y

PICTETET DU ERH D, MTH, D12 EOWAPD I/ — =Y 7 NIZIETE
LTWRWESIZIE. HOUFANER TR P OWAPDARHK F D7Dz, 20
£572 T3 3=« U T I BRI BN T DR EEND, ZHHDHIFNIT LS D
THY., FFEFCERLNCBARS NI FEDOR RITHIRSN TS, 2B, ZHLTHIRR
IE. T RTOANAVRF— e _R— 2D HF BB TIEEL TVVD,

Fo. [RFETFICER2]ITIZ, WAPHS, ERUIRATTL ~)UIZHE-SUN T, MTO#gE
D XU T AT- DI ET AL —a 1E BRIOA L Z— VA B E T 55
PBIREIINTND, LU D, ZOFES MTAMLEA T ORI OWAPD
AN YT NIZFFIE T DL, ZOIHR T IR B CEHIENELREINDEND
HRZ > TS,

F7z, [RFFFCER3 11T MTASERRRYICBERE DR EZITOMTIZE K3 ED LTV
Do LDLRHG, ZOIFELRTIR DB RIZHlKIZ 3T TW\D,

ZD XS FIEL. AT OISR DB ZR2E D R RE R OfiFRZ > TND D,
LWL BESRAEDBARR | ZO LT B/ OB AL S E 2D RICIDHDT
BB,

Fre, [RFFFSCHER 1], [RFETSCHER2] . [RFETSCHR3I DRI D R RS0, WAPDENRYRE
WAL T DRI DN RA—/R e R—= 2D F LI, @fE ey arOREST7MIE
FRL T D, BT, MTIL, L CUOBWAPLEEHOBIE Byl al aHERFL T
Wb, ZOFER, 12721 >OMT XTI EDOMTOBEIE By aitk>T, WAPIZ,
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[0015]

[0016]

[0017]

KA — N R OBIDOWAPLD FEEG AL LT/ 121X I OWAPD IR A Fif 1
BT 203, W, OWAPIZREE 525, ZOLX | fOWAPILEFI AR
D, W, AIDWAP DN RF— 52T, Zhid, WLANZKOR|ZEE2 72
HEFITERL THTONDDBLIRN, TR H NN — DT, At
AT RER O BSTIRNZ L3 573D, B VR, BIRYRE W DR B B
TR,

FERFFFSCHRL : Institute of Electrical and Electronics Engineers Standard 802.11 —
1999 (R2003)

FERFFTF SCHR2 : “CAPWAP Problem Statement”,
draft—ietf-capwap—problem—statement—02.txt

H#FFSCHR1 : “Method and apparatus for facilitating handoff in a wireless local area
network”, US 2003/0035464 Al

HFFFFSCHR2 : “Dynamically configurable beacon intervals for wireless LAN access
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1. A system for providing service in a wireless local area network co
mprising
i. a single or plurality of wireless access points (WAP) capab
le of processing a subset of complete functionality defined for the wireless loc
al area network;
ii. a single or plurality of control nodes (CN) capable of prov
iding a subset or complete functionalities defined for the wireless local area n
etwork; and
iii. means for the wireless access point to dynamically negotiat
e with the control node for a secure connections and function split arrangement;
whereby the control node would provide the complementary functionality fo
r the wireless access point to form a complete functionality defined for the wir
eless local area network.

2. The system according to claim 1 wherein the said wireless access p
oint and control nodes further comprise logically independent functional compone
nts of the functionalities defined for the wireless local area network with pred
efined interface used between each functional components.

3. The system according to claim 2 wherein interfaces between said fu
nctional components could be used over remote connections between the said wirel
ess access point and control node.

4. The system according to claim 1 wherein each said control node fur
ther comprises a control node controller module and each said wireless access po
int further comprises a wireless access point controller module.

5. The system according to claim 4 wherein the controller module of ¢
ontrol node further comprises a single or plurality of processing schedule compo
sed of sequential lists of descriptors for subsets of functional components used

for each wireless access point.

6. The system according to claim 4 wherein the controller module of w
ireless access point further comprises a single or plurality of processing sched
ule composed of sequential lists of descriptors for subsets of functional compon
ents used for each associated mobile terminal.

7. The system according to claim 1, wherein the wireless access point
further comprises:
i. means for discovering the available control node within a s
pecified domain; and
ii. means for negotiating secure connection with control node t
hat could offer the desired functions;
whereby the wireless access point is able to locate the control node that
provides necessary complementary functionalities to it with regard to the defin
ed complete wireless local area network functions.

8. The system according to claim 1, wherein the controller module of
said control node is capable of generating data unit to resemble that from a mob

HWEEF2005—-303082°
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ile terminal.

9. A system for load balancing in a wireless local area network (WLAN
) without requiring association handover at the mobile terminal comprising:
i. a single or plurality of mobile terminals, each said mobile

terminal associated with and receiving services from a single or plurality of w
ireless access point (WAP);
ii. a single or plurality of said wireless access point that ar
e capable of processing data units received from the mobile terminal or other wi
reless access point using a subset of its defined WLAN functions; and
iil. a means for the wireless access points to exchange data uni
ts processed with a subset or complete defined WLAN functions;
whereby a data unit for a mobile terminal is processed with complete WLAN
functions by a plurality of WAP where each WAP processing it with only a subset
of the complete WLAN functions.

10. The system according to claim 9 wherein the wireless access point
further comprises a control module that is capable of negotiating with other wir
eless access points of the subset of the complete WLAN functions to be carried o
ut at each wireless access point.

11. The system according to claim 9 wherein the wireless access point
further comprising a local database that stores all the association of the mobil
e terminals attached to it and corresponding subset of the complete WLAN functio
ns to be provided to the mobile terminal.

12. The system according to claim 1, wherein the functionalities of th
e said WAP and CN collocate in a single network element.

13. A method for providing service in a wireless local area network (W
LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps of:

i. containing information about its own subset of the WLAN fun
ctions to all the CN by a WAP discover the CN that could provide complementary W
LAN functions by sending message;

il. replying with a message containing information about the su
bset of the WLAN functions it could offer to the WAP by the CN after received th
e said discover message; and

iii. choosing from all the replied CNs a proper CN based on loca
1 policy and establishing association with it by the said WAP.

14. The method for the WAP to decide which CN to use according to clai
m 13 using information, the information comprising:

i. the subset of the WLAN functions offered by the CN;
il. a cost of using the CN;
iii. a vender of the CN;
iv. a characteristics of the connection to the CN; and
v. a weighted sum of the above factors.
15. A method for providing service in a wireless local area network (W

HiEH2005—3030820
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LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps of:
i. dynamically discovering by the CN the capability of a WAP b
y sending a message to a WAP containing a section that emulates the data unit se
nds by a mobile terminal;
ii. processing the said section using the same procedure for pr
ocessing data units from a mobile terminal and sending it back to the said CN in
a reply message by the mobile terminal received the said message; and
iii. obtaining the capability information of the said WAP by exa
mining the processed data units in the said reply message by the said CN.

16. A method for providing service in a wireless local area network (W
LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps of:
i. obtaining capability of the WAP by the CN; and
ii. negotiating with another or a plurality of CNs for the supp
lementary WLAN functions to be provided to the WAP by the said CN.

17. A method for carrying out load balancing in a wireless local area
network (WLAN) without requiring a mobile terminal to change association relatio
nship with wireless access point (WAP) comprising the steps of:

i. separating the processing function provided to the mobile t
elmlnal into association specific and non-association specific by the WAP;

ii. negotiating with another WAP of the non-association specifi
¢ processing functions and establishing a secure tunnel with it by the said WAP;

iii. tunneling by the said WAP the data unit from a mobile termi
nal to the said other WAP through the tunnel after processing it with the associ
ation specific function; and

iv. receiving the processed data unit through the said tunnel a
nd processing it with non-association specific functions by the said other WAP.

18. The method according to claim 17 further comprising the steps of:
using the wireless channel to establish direct connection with ano
ther WAP and setting up secure tunnel over the direct connection by the said WAP

19. The method according claim 17 further comprising the step of decid
ing by the WAP on whether to tunnel data unit from the mobile terminal to anothe
r WAP for non association specific processing by monitoring the load at WAP and
comparing it with a preset threshold value.

20 The method according to claim 17 further comprising the step of de
ciding by the said WAP on which other WAPs should be used for non association sp
ecific processing by monitoring the load at different WAPs it has connection wit
h and comparing it with a preset threshold value.

21. The method according to claim 17 further comprising the step of mo
nitoring by a central control entity the load status on all the WAPs within a ce
rtain domain and mandating the distribution of non-association processing functi
on between different WAPs.
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22. The method according to claim 17 for the WAP to determine the dist
ribution of non-association specific function based on information, the informat
ion comprising:

i. a size of the data unit to be processed;
ii. an expected average time for the processing of the data uni
t;
iii. an overhead time for processing the data unit; and
iv. a weighted sum of above factors.
23. A method for providing service in a wireless local area network (W

LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps of:

i. processing the total of its subset of functionality defined
for the WLAN by a subset of WAPs; and
ii. providing distinct subsets of complementary functionality d

efined for the WLAN to each of the subset of WAPs by the CN.

24. A method for providing service in a wireless local area network W
LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps of:
1. determining a common subset of functionality required for t
he WLAN available at a subset of the WAPs by the CN;
ii. processing the said determined common subset of functionali
ty by each WAP of the subset; and
iii. providing similar subsets of complementary functionality to
each of the subset of WAPs by the CN.
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(it ida] ST 33400
Title of the Invention
System and method for negotiations for WLAN entities

BACKGROUND OF THE INVENTION

Wireless local area networks (WLANs) have invoked great interests from both cons
umers and the industry. These networks offer increased flexibility and higher pr
oductivity gains that appeal to numerous users. Such wide-spread interest has tr

anslated into rapidly growing demand for large-scale deployments of WLAN infrast
ructure.

As WLANs grow in size, they incorporate increasing numbers of wireless access po
ints (WAPs), each providing services to increasing numbers of associated mobile
terminals (MIs). Given the number of WAPs required for large-scale WLAN deployme
nts, the task of managing them becomes complex and tedious.

In response to this concern, many equipment manufacturers have introduced wirele
ss switches or other similar devices that aim to simplify the processes of deplo
ying and managing large WLANs. This is achieved by aggregating control of a numb
er of WAPs at a single controller entity, which is the wireless switch, also ref
erred to as the controlling node (CN). CNs are additionally designed to consolid
ate some WLAN functionality which were previously implemented in legacy WAPs and

leave only the remaining functionality to those new WAPs that are compliant wit
h a particular CN and therefore compliant with a particular type of functionalit
y division.

This concept of division of WLAN functionality between WAPs and CNs has been end
orsed by various equipment manufacturers. However since WLAN standards, like the
popular IEEE 802.11, do not mandate how functionality is to be partitioned amon
g various entities, these divisions vary among different firms. So, different ma
nufacturers incorporate different types of functionality divisions in their prod
ucts. Consequently, incompatibilities arise between WAPs and CNs from diverse ma
nufacturers. These differences have intensified the challenge of managing large
WLANs comprising entities from different manufacturers, each incorporating diffe
rent degrees of functional capabilities. As such, this ultimately affects the en
d customer market.

Given such a scenario, it is pertinent that WLAN entities be capable of interope
ration with other WLAN entities in spite of the differences in the functionality
that they incorporate. Furthermore, entities adhering to different types of fun
ctionality divisions should be able to jointly operate within a single WLAN envi
ronment. This would provide greater flexibility in deploying and managing WAPs £
rom different manufacturers with different degrees of functionality. Another adv
antage is the possibility of integrating entities that conform to some type of f
unctional division with the majority of existing entities that do not conform to
any specific division, thereby increasing the operability of these WAPs.

The differences between WLAN entities based on their functionality capabilities
refer to static differences as these are design aspects and are present througho
ut their operations. So the means of accommodating static differences between va
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rious WLAN entities has many advantages as ment ioned.

A further benefit involves recognizing and accommodating dynamic differences bet
ween WLAN entities. This allows various entities to provide active assistance, 1
ike that of load-balancing, to other entities. For instance, during the function
ing of a WLAN, the processing load at a WAP can become substantially high even e
xceeding the processing capacity of the WAP. This could be due to increases int
he number of associated MI's or due to increases in the volume of traffic from th
e associated MTs. These differences in processing load over time constitute a dy
namic factor as they are dependent on the dynamics of the MTs.

The dynamism of such situations need not prevail at other WAPs of the WLAN at th
e same time. Therefore, the processing load at other WAPs may not be as consider
able. These differences in processing load across the WAPs comprising a WLAN hav
e traditionally been addressed by affecting handovers of MI's from their associat
ed WAPs where processing load is high, to re-associate the MTs with other WAPs w
here processing load is relatively low.

»Method and apparatus for facilitating handoff in a wireless local area network
» US 2003/0035464 Al, discloses a means for addressing dynamic differences in t
he levels of processing load at WAPs. In this method, WAPs proactively interact
with each other in order to determine those WAPs which are agreeable to take ove
r some MT associations and the consequent processing load from heavily loaded WA
Ps. The method is essentially one of proactive handovers.

While this method addresses the dynamic differences in processing loads across W
APs, it does to by mandating that MTs associated with one WAP also be within the
coverage areas of other WAPs so as to be able to perform handovers and re-assoc
iations. If a MT is not within the coverage area of an assisting WAP, it is then.
expected to physically displace to such a coverage area in order to relieve the
first WAP of some processing load. These constraints are rigid and limit the ef
ficacy of the disclosed method. Such limitations are common to all handover-base
d methods.

“Dynamically configurable beacon intervals for wireless LAN access points”, US
2003/0163579 Al, presents a method that requires WAPs to modify, based on prevai
ling processing load levels, the intervals between the beacon signals that they
transmit in order to attract or dissuade MT associations. While the disclosure p
resents a means for accommodating dynamic differences, it still involves the con
straints of requiring a MT to be within the coverage areas of WAPs where process
ing load is low or being agreeable to displace towards such areas.

"Method and apparatus for selecting an access point in a wireless network”, US
6,522,881 Bl, describes an invention for MTs to make association decisions based

on the level of processing load at WAPs as indicated in the beacon signals that

the WAPs transmit. This disclosure focuses on proactive MTs that make associati
on decisions. However the method is also limited by the factors described earlie

r.
Another shortcoming of these methods and other handover-based methods for dealin
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g with dynamic differences in WAPs is related to the bulk shifting of communicat
lons sessions. In practice MTs maintain a number of communications sessions with

the WAPs with which they are associated. As a result, it is very likely that th
e communications sessions of only one MT or a few MTs constitute a considerable
amount of processing load at the WAP. If the WAP were to affect the said MTs to
handover and re-associate with another WAP, the processing load at the first WAP
would be reduced, however by adversely affecting the other WAP. The other WAP t
hen becomes overloaded and reverses the handover to the first WAP. This may cont
inue without delivering any net gains for the WLAN. This points out that process
ing load is not finely distributed by methods of handovers. In other words, dyna
mic differences are not finely managed.

Given these issues, it is necessary to introduce means to deal with the static a
nd dynamic differences in WLAN entities for the purpose of easier large-scale de
ployment, efficient management and optimal operation.

SUMMARY OF THE INVENTION

The disclosed invention relates to wireless local area networks (WLANs) and part
icularly to means of addressing the issues of static and dynamic differences amo
ng WLAN entities. It introduces policies for negotiations between WLAN entities
for the purpose of accommodating these differences.

One aspect of the invention deals with negotiations between controlling nodes (C
Ns) and wireless access points (WAPs) of a WLAN based on policies that allow for
accommodating static differences among them. Specifically, it presents means fo
r determining a flexible division in WLAN functionality between the negotiating
entities. The invention first involves classifying the functional capabilities o
f WLAN entities. The entities then determine the capabilities of other entities
followed by negotiations between them on how best to divide the functionality am
ong them. Further operations of the WLAN entities are then based on the determin
ed division of functionality. This aspect of the invention enhances interoperabi
lity for WLAN entities.

Another aspect of the invention deals with negotiations between WLAN entities ba
sed on policies that allow for accommodating the dynamic differences between the
m. Particularly, it addresses the issue of distributing processing load among WA
Ps without requiring physical displacement of associated mobile terminals (MTs).
It involves first determining the need to distribute parts of processing load a
t a WAP. This is followed by the determination of which parts of processing load
may be distributed while at the same time maintaining existing association rela
tionships between MT and WAP. Next, an overloaded WAP enters into negotiations w
ith other WAPs in order to determine how the determined parts of processing load
may be distributed among them. This aspect of the invention overcomes the limit
ations of handover-based methods for managing dynamic differences between WLAN e
ntities.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

The disclosed invention of policies for negotiations between entities of a wirel
ess local area network (WLAN) is described in two major aspects, the first focus
ing on negotiations for accommodating static differences among WLAN entities whi
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le the second illustrates the aspect dealing with dynamic differences, particula
rly in levels of processing load.

In the following description, for purpose of explanation, specific numbers, time
s, structures, and other parameters are set forth in order to provide a thorough
understanding of the present invention. However, it will be apparent to anyone
skilled in the art that the present invention may be practiced without these sp
ecific details.

Negotiations for Accommodat ing Static Differences:

A WLAN system embodying a first aspect of the invention dealing with accommodat i
ng static differences among WLAN entities is exemplified in FIG. 1. The diagram

illustrates a WLAN system 100 comprising a controller node (CN) 101, a number of
wireless access points (WAPs) 105 and 107, a plurality of mobile terminals (MTs
) 113 and a network backbone 117. For the sake of simplicity, WLAN system 100 is

shown with a single CN whereas the system embodying the invention may comprise

any number of CNs. Also, the diagram indicates a direct connection between CN 10
1 and the WAPs 105 and 107. Alternatively there may be a number of intermediate
nodes between them. Similarly, the connection between CN 101 and the network bac
kbone 117 may also include a number of intermediate nodes. In all such cases, th
e disclosed invention holds scope.

The CN 101 provides support and control to the WAPs 105 and 107 that associate w
ith it. A new WAP in the WLAN system must first choose and establish association
relationships with one or more CNs before it receives support and control from
the CN or CNs. As such, WAPs may simultaneously hold more than one association r
elationship with one or more CNs. Similarly, the MTs 113 choose and maintain ass
ociations with the WAPs, which in turn provide them with services. These service
s include radio transmission and reception, secure transport and mobility. An MT
may maintain a number of associations with one or more WAPs, however FIG. 1 sim

plifies this with each MT maintaining only one association with one WAP.

It can be inferred about the WLAN system 100 that the WAPs connect to the networ

k backbone via the CN. Alternatives to this include the WAPs connecting to the n
etwork backbone by other means possibly through other intermediate nodes. In suc
h cases, the CN will only be responsible for the control and management of the W

APs associated with it, while connectivity to an external network may be handled
by other entities.

FIG. 1 shows the CN 101 capable of performing the complete set of WLAN functiona
1 operations, as specified by some established WLAN standard. It is also capable
of other control and management functional operations. Each functional operatio
n is logically represented by one of the functional components 115. The operatio
ns represented by each of the functional components may include encryption, decr
yption, medium access control protocol data unit (MAC PDU) processing, authentic
ation, association, quality of service (QoS) processing, Internet Protocol (IP)
processing etc.

Each functional component is represented by a functional component code. For the
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. purpose of illustration some of the functional components in FIG. 1 are represe
nted by functional component codes 'a’, 'b’ and 'c¢’. For example functional comp
onent ’a’ may denote the processing required for a certain type of encryption, £
or example Wi-Fi Protected Access (WPA) or Advanced Encryption Standard (AES), £
unctional component 'b’ for QoS processing, for example priority handling, while

functional component ’¢’ may be that for power control during radio transmissio
n and reception. The functional components are logical units and may be implemen
ted with a single processor using different sets of instructions and context for

different functional components. Alternatively, each functional component may b
e implemented by individual processing entities possibly in disparate entities.
While it is envisaged that the actual implementations of the functional componen
ts may vary among manufacturers and their implementations, the interfaces linkin
g different components will be common so as to allow seamless processing of a co
ntrol or data unit from one WLAN entity to another.

Since the WAPs may be from different manufacturers or of different implementatio
ns, they may incorporate among them varying degrees of WLAN functional component
s. These correspond to the different divisions in functionality between CNs and

WAPs. For example, WAP 105 is shown to be capable of processing functional compo
nents ’a’, b’ and 'c¢’ whereas WAP 107 is only capable of processing functional

components 'b’ and 'c’. The remaining functional components necessary for their

WLAN operations and their control are left to be processed by CN 101. These diff
erences between the WAP and CN entities represent the static differences that ar
e to be accommodated by each other WLAN entity by means of the disclosed method

for negotiations.

For the proper operation of the invention, it is necessary for the CNs and WAPs
from different manufacturers to follow pre-defined naming conventions for the fu
nctional components that they incorporate and recognize. This ensures that negot
iating entities can precisely distinguish which functional components a peer ent
ity implements. To this end, the functional component codes need to be consisten
t in representing various functional components. This convention however need no
t be followed strictly to the letter. For example, the convention may present st
andard descriptors for various functional components from which the negotiating
entities may discern their properties. As an illustration, ”IEEE 802.11i" descri
bes an IEEE WLAN standard pertaining to security functionality. So based on such

descriptors, negotiating CNs and WAPs may match parts or all of the names with
other descriptors to infer the nature of the functionality components which the
descriptors represent.

As mentioned earlier, the interfaces between functional components also need to

be consistent across WLAN entities. This is to ensure that the processing of a ¢
ontrol or data unit can be performed seamlessly from one WLAN entity to another.
For example, a WAP may perform decoding with an appropriate functional componen
t and then send the decoded data unit to a CN in a form suitable for further pro
cessing, say, a form that may be readily decrypted by a decryption functional co
mponent at the CN. So although there are different functional. components in diff
erent WLAN entities, the interfaces between them are mutually recognizable so as
to provide seamless processing.
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Each WLAN entity is controlled in general by a controller entity. Thus, CN contr
oller 103, WAP controllers 109 and 111 are responsible for the overall operation
s of CN 101, WAPs 105 and 107, respectively. While the WLAN system 100 shows the
controllers to be integral to the WLAN entities, the controllers may also be se
parate entities. As such, they may remain disparate for each WLAN entity or comb
ined together for a number of WLAN entities. It may be envisaged that specialize
d controllers exist for each type of entity.

The controllers are particularly responsible for establishing processing schedul
es for each of the entities that associate with the entities managed by the cont
rollers. Consistent with this, the CN controller maintains processing schedules

for WAPs 105 and 107 whereas the WAP controllers in turn maintain processing sch
edules for their respectively associated MTs 113.

A processing schedule refers to a sequence of functional components that are to
be processed for control and data units received from associated devices by the
entity that the said controller manages. For example, WAP controller 109 for WAP
105 maintains a processing schedule comprising a sequence of its functional com
ponents "a’, 'b’ and "c’. When a control or data unit arrives from an associated
MT 113, WAP 105 performs the processing of functional components 'a’, 'b’ and ’
¢’ based on the established processing schedule. The processing schedule at a WA
P may be the same for all associated MTs if all the MTs incorporate consistent £
unctionality. However if MTs implement different degrees of functionality, WAPs
may also maintain separate processing schedules for processing the control and d
ata units from different MTs.

Tn one embodiment of this first aspect of the invention, WAP controllers 109 and

111 for WAPs 105 and 107, respectively, first perform a step 201 in FIG. 2 of d
iscovering CNs. The CNs to be discovered may be within the same administrative d
omain as the WAPs or the CNs may belong to different administrative domains. Thi
s step of discovery may be accompl ished based on any node discovery protocol or
by the broadcast/multicast/anycast of a specific, mutually recognizable message

invoking responses from available CNs.

Next the WAP controllers choose which among the discovered CNs to associate with
in a step 203. One possible metric for this choice may be the round-trip latenc
y between the WAPs and CNs. This metric has the advantage of allowing for prompt
exchanges of control messages between the WLAN entities. Other metrics that may
be used for CN selection include network status, congestion, link status, rando
m selection, cost of using the link, and manufacturer identification. Having cho
sen a CN 101 with which to associate, WAP controllers 109 and 111 then enter an
association phase with the CN. This phase may include mutual authentication, exc
hanges of security information and the establishment of communications protocols
for further exchanges.

Then, in a step 205, WAP controllers 109 and 111 enter a negotiation phase with
CN controller 103 for the purpose of establishing means to accommodate the possi
ble differences in their respective functional capabilities. In particular, the
negotiations are to establish a division of WLAN functionality that is consisten
t with the capabilities of the negotiating entities and are optimal for the oper
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ation and management of the whole WLAN.

The negotiations may be initiated by either a WAP controller or a CN controller

as in a step 207. WAP controllers initiate by sending information regarding the

functional capabilities of the associated WAPs to the chosen CN. This informatio

n includes the appropriate codes corresponding to the functional components that
the WAPs are capable of processing and their processing schedules. A CN control
ler initiates negotiations by requesting for functional capabilities information
from the associated WAPs.

Upon receiving capabilities information from the associated WAPs and based on es
tablished policies, CN controller 103 determines an initial division of WLAN fun
ctionality. This division is then enforced between CN 101 and the associated WAP
s 105 and 107 as in step 209. The functionality division specifies which of the
functional components that can be processed by the WAPs needs to be active and p
rocessed by the WAPs themselves and which need to be inactive so that they may b
e processed by the CN.

In one embodiment, the initial division of functionality is based on a policy th
at allows each associated WAP to process all the functional components that they
are capable of. With such a division, only those functional components that an
associated WAP cannot inherently process are left to the CN. Such functional com
ponents are then included in the processing schedule of the CN controller. Since
WAPs may have dissimilar degrees of functional capabilities, the CN controller
may be required to establish separate processing schedules for each associated W
AP. As such this embodiment presents a policy which allows for the full capabili
ties of each WAP to be leveraged on. However this is achieved at the expense of
running different processing schedules at the CN controller for different WAPs.

In another embodiment, the initial division of functionality is based on a polic
y in which the CN controller first determines a subset of functional components

that are common across all associated WAPs. The associated WAPs must then proces
s only the determined subset of functional components even if they are capable o
f processing other functional components. Therefore, the remaining set of functi
onal components required to-be processed for each associated WAP will be common

to all of them. This common set can then be processed by the CN. This embodiment
presents a policy in which the CN controller may maintain a single processing s
chedule for all associated WAPs. 1f a new WAP, incorporating functionality compo
nents fewer than or incompatible with those specified in the existing processing

schedule, associates with the CN, the CN controller repeats the step of determi
ning the subset of functional components that are common across all currently as
sociated WAPs. It is noted that this step need not be performed if a new WAP inv
olves more functionality components than that specified in the single, previousl
y established processing schedule.

Alternatively, the association of a new WAP with a CN may invoke a grace period,
in which two processing schedules are maintained simultaneously. The first corr
esponds to the existing processing schedule which was established before the ass
ociation of the new WAP, while the second corresponds to the processing schedule
which takes into account the functionality of the newly associated WAP. Then da
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ta units processed during the grace period are done so based on the processing s
chedule - that is most appropriate. This embodiment provides uninterrupted service

s to existing MTs in the event of new WAPs associating with the CN.

In another embodiment, the initial division of functionality is based on a combi
nation of policies, where a subset of associated WAPs is allowed to process all
the functional components that they are capable of. Another subset of associated
WAPs process only a common subset of functional components that they are capabl
e of processing even if they have greater capabilities. The CN controller determ
ines the subset of functional components that are common across all of the subse
t of associated WAPs. The remaining set of functional components required to be
processed for each associated WAP will be performed by the CN. Therefore the rem
aining set of functional components will be distinct for each of the associated
WAPs of one subset of associated WAPs and be similar for each of the associated
WAPs of the other subset of associated WAPs.

Next, having determined an initial division of WLAN functionality, the division
is then sent to the associated WAPs for confirmation as in a step 209. The WAP c
ontrollers in turn verify that the division is feasible and upon verification re
turn a positive acknowledgement to the CN as in steps 211 and 213.

Given that some WAPs may implement functional components in a non-partitioned ma
nner, for example in a hardwire system, such WAPs may not be able to adhere to t
he specified initial functionality division. In these cases, the WAPs send a neg
ative acknowledgement to the CN with an updated processing schedule that indicat
es operational dependencies between their functional components as in a step 215
. The CN controller then takes this new processing schedule into account and for
mulates another functionality division that may be compatible with the WAPs. If
the new division is feasible, the WAPs return a positive acknowledgement and if
not, the negotiations continue in a similar fashion. As a last resort, upon a fi
xed number of unsuccessful negotiation exchanges, the CN allows the WAPs to proc
ess all their functional components.

During the initial negotiation phase, either CN or associated WAP may choose to

forcibly terminate further negotiations based on pre-defined policies and rules

even before the negotiation phase is complete. These policies are enforced by ei
ther CN or WAP when it is inferred that further negotiations will be moot as in

steps 219 and 221. For example, if the difference between the initial divisions

of WLAN functionality is significantly dissimilar from the capabilities of a WAP
. the WAP may choose to terminate negotiations as it may be futile to proceed fu
rther. Alternatively, if either entity determines that the other is illegitimate
, the negotiations may be terminated. Many other policies may also be used to en
force termination of negotiations.

Once a functionality division is acceptable to all participating WLAN entities,
CN controller 103 establishes appropriate processing schedules for associated WA
Ps 105 and 107 as in a step 217. These schedules define the sequence of function
al components that are to be processed by CN 101 for control and data units rece
ived from associated WAPs 105 and 107. Then, CN controller 101 manages each asso
ciated WAP in a manner consistent with the processing schedules.
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In one embodiment, WLAN functionality may be divided into four functional compon
ents that may be denoted by functional component codes 1, 2, 3 and 4. The functi
onal component corresponding to code 1 relates to that parts of WLAN functionali
ty concerning the radio aspects. This may include radio transmission and recepti
on, coding, modulation, power control and beacon signal control. Such a division
combining aspects concerning the radio interface will allow for simpler design.
The code 2 functional component relates to security aspects, which may include

authentication, association, encryption and decryption. The basis for this divis
ion is that processing for security involves mathematical computation for which

reason they may be consolidated and optimized. Then, the functional component of
code 3 deals with the processing required for control and data protocol data un
its (PDUs). This includes bridging, routing, retransmissions and Internet Protoc
ol (IP) layer processing for which specialized network processors have been deve
loped. Next, the code 4 functional component relates to the general control and
management of the WLAN. Quality of Service (QoS) control, configurations and pol
icy management are some of the aspects of this functional component. This embodi
ment presents a simple and practical classification for WLAN functionality. Nego
tiations between various WLAN entities may then be based on these classification
s. The classifications may also be used to describe different entities. For exam
ple, a WAP implementing only radio aspects of WLAN may be referred to as a type

1 entity which will then require a CN capable of the remaining functional compon
ents 2, 3 and 4.

In another embodiment of the first aspect, a WAP controller need not explicitly

send its functional capabilities information to a CN controller, rather the CN c
ontroller infers the capabilities of an associated WAP. Such a means for automat
ed capabilities discovery allows for easier determination of functional capabili
ties without requiring the explicit exchange of functional component codes betwe
en a CN and associated WAPs. In this embodiment, a CN controller sends a special
command to an associated WAP to which the WAP responds by generating a data uni
t and processing it based on its functional components. The emulated data unit i
s then sent to the CN after being processed by the WAP. The CN controller then i
nfers the functional capabilities of the associated WAP based on the received em
ulated data unit. Subsequent operations then follow from step 209 in FIG. 2. Thi
s embodiment requires associated WAPs to be capable of recognizing and respondin
g to the special command issued by the CN controller.

An alternate form of the embodiment involves a CN controller simulating a data u
nit as if it was a mobile terminal and sending the simulated data unit to an ass
ociated WAP. The destination address of the simulated data unit is set to be the

CN itself. Upon receiving the data unit, the WAP performs its processing based
on its capabilities and forwards the processed data unit back to the CN. The CN
controller then infers the functional capabilities of the associated WAP from th
e processed data unit. After this, the CN controller devises an initial division

of WLAN functionality and sends this to the associated WAP. Subsequent operatio
ns then follow from step 209 in FIG. 2.

In another embodiment of the invention, a single entity that integrates both WLA
N operational functionality and control and management functionality is presente
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' d. FIG. 3 exemplifies this embodiment in that it illustrates such an integrated
WLAN entity 301. The integrated WLAN entity is capable of both WAP operations an
d CN control and management operations for which there are a WAP controller 303
and a CN controller 305, respectively. Each of the WAP and CN functional operati
ons is logically represented by one of the functional components 307 each denote
d by a functional component code. These functional components encompass WAP oper
ations like radio transmission and reception, in addition to CN operations like
WLAN monitoring and configuration management.

The set of functional components 307 are common to both WAP and CN controllers s
o that the processing schedule at each controller may include any of the functio
nal components. Each controller operates in an independent manner with the under
standing that the complete set of functional components is available for it to s
chedule. As such, during the negotiations phase between WAP controller and CN co
ntroller, the WAP controller sends its capabilities information so as to include
the complete set of codes corresponding to all of functional components 307.

Associated with the integrated WLAN entity is a number of MTs 309. WLAN system 3
00 shows the associated MTs connecting to a network backbone 311 via the integra
ted WLAN entity. It is also possible for this connection to be made through alte
rnate means like that through other intermediate nodes. To the associated MTs ho
wever, there is no difference between an ordinary WAP and the integrated WLAN en
tity.

Operationally, in this embodiment, the WAP controller of an integrated WLAN enti
ty first performs a discovery of CNs. In essence, the discovery results in findi
ng itself as a CN. Upon discovery, an association phase follows after which the

CN controller and WAP controller enter a negotiations phase. Discovery and assoc
iation are token operations as both the WAP and CN reside within a single entity

Next, the WAP controller and CN controller begin negotiations in order to determ
ine a suitable division of functionality between them. The WAP controller first

sends information regarding its capabilities to the CN controller. This informat
ion will include the functional component codes corresponding to all the functio
nal components available within the integrated WLAN entity and a processing sche
dule that involves all the codes. In response to the capabilities information an
d based on established policies for functionality divisions, the CN controller d
evises an initial division of functionality and sends this to the WAP controller
. The initial division of functionality will be feasible and acceptable to the W
AP controller since its feasibility is based on that of the CN controller which

in turn determines the division. As a result, the WAP controller sends a positiv
e acknowledgement to the CN controller. Then both controllers establish processi
ng schedules according to the accepted division in functionality and operate on

that basis. This embodiment illustrates how the process of negotiations may take
place within an integrated WLAN entity. As such, the disclosed invention will b
e consistent will various designs for these entities.

In another embodiment of the first aspect of the invention, different CNs may in
corporate varying degrees of functionality. As such, a WAP associating with a CN
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‘ may require the processing of functionality which is unavailable both with itse
1f and with the CN that it associates. This embodiment serves to address such si
tuations by allowing the various CNs in a WLAN to negotiate among them for the p

urpose of accommodating differences in their functional capabilities. The CNs ma

y follow the steps put forth in FIG. 2 to determine how the static differences i

n their functionality may be managed. For example, a first CN may only incorpora

te 2 types of functional components and it may necessitate in a third component

that it is not capable of, but yet it is required for providing services to the

WAPs associated with it. In such a case, the first CN discovers and associates w

ith a second CN in the WLAN with which it then negotiates. The negotiations are

for the purpose of dividing functionality among the CNs. As a result, the first

CN may allow processing of the third functional component to be performed by the

second CN.

The embodiments of this first aspect of the invention described insofar illustra
te policies with which WLAN entities may negotiate with each other in order to a
ccommodate the varying degrees of static differences that each such entity incor
porates. They describe how WAPs incorporating varying degrees of WLAN functional
ity may be integrally managed by a controlling node. The disclosed method for ne
gotiations provides for flexibility in deploying WLANs with entities from differ
ent manufacturers or of different implementations. While prior arts focus on man
dating proprietary means of dividing functionality among WLAN entities, this inv
ention serves to accommodate entities of different degrees of functionality. As

a result, the division of WLAN functionality between controlling nodes and wirel
ess access points may be achieved in a flexible manner.

Negotiations for Accommodating Dynamic Differences:

This aspect of the invention describes policies with which WLAN entities embodyi

ng the disclosed invention may negotiate with each other for the purpose of acco

mmodating dynamic differences among them. It is exemplified by using the varying
levels of processing load at different WLAN entities particularly WAPs.

A simplified representation of a WLAN system 400 embodying this aspect of the in
vention is depicted in FIG. 4. It shows WAPs 401 and 403 that are capable of pro
viding services and performing related processing for a number of associated MTs
. The WAPs and MTs may maintain a number of associations with each other, howeve
r for reasons of simplicity, the WLAN system of 400 only shows one association w
ith WAP 401 for the single MT 405. This MT 405 is associated with and receives s
ervices from WAP 401 over a wireless connection 427. Also the WAPs 401 and 403 a
re shown to be connected to a network backbone 407, through which they can commu
nicate with other networks and with each other, either directly or via intermedi
ate switching or routing devices. The WAPs may also connect to the network backb
one or with each other through a number of intermediate nodes.

During the operation of WLAN system 400, the processing loads at the WAPs may va
ry due to the dynamic nature of communications. For example, a number of new MTs
may choose to associate with a WAP thereby necessitating in additional processi
ng at the WAP. Another example is of a MT choosing to be involved in additional

numbers of communications sessions agaln resulting in extra processing for the W
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AP with which it is associated. Consequently, the processing load at various WAP

s in the WLAN system will vary over time. It is this dynamism that the disclosed
invention addresses by requiring WAPs to negotiate with each other for the purp

ose of distributing processing load from a heavily loaded WAP to a relatively li

ghtly loaded WAP while maintaining existing association relationships with their
MTs.

From FIG. 4, WAPs 401 and 403 provide services to associated MTs by performing s
ome type of processing on their behalf. The processing can be logically divided
by lines 419 and 421 in WAPs 401 and 403, respectively, as being association-spe
cific (ASP) and non-association-specific (nASP) processing. ASP processing 411 a
nd 413 involves those that are directly dependent on the association between MTs

and WAPs. Such processing requires interaction with the wireless interface betw
een a WAP and an associated MT. Examples of ASP processing include transmission

and reception of data units, power control, coding and modulation.

nASP processing 415 and 417 refer to processing that are not directly dependent
on the wireless aspects of a connection between WAP and associated MT. Examples
of nASP processing include bridging, filtering, protocol data unit (PDU) process
ing and PDU delivery.

WAP controllers 423 and 425 manage and control the overall processing at WAPs 40
1 and 403, respectively.

The operations involved with this aspect of the invention are described with ref
erence to FIG. 5. The WAP controller in each of the WAPs in a WLAN system embody
ing the invention performs a step 501 of monitoring the nASP processing load at
the WAP. This includes monitoring the nASP processing load for each of the commu
nications sessions for all the associated MTs. Examples of how processing load m
ay be monitored include means for monitoring the processor usage oOr duration of
processor activity for a communications session and then aggregating this for al
| communications sessions. Another example is a means for monitoring the amount
of memory usage for communications sessions. Similarly, a number of other factor
s may be monitored, either independently or in any combination, to monitor the o
verall nASP processing load at a WAP. Furthermore, other means of monitoring may
also be used.

In one embodiment of the invention, a WAP controller 423 for a WAP 401 derives a

resource characteristic for the WAP based on the various factors of nASP proces
sing load that are monitored for each communications session of the associated M
Ts. The resource characteristic is a representation of the resources or processi
ng load required for providing services to a communications session.

Next, the resource characteristics of all communications sessions for all associ
ated MTs are combined to obtain an aggregate nASP load factor for WAP 401. The a
ggregate nASP load factor is then compared to a nASP load threshold, in a step 5
03, to determine impending nASP processing overload conditions that may not be m
anageable by WAP 401. If the aggregate nASP load factor is determined to be mana
geable at WAP 401, the monitoring of step 501 is repeated.
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1f, however, impending nASP processing overload conditions are determined, WAP ¢
ontroller 423 then determines in a step 505, which parts of the nASP processing

load at WAP 401 may be distributed to other WAPs of the WLAN system with the aim
of reducing overall processing load at WAP 401 while at the same time maintaini
ng existing association relationships with associated MTs, such as that with MT
405. Such a mechanism is unique from traditional methods of distributing process
ing load which mandate handovers that may necessitate in a MT physically displac
ing to a coverage area of another WAP. The step 505 is based on the resource cha
racteristics of the communications sessions of MTs associated with WAP 401. For
example, a WAP controller may choose to distribute those parts of processing loa
d with the greatest resource characteristics or those with the least resource ch
aracteristics. This choice may also be based on other factors such as the expect
ation of future changes in resource characteristics.

Next, the negotiations phase begins between a first WAP controller and other WAP

controllers. This phase involves determining which of the other WAPs are agreea
ble to accommodate the dynamic differences in processing loads by taking over so
me parts of the nASP processing load of the overloaded first WAP. In a first sta
ge of negotiations, the WAP controller 423 executes a step 507 of sending solici
tation messages to other WAPs of the WLAN system. The solicitation messages incl
ude the resource characteristics of those parts of nASP processing load of WAP 4
01 that have been determined by the WAP controller to be distributed to other WA
Ps.

WAP controllers receiving the solicitation message determine if they are capable

of accommodating the additional processing load as specified in the message. Th
ese controllers then respond to the WAP controller initiating the solicitation b
y either accepting to take over the complete specified load or accepting to hand
le partial amounts of the load. The initiating WAP controller then uses the resp
onses to determine which of the other WAPs are agreeable and to which extent agr
eeable, to receiving parts of the nASP processing load that it initially specifi
ed. The negotiations may also extend beyond the initial solicitation message if
such a need is inferred to exist by the initiating WAP controller. As such, step

507 is used to determine which of the other WAPs in the WLAN system are agreeab
le to receiving and perform processing of parts of nASP processing load of WAP 4
01 in order to reduce the processing load at WAP 401.

Next, in a step 509, WAP controller 423, of the overloaded or soon to be overloa
ded WAP, establishes a tunnel connection 409, between WAP 401 and the WAPs deter
mined in a step 507 to be agreeable to receiving and processing the determined p
arts of nASP processing load of WAP 401. FIG. 4 illustrates one of the agreeable
WAPs to be WAP 403. Relevant context information required for processing of the
determined parts of nASP processing load is then transmitted over the establish
ed tunnel connection to the agreeable WAPs. Then, in a step 511, WAP controller
423 distributes the determined parts of the ASP processing load of WAP 401 to th
e agreeable WAPs over the tunnel connection. In doing so WAP controller 423 redu
ces the overall processing load at WAP 401. All this is achieved while maintaini
ng existing associations with associated MTs and in a fine grained manner so as
not to overwhelm the agreeable WAPs.
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This embodiment illustrates the efficacy of this aspect of the invention in dist
ributing processing load without the limitations of existing handover-based meth
ods. As such, there are no constraints as to the geographic position or willingn
ess to displace for the associated MTs.

In another embodiment of this aspect of the invention, an overloaded WAP simply
relays the processing load required for communications sessions of associated MT
s to other agreeable WAPs. This relay may be over wireless, wired or a combinati
on of both types of links. Relevant context information will also need to be rel
ayed so as to facilitate the processing of the relayed processing load.

In one embodiment, the tunnel connection between two WAPs is established over a

direct link between WAPs. This direct link may be wireless and similar to the li
nk between WAPs and MTs in which case the WAPs determine a radio channel alterna
te from the channel used for communications with associated MTs and use this to

exchange relevant context information and determined parts of nASP processing lo
ad. Alternatively, the link between two WAPs can be wired and directly connected
. With this embodiment, the tunnel connection need not traverse the network back
bone but rather can be established directly.

In another embodiment of the invention, nASP processing load is defined as the p
rocessing required for security algorithms used for the encryption and decryptio
n of MAC PDUs that are transmitted to and received from associated MTs. Processi
ng of security algorithms is a type of non-association-specific processing which
is computationally intensive due to the complex characteristic. As such, a sign
ificant increase in the number of associated MTs or in the volume of traffic to
and from associated MTs will in turn lead to a corresponding increase in the pro
cessing of the security algorithms. In this embodiment, WAPs and associated MTs
encrypt their respective transmissions over the wireless connection based on an
established security algorithm. Upon receipt of transmissions, the WAPs and MTs
perform decryption processing based on the same established security algorithm.

When the nASP processing load for encryption and decryption becomes significant,
as measured by its resource characteristic exceeding a nASP load threshold, a W

AP controller 423 of WAP 401 sends a solicitation message to determine which of

other WAPs in the WLAN system are agreeable to receiving and processing parts of
nASP processing load corresponding to the security algorithms used for transmis
sions between WAP 401 and MT 405. If WAP 403 is agreeable to processing the nASP
processing load, its WAP controller 425 responds to the solicitation message. U

pon receipt of the response to the solicitation message, WAP controller 423 esta

blishes a tunnel connection to WAP 403 and then sends relevant security keys and
context information to WAP 403 via the established tunnel connection.

Next, upon establishment of the tunnel connection and exchange of the security k
eys and context information, WAP controller 423 sends to WAP 403 encrypted MAC P
DUs received from associated MT 405. WAP controller 423 also sends to WAP 403, M
AC PDUs that are to be encrypted before transmission to the associated MT 405. W
AP 403 then processes the nASP processing load for encryption of MAC PDUs and se
nds the encrypted MAC PDUs to WAP 401 via the tunnel connection. Having received

the encrypted MAC PDUs, WAP 401 then transmits them to the associated MTs. In t
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his embodiment, the computationally intensive processing of security algorithms
is distributed across WAPs so as to lower the processing load at a WAP. This is
performed without affecting re-associations of MTs and as such this method is no
t limited by the shortcomings of handover-based methods.

In another embodiment, a WAP controller distributes the nASP processing load cor
responding to those security algorithms that cannot be processed by the WAP due

to reasons of unfamiliarity of the said security algorithms while at the same ti
me maintaining association relationships with associated MTs. Given the growing

numbers of MTs and other devices in which WLAN capabilities are incorporated, th
ere may be many security features implemented in such MTs and devices, all of wh
ich not being recognizable by all WAPs with which associations are sought. As su
ch this embodiment allows a WAP to maintain associations with MTs and other devi
ces even if some of the required processing is not possible at the said WAP. Th
e embodiment is described using an uncommon security algorithm as example; howev

er it is valid for any other type of processing that is uncommon between WAP and
MT.

During an association of a MT with a WAP, a security algorithm that is knowledge
able to both entities is negotiated upon for securing transmissions over the wir
eless connection between the two entities. Traditionally, if the WAP is not know
ledgeable of any of the security algorithms used by the MT, the MT cannot be ass
ociated with the said WAP. The here forth described embodiment of the invention

transcends this limitation and permits MTs to associate with a WAP even if the
WAP is not knowledgeable of any of the security algorithms used by the MTs.

In this embodiment, a WAP controller 423 permits a MT 405 to associate with WAP
401 even though there are no common security algorithms that both WAP 401 and MT
405 are knowledgeable of. During the association phase, WAP controller 423 send
s a solicitation message to other WAPs in the WLAN system to determine which WAP
s are knowledgeable of and agreeable to processing any of the security algorithm
s familiar to MT 405. If WAP 403 is knowledgeable of and agreeable to processing
any of the security algorithms familiar to MT 405, WAP controller 425 responds
to the solicitation message from WAP controller 423 with a chosen security algor
ithm. Upon receipt of the response to solicitation message, WAP controller 423 t
hen establishes a tunnel connection 409 with WAP 403. WAP controller 423 next se
nds relevant security keys and context information to WAP 403 via the establishe
d tunnel connection. The chosen securlity algorithm is then intimated to MT 405 a
nd it is associated with WAP 401.

Upon establishment of tunnel connection and exchange of security keys and contex
t information, WAP controller 423 sends to WAP 403, MAC PDUs received from MT 40
5 associated with WAP 401, that have been encrypted based on the chosen security

algorithm. WAP 403 receives the encrypted MAC PDUs via the tunnel connection an
d decrypts them based on chosen security algorithm and established security keys
and context information. WAP controller 423 also sends to WAP 403, MAC PDUs tha
t are to be encrypted before transmission to the associated MT 405. In this case
, WAP 403 receives MAC PDUs via the tunnel comnection, encrypts them based on ch
osen security algorithm and sends the encrypted MAC PDUs back to WAP 401. WAP 40
1 then transmits the encrypted MAC PDUs to the associated MT 405. In this embodi
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ment, the lack of knowledge about a security algorithm does not limit a WAP from
allowing a MT to associate with it. As such it provides greater flexibility in
providing services to a great number of MTs with different processing requiremen
ts.

Another embodiment of the invention relates to the size of PDUs processed by WAP
s. Studies in processor scheduling have shown that processing large PDUs before

small PDUs leads to greater average processing time as compared to cases where s
mall PDUs are processed before large PDUs. FIG. 6 illustrates this through examp
le. In a first case, it shows two processing schedules 601 and 603 for processor
s 613 and 615, respectively. The scheduling order 605 and 607 denote the relativ
e order in which PDUs A, B, C and D are processed. 609 and 611 denote the proces

sing time, in arbitrary time units (tu), required for processing each of the PDU
s.

In schedule 601, large PDUs A and B are processed before small PDUs C and D. The
average processing time for the PDUs is 21.25 tu, while it is only 16.25 tu for
the PDUs in schedule 603 where small PDUs C and D are processed before large PD

Us A and B. Clearly schedule 603, in which small PDUs are processed before large
PDUs, leads to significant reductions in average processing time.

In a second case, the aspect of processing overhead for processor scheduling is

considered. The processing of each PDU requires some processing overhead which 1
ncludes memory access time and context transfer time. The overhead is generally

independent of the size of the PDU as it is required before the actual processin
g. FIG. 6 depicts a schedule 617 for small PDUs alone in which processing overhe
ad time and actual processing time is shown by 621 and 625, respectively. Proces
sing overhead time 623 and processing time 627 is for large PDUs in schedule 619
. From this, it is seen that the processing overhead takes up 50% of total time

in schedule 617 whereas overhead constitutes only 331/3% in schedule 619. This i
llustrates how processing only small PDUs can lead to a processor handling more

overhead than when a processor handles large PDUs.

In an embodiment of the invention related to the size of PDUs, the nASP processi
ng load is defined as the size of PDUs handled by a WAP. A WAP controller 423 of
WAP 401 monitors the size of PDUs received over a wireless connection 427 from
an associated MT 405. When WAP controller 423 determines that WAP 401 is process
ing any of the previous described cases, the controller determines a processing
schedule for a subset of the monitored received PDUs. The aim of the processing

schedule is to optimize average processing time and processing overhead time at
WAP 401.

Next, WAP controller 423 derives a resource characteristic for the PDUs that may

be distributed to other agreeable WAPs for processing. As such, the resource ch
aracteristic represents the processing load required for processing PDUs other t
han those that are processed by the WAP 401 itself. The resource characteristic
is then sent to other WAPs of the WLAN system as part of a solicitation message
to determine WAPs agreeable to processing the PDUs described in the message.

Tf WAP 403 is agreeable to the nASP processing of PDUs described in the solicita
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tion message, WAP controller 425 responds accordingly. A WAP in the WLAN system

will be agreeable to processing PDUs from another WAP when processing such PDUs

would allow it to optimize its own average processing time and processing overhe
ad time. Upon receipt of the response, WAP controller 423 then establishes a tun
nel connection 409 with WAP 403 and sends relevant context information to WAP 40
3 via the established tunnel connection.

Having established the tunnel connection and exchanged relevant context informat
ion, WAP controller 423 sends to WAP 403, PDUs described by the previously sent
resource characteristic with the aim of optimizing average processing time and p
rocessing overhead time at WAP 401. So with this embodiment, the nASP processing
of PDUs of different sizes may be distributed in a manner so as to optimize pro
cessing while at the same time maintaining association relationships between WAP
s and MTs.

Another embodiment of the disclosed method concerns the distribution of processi
ng of IS0-0SI layer 3 and layers above layer 3 from a first WAP to other WAPs wh
ile maintaining association relations between the first WAP and MTs associated w
ith it. Many WAPs are currently capable of processing up to IS0-0SI layer 2, how
ever there are vendors manufacturing WAPs capable of IS0-OSI layer 3 processing.
This embodiment refers to such devices and other similar WAPs. Processing for I
S0-0SI layer 3 and layers above layer 3 includes quality of service (QoS) provis
ioning, routing and scheduling. In this embodiment, nASP processing load is defi
ned as the processing concerning 1S0-0SI layer 3 and layers above layer 3.

In this embodiment, a WAP controller 423 for WAP 401 derives a resource characte
ristic for the processing of IS0-0SI layer 3 and layers above 3 based on the fac
tors of nASP processing load monitored for each of the communications sessions b
etween WAP 401 and associated MT 405. The resource characteristics of all commun
ications sessions are then combined to derive an aggregate nASP load factor for
WAP 401 which is then compared to a nASP load threshold to determine impending n
ASP processing overload conditions.

If impending nASP processing overload conditions are determined, WAP controller
423 then determines parts of nASP processing load of I1S0-0SI layer 3 and layers
above 3 that may be distributed to other WAPs in the WLAN system with the aim of

reducing overall processing load at WAP 401. Next, WAP controller 423 sends a s
olicitation message, comprising resource characteristics of the determined parts

of nASP processing load of 1S0-0SI layer 3 and layers above 3, to determine whi
ch other WAPs are agreeable to receiving and performing processing of the parts
of nASP processing load on behalf of WAP 401.

1f WAP 403 is agreeable to processing the parts of nASP processing load based on

the solicitation message, WAP controller 425 sends a positive response to WAP 4
01. Upon receiving the response, WAP controller 423 establishes a tunnel connect
ion 409 between WAP 401 and WAP 403 after which relevant context information req
uired for processing of parts of nASP processing load of 1S0-0SI layer 3 and lay
ers above 3 is transmitted over tunnel connection to WAP 403. Then WAP controlle
r 423 sends the determined parts of nASP processing load to WAP 403 with the aim
of reducing nASP processing load at WAP 401 by distributing parts of processing
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. load to other WAPs while maintaining existing association relations between WAP
s and MTs.

In yet another embodiment of the aspect of the invention dealing with negotiatio
ns for accommodating dynamic differences among WLAN entities, a central controll
er entity takes part in the negotiations. Broadly, the central controller entity
coordinates how the dynamic differences are to be managed among participating W
LAN entities. One particular embodiment involves the central controller coordina
ting the distribution of nASP processing load across the WAPs under its purview.

This is described with reference to FIG. 7 which illustrates a central controlle
r 729 that is capable of monitoring the nASP processing loads at WAPs 701 and 70
3. When the nASP processing load at WAP 701 exceeds a nASP processing load thres
hold, the central controller sends a solicitation message to other WAPs in the W
LAN system requesting assistance for the processing of parts of processing load
of WAP 701. This begins the negotiations phase between the central controller an
d other WAPs in the WLAN system. The solicitation message includes descriptors o
f the parts of processing load at WAP 701 to be distributed to other WAPs with t
he aim of reducing overall processing load at WAP 701.

1f WAP 703 is agreeable to assist with the processing for WAP 701, a WAP control
ler 725 responds to the solicitation message. The central controller then intima
tes WAP 701 about the acceptance, after which WAP 701 establishes a tunnel conne
ction 709 with WAP 703. It then sends WAP 703 relevant context information follo
wed by the parts of processing load as specified in the solicitation message. Al
ternatively, WAP 701 may send the context information and parts of processing lo
ad to the central controller which then forwards this to the agreeable WAPs like
WAP 703. So with this embodiment, processing load is distributed across WAPs of
a WLAN with a central controller coordinating the distribution.

In another embodiment, the central controller receives regular information from
WAP controllers of the WAPs under its purview regarding their nASP processing lo
ads. As such, the WAP controllers themselves determine overload conditions and t
he need to distribute parts or all of nASP processing load to other WAPs or othe
r WLAN entities. The negotiations phase in this embodiment is thus initiated by
the WAP controllers and then further pursued between the central controller and
other WAPs.

The embodiments presented so far exhibit how negotiations between various WLAN e
ntities based on the disclosed policies may be used to accommodate the dynamic d
i{fferences among them. In particular, they describe how processing load may be c
lassified as being association-specific and non-association-specific. They also
illustrate how parts of nASP processing load may be distributed to other WAPs of
the WLAN system for the purpose of reducing overall processing load at a first
WAP. The disclosed invention is unique in that it permits the distribution of pr
ocessing load while maintaining existing association relationships between WAPs
and MTs. As such, the disclosed method for accommodating dynamic differences doe
s not necessitate in the physical displacement of any WLAN entity which is unlik
e existing methods. This innovation is therefore more flexible than handover-bas
ed methods for distributing processing load. It also transcends the limitations
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of such schemes.

The various aspects of the disclosure presented insofar illustrate the novelty o
£ the method for negotiations in accommodating static and dynamic differences am
ong WLAN entities. Whereas, extant methods focus on hard divisions in functional
ity among WLAN entities, this invention presents alternate means where functiona
lity divisions may be made in flexible manners. Also, while existing methods req
uire re-associations and the consequent geographical and physical limitations of
handovers, this innovation puts forth ways of dealing with imbalances in proces
sing load without the constraints of handover-based methods.

It will be clear to anyone skilled in the related art that the disclosed inventi
on may take the form of numerous other embodiments with numerous other policies
for the negotiation and handling of differences among WLAN entities without devi
ating from the essence and scope of this disclosure. As such this invention will
be applicable in all such embodiments and practices.

BRIEF DESCRIPTION OF THE DRAWINGS
FIG. 1 illustrates an operational representation of a wireless local area
network (WLAN) system used to illustrate a first aspect of the disclosed invent
ion dealing with policies for negotiations between WLAN entities, particularly b
etween a controlling node (CN) and wireless access points (WAPs) ;

FIG. 2 depicts the general operational steps involved in a first aspect o
f the invention dealing with policies for negotiations between a CN and WAP.

FIG. 3 shows an integrated WLAN entity exemplifying one embodiment of a f
irst aspect of the invention in which the capabilities of a CN and WAP are integ
rated into one entity;

FIG. 4 illustrates a simplified framework for a second aspect of the inve
ntion dealing with policies for negotiations for the purpose of accommodating dy
namic differences among WLAN entities, particularly between WAPs;

FIG. 5 depicts the general operational steps involved in a second aspect
of the invention dealing with policies for negotiations for accommodating dynami
¢ differences among WLAN entities. Specifically, it deals with processing loads
at various entities;

FIG. 6 serves to explain the reasoning for one embodiment of a second asp
ect of the invention, wherein the definition of processing load is taken to be t
he size of the protocol data unit (PDU) that is received by the WAP from associa
ted MTs;

FIG. 7 illustrates one embodiment of a second aspect of the invention in
which a central controller performs a supervisory role in the negotiations for a
ccommodating dynamic differences among WLAN entities.

Description of the Symbols
100, 300, 400, 700 Wireless Local Area Network (WLAN) system
101 controller node (CN)
103, 305 CN controller
105, 107, 401, 403, 701, 703 wireless access point (WAP)
109, 111, 303, 423, 425, 723, 725 WAP controller
113, 309, 405, 705 mobile terminal (MT)
115, 307 functional component
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117,
301

409,
411,
415,
427,
613,
605,
729

311,
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407, 707 network backbone

WLAN entity

709
413,
417,
727
615,
607

tunnel connection
711, 713 ASP

715, 717 nASP
wireless connection
629, 631 processor
scheduling order

central controller
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1  Abstract
A method for negotiations between various entities of a wireless local ar
ea network (WLAN) including negotiations between controlling nodes (CNs) and wir
eless access points (WAPs) and negotiations between WAPs is disclosed. These neg
otiations are used for the purpose of establishing the capabilities of the vario
us entities, determining how such capabilities may be optimally divided among th
e negotiating entities and then dividing the capabilities among the entities bas
ed on this determination. The’capabilities include those required for the operat
ion, control and management of the WLAN entities and the encompassing WLAN. The
disclosed method introduces means for flexibly accommodating the varying degrees
of differences in capabilities among the WLAN entities between the WLAN entitie
s.
2  Representative Drawing Figure 1
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1. A system for providing service in a wireless local area network co
mprising
i. a single or plurality of wireless access points (WAP) capab

le of processing a subset of complete functionality defined for the wireless loc
al area network;
ii. a single or plurality of control nodes (CN) capable of prov
iding a subset or complete functionalities defined for the wireless local area n
etwork; and
iii. negotiation means for the wireless access points to dynamic
ally negotiate with the control node for a secure connections and function split
arrangement;
whereby, in use, the control node would negotiate with the WAPs using the
negotiation means and provide same or different complementary functionality for
each of the WAPs to form a complete functionality defined for the wireless loca
1 area network according to decision of the negotiation means.

2. The system according to claim 1 wherein said wireless access point
and control nodes further comprise logically independent functional components
of the functionalities defined for the wireless local area network with predefin

ed interface used between each functional components.

3. The system according to claim 2 wherein interfaces between said fu
nctional components could be used over remote connections between said wireless
access point and control node.

4, The system according to claim 1 wherein each said control node fur
ther comprises a control node controller module and each said wireless access po
int further comprises a wireless access point controller module.

5. The system according to claim 4 wherein the controller module of ¢
ontrol node further comprises a single or plurality of processing schedules comp
osed of sequential lists of descriptors for subsets of functional components use
d for each wireless access point.

6. The system according to claim 4 wherein the controller module of w
ireless access point further comprises a single or plurality of processing sched
ules composed of sequential lists of descriptors for subsets of functional compo
nents used for each associated mobile terminal.

7. The system according to claim 1, wherein the wireless access point
further comprises:
i. means for discovering the available control node within a s
pecified domain; and
ii. means for negotiating secure connection with control node t
hat could offer the desired functions;
whereby, in use, the wireless access point is able to locate the control
node that provides necessary complementary functionalities with regard to a set
of defined complete wireless local area network functions with the means for dis
covering and establishing secure connection with the control node with the means
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for negotiating.
8. The system according to claim 1, wherein the controller module of

said control node is capable of generating data unit to resemble that from a mob
ile terminal.

9. A system for load balancing in a wireless local area network (WLAN
) without requiring association handover at a mobile terminal comprising:
i. a single or plurality of mobile terminals, each said mobile

terminal associated with and receiving services from a single or plurality of w
ireless access point (WAP);

ii. a single or plurality of wireless access point that are cap
able of processing data units received from the mobile terminal or other w1reles
s access point using a subset of defined WLAN functions; and

iii. a means for the wireless access points to exchange data uni
ts processed with a subset or complete defined WLAN functions;

whereby a data unit for a mobile terminal is processed with complete WLAN
functions by a single or plurality of WAPs where each WAP processes the data un
it with only a subset of complete WLAN functions.

10. The system according to claim 9 wherein the wireless access point
further comprises a control module that is capable of negotiating with other wir
eless access points for a subset of the complete WLAN functions to be carried ou
t at each wireless access point.

11. The system according to claim 9 wherein the wireless access point
further comprising a local database that stores all the associations of the mobi
le terminals attached to said wireless access point and corresponding subset of
the complete WLAN functions to be provided to the mobile terminal.

12. The system according to claim 1, wherein the functionalities of sa
id WAP and CN collocate in a single network element.

13. A method for providing service in a wireless local area network (W
LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps in which:

i. a WAP discovers the CN that may provide complementary WLAN
functions by sending a single or plurality of messages containing information ab
out its own subset of WLAN functions to all the CN;

ii. a CN after receiving said discover message replies with a s
ingle or plurality of messages containing information about a subset of WLAN fun
ctions said CN could offer to the WAP; and

iii. said WAP chooses from all the replied CNs a proper CN based

on local policy and establishes association with said chosen CN.

14. The method for the WAP to decide which CN to use according to clai
m 13 using information, the information comprising:

1. the subset of the WLAN functions offered by the CN;
ii. a cost of using the CN;
iii. a vendor of the CN;
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iv. a characteristics of the connection to the CN; and
v. a weighted sum of the above factors.
15. A method for providing service in a wireless local area network (W

LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps in which:

i. a CN dynamically discovers the capability of a WAP by
sending a single or plurality of messages to a WAP containing a section that emu
lates a data unit sent by a mobile terminal;

ii. a WAP receives said message, processes said section using t
he same procedure for processing data units received from a mobile terminal and
sends data unit back to said CN in a reply message; and

iii. said CN obtains the capability information of said WAP by e
xamining the processed data units in said reply message.

16. A method for providing service in a wireless local area network w
LAN) that allows defined WLAN function split between a wireless access point (WA
P) and a single or plurality of Control Node (CN) comprising the steps in which:
1. a CN obtaining capability of the WAP; and
ii. said CN negotiating with another one or a plurality of CNs
for the supplementary WLAN functions to be provided to the WAP.

17. A method for carrying out load balancing in a wireless local area
network (WLAN) without requiring a mobile terminal to change association relatio
nship with a wireless access point (WAP) comprising the steps in which:

1. the WAP separates the processing function provided to the m
obile terminal into an association specific part and a non-association specific
part;

1. said WAP negotiates with another WAP of the non-association
specific part and establishes a secure tunnel with said another WAP;
iii. said WAP tunnels the data unit from a mobile terminal to th

e said another WAP through the tunnel after processing data unit with the associ
ation specific part of functions; and

iv. said another WAP receiving the processed data unit through
said tunnel and processing it with non-association specific part of functions.

18. The method according to claim 17 further comprising the step in wh
ich said WAP uses a wireless channel to establish direct connection with another
WAP and sets up secure tunnel over the direct connection.

19. The method according claim 17 further comprising the step in which

the WAP decides on whether to tunnel data unit from the mobile terminal to anot

her WAP for non association specific processing by monitoring the load at WAP an
d comparing it with a preset threshold value.

20. The method according to claim 17 further comprising the step in wh
ich said WAP decides on which other WAPs should be used for non association spec
ific processing by monitoring the loads at different WAPs it has connections wit
h and compares them with a preset threshold value.
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21. The method according to claim 17 further comprising the step in wh

ich a central control entity monitors the load status on all WAPs within a certa
in domain and mandates distribution of non-association processing function betwe
en different WAPs.

22. The method according to claim 17 for the WAP to determine the dist
ribution of non-association specific function based on information, the informat
ion comprising:

1. a size of the data unit to be processed;
ii. an expected average time for the processing of the data uni
t;
iii. an overhead time for processing the data unit; and
iv. a weighted sum of above factors.
23. A method for providing service in a wireless local area network (W

LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps in which:

i. a subset of WAPs processes the total of its subset of funct
ionality defined for the WLAN; and
ii. a CN provides distinct subsets of complementary functionali

ty defined for the WLAN to each of the subset of WAPs.

24. A method for providing service in a wireless local area network (W
LAN) that allows defined WLAN function split between wireless access point (WAP)
and a single or plurality of Control Node (CN) comprising the steps in which:

i. a CN determines a common subset of functionality required f
or the WLAN available at a subset of the WAPs;
ii. each WAP of the subset processes the said determined common
subset of functionality; and
iii. a CN provides similar subsets of complementary functionalit

v to each of the subset of WAPs.

25. A method for accommodating variances in a wireless network topolog
y comprising the step of dynamically adapting the operations logic of at least o
ne network entity of said wireless network topology to alter processing of one o
r more functional sub-components.

26. The method acording to claim 25 further comprising the step of alt
ering the processing of selected functional sub-components at the at least one n
etwork entity by means of bypassing processing of said selected functional sub-c
omponents.

27. The method according to claim 25 further comprising the step of al
tering the processing of a selected functional sub-components at the at one or m
ore network entity by means of selectively processing said selected functional s
ub-components.

28. A method for compensating variances in latency in a wireless netwo
rk comprising the steps of;
i. bypassing processing of selected functional sub-components
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at a first network entity and;
ii. performing processing of said bypassed functional sub-compo
nents at a second network entity.

29. A method for altering local-level functional semantics while maint
aining system-wide functional semantics of a wireless network comprising the ste
p of selectively activating functional sub-components of selected network entiti
es such that the sum of activated functional sub-components across said wireless

network corresponds to complete functional sub-components of said wireless netw
ork.

30. The method according to claim 29 further comprising the step of sh
ifting the processing of said activated functional sub-components from a first n
etwork entity to a second network entity.

31. A method for determining topology of a wireless network, wherein a

first network entity alters connectivity association with a second network enti

ty by including one or more third network entities in the communications path of
the alternate connectivity association, comprising the steps of;

i. exchanging information on neighbouring network entities amo
ng said network entities of said wireless network;
ii. analyzing communications frames received by said network en

tities based on pre-established representations of topology of said wireless net
work;

iii. analyzing association request frames received by said netwo
rk entities based on pre-established representations of topology of said network
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Title of the Invention
System and method for negotiations for WLAN entities

FIELD OF THE INVENTION
This invention relates to the field of wireless local area networks and in parti
cular to the operation of such networks in heterogeneous environments.

BACKGROUND OF THE INVENTION

Wireless local area networks (WLANs) have invoked great interests from both cons

umers and the industry. The current most popular WLANs are based on the [Non Pat
ent Prior-Art 1] standards. While these standards have helped the initial uptake
of WLANs, in their current form, they are not suited for large-scale wireless n
etwork deployments. This is because the cost and control of WLAN entities become
s complex in large environments.

Currently, many WLAN equipment manufacturers have addressed large-scale deployme
nts by introducing a new split architecture. Here, control aspects of the [Non P
atent Prior-Art 1] WLAN specifications are centralized at controller nodes (CNs)
while other aspects are distributed to numerous wireless access points (WAPs) .
With the diversity of manufacturers and their implementations of the split archi
tecture, there are incompatibilities between WLAN entities from different manufa
cturers.

There are currently some efforts to provide standardized means for managing larg
e-scale WLANs in the Internet Engineering Task Forces (IETF) Control and Provisi
oning of Wireless Access Point (CAPWAP) working group. [Non Patent Prior-Art 2]
describes the efforts of the CAPWAP working group. However these efforts do not
consider the problems of accommodating WAPs with dissimilar functional capabilit
ies within a single WLAN. As such these problems limit the development of the WL
AN market.

Furthermore, it is expected that future deployments of WLANs will feature dynami
¢ wireless networks. In such types of deployments, network topologies will chang
e during the operational lifecycle of the WLAN to enable enhanced applications a
nd services. WLAN elements in such networks will be provisioned with both wired
and wireless connectivity to enable dynamic topologies. However current assumpti
ons of WLANs - and also CAPWAP - only refer to static network topologies. So whi
le current WLANs are capable of adjusting to the dynamic conditions of the wirel
ess medium, they are unable to accommodate the effects of dynamic topology chang
es.

For example, current WLAN systems adjust to declines in the signal-to-interferen
ce ratio (SIR) of the wireless medium by increasing the signal transmission powe
r. However such minor corrections are inadequate to accommodate the variances in
latency and overhead introduced by changes in WLAN topology. Furthermore, these
variances in latency and overhead impede the operation of the CAPWAP split arch
itecture. This is because the split architecture is sensitive to delays due to t
he very nature of the distributed operations. The redundancies of WLAN and CAPWA
P processing performed at intermediate wireless access points (WAP) of a dynamic
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. CAPWAP topology together with the corresponding physical overheads are detrimen
tal to the CAPWAP split operations.

Given such scenarios, WLAN entities currently available from various vendors are
incapable of interoperation in a single WLAN and are also incapable of operatio
n in a dynamic topology WLAN.

These problems refer to static differences between WLAN entities as they are res
ults of differences in basic design. In addition to these, there are also proble
ms related to dynamic differences between WLAN entities.

In particular, during the functioning of a WLAN, the processing load at a WAP ca
n become substantially high even exceeding the processing capacity of the WAP. T
his could be due to increases in the number of associated mobile terminals (MTs)
or due to increases in the volume of traffic from the associated MTs. These dif
ferences in processing load over time constitute a dynamic factor as they are de
pendent on the dynamics of the MTs.

These dynamic differences in processing load across the WAPs comprising a WLAN h
ave traditionally been addressed by affecting handovers of MTs from their associ
ated WAPs where processing load is high, to re-associate the MTs with other WAPs
where processing load is relatively low.

[Patent Application Prior-Art 3] discloses a means for addressing dynamic differ
ences in the levels of processing load at WAPs by means of proactive handovers o
f associated MTs. While [Patent Application Prior-Art 3] addresses the problem o
f dynamic differences in processing loads across WAPs, it does so by mandating t
hat MTs associated with one WAP also be within the coverage areas of other WAPs

so as to be able to perform handovers and re-associations. If a MT is not within
the coverage area of one or more other assisting WAPs, it is then expected to p
hysically displace to such a coverage area in order to relieve the first WAP of

some processing load. These constraints are rigid and limit the efficacy of [Pat
ent Application Prior-Art 3]. Such limitations are common to all handover-based
methods.

[Patent Application Prior-Art 4] presents a method for WAPs to modify, based on
prevailing processing load levels, the intervals between the beacon signals that
they transmit in order to attract or dissuade MT associations. This method also
involves the constraints of requiring a MT to be within the coverage areas of a
lternate WAPs where processing load is low or being agreeable to displace toward
s such areas.

[Patent Prior-Art 5] focuses on proactive MTs that make association decisions. H
owever the method is also limited by the factors described earlier.

While such methods attempt to solve the problem of dynamic differences in proces
sing load, they do so by introducing stringent prerequisites and thereby introdu
ce more problems. Another shortcoming of [Patent Application Prior-Art 3], [Pate
nt Application Prior-Art 4], [Patent Prior-Art 5] and other handover-based metho
ds for dealing with dynamic differences in WAPs is related to the bulk shifting
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of communications sessions. In practice MTs maintain a number of communications

sessions with the WAPs with which they are associated. As a result, it is very 1
ikely that the communications sessions of only one MT or a few MTs constitute a
considerable amount of processing load at the WAP. If the WAP were to affect the

said MTs to handover and re-associate with another WAP, the processing load at

the first WAP would be reduced, however by adversely affecting the other WAP. Th
e other WAP then becomes overloaded and reverses the handover to the first WAP.
This may continue without delivering any net gains for the WLAN. This points out

that processing load is not finely distributed by methods of handovers. In othe
r words, dynamic differences are not finely managed.

[Non Patent Prior-Art 1] Institute of Electrical and Electronics Engineers Stand
ard 802.11 - 1999 (R2003)

[Non Patent Prior-Art 2] "CAPWAP Problem Statement”, draft-ietf-capwap-problem-s
tatement-02. txt

[Patent Application Prior-Art 3] ”Method and apparatus for facilitating handoff
in a wireless local area network”, US 2003/0035464 Al

[Patent Application Prior-Art 4] "Dynamically configurable beacon intervals for
wireless LAN access points”, US 2003/0163579 Al

[Patent Prior-Art 5] "Method and apparatus for selecting an access point in a wi
reless network”, US 6,522,881 Bl

OBJECTIVE OF THE INVENTION

In view of the above discussed problems, it is the objective of the invention to
provide an apparatus and methods for negotiation between controlling nodes (CNs
) and wireless access points (WAPs) of a WLAN based on policies that allow for a
ccommodating static and dynamic differences among the WLAN entities including dy
namic changes in WLAN topologies within a single WLAN.

It is another objective of the invention to provide methods and policies for neg
otiations between WLAN entities for the purpose of determining selected subsets
of functional, load or other components to be processed by each of said WLAN ent
ities so as to accommodate variations in system design, processing load or netwo
rk topology.

It is another objective of the invention to provide an apparatus and methods for
negotiations between WLAN entities based on polices that allow for accommodatin
g the dynamic differences between them such as differences in processing load le
vels at various WLAN entities within a single WLAN.

It is yet another objective of the invention to provide means for accommodating
the operations of split architecture WLANs in the presence of dynamically changi
ng network topologies.

SUMMARY OF THE INVENTION

The disclosed invention relates to wireless local area networks (WLANs) and part
icularly to means of addressing the issues of static and dynamic differences amo
ng WLAN entities. It introduces policies for negotiations between WLAN entities

for the purpose of accommodating these differences.
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One aspect of the invention deals with negotiations between controlling nodes (€
Ns) and wireless access points (WAPs) of a WLAN based on policies that allow for
accommodating static differences among them. Specifically, it presents means fo
r determining a flexible division in WLAN functionality between the negotiating
entities. The invention first involves classifying the functional capabilities o
f WLAN entities. The entities then determine the capabilities of other entities .
followed by negotiations between them on how best to divide the functionality am
ong them. Further operations of the WLAN entities are then based on the determin
ed division of functionality. This aspect of the invention enhances interoperabi
lity for WLAN entities.

Another aspect of the invention deals with negotiations between WLAN entities ba
sed on polices that allow for accommodating the dynamic differences between them
. Particularly, it addresses the issue of distributing processing load among WAP
s without requiring physical displacement of associated mobile terminals (MTs) .
It involves first determining the need to distribute parts of processing load at
a WAP. This is followed by the determination of which parts of processing load
may be distributed while at the same time maintaining existing association relat
ionships between MT and WAP. Next, an overloaded WAP enters into negotiations wi
th other WAPs in order to determine how the determined parts of processing load
may be distributed among them. This aspect of the invention overcomes the limita
tions of handover-based methods for managing dynamic differences between WLAN en
tities.

In its broadest aspect, the invention provides a system for providing service in

a WLAN whereby a control node negotiates with WAPs and provides similar or diff
erent complimentary functionality for each of the WAPs to form a complete functi
onality defined for the WLANs.

In its preferred form, the invention allows for a controller module for control
nodes to comprise a single or plurality of processing schedules composed of sequ
ential lists of descriptors for subsets of functional components used for each w
ireless access point.

In another preferred form, the invention provides a method for providing service
s in a WLAN wherein a control node dynamically discovers the capability of a WAP
by sending a single or plurality of messages to a WAP containing a section that
emulates the data unit sent by a mobile terminal, a WAP receiving said message
processes said section using the same procedure for processing data units receiv
ed from a mobile terminal and sends it back to said control node in a reply mess
age and said control node obtaining capabilities information of said WAP by exam

ining the processed data units in the reply message.

In another preferred form, the invention allows a method for providing service i
n a WLAN that allows defined WLAN function split between WAPs and one or more co
ntrol nodes wherein a subset of WAPs process the total of their subset of functi
onality defined for the WLAN, a control node provides distinct subsets of comple
mentary functionality defined for the WLAN to each of the subset of WAPs.

In yet another preferred form, the invention allows for means for determining a
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flexible division in WLAN functionality between the negotiating entities. The in
vention first involves classifying the functional capabilities of WLAN entities.
The entities then determine the capabilities of other entities followed by nego
tiations between them on how best to divide the functionality among them. Furthe
r operations of the WLAN entities are then based on the determined division of f
unctionality.

In another aspect, the invention provides a system for load-balancing in a WLAN

without requiring association handover at a mobile terminal whereby a data unit

for a mobile terminal is processed with the complete WLAN functions by a single

of plurality of WAPs where each WAP processes the data unit with only a subset o
f complete WLAN functions.

In its preferred form, the invention allows for a method of carrying out load ba
lancing in a WLAN without requiring a mobile terminal to change association rela
tionship with a WAP wherein the WAP separates the processing functions provided

to the mobile terminal into an association specific part and a non-association s
pecific part, the WAP negotiates with another WAP to process the non-association

specific part and establishes a secure tunnel with the another WAP, the WAP tun
nels a data unit from a mobile terminal to the another WAP through the tunnel af
ter processing the data unit with the association specific part of functions and

the another WAP receiving the processed data unit through the tunnel and proces
sing it with non-association part of the functions.

In another preferred form, the invention provides a method for determining the d
istribution of non-association specific functions based on information comprisin
g the size of the data unit to be processed, the expected average time for proce
ssing a data unit, the overhead time for processing a data unit or a weighted su
m of said information.

In another aspect, the invention provides a method for accommodating variances i
n a wireless network topology wherein the method comprises the step of dynamical
ly adapting the operations logic of at least one network entity of the wireless
network topology to alter processing of one or more functional sub-components.

In its preferred form, the invention allows for a method of accommodating varian
ces in a WLAN by altering the processing of selected functional sub-components a
t at least one network entity by means of bypassing processing of said selected
functional sub-components.

In its preferred form, the invention allows for a method of accommodating varian
ces in a WLAN by altering the processing of selected functional sub-components a
t at least one network entity by means of selectively processing said selected £
unctional sub-components.

In another preferred form, the invention provides a method for altering local-le
vel functional semantics while maintaining system-wide functional semantics of a
wireless network by selectivity activating functional sub-components of selecte
d network entities such that the sum of activated functional sub-components acro
ss said wireless network corresponds to complete functional sub-components of sa
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id wireless network.

In yet another preferred form, the invention provides a method for altering loca
1-level functional semantics while maintaining system-wide functional semantics
of a wireless network by means of shifting the processing of said activated func
tional sub-components from a first network entity to a second network entity.

Based on the aspects and preferred forms of the invention, the problem of incomp
atibility of WAPs of different functional capabilities is solved. The invention
also solves the problem of WLAN operations in dynamic topology environments. In
yet another aspect, the invention solves the problem of accommodating dissimilar
volumes of processing loads over time.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

The disclosed invention of policies for negotiations between entities of a wirel
ess local area network (WLAN) is described in two major aspects, the first focus
ing on negotiations for accommodating static differences among WLAN entities als
o comprising accommodating changes in WLAN topologies. While the second aspect
illustrates means of dealing with dynamic differences, particularly in levels of
processing load.

In the following description, for purpose of explanation, specific numbers, time
s, structures, and other parameters are set forth in order to provide a thorough
understanding of the present invention. However, it will be apparent to anyone
skilled in the art that the present invention may be practiced without these sp
ecific details.

Negotiations for Accommodating Static Differences:

A WLAN system embodying a first aspect of the invention dealing with accommodat i
ng static differences among WLAN entities is exemplified in FIG. 1. The diagram

illustrates a WLAN system 100 comprising a controller node (CN) 101, a number of
wireless access points (WAPs) 105 and 107, a plurality of mobile terminals (MTs
) 113 and a network backbone 117. For the sake of simplicity, WLAN system 100 is
shown with a single CN whereas the system embodying the invention may comprise
any number of CNs. Also, the diagram indicates a direct connection between CN 10
1 and the WAPs 105 and 107. Alternatively there may be a number of intermediate
nodes between them. Similarly, the connection between CN 101 and the network bac
kbone 117 may also include a number of intermediate nodes. In all such cases, th
e disclosed invention holds scope.

The CN 101 provides support and control to the WAPs 105 and 107 that associate w
ith it. A new WAP in the WLAN system must first choose and establish association
relationships with one or more CNs before it receives support and control from
the one or more CNs. As such, WAPs may simultaneously hold more than one associa
tion relationship with one or more CNs. Similarly, the MTs 113 choose and mainta
in associations with the WAPs, which in turn provide them with services. These s
ervices include radio transmission and reception, secure transport and mobility.
An MT may maintain a number of associations with one or more WAPs, however FIG.
1 simplifies this with each MT maintaining only one association with one WAP.
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It can be inferred about the WLAN system 100 that the WAPs connect to the networ
k backbone via the CN. Alternatives to this include the WAPs connecting to the n
etwork backbone by other means possibly through other intermediate nodes. In suc
h cases, the CN will only be responsible for the control and management of the W
APs associated with it, while connectivity to an external network may be handled
by other entities.

FIG. 1 shows the CN 101 capable of performing the complete set of WLAN functiona
1 operations, as specified by some established WLAN standard. It is also capable
of other control and management functional operations. Each functional operatio
n is logically represented by one of the functional components 115. The operatio
ns represented by each of the functional components may include encryption, decr
yption, medium access control protocol data unit (MAC PDU) processing, authentic
ation, association, quality of service (QoS) processing, Internet Protocol (IP)
processing etc.

Each functional component is represented by a functional component code. For the
purpose of illustration some of the functional components in FIG. 1 are represe
nted by functional component codes 'a’, ’b’ and 'c¢’. For example functional comp
onent 'a’ may denote the processing required for a certain type of encryption, f
or example Wi-Fi Protected Access (WPA) or Advanced Encryption Standard (AES), f
unctional component 'b’ for QoS processing, for example priority handling, while

functional component ’¢’ may be that for power control during radio transmissio
n and reception. The functional components are logical units and may be implemen
ted with a single processor using different sets of instructions and context for
different functional components. Alternatively, each functional component may b
e implemented by individual processing entities possibly in disparate entities.
While it is envisaged that the actual implementations of the functional componen
ts may vary among manufacturers and their implementations, the interfaces linkin
g different components will be common or compatible so as to allow seamless proc
essing of a control or data unit from one WLAN entity to another.

Since the WAPs may be from different manufacturers or of different implementatio
ns, they may incorporate among them varying degrees of WLAN functional component
s. These correspond to the different divisions in functionality between CNs and

WAPs. For example, WAP 105 is shown to be capable of processing functional compo
nents ’'a’, 'b’ and ¢’ whereas WAP 107 is only capable of processing functional

components 'b’ and ’c’. The remaining functional components necessary for their

WLAN operations and their control are left to be processed by CN 101. These diff
erences between the WAP and CN entities represent the static differences that ar
e to be accommodated by each other WLAN entity by means of the disclosed method

for negotiations.

For the proper operation of the invention, it is necessary for the CNs and WAPs

from different manufacturers to follow pre-defined naming conventions for the fu
nctional components that they incorporate and recognize. This ensures that negot
iating entities can precisely distinguish which functional components a peer ent
ity implements. To this end, the functional component codes need to be consisten
t in representing various functional components. This convention however need no
t be followed strictly to the letter. For example, the convention may present st
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andard descriptors for various functional components from which the negotiating

entities may discern their properties. As an illustration, "IEEE 802.11i" descri
bes an IEEE WLAN standard pertaining to security functionality. So based on such
descriptors, negotiating CNs and WAPs may match parts or all of the names with

other descriptors to infer the nature of the functionality components which the

descriptors represent.

As mentioned earlier, the interfaces between functional components also need to

be consistent across WLAN entities. This is to ensure that the processing of a ¢
ontrol or data unit may be performed seamlessly from one WLAN entity to another.
For example, a WAP may perform decoding with an appropriate functional componen
t and then send the decoded data unit to a CN in a form suitable for further pro
cessing, say, a form that may be readily decrypted by a decryption functional co
mponent at the CN. So although there are different functional components in diff
erent WLAN entities, the interfaces between them are mutually recognizable so as
to provide seamless processing.

Each WLAN entity is controlled in general by a controller entity. Thus, CN contr
oller 103, WAP controllers 109 and 111 are responsible for the overall operation
s of CN 101, WAPs 105 and 107, respectively. While the WLAN system 100 shows the
controllers to be integral to the WLAN entities, the controllers may also be se
parate entities. As such, they may remain disparate for each WLAN entity or comb
ined together for a number of WLAN entities. It may be envisaged that specialize
d controllers exist for each type of entity.

The controllers are particularly responsible for establishing processing schedul
es for each of the entities that associate with the entities managed by the cont
rollers. Consistent with this, the CN controller maintains processing schedules

for WAPs 105 and 107 whereas the WAP controllers in turn maintain processing sch
edules for their respectively associated MTs 113.

A processing schedule refers to a sequence of functional components that are to
be processed for control and data units received from associated devices by the

entity that the said controller manages. For example, WAP controller 109 for WAP

105 maintains a processing schedule comprising a sequence of its functional com
ponents *a’, 'b’ and 'c’. When a control or data unit arrives from an associated
MT 113, WAP 105 performs the processing of functional components 'a’, ’b’ and °
¢’ based on the established processing schedule. The processing schedule at a WA
P may be the same for all associated MTs if all the MTs incorporate consistent f
unctionality. However if MTs implement different degrees of functionality, WAPs
may also maintain separate processing schedules for processing the control and d
ata units from different MTs.

In one embodiment of this first aspect of the invention, WAP controllers 109 and
111 for WAPs 105 and 107, respectively, first perform a step 201 in FIG. 2 of d
iscovering CNs. The CNs to be discovered may be within the same administrative d
omain as the WAPs or the CNs may belong to different administrative domains. Thi
s step of discovery may be accomplished based on any node discovery protocol or
by the broadcast/multicast/anycast of a specific, mutually recognizable message

invoking responses from available CNs.
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Next the WAP controllers choose which among the discovered CNs to associate with
in a step 203. One possible metric for this choice may be the round-trip latenc
v between the WAPs and CNs. This metric has the advantage of allowing for prompt
exchanges of control messages between the WLAN entities. Other metrics that may
be used for CN selection include network status, congestion, subset of WLAN fun
ctions offered by CN, cost of using the CN, the vendor of the CN, the characteri
stics of the connection to the CN, link status, random selection, cost of using
the link, manufacturer identification and a weighted sum of these metrics. Havin
g chosen a CN 101 with which to associate, WAP controllers 109 and 111 then ente
r an association phase with the CN. This phase may include mutual authentication
, exchanges of security information and the establishment of communications prot
ocols for further exchanges.

Then, in a step 205, WAP controllers 109 and 111 enter a negotiation phase with

CN controller 103 for the purpose of establishing means to accommodate the possi
ble differences in their respective functional capabilities. In particular, the

negotiations are to establish a division of WLAN functionality that is consisten
t with the capabilities of the negotiating entities and are optimal for the oper
ation and management of the whole WLAN.

The negotiations may be initiated by either a WAP controller or a CN controller

as in a step 207. WAP controllers initiate by sending information regarding the

functional capabilities of the associated WAPs to the chosen CN. This informatio

n includes the appropriate codes corresponding to the functional components that
the WAPs are capable of processing and their processing schedules. A CN control
ler initiates negotiations by requesting for functional capabilities information
from the associated WAPs.

Upon receiving capabilities information from the associated WAPs and based on es
tablished policies, CN controller 103 determines an initial division of WLAN fun
ctionality. This division is then enforced between CN 101 and the associated WAP
s 105 and 107 as in step 209. The functionality division specifies which of the
functional components that can be processed by the WAPs needs to be active and p
rocessed by the WAPs themselves and which need to be inactive so that they may b
e processed by the CN.

In one embodiment, the initial division of functionality is based on a policy th
at allows each associated WAP to process all the functional components that they
are capable of. With such a division, only those functional components that an
associated WAP cannot inherently process are left to the CN. Such functional com
ponents are then included in the processing schedule of the CN controller. Since
WAPs may have dissimilar degrees of functional capabilities, the CN controller
may be required to establish separate processing schedules for each associated W
AP. As such this embodiment presents a policy which allows for the full capabili
ties of each WAP to be leveraged on. However this is achieved at the expense of
running different processing schedules at the CN controller for different WAPs.

In another embodiment, the initial division of functionality is based on a polic
vy in which the CN controller first determines a subset of functional components
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that are common across all associated WAPs. The associated WAPs must then proces
s only the determined subset of functional components even if they are capable o
f processing other functional components. Therefore, the remaining set of functi
onal components required to be processed for each associated WAP will be common

to all of them. This common set can then be processed by the CN. This embodiment
presents a policy in which the CN controller may maintain a single processing s
chedule for all associated WAPs. If a new WAP, incorporating functionality compo
nents fewer than or incompatible with those specified in the existing processing

schedule, associates with the CN, the CN controller repeats the step of determi
ning the subset of functional components that are common across all currently as
sociated WAPs. It is noted that this step need not be performed if a new WAP inv
olves more functionality components than that specified in the single, previousl
vy established processing schedule.

Alternatively, the association of a new WAP with a CN may invoke a grace period,

in which two processing schedules are maintained simultaneously. The first corr
esponds to the existing processing schedule which was established before the ass
ociation of the new WAP, while the second corresponds to the processing schedule
which takes into account the functionality of the newly associated WAP. Then da
ta units processed during the grace period are done so based on the processing s
chedule that is most appropriate. This embodiment provides uninterrupted service
s to existing MTs in the event of new WAPs associating with the CN.

In another embodiment, the initial division of functionality is based on a combi
nation of policies, where a subset of associated WAPs is allowed to process all

the functional components that they are capable of. Another subset of associated
WAPs process only a common subset of functional components that they are capabl
e of processing even if they have greater capabilities. The CN controller determ
ines the subset of functional components that are common across all of the subse
t of associated WAPs. The remaining set of functional components required to be

processed for each associated WAP will be performed by the CN. Therefore the rem
aining set of functional components will be distinct for each of the associated

WAPs of one subset of associated WAPs and be similar for each of the associated

WAPs of the other subset of associated WAPs.

Next, having determined an initial division of WLAN functionality, the division
is then sent to the associated WAPs for confirmation as in a step 209. The WAP c
ontrollers in turn verify that the division is feasible and upon verification re
turn a positive acknowledgement to the CN as in steps 211 and 213.

Given that some WAPs may implement functional components in a non-partitioned ma
nner, for example in a hardwire system, such WAPs may not be able to adhere to t
he specified initial functionality division. In these cases, the WAPs send a neg
ative acknowledgement to the CN with an updated processing schedule that indicat
es operational dependencies between their functional components as in a step 215
. The CN controller then takes this new processing schedule into account and for
mulates another functionality division that may be compatible with the WAPs. If

the new division is feasible, the WAPs return a positive acknowledgement and if

not, the negotiations continue in a similar fashion. As a last resort, upon a fi
xed number of unsuccessful negotiation exchanges, the CN allows the WAPs to proc
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ess all their functional components.

During the initial negotiation phase, either CN or associated WAP may choose to
forcibly terminate further negotiations based on pre-defined policies and rules
even before the negotiation phase is complete. These policies are enforced by ei
ther CN or WAP when it is inferred that further negotiations will be moot as in
steps 219 and 221. For example, if the difference between the initial division o
f WLAN functionality is significantly dissimilar from the capabilities of a WAP,

the WAP may choose to terminate negotiations as it may be futile to proceed fur
ther. Alternatively, if either entity determines that the other is illegitimate,

the negotiations may be terminated. Many other policies may also be used to enf
orce termination of negotiations.

Once a functionality division is acceptable to all participating WLAN entities,
CN controller 103 establishes appropriate processing schedules for associated WA
Ps 105 and 107 as in a step 217. These schedules define the sequence of function
al components that are to be processed by CN 101 for control and data units rece
ived from associated WAPs 105 and 107. Then, CN controller 101 manages each asso
ciated WAP in a manner consistent with the processing schedules.

In one embodiment, WLAN functionality may be divided into four functional compon
ents that may be denoted by functional component codes 1, 2, 3 and 4. The functi
onal component corresponding to code 1 relates to that parts of WLAN functionali
ty concerning the radio aspects. This may include radio transmission and recepti
on, coding, modulation, power control and beacon signal control. Such a division
combining aspects concerning the radio interface will allow for simpler design.
The code 2 functional component relates to security aspects, which may include

authentication, association, encryption and decryption. The basis for this divis
ion is that processing for security involves mathematical computation for which

reason they may be consolidated and optimized. Then, the functional component of
code 3 deals with the processing required for control and data protocol data un
its (PDUs). This includes bridging, routing, retransmissions and Internet Protoc
ol (IP) layer processing for which specialized network processors have been deve
loped. Next, the code 4 functional component relates to the general control and
management of the WLAN. Quality of Service (QoS) control, configurations and pol
icy management are some of the aspects of this functional component. This embodi
ment presents a simple and practical classification for WLAN functionality. Nego
tiations between various WLAN entities may then be based on these classification
s. The classifications may also be used to describe different entities. For exam
ple, a WAP implementing only radio aspects of WLAN may be referred to as a type

1 entity which will then require a CN capable of the remaining functional compon
ents 2, 3 and 4.

In another embodiment of the first aspect, a WAP controller need not explicitly
send its functional capabilities information to a CN controller, rather the CN c
ontroller infers the capabilities of an associated WAP. Such a means for automat
ed capabilities discovery allows for easier determination of functional capabili
ties without requiring the explicit exchange of functional component codes betwe
en a CN and associated WAPs. In this embodiment, a CN controller sends a special
command to an associated WAP to which the WAP responds by generating a data uni
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t and processing it based on its functional components. The emulated data unit i
s then sent to the CN after being processed by the WAP. The CN controller then i
nfers the functional capabilities of the associated WAP based on the received em
ulated data unit. Subsequent operations then follow from step 209 in FIG. 2. Thi
s embodiment requires associated WAPs to be capable of recognizing and respondin
g to the special command issued by the CN controller.

An alternate form of the embodiment involves a CN controller simulating a data u
nit as if it was a mobile terminal and sending the simulated data unit to an ass
ociated WAP. The destination address of the simulated data unit is set to be the
CN itself. Upon receiving the data unit, the WAP performs its processing based

on its capabilities and forwards the processed data unit back to the CN. The CN

controller then infers the functional capabilities of the associated WAP from th
e processed data unit. After this, the CN controller devises an initial division
of WLAN functionality and sends this to the associated WAP. Subsequent operatio
ns then follow from step 209 in FIG. 2.

In another embodiment of the invention, a single entity that integrates both WLA
N operational functionality and control and management functionality is presente
d. FIG. 3 exemplifies this embodiment in that it illustrates such an integrated

WLAN entity 301. The integrated WLAN entity is capable of both WAP operations an
d CN control and management operations for which there are a WAP controller 303

and a CN controller 305, respectively. Each of the WAP and CN functional operati
ons is logically represented by one of the functional components 307 each denote
d by a functional component code. These functional components encompass WAP oper
ations like radio transmission and reception, in addition to CN operations like

WLAN monitoring and configuration management.

The set of functional components 307 are common to both WAP and CN controllers s
o that the processing schedule at each controller may include any of the functio
nal components. Each controller operates in an independent manner with the under
standing that the complete set of functional components is available for it to s
chedule. As such, during the negotiations phase between WAP controller and CN co
ntroller, the WAP controller sends its capabilities information so as to include
the complete set of codes corresponding to all of functional components 307.

Associated with the integrated WLAN entity is a number of MTs 309. WLAN system 3
00 shows the associated MTs connecting to a network backbone 311 via the integra
ted WLAN entity. It is also possible for this comnection to be made through alte
rnate means like that through other intermediate nodes. To the associated MTs ho
wever, there is no difference between an ordinary WAP and the integrated WLAN en
tity.

Operationally, in this embodiment, the WAP controller of an integrated WLAN enti
ty first performs a discovery of CNs. In essence, the discovery results in findi
ng itself as a CN. Upon discovery, an association phase follows after which the
CN controller and WAP controller enter a negotiations phase. Discovery and assoc
iation are token operations as both the WAP and CN reside within a single entity
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Next, the WAP controller and CN controller begin negotiations in order to determ
ine a suitable division of functionality between them. The WAP controller first
sends information regarding its capabilities to the CN controller. This informat
ion will include the functional component codes corresponding to all the functio
nal components available within the integrated WLAN entity and a processing sche
dule that involves all the codes. In response to the capabilities information an
d based on established policies for functionality divisions, the CN controller d
evises an initial division of functionality and sends this to the WAP controller
. The initial division of functionality will be feasible and acceptable to the W
AP controller since its feasibility is based on that of the CN controller which
in turn determines the division. As a result, the WAP controller sends a positiv
e acknowledgement to the CN controller. Then both controllers establish processi
ng schedules according to the accepted division in functionality and operate on
that basis. This embodiment illustrates how the process of negotiations may take
place within an integrated WLAN entity. As such, the disclosed invention will b
e consistent will various designs for these entities.

In another embodiment of the first aspect of the invention, different CNs may in
corporate varying degrees of functionality. As such, a WAP associating with a CN
may require the processing of functionality which is unavailable bo