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An Alternative Approach to Linearly Constrained Adaptive Beamforming

LLOYDJ. GRIFFITHS, senior MEMBER, IEEE, AND CHARLES W. JIM

Abstract—A beamformingstructure is presented which can be used
to implement a wide variety of linearly constrained adaptive array
processors. The structure is designed for use with arrays which have
been time-delay steered such that the desired signal of interest
appears approximately in phase at the steered outputs. One major
advantage of the new structure is the constraints can be implemented
using simple hardware differencing amplifiers. The structure is shown
to incorporate algorithms which have been suggested previously for
use in adaptive beamforming as well as to include new approaches. It
is also particularly useful for studying the effects of steering errors on
array performance. Numerical examples illustrating the performance
of the structure are presented.

INTRODUCTION

HIS PAPER describes a simple time-varying beamformer
which can be used to combine the outputs of an array of

sensors. The beamformeris constrainedtofilter the “‘desired”’
signal with a filter having a prescribed gain and phase response.
The ‘“‘desired” signal is identified by time-delay steering the
sensor outputs so that any signal incident on the array from
the direction of interest appears as an identical replica at the
outputs of the steering delays. All other signals received by the
array which do not have this property are considered to be
noise and/or interference. The purpose of the beamformeris
to minimize the effects of noise and interference at the array
output while simultaneously maintaining the prescribed fre-
quency responsein the direction of the desired signal.

Beamformers of this type are termedlinearly constrained
array processors and have been studied by several authors
including Levin [1], Lacoss [2], Kobayashi [3], Booker and
Ong [4], Frost [5], and Applebaum and Chapman [6]. The
last five of these authors describe iterative or continuously
adaptive beamformers in which the beamforming coefficients
adjust to new values as each new set of samples of array sensor
outputs are received. Adaptive methods are of particular
interest in those problems in which the interference properties
are either spatially or temporarily time varying.

The purpose of this paper is to present the linearly con-
strained adaptive algorithm, due to Frost [5], using an alter-
native beamforming model. This presentation illustrates the
fundamental properties of the algorithm in an exceedingly
simple fashion. It also allows for generalizations not available
with Frost’s method. The basic structure of the beamforming

model has been suggested by Applebaum and Chapman[6].
In this paper we describe the structure in detail and give exact
algorithm comparisons for a variety of linearly constrained

Manuscript received May 19, 1980; revised March 5, 1981. This
work was supported in part by the Office of Naval Research, Washing-
ton, DC, under Contract NO0014-77-C-0592 and by the Electronics
System Division (AFSC), Hanscom AFB, MA under Subcontract
14029 with SRI International, Menlo Park, CA.

L. J. Griffiths and C. W. Jim are with the Departmentof Electrical
Engineering, University of Colorado, Boulder, CO 80309.

beamformers. The structure is shown to be a direct conse-
quence of Frost’s method. One major advantage of our ap-
proachis an assessment of the performance degradation caused
by the steering and/or gain errors in the array sensors. In most
practical situations the theoretically ideal requirement of an
“identical replica” of the desired signal, at the output of each
steering delay, is seldom met. The effects of these errors on
overall beamformer performance is easily modeled using our
approach. For example, it is shown that these effects are
particularly detrimental under conditions of high signal-to-
noise ratio (SNR).

A second reason for this presentation is to enumerate cer-
tain difficulties which may arise with the use of constrained
adaptive array processors which do not incorporate Frost’s
error-correction feature. Of the papers referenced above,
four (see [2]-[4] and [7]) use an algorithm based on the
gradient projection approach [8]. (Levin’s approach was
nonadaptive and utilized matrix inversion techniques.)

In this paper wefirst review Frost’s algorithm whichis not
susceptible to roundoff error and requires relatively few addi-
tional computations per adaptive cycle. A simple geometric
interpretation illustrating the effects of roundoff errors on his
algorithm and on gradient projection is presented. The error-
correcting properties of the approachare identified using this
illustration.

We then showthat the algorithm can be interpreted using a
new beamforming model, termed the adaptive sidelobe cancel-
ing beamformer. This structure illustrates the constraint fea-
tures of the algorithm and shows how additional constraints
can be added. Theerror-correcting features are also elucidated.
Sidelobe canceling is shown to be closely related to the method
of adaptive noise canceling described by Widrow et al. [9].
As a consequenceresults derived in adaptive noise canceling
can be applied directly to the linearly constrained adaptive
beamformer.

LINEARLY CONSTRAINED ADAPTIVE BEAMFORMING

We denote the sampled output of the mth time-delayed
sensor by x,,(k). A total of M sensors are assumed to be
present in the assumptions of ideal steering:

Xm(k) = 8(k) + nm(k). (1)

In this expression s(k) is the desired signal and n,,(k) repre-
sents the totality of noise and interference observed at the
output of the mth steered sensor. A beamformed output
signal y(k) is formed as the sum of delayed and weighted
Xm(k). Specifically,if ay, ; is used to represent the weight used
for the mth channel at delay /, then

M K

x)= DY D am,em(k—D.m=] -K (2)

0018-926X/82/0100-0027$00.75 © 1981 IEEE
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Note that a total of 2K + 1 samples are used from each chan-
nel and that the zero timereferenceis at the filter midpoint.

Matrix notation can be used to simplify this notation. We
let A; and X(k — J) represent the filter coefficient and signal
vectors at the /th delay point, i.e.,

Ay” =[a1,1, 42,17" ¢m,1] (3)
XT—D=[x1 (K-92 — 9, yxm(k — 2) (4)

where superscript T denotes transpose. The outputsignal of
(2) then becomes

K

y= YY aOXK—D.ELK
(5)

Under the ideal steering assumption in (1), the signal vector

x(k — 1) becomes

X(k-—D)= s&-DL+NE—-D) (6)

where 1 is a column vector of M ones and N(k — /)is a vector
of noise and interference defined in a manner analogous to
(4).

Prescribed gain and phase response for the desired signal is
ensured by constraining the sums of channel weights at each
delay point to be specific values. Thusiff(I) is used to denote
the sum for the set of weights at delay / then

AT()1 =f. 7

Underthis constraint the portion of the output due to desired
signal reduces to

K

Y= DY fOsk—D.
EK

(8)

} Thus the f(J) represent the impulse response of a finite-dura-
tion impulse-response (FIR) filter having length 2K + 1. One
commonly used constraint is that of zero distortion in which
f@ = 5), where 6(J) is the discrete impulse function. The
FIR filter constraint function is normalized such that

F71=1,

FT =(f(-k), -, (kD).

(9a)

(9b)

The objective of linearly constrained adaptive beamforming
is then to find filter coefficients A(/) which satisfy (7) and
simultaneously reduce the average value of the square of the
output noise component. This is equivalent to finding those
coefficients which result in minimum output noise power
subject to the constraint of the prescribed desired signal
filtering.

In adaptive beamforming the filter coefficients are time
varying and change as each new set of samples of sensor out-
puts is received. Thus if A,(k) is used to denote the values at
time k the values at the next sampling instant k + 1 are com-
puted as

Adk + 1) = Aik) + Ax) (10)

where A,(k) is determined by the specific algorithm in use. In

IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. AP-30, NO. 1, JANUARY1985

this paper we are concerned with Frost’s procedure [5], in
which

Aik) = wy)ax(k — D1 — Xk — 9)
1

— aa,i(k) + =AU) (11)
and

1

ax(k—D=OXME-DI (12)
1

da, i(k) = Atwl (13)
The adaptive step size u is a scalar which controls both the

convergence rate and steady-state noise behavior of the algo-
rithm [9] and is normalized by the total power contained in
the beamformer. Thus

Qa
= (14)

P Pk)
M K

P= D Dy xm2k—D. (15)m=1 1=-K

Convergence of either algorithm is assured if 0 <a < 1.
Other power estimates involving time averaging may be em-
ployed without significantly affecting performance.

Frost’s procedure differs from that used in gradient projec-
tion [7] by the addition of the last two terms in (11). These
terms involve a total number of additional (2K + 1)M adds
and 2K + 1 multiples. They are necessary, however, in that
they prevent the accumulation of computational errors which
may occur on anyiteration of the algorithm.

Error Effects in Linearly Constrained Beamforming

The effects of errors may beillustrated by examining the
constraints (7) for the adaptive algorithm in (10) and (11).
We assume that in the algorithm implementation, the com-
putation of the signal sum q,(k — J) and the weight sum
aq (kK) in (13) introduced the followingerrors:

1

ax(k —I = we& —1N)1+ e,(k) (16a)

9a,(k) = [Ai7(k)l + €a(K)] (16b)

or equivalently, the current weight vector A,(k) is presumed
to be slightly off the constraint,i.e.,

A?(k)1= 0) + €4 (k). (16c)

The degree to which the next weight vector fails to meet
the constraint can then be computed bysolving for 4;’(k +
1)1 in (10) and (11). Thus, using (16),

AP(k +11 =f+ €a(k) + uM(Rex)

+ {902 - €4(k) + sO}. q7)
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The terms enclosed in {+} are produced by error correction
position of Frost’s algorithm while the first three are due to
the gradient projection operator. Thus if a gradient projection
adaptation algorithm is employed—as wasthe case in [2]-[4]
and [7]—theconstraint error at step k +1is

a (k + 1) = €4(k) + uMy(kKex(k) (18)

and with Frost’s procedure

€4(k + 1) = wMy(k)ex(k). (19)

The cumulative error effects of gradient projection ob-
served by Shen [7] are due to the first-order difference rela-
tionship in (18). If we assume that the driving term uM,(k)
€,(k) can be modeled as a zero-mean white random process
with variance G,”, and that €,(0) = 0, then the gradient
projection constraint error (18) is a Brownian motion [10] or
random walk process. Although the mean of the error remains
zero, its variance 047(k) grows linearly with the numberof
steps,i.e.,

047 (k) =ko,? (20a)

for gradient projection. With the correction terms, however,
the error at each step has constantvariance at each iteration,

G47(k) =a". (20b)

A simple geometric interpretation [5] can also be given for
these effects. Consider the geometry associated with the
gradient projection algorithm shown in Fig. 1. Coefficient
vectors meeting the desired constraint mustlie on the planar
subspace C defined by the vector F(9b). It is assumed that the
coefficient vector Aj;(k) at time k is too long and that the
gradient vector produced by the datais g,(k) given by

Bik) = wy (K)X(K — 2). (21)

In the gradient projection method the new coefficient vector
Aj,(k) is obtained by finding the projection of g)(k) in the
direction of the plane C, and then by adding this projection
to the previous vector. As shown by Fig. 1 the resulting new
coefficient vector will not lie on the constraint plane, even
with an error-free projection operation.

Fig. 2 illustrates the geometry for Frost’s approach. In
this case the new coefficient vector is found by projecting the
sum of the former vector and the gradient in the direction of
the constraint plane C. The new coefficient vector Aj,(k) is
then the sum of this projected vector and the vector F, which
defines C. As shown in the diagram the new coefficients will
lie on the constraint plane regardless of the previous error
provided that the projection operation is error free. The net
error induced by this methodis then restricted to the machine
quantization error of a single projection operation and accu-
mulation does not occur.

GENERALIZED SIDELOBE CANCELING MODEL

The linearly constrained adaptive algorithm defined by
(10)}(13) may be implemented using the structure shown in
Fig. 3. Time-delay steering elements 71 , 72, “*, Tag are used to
point the array in the direction of interest. We will refer to
this implementation as the direct form. Each coefficient in

29

 
Fig. 1. Geometrical interpretation for gradient projection adaptive

algorithm.

 
Fig. 2. Geometrical interpretation for linearly constrained error-

correcting adaptive algorithm.

sensor
number

 
[LINEARLY -CONSTRAINED)

ADAPTIVE ALGORITHM

Fig. 3. Direct form implementation of linearly constrained adaptive
array processing algorithm.

the beamformer is updated by the adaptive processor, which
computes new values using the algorithm. An alternative
implementation which achieves precisely the same overall
processor can be derived in a simple mannerdirectly from this
algorithm. The resulting structure is termed the generalized
sidelobe canceling form and is depicted in Fig. 4.

This processor consists of two distinct substructures which
are shownas the upper and lowerprocessing paths. The upper
or conventional beamformer path consists of a set:of fixed
amplitude weights w.1, We2, ‘*; Wear which produce non-
adaptive-beamformedsignal y,(k),

Yolk) = We"X(k) (22)
where

WwW." =[We1, We2,°, Wem). (23)

This conventional array beamforming system is identical
to that traditionally used to process sensor array outputs with
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Cyaprep Yo (*)

_ UNCONSTRAINED, _
WWDAPTIVE ALGORITHM  
 
 
 

vq tk)
TAPPED
DELAY

TAPPED
DELAY

Fig. 4. Generalized sidelobe canceling form oflinearly constrained
adaptive array processing algorithm.

fixed nonadaptive coefficients. In typical applications the
weights W, are chosen so as to trade off the relationship be-
tween array beamwidth and average sidelobe level [11].
(One widely used method employs Chebyshev polynomials
to find the W,.) For the purpose of this paper, however, any
method can be used to choose the weights as the performance
of the overall beamformer will be characterized in terms

of the specific values chosen. (All w,; are assumed nonzero.)
In order to simplify notation the coefficients in W, are nor-
malized to have a sum of unity. That is

W.71=1. (24)

The signal Ve'(k) is obtained by filtering y,(k) and the FIR
operator containing the constraint values f(/),

K

y= DY sOvck—D. (25)i=-K

The lower path in Fig, 4 is the sidelobe canceling path.
It consists of a matrix preprocessor W, followed by a set of
tapped-delay lines, each containing 2K + 1 weights. The pur-
pose of W, is to block the desired signal s(k) from the lower
path. Since s(k) is common to each of the steered sensor
outputs (1) blocking is ensured if the rows of W, sum up to
zero. Specificallyif X'(k) is used to denote theset of signals
at the output of W,, then

X'(k) = WsX(K). (26)

In addition, if b,,7 is used to represent the mth row of Ws,
werequire that the by? satisfy

bn1=0, for all m, (27)

and that the b,, are linearly independent. As a result X'(k)
can have at most M — 1 linearly independent components.
Equivalently, the row dimension of W, must be M — 1 orless.

The lower path of the generalized sidelobe canceler gen-
erates a scalar output y,(X) as the sum of delayed and weighted
elements of X'(k). Following the notation used to describe
the linearly constrained beamformer,

K

yakk)= DY [Al@I7X'&—-9,m—K
(28)

where X’ and A’ are the M — 1 dimensional signal and coeffj.
cient vectors.

The overall output of the generalized sidelobe canceling
structure y (k)is

¥(k) = ye'(k) — v4 &). (29)

Because y4(k) contains no desired signal terms, the response
of the processor to the desired signal s(k)1 is that produced
only by y,'(k). Thus from (22)-(25) the output due to the
presence of only the desired signal satisfies the constraint
defined by (9), regardless of W,. In addition, since y»4(k)
contains only noise and interference terms, finding the set of
filter coefficients A;(k) which minimize the power contained
in y(k) is equivalent to finding the minimum variance,lin-
early constrained beamformer. The unconstrained least-mean-
square (LMS) algorithm [12] can be employed to adapt the
filter coefficients to the desired solution,

Ay(k) = Ar(k) + ev@)X'K — D. (30)

The step size y is normalized by the total power containedin
the X'(k — 2) using methods analogous to those described
above.

The algorithm in (30), together with conditions (24) and
(27), completely defines the operation of the generalized side- |
lobe canceling structure. Although it is not obvious, this
structure can provide exactly the samefiltering operation as
the constrained beamformer in Fig. 3, which uses Frost’s
algorithm. In addition, it can also provide filtering operations

which are not the same as Frost’s procedure. The key lies
with the structure of the blocking matrix W, and the conven-
tional beamformer W,. If the rows of W, are orthogonal (in
addition to satisfying (27)) and if all conventional beamformer
weights equal 1/M, then Frost’s method is obtained. Non-
orthogonal rows and/or other conventional beamformers
produce a processor having the same steady-state performance
in a stationary environment, but one which uses a different
adaptive trajectory.

The generalizedsidelobe canceler separates out the con- |
straint as element W, and an FIRfilter. In addition,it provides
a conventional beamformer as an integral portion of its struc
ture. Coefficient adaptation is reduced to its simplest possible
form: the unconstrained LMSalgorithm.

Relationship with Linearly Constrained Beamforming

The structure of the generalized sidelobe canceler can
readily be related to the adaptive linearly constrained beam-
former. We begin by defining an invertible M X M matrix T as

— |W7=("e |—W,

The inverse of Tis guaranteed forWc and W; satisfying (24)
and (27). In addition, the product 71 is a simple unit vector,

(31)

T1=[]1, 0, 0, --, 0]7. (32)

Multiplying Frost’s algorithm bythis invertible transformation
yields

B(k + 1) = Bk) + uMaxe — DTI — TX(k—D]

1 _

—4a,4E)TI + =0071. (33)

MetaPlatforms, Inc. Exhibit 1005

Page 30 of 34

IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION,VOL. AP-30, NO. 1, JANUARY198)

 



Meta Platforms, Inc. Exhibit 1005 
Page 31 of 34

f GRIFFITHS AND JIM: LINEARLY CONSTRAINED ADAPTIVE BEAMFORMING 31

The transformed weight vector B,(k) can be partitioned in a
manner analogousto (31) as follows

br (kBxk) = E OT.B; (k)

With this partitioning, and (32), the transformed algorithm
(33) is recognized as two algorithms: one in the scalar b;'(k)
and onein the M — 1 dimensional vector B,'(k),

(34)

br(k + 1)=5/'(k) + w(Kaxe —D—yeK—D] (35a)

By(k + 1) = By(k) + wy()X'(k —D. (35b)

These equations may be viewed as an alternative imple-
mentation of Frost’s procedure. Since T is invertible, the out-
put »(k) may be expressed as

x

y= DD [TBATXK 2. (36)iB-K

Thus if-(35) is used to update the B,(k) and the outputis
computed using (36), this procedure is indistinguishable from
the original. Many more computations would be required,
however, and the transformed system offers no advantages.

We now consider the simplification which arises when T is
an orthogonal transformation, i.e., when T~! = [7 The out-
put equation (36) simplifies to

K

yk)= DP o/®yck-)eK

K

— D [8@)17X«—3. (37)r-K

Inspection of (35)-(37) shows that the transformed linearly

constrained beamformerin this case is identical to the adap-
tive-sidelobe canceling beamformer, provided that the b, (k)
satisfy

bk) = £0,

~ for all values of k. Since the b;(k) must satisfy (35a), this
will occur only if they are initialized to the values in (38) and
if

(38)

ax(k —1) = y-(k — 2). (39)

This condition is equivalent to the requirementthat

1
W. =~—1 (40)M

‘ or, equivalently, that all beamformer weights have equal
values of 1/M.

In summary the above discussion has shown that the adap-
' tive-sidelobe canceler will be identical to Frost’s algorithm
provided that the conventional weights satisfy (40) and that
T is an orthogonal transformation. (From (31) and (4), this

: Jatter condition is equivalent to requiring that the rowsof Wy
‘ sum up to zero and be mutually orthogonal.) It is to be noted

that this is a sufficient condition only, and necessity has not
been considered.

Jim [13] has studied the comparison in detail and shown
that steady-state performance of the twoprocessors is identi-
cal regardless of the structure of W, and W,g, provided that the
system operates at full rank. He has also shownthatdifferent
eigenvalue spectra will be encounteredby the adaptive filters
in the two systems unless W, and Ws, meet the sufficient
equality conditions previously described. As a result the coeffi-
cient trajectories and adaptive learning curves will differ.

PROPERTIES AND EXTENSIONS OF ADAPTIVE
CONSTRAINED BEAMFORMERS

The previous section has presented a generalized sidelobe
canceling structure which can be used to implementtheerror-
correcting linearly constrained adaptive algorithm in (10)-(12).
This structure can also be used to both analyze the perform-
ance of the algorithm and to suggest generalizations. of con-
strained beamforming. We begin by summarizing the perform-
ance characteristics of the algorithm which are readily delin-
eqted by the sidelobe canceling model. These properties are
then used to extend the concept of linearly constrained adap-
tive beamforming and to develop new methodsforuse in array
processing.

One key element in the sidelobe canceler is the signal-
blocking matrix W,. As shown by (27), this matrix is required
to have M — 1 linearly independent rows which sum up to
zero, Of the many matrices which can be generated with this
property, two possibilities which involve only addition opera-
tions are shown below for the case M = 4:

—1

WoO=]1 -1 -1 1 (41)
1 -l 1 1

1 -l 0 0

Wi Y= ]/o0 -1 0 (42)
0 0 1 1

In the first matrix the rows are mutually orthogonal and are
elements of the binary-valued Walsh functions [14]. The
second matrix involves fewer operations and consists of taking
the difference between adjacent sensor outputs.

One can interpret the rows of W, as fixed-weight beam-
formers which are applied to the sensor outputs. The beam-
formed signals are then the elements of X'(k) and the con-
straints in (27) ensure the presence of a spatial null in the
broadside direction for each beamformer. Note that w,? has
a_ different spatial amplitude response for each row while
W,) has identical patterns.

The effects of imperfect sensor steering and/or gain varia-
tions are easily modeled using the generalized sidelobe cancel-
ing structure. For example, gain differences at the outputs
of the time-delayed sensors result in a set of received signals
Xm (t) given by

Xm(t) = s(0)(1 + Em) + mm (t) (43)

where €,, represents the gain departure from unity at the mth
sensor output. Because of the nonzero e¢,,, the desired signal
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appears in both the conventional beamformer output y(t) and
in the sidelobe canceling path. The presence of desired signal
in the adaptive filters has been termed “signal leak through”
by Widrow et al. (9], and mayresult in signal distortion and/
or reduction in output SNR. The distortion is due to the fact
that the scalar y,4(k) contains a weighted sum of delayed-
desired signal terms. It can be demonstrated, however, that
these effects are negligible provided that the power level of
the signal leak through is small compared with the power
containedin thefiltered noise vector N'(k). Equivalently,if

G,2 tr{WsReeWs?} <tr WsRynWs” (44)

where Os is the power level of the desired signal observed at
a sensor output, tr {-} denotes trace, and R,_ and Ryy are
the autocorrelation matrices for the vector of gain errors €
and the received noise vector N(K), respectively. For the case
of uncorrelated, equal variance, gain errors, and white receiver
noise, the result simplifies to

2
Os

Oe" a <€1 (45)On

where 6,2 and On? are the variance of the gain errors and
white receiver noises. This result demonstrates a well-known

property of constrained beamformers,i.e., that the system is
much more sensitive to gain errors at high input signal-to-noise
ratios.

New methods of adaptive beamforming are suggested by
the generalized sidelobe canceling structure illustrated in Fig.
4. These include the following.

1)Additional spatial constraitits can be incorporated into
the W, matrix. For example, one can require both a spatial
null in the desired direction (as in the system discussed above)
and a zero derivative in that direction. The matrix Ww, for
M = 4 achievesthis result:

_ 12 100
Ww, .o 1-21

Note that the row dimension in this case is M — 2 due to the

additional spatial constraint. The system sensitivity to point-
ing errors (time-delay steering errors), however, is markedly
reduced.

2) Combined spatial/temporal constraint beamformers are
achieved by including delay-storage elements in the W, matrix.
Equivalently,

(46)

N

X'(K)= DY WenX(k—7).n=—N
(47)

Thus far, to the authors’ knowledge, studies into the advan-
tages of combined constraints have not been reported.

3) Power minimization algorithms other than LMS may be
used to adapt the filter coefficients. Since the constraints have
been removed from the algorithm, unconstrained accelerated
convergence techniques such as the conjugate gradient method
(15] may offer significant advantages in tracking time varia-
tions.

sensor
number

 
0 200 400 600 800

sample number

Fig. 5. Synthetic sensor outputs used to demonstrate algorithm per-formance.

SIMULATION RESULTS

In order to demonstrate the performance of the generalized
sidelobe canceling beamformer described above, a synthetic
set of eight sensor output samples was generated. The results
are shown in Fig. 5. They consist of twostatistically inde-
pendent narrow-band spatially propagating, random noise
sources, each assumed to be an incident on the array from a
different direction. The array has been time-delay steered such
that the desired signal pulse appears in phase at about 570
samples in all eight traces. At a normalized one sample per
second sampling rate, the narrow-band random noise sources
had a bandwidth of 0.03 Hz centered at 0.095 Hz. In addition,
a small amount of independent white noise was added to each
output to simulate the effects of receiver noise.

Fig. 6 shows the conventional beamformer output obtained
by adding the eight outputs and dividing by eight. The narrow-
band interference completely dominates the output and the
desired signal is undetectable. Considerably better signal to
noise ratio can be achieved with a lineatly constrained adaptive
beamformer, as shown by theresults in Fig. 7. The upper
waveform is the conventional beamformer output depicted
in Fig. 6 and the lower two were generated with the use of the
generalized sidelobe canceler and the gradient projection algo-
rithm without error correction, respectively. All three traces
are plotted using the same amplitude scaling factor and both
adaptive beamformers employed a five-point time operator
on each channel, The simple differencing technique described
in (42) was used to generate the seven-difference channels.
An identical normalized adaptive step size « = 0.2 was used in
the two-adaptive beamformers.

While the two adaptive outputs appear quite similar, smal
differences are readily apparent. As described in the previous
section, these differences are directly attributable to the fact
that the generalized sidelobe canceler used a W, matrix i?
which the rows were not mutually orthogonal (see (42))-
Thus, although the steady-state performance is the same,
different adaptive paths are employed by the two algorithms.
In addition, gradient projection incurs accumulated roundoff

?
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empltude

o 200 400 600 800
sample number

Fig. 6. Conventional beamformer output.

CONVENTIONAL

GENERALIZED SIDELOBE
CANCELLER

GRADIENT PROJECTION 
sample number

Fig. 7. Conventional and adaptive beamformer outputs.

error. Most noticeable of this error is the difference in peak
signal amplitude. The ideal noise-free signal had an amplitude
of 0.940. That mieasured for the two adapters was 0.938 for
the generalized sidelobe canceler and 0.786 for the gradient
projection algorithm. The small error in generalized sidelobe
canceling is presumably dueto the presence of the white noise
componentin the output. a

Careful measurements of the average noise power in the
30-50 s window and of the signal amplitude reduction in
gradient projection were conducted for values of a between
0.1 and 0.5. Fig. 8 summarizes these findings for the two algo-
rithms. As described above, the generalized sidelobe canceler
exhibits negligible signal amplitude degradation over the range
of studied.

DISCUSSION AND CONCLUSION

The simulation results presented aboveillustrate the effects
of accumulated error which can be observed with the use of
the simple gradient projection algorithm. These effects are
readily discernible even though the simulation experiments
were conducted on a CDC 6400 general purpose computer
having a 60-bit word length. The purpose of the simulation
experiment» was to demonstrate that the generalized sidelobe
canceler does not incursimilar roundoff penalties. No attempt
has been made to study the well-known noise reduction prop-
erties of adaptive beamforming. Experiments conducted with
minicomputers having smaller work length-—for example,
16 bits—would lead to similar insensitivity to error.

 NOISE
REOUCTION SNR

IMPROVEMENT

dB 
NOISE
REDUCTION,

SNR
IMPROVEMENT

dB

REDUCTION 
0.1 0.2 0.3 0.4 0.5

a

(b)

Signial and noise power petformance. (a) Gradient projectionFig. 8.
algorithm. (b) Generalized sidelobe canceling algorithni.

The generalized sidelobe canceling structure described in
this paper can be viewed as an alternative implementation of.
Frost’s linearly constrained adaptive beamforming algorithm.
The structure has additional advantages, however, relating to
both the development of other related beamformers and to
the performance analysis of constrained adaptive beamfor-
mers.
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