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SP. Added some details in the arbitration section.
Reviewed the Sequencer spec after the meeting on
August 3, 2001.
Added the dynamic allocation method for register
file and an example (written in part by Vic) of the
flow of pixels/vertices in the sequencer.
Added timing diagrams (Vic)

Changed the spec to reflect the new R400
architecture. Added interfaces.
Added constant store management, instruction
store management, control flow management and
data dependant predication.
Changed the control flow method to be more
flexible. Also updated the external interfaces.
Incorporated changes made in the 10/18/01 contro/
flow meeting. Added a NOP instruction, removed
the conditional_execute_or_jump. Added debug
registers.
Refined interfaces to RB. Added state registers.

Added SEQ-—-SPOQ interfaces. Changed della
precision. Changed VGT-SP0 interface. Debug
Methods added.
Interfaces greatly refined. Cleaned up the spec.

Added the different interpolation modes.

Added the auto incrementing counters. Changed
the VGT--SQ interface. Added content on constant
management. Updated GPRs.
Removed from the spec all interfaces that werer’t
directly tied to the SQ. Added explanations on
constant management. Added PA--SQ
synchronization fields and explanation.
Added more details on the staging register. Added
detail about the parameter caches. Changed the
call instruction to a Conditionnal_call instruction.
Added details on constant management and
updated the diagram.
Added Real Time parameter control in the SX
interface. Updated the control flow section.
Newinterfaces to the SX block. Added the end of
clause modifier, removed the end of clause
instructions.
Rearangement of the CF instruction bits in order to
ensure byte alignement.
Updated the interfaces and added a section on
exporting rules.
Added CP state report interface. Last version of the
spec with the old control flow scheme
Newcontrol flow scheme

DOCUMENT-REV. NUM. PAGE

GEN-CX200X-REVA 7 of 54  

Exhibit 2020.dock400_Sequencerdes 79711 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © +=

AMD1044_0257401

ATI Ex. 2108

IPR2023-00922

Page7 of 316



ATI Ex. 2108 
IPR2023-00922 

Page 8 of 316

 

ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE
 | 24 September, 2001 4 September, 20152 8 of 54Zi. oy A ih

Rev 2.01 (Laurent Lefebvre) Changed slightly the control flow instructions to
Dele : May 2. 2002 alowforce jumos and calls.
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1. Overview

The sequencer chooses two ALU threads and a fetch hread to execute, and executes all of the instructions in a block
before looking for a new clause of the same type. Two ALU threads are executed interleaved to hide the ALU latency.
The arbitrator will give priority to older threads. There are two separate reservation stations, one for pixel vectors and
one for vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, contro! flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRsit needs to execute. The sequencer will not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram

>—— Input Arbiter _
esSe ee,

 

:—r VIX RS PIX RS -+—    
  

 

Exec Arbiter

|
 

Texture —

Figure 2: Reservation stations and arbiters

ALU
   

Underthis new scheme, the sequencer (SQ) will only use one global state management machine per vector type
(pixel, vertex) that we call the reservation station (RS).
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The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip).

1.3 Control Graph 
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Phase| D4 | A
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RdAdar Do |WrScal race
3 “ 2 a

FETCH SPO Re OF

WrAddr

Figure 4: Sequencer Control interfaces

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the output file contro! interface.

2. Interpolated data bus
The interpolators contain an lJ buffer to pack the information as much as possible before writing it to the register file.
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packed in the IJ
buffer 4 quads at a time or two clocks. The sequencerallows at any given time as many as four quadsto interpolate a
parameter. They all have to come from the sameprimitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

3. Instruction Store

There is going to be only oneinstruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mappedregisters.

The VS_BASE and PS_BASE context registers are used to specify for each context where its shader is in the
instruction memory.

For the Real time commandsthe story is quite the same but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.

4, SequencerInstructions
All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV,PV, PS,PS) if they have nothing else to do.

5. Constant Stores

5.1 Memory organizations
A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shader is 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 320x96 bits (128 texture states for
regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn’t sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a changein the control flow constants. Its size is 320*32 because it must hold 8
copies of the 32 dwords of contro! flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.
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2 Management of the Control Flow Constants
The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
SQ decodes the address and writes to the block pointed by its current base pointer (CF_VWWR_BASE). Onthe read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the control flow block. This register is copied wheneverthere is a state change. Should the CP write to CF afler the
state change, the base register is updated with the (current pointer number +1 )% numberof states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

5.3 Managementof the re-mapping tables

 

5.3.1 R400 Constant management
The sequencer is responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver), the sequencerwill broadside copy the contents ofits re-mapping tables to a
new one. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
betweenthe two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUSTbeat least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
ig 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

 

5.3.2 Proposal for R400LE constant management
To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROLpacketof state + 1, the

sequencer would check for SQ_IDLE and PA_IDLE and if both are idle willerase the content of state fo replace it ‘withthe newstate (this is depicted in Figure 8: De-allocation mechanism}
allecation-mechaniem). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
thefirst report.

  

The second path sets all context dirty bits that were used in the current state to 1 hus allowing the newstate to
reuse these physical addressesif needed).
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Figure 7: Constant management
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Figure $: De-allocation mechanism for R400LE.

5.3.3 Dirty bits
Two sets of dirty bits will be mainiained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a newcontext is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If itis set and the contextdirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incaming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the same logical address between context changes. NOTE: It is important to detect and preventthis, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked eachtime a physical block is needed, andif the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.
Storage of a free list big enough to store all physical block addresses.
Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk thefreelist
like a ring.
The second painter will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_pir will be advanced.
The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_pir does not equal the stop_pir and the IFC is at its maximum count.
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This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. if is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advancethe write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any numberof blocks in one clock.

5.3.6 Operation of Incremental model
The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constanis happen, the reset dirty bit will not be set, so we will allocate a physical location from the freelist
counter becauseits not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical address is hit that has its dirty bits set while in the same context, both dirty
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
Whenthe first draw command of the context is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set states comein for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated.Aline will be allocated of the free-list counter ar
the free list at read_ptr pointerif read_ptr |= to stap_ptr.

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incrernented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has notfree list entries available (counter at max and stop_ptr == read_ptr). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-rmapping table is written to the correct re-mapping table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the numberof blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta's. It allows memory to beefficiently used and when the constants updates are small it can store multiple
context. However,if the updates are large, less contexts will be stored and potentially performance will be degraded.
Althoughit will still perform as well as a ring could in this case.

5.4 Constant Store Indexing
In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer (9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shaderpipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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between the time the sequenceris loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1XR2X // Loads the sequencerwith the content of R2.X, also copies the content of R2_X into R1.*
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don’t really care about what is in the brackets because we use the state from the MOVAinstruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencerin order to support this feature is 2*64*9 bits = 1152bits.

5.5 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers allocated for RT. It
worksis the same way than when dealing with regular constant loads BUT in this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RTcontrol register. Similarly,
for the fetch state, the boundary between the two zonesis defined by the TSTATE_EO_RTcontrol register.

5.6 Constant Waterfalling
In order to have a reasonable performancein the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps & bits (one per render state) and sets the bits wheneverthe last render state is written to memory
and clears the bit whenevera state is freed.

CONST_EO_RT

RT SECTON
(ReadsWrites are direct)

REGULAR SECTION
(Reads/Writes are passing

thru a remaping table}   
Higure 9: ‘The instruction store
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Loops and branches are planned to be supported and will have to be dealt with at the sequencerlevel. VWVe plan on
supporting constant loops and branches using a contro! program.

6.1 The controlling state.
The R400 controling state consistsof:

Boolean(256:0]
Loop_count[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.

We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program
We'd like to be able to code up a program of the form:

41: Loop
2: Exec TexFetch
3: TexFetch
4: ALU
5: ALU
6: TexFetch
f: End Loop
8: ALU Export

But realize that 3: may be dependent on 2: and 4: is almost certainly dependent on 2: and 3:. Without clausing,
these dependencies need to be expressed in the Control Flow instructions. Additionally, without separate ‘texture
clauses’ and ’ALU clauses’ we need to know which instructions to dispatch to the Texture Unit and which to the ALU
unit. This information will be encapsulated in the flow control instructions.

Each control flow instruction will contain 2 bits of inforrnation for each (non-control flow) instruction:
a) ALU or Texture
b) Serialize Execution

(b) would force the thread to stop execution at this point (before the instruction is executed) and wait until all textures
have been fetched. Given the allocation of reserved bits, this would mean that the count of an ‘Exec’ instruction
would be limited to about 8 (non-control-flow) instructions. If more than this were needed, a second Exec (with the
same conditions) would be issued.

Another function that relies upon ‘clauses' is allocation and order of execution. We need to assure that pixels and
vertices are exported in the correct order (evenif not all execution is ordered) and that space in the output buffers are
allocated in order. Additionally data can't be exported until space is allocated. A new control flowinstruction:

Alloc <buffer select -- position,parameter, pixel or vertex memory. And the size required>.

would be created to mark where such allocation needs to be done. To assure allocation is done in order, the actual
allocation for a given thread can not be performed unless the equivalent allocation for all previous threads is already
completed. The implementation would also assure that execution of instruction(s) following the serialization due to the
Alloc will occur in order -- at least until the next serialization or change from ALU to Texture. In most casesthis will
allow the exports to occur without any further synchronization. Only ‘final’ allocations or position allocations are
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guaranteed to be ordered. Becausestrict ordering is required for pixels, parameters and positions, this implies only
a single alloc for these structures. Vertex exports to memory do not require ordering during allocation and so multiple
‘allocs’ may be done.

6.2.1 Control flow instructions table
Hereis the revised control flow instruction set.

Note that whenevera field is marked as RESERVED,it is assumed that all the bits of the field are cleared (0}.

 

 

 
 

; - Execute
47 | 46... 43 40...34 oe88 152tO
Addressing 0001 | RESERVED | Instructions type + serialize (9|Count Exec Address

| | instructions)     
Execute up to 9 instructions at the specified address in the instruction memory. The Instruction type field tells the
sequencerthe type of the instruction (LSB) (1 = Texture, Q = ALU and whether to serialize or not the execution (MSB)
(1 = Serialize, 0 = Non-Serialized), 
 
 NOP

_ 47 [| 46... 43 42....0
Addressing | 0010 RESERVED 
 

This is a regular NOP. 

Conditional_Execute
  47 [46.43] 42 | 41... 34 | 33...16 | 15...12 | 11.0

Addressing 0011 Condition|Boolean | Instructions type + serialize @ Count Exec Address
address | instructions)   

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 9 instructions). If the condition is not met, we go on to the next control flow instruction. 

ConditionalExecute_Predicates 

47 46...43 | 42 41... 36 35... 34 | 33...16 | 45...412 11...0
  Addressing 0010 Condition|RESERVED|Predicate | Instructions Count Exec Addressvector type + serialize

| (9 instructions) |
      

Check the AND/OR ofall current predicate bits. If AND/OR matches the condition execute the specified number of
instructions. We need to AND/ORthis with the kill mask in order not to consider the pixels that aren't valid. If the
condition is not met, we go on to the next control flow instruction.

 

       
| _ Loop_Start_ : /

47 46... 43 42... 17 20... 16 15... 1246-- 11...0
42

Addressing 0101 RESERVED loop 1D | RESERVEDIo Jump address
| opiD 

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop.
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| 7 : - LoopEnd”
| 47 | 46...43 1 42... 204 23... 21 | 20... 1649.47 | 15...1246- | 14...0| | | |

Addressing | 0011 RESERVED Predicate break loop ID | RESERVED start address
| | Predicate-break | leop- 1D

  
Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop. If predicate break [= 0, then compares predicate vector n
(specified by predicate break number). If all bits cleared then break the loop.

The way this is described does not prevent nested loops, and the inclusion of the loop id make this easy to do.
 
  

 
Conditionnal_Call

47 (46... 43 | 42 | BB-41... 34 | 33.1382 | 12 | 41...0
Addressing o111 | Condition | Predicate RESERVED | Foree Call Jump address

| | | veeterBoolean |
| address

   
lf the condition is met, jumps to the specified address and pushes the control flaw program counter on the stack. /f
force call is set ihe condition is ignored and the cail is made always. 

 

47 46... 43 | 42...0
Addressing | 1000 | RESERVED

 
 
 

Pops the topmost address from the stack and jumps to that address. If nothing is on the stack, the program will just
continue to the next instruction.
 

Conditionnal_Jump
 
 

   
   47 46... 48 42 41... 34 33 | 32... 132 12 11 .. 0

|| Addressing 1001 | Condition Boolean|FW only | RESERVED | Force Jump | Jump address| | address | | |  
 lf force jurnp is set the condition is ignared and the jump is made always, if FVonly is set then only forward jurmps
are allowed,
 

 
 

 
   

 
Allocate

47 | 46... 43 42...44 | 40... 4 3...0
Debug | 1010 | Buffer Select | RESERVED Allocation size
 

Buffer Select takes a value of the following:
01 — position export (ordered export)
10 — parameter cache or pixel export (ordered export}
11 — pass thru (out of order exports).

If debug is set this is a debug alloc (ignore if debug DB_ON registeris setto off).

 

End Of Program
47 46... 43 | 42...0

RESERVED|1011 | RESERVED

 
     

Marks the end of the program.

6.3 Implementation
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The envisioned implementation has a buffer that maintains the state of each thread. A thread lives in a given
location in the buffer during its entire life, but the buffer has FIFO qualities in that threads leave in the order that they
enter. Actually two buffers are maintained -- one for Vertices and one for Pixels. The intended implementation
would allowfor:

16 entries for vertices
48 entries for pixels.

From each buffer, arbitration logic attempts to select 1 thread for the texture unit and 1 (interleaved) thread for the
ALU unit. Once a thread is selected it is read out of the buffer, marked as invalid, and submitted to appropriate
execution unit. it is returned to the buffer (@t the same place) with its status updated once all possible sequential
instructions have been executed. A switch from ALU to TEX or visa-versa or a Serialize_Execution modifier forces
the thread to be returned to the buffer.

Each entry in the buffer will be stored across two physical pieces of memory - most bits will be stored ina 1 read port
device. Only bits needed for thread arbitration will be stored in a highly multi-ported structure. The bits kept in the 1
read port device will be termed ‘state’. The bits kept in the mullitead ported device will be termed ‘status’.

‘State Bits’ needed include:

Control Flow Instruction Pointer (42-13bits),
Execution Count Marker 4 bits),
Loop Iterators (4x9 bits),
Call return pointers (4x12 bits),
Predicate Bits(4x64 bits),
Export ID (4 bit),
Parameter Cache base Ptr(7 bits),
GPR Base Pir (8 bits),

. Context Pir (3 bits).
0. LOD corrections (6x16 bits)vf

BOONDTEWN
sont

Absent from this list are ‘Index' pointers. These are costly enough that I'm presuming that they are instead stored in
the GPRs. Thefirst seven fields above (Control Flow Ptr, Execution Count, Loop Counts, cali return ptrs, Predicate
bits, PC base ptr and export ID) are updated every time the thread is returned to the buffer based on how much
progress has been mode on thread execution. GPR Base Ptr, Context Ptr and LOD corrections are unchanged
throughout execution of the thread.

‘Status Bits’ needed include:

* Valid Thread

e Texture/ALU engine needed
e Texture Reads are outstanding

Waiting on Texture Read to Complete
Allocation Wait (2 bits)
00 — No allocation needed

01 — Position export allocation needed (ordered export)
10 — Parameteror pixel export needed (ordered export)
11 —pass thru (out of order export)

e Allocation Size (4 bits)
« Position Allocated
» First thread of a new context

e Event thread (NULL thread that needs to trickle down the pipe)
«Last (1 bit)

 

 
Valid bits (64 bits) « | ===) Formatted: Bullets and Numbering

e _Fulse SX (1 bit) * | 5 a4 Formatted: Bullets and Numbering
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All of the above fields from all of the entries go into the arbitration circuitry. The arbitration circuitry will select a
winner for both the Texture Engine and for the ALU engine. There are actually two sets of arbitration -- one for
pixels and one for vertices. A final selection is then done between the two. But the rest of this implementation
summary only considers the ‘first’ level selection whichis similar for both pixels and vertices.

 
Texture arbitration requires no allocation or ordering so it is purely based on selecting the ‘oldest’ thread that requires
the Texture Engine.

ALU arbitration is a little more complicated. First, only threads where either of TextureReadsoutstanding or
Waiting_on_Texture_Read_to_Complete are ‘0’ are considered. Thenif AllocationWait is active, these threads are
further filtered based on whether space is available. If the allocation is position allocation, then the thread is only
considered if all ‘older threads have already done their position allocation (position allocated bits set). If the
allocation is parameteror pixel allocation, then the thread is only consideredif it is the oldest thread. Also a thread is
not consideredif it is a parameter or pixel or position allocation, has its First_thread_of_a_new_context bit set and
would cause ALU interleaving with another thread performing the same parameter or pixel or position allocation.
Finally the ‘oldest’ of the threads that pass through the abovefilters is selected. Ifthe thread needed to allocate, then
ai this time the allocation is done, based on Allocation_Size. If a thread has its “las?” bit set, then it is also removed
from the buffer, never to return.

If | now redefine ‘clauses’ to mean ‘how manytimes the thread is removed from the thread buffer for the purpose of
exection by either the ALU or Texture engine’, then the minimum numberof clauses needed is 2 -- one to perform
the allocation for exports (execution automatically halts after an ‘Alloc' instruction) (but doesn't performs the actual
allocation) and one for the actual ALU/export instructions. As the 'Alloc' instruction could be part of a texture clause
(presumably the final instruction in such a clause), a thread could still execute in this minimal number of 2 clauses,
evenif it involved texture fetching.

The TextureReadsOutstanding bit must be updated by the sequencer, based on keeping track of how many
Texture Clauses have been executed by a given thread that have not yet had there data returned. Any nurnber
above 0 results in this bit being set. We could consider forcing synchronization such that two texture clauses for a
given thread may not be outstanding at any time (that would be my preference for simplicity reasons and becauseit
would require only very little change in the texture pipe interface). This would allow the sequencer to set the bit on
execution of the texture clause, and allow the texture unit to return a pointer to the thread buffer on completion that
clears the bit.

6.4 Data dependant predicate instructions
Data dependant conditionals will be supported in the R400. The only way weplan to support those is by supporting
three vector/scalar predicate operations of the form:

PREDSETE_# - similar to SETE except that the result is ‘exported’ to the sequencer.
PRED_SETNE_# - similar to SETNE exceptthat the result is ‘exported’ to the sequencer.
PRED_SETGT_# - similar to SETGT except that the result is ‘exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE exceptthat the result is ‘exported’ to the sequencer

For the scalar operations only wewill also support the two following instructions:
PRED_SETEO_# ~ SETEO
PRED_SETE1_#~-SETE1

The export is a single bit - 1 or O thatis sent using the same data path as the MOVAinstruction. The sequencerwill
maintain 4 sets of 64 bit predicate vectors (in fact 8 sets because weinterleave two programs but only 4 will be
exposed) and useit to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. Thefirst bit is a conditional execute “on” bit and the secondbit tells usif
we execute on 1 or QO. For example, the instruction:

PO_ADD_# RO,R1,R2
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Is only going to write the result of the ADD into those GPRs whose predicate bit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencerwith a PRED instruction is undefined.

 
{Issue: do we have to have a NOP between PRED andthefirst instruction that uses a predicate?}

6.5 HW Detection of PV,PS
Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencerwill insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencerwill
insert NOPs wherever there is a dependant read/write.

The sequencerwill also have to insert NOPs between PRED_SET and MOVAinstructions and their uses.

6.6 Registerfile indexing
Because we can have loops in fetch clause, we need to be able to index into the registerfile in order to retrieve the
data created in a fetch clause loop and use it into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit? Bit 6
0 0 ‘absolute register’
0 1 ‘relative register
i 0 ‘previous vector’
1 1 ‘previous scalar’

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we addto it the loop_index and this becomes our newaddress that we give to the shaderpipe.

The sequenceris going to keep a loop index computed as such:

Index = Loop_iterator*Loop_step + Loop_start.

Weloop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of
range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangernents.

6.7 Debugging the Shaders
In order to be able to debug the pixel/vertex shaders efficiently, we provide 2 methods.

6.7.1 Method 1: Debugging registers
Current plans are to expose 2 debugging, or error notification, registers:
1. address register wherethe first error occurred
2. count of the numberof errors

The sequencerwill detect the following groups oferrors:
- count overflow
- constant indexing overflow
- register indexing overflow

Compiler recognizable errors:
- jump errors

relative jump address > size of the control flow program
- call stack

call with stack full
return with stack empty
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A jumperror will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only breakif
the DB_PROB_BREAKregisteris set.

If indexing outside of the constant or the register range, causing an overflowerror, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}

6.7.2 Method 2: Exporting the vaiues in the GPRs
1) The sequencerwill have a debug active, count register and an address register for this mode.

Under the normal mode execution follows the normal course.

Under the debug mode it is assumed that the program is always exporting n debug vectors and that all other exporis
to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by the sequencer(evenif they occur
before the address stated by the ADDR debug register).

7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch
requests and allowthe shader pipeto kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
MASK_SETGTE

8. Multipass vertex shaders (HOS)
Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.

9 Register file allocation
The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and
PIXEL_REG_SIZEforpixels.
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Above is an example of how the algorithm works. Vertices comein from top to bottom: pixels comein from bottom to
top. Vertices are in orange and pixels in green. The blueline is the tail of the vertices and the greenline is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index O and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the 8 potentially pending fetch clauses to be executed. The choice is made
by looking at the fifos from 7 to 0 and picking the first one ready to execute. Once chosen, the clause state machine
will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch instructions of the clause
are sent. This means that there cannot be any dependencies between two fetches of the same clause.

 The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able ta handle up to X(?) in flight fetches and thus there can be a fair number of active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. Tne ALU arbitration logic chooses one of the
8 potentially pending ALU clauses to be executed. The choice is made by looking at the fifos from 7 to 0 and picking
the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for the odd clocks. For
example, here is the sequencing of two interleaved ALU clauses (E and © stands for Even and Odd sets of 4 clocks):

EinstO OinstO Einst1 Oinstt Einst2 Oinst2 EinstO Oinst3 Einsti Oinst4 Einst2 Oinst0...
Proceeding this way hides the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across

clause boundaries.
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12. Handling Stalls
When the outputfile is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the outputfile. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering the exporting clause (37). The
sequencerwill set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFOs

The reservation FIFOs contain the state of the vector of pixels and vertices. We have two sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, somebits
for LOD correction and coverage mask information in orderto fetch fetch for only valid pixels, the quad address.

14. The Output File
The output file is where pixels are pul before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BVV 512 bits/clock and read BYV 256 bits/clock. The staging
registers are 4x128 (and there are 16 of those on the whole chip).

15. (J Format

The lJ information sent by the PA is of this format on a per quad basis:

We have a vectorof IJ’s (one IJ per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). The interpolation is done at a different precision across the 2x2. The upperleft pixel’s parameters are
always interpolated at full 20x24 mantissa precision. Then the result of the interpolation along with the difference in IJ
in reduced precision is used to interpolate the parameter for the other three pixels of the 2x2. Here is how we do it:

Assuming PO is the interpolated parameter at Pixel 0 having the barycentric coordinates 1(0), J(0) and so on for P1,P2
and P3. Aliso assuming that A is the parameter value at VO (interpolated with |), B is the parameter value at V1
(interpolated with J) and C is the parameter value at V2 (interpolated with (1-!-J).

AOU = Id) — 10)

AOL? = JQ} - J(0)

AO2T = 1(2)- IO) PO PA

AO2ZS = J (2) - F(0)

AO3I = [)- (0)

AOBT = 103) - F(0) P2 PS 
P0=C+1(0)*(A-C)+J()*(B-C)

Pl=P0+A0U*(A~C) + AOL*(B-C)

P2 = P0+A021 *(A-C)+ AO2 *(B-C)

P3 = P0+A03F *(A-C)+A03 *(B-C)

PO is computed at 20x24 mantissa precision and P1 to P3 are computed at 8X24 mantissa precision. So far no visual
degradation of the image was seen using this scheme.

Muttiplies (Full Precision): 2
Multiplies (Reduced precision): 6
Subtracts 19x24 (Parameters): 2
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FORMAT OF PO's |J: Mantissa 20 Exp 4 fori + Sign
Mantissa 20 Exp 4 for J + Sign

FORMATof Deltas (x3): Mantissa 8 Exp 4 for | + Sign
Mantissa & Exp 4 for J + Sign

Total numberof bits | 20*2 + 8*6 + 4*8 + 4*2 = 128

All numbers are kept using the un-normalized floating paint convention: if exponentis different than 0 the numberis
normalized if not, then the numberis un-normalized. The maximum range for the lJs (Full precision) is +/- 63 and the
range for the Deltas is +/- 127.

15.1 Interpolation of constantattributes
Becauseof the floating point imprecision, we need to take special provisionsif all the interpolated terms are the same
or if two of the barycentric coordinates are the same.

Westart with the premise that if A= Band B=C and C =A, then P0,1,2,3= A. Since one or more of the IJ terms
may be zero, so we extend this to:

if (A=B and B=C and C=A)
P0,1.2,3 = A;

else if (| = 0) or (J = 0) and
(QJ = 0) or (1-I-J = 0) and
((1-J-1 = 0) or (7 = 0))) {

if@ =O) {
PO= A;

belse if(J '= 0) {
Po = B;

helse {
PO=C;

/irest of the quad interpolated normally
}
else
{

normal interpolation
}

16. Staging Registers
In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER by the
VGTfor it to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789 10 11 1213 1415 || 1617 18 19 20 21 22 23 24 25 26 27 28 29 30 31 || 32 33 34 35 36 37 38 39
40 44 42 43 44 45 46 47 | 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

The sequencerwill re-arrange them in this fashion:

012316 17 18 19 32 33 34 35 48 49 50 57 || 456 7 20 21 22 23 36 37 38 39 52 53 5455 || 891011 24 25 26 27
40 41 42 43 56 57 58 59 || 12 13 14 15 28 29 30 31 44 45 46 47 60 61 62 63

The || markers show the SP divisions. In the event a shader pipe is broken, the VGT will send padding fo accountfor
the missing pipe. For example, if SP1 is broken, vertices 45 6 7 20 21 22 23 36 37 38 39 52 53 54 55 will still be sent
by the VGT to the SQ BUT will not be processed by the SP and thus should be considered invalid (by the SU and
VGT).
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The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure11FiguretiFigure14. The area of the fixed-to-float converters and the VSISRs for this method is roughly
estimated as 0.759sqmm using the R300 process. The gate count estimate is shown in Figure 1OFigure1OFigure-1Q.

 
Basis for 8-deep Laich Memory (from R300)

8x24-bit 11631442 60.57813 17 perbit

Area of 96x8-deep Latch Memory 46524 we
Area of 24-bit Fix-to-float Converter 4712.2 per converter

Method 1 Block Quantity Area
F2F 3 14136
8x96 Latch 16 744384 

Figure 10:Area Estimate for VGT to Shader Interface
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Figure 11:VGT te Shader Interface

17. The parameter cache
The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (7 R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBs are the memory number and the 7 LSBs are the address within this memory. 

| MEMORY NUMBER
4 bits 7 bitsADDRESS | 

The PA generates the pararneter cache addresses as the positions came fram the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
numberfield wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT(a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shader is exporting &
parameters per vertex (VS_EXPORT_COUNT = 8). The first position received is going to have the PC address
Qo0000000000 the second one 00010000000, third ene CO100000000 and se on up to 11170000000. Then the next
position received (the 17) is going to have the address 00000001000, the igh Q0010001000, the 49" 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful about is that if the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add 2*VS_EXPORT_COUNTto
Current_Location and reset the memory count to 0 before the next vector begins).
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71 Export restrictions

[7.1.1 Pixel exports:
Pixels can export 1,.2,3 or 4 color buffers to the SX( +z). The exports will be done in order. The PRED_OPTIMIZE
function has to be turned of if the exports are done using interleaved precicated instructions. The exports will always
be ordered to the SX.

17.1.2 Vertex exports:
Position or parameter caches can be exported in any order in the shader program. lt is always better to export
posistion as soon as possible. Position has to be exporied in a single export block (no texture instructions can be
placed between the exports). Parameter cache exports can be done in any order with texture instructions interleaved.
The PRED_OPTIMIZE function has to be turned ofif the exports are done using interleaved predicated instructions to
the Parameter cache (see Arbitration restrictions for details). The exports will always be allocated in order to the SX.

17.1.3 Pass thru exports:
Pass thru exports have to be done in groups of the form:

 ALU (CATA) ALU(DATA) ALU (DATA)...

They cannot have texture instructions interleaved in the export block. These exports are not guaranteed ta be
ordered.

Also, when doing a pass thru export, Position MUST be exported AFTER all pass thru exports. This position export is
used to synchronize the chip when doing a transition from pass thru shader to regular shader and vice versa.

17.2 Arbitration restrictions

Here are the Sequencerarbitration restrictions:

1) Cannot execute a serialized thread if the corresponding texture pending bit is set
2) Cannotallocate position if any older thread has not allocated position
3) If last thread is marked as not valid AND marked as last and we are about to execute the second to oldest

thread also marked last then:
a. Both threads must be from the same context (cannot allowafirst thread)
b. Must turn off the predicate optimization for the second thread

4) Cannot execute a texture clause if texture reads are pending
5) Cannot execute last if texture pending (evenif not serial)

18. Export Types
The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Hereisalist of all possible export modes:

18.1 Vertex Shading
0:15 -16 parameter cache
16:31 - Empty (Reserved?)
32 - Export Address
33:40 - 8 vertex exports to the frame buffer and index
41:47 - Empty
48:55 - 8 debug export (interpret as normal vertex export)
60 - export addressing mode
61 - Empty
62 - position
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63 - sprite size export that goes with position export
(point_h,point_w,edgeflag misc)

18.2 Pixel Shading
0 - Color for buffer 0 (primary)
1 - Color for buffer 1
2 - Color for buffer 2
3 - Color for buffer 3
47 - Empty
8 - Buffer 0 Color/Fog (primary)
9g - Buffer 1 Color/Fog
10 - Buffer 2 Color/Fog
11 - Buffer 3 Color/Fog
12:15 - Empty
16:31 - Empty (Reserved?)
32 - Export Address
33:40 - 8 exports for multipass pixel shaders.
41:47 - Empty
48:55 -8debug exports (interpret as normal pixel export)
60 - export addressing mode
61:62 - Empty
63 -Z for primary buffer (2 exported to ‘alpha’ component)

19. Special Interpolation modes

19.1 Real time commands

We are unable to use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type 0 packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able abie to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
other is rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important (true only if we map Microsoft's high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This modeis triggered by the primitive type: REAL TIME. The actual memories are in the in
the SX blocks. The parameter cata memories are hooked on the RBBM bus andare loaded by the CP using register
mapped memory.

19.2 Sprites/ XY screen coordinates/ FB information
When working with sprites, one may want to overwrite the parameter O with SC generated data. Also, XY screen
coordinates may be needed in the shader program. This functionality is controlled by the gen_|0 register (in SQ) in
conjunction with the SND_XY register (in SC). Also it is possible to send the faceness information (for OGL front/back
special operations) to the shader using the same control register. Hereisalist of all the modes and how theyinteract
together:

Gen_st is a bit taken from the interface between the SC and the SQ. This is the MSB of the primitive type. if the bit is
set, it means we are dealing with Point AA, Line AA or sprite and in this case the vertex values are going to generated
between O and 1.

Param_Gen_|0 disable, snd_xy disable, no gen_st — 0 = No modification
Param_Gen_]l0 disable, snd_xy disable, gen_st — 10 = No modification
Param_Gen_l0 disable, sncd_xy enable, no gen_st — 10 = No modification
Param_Gen_I0 disable, snd_xy enable, gen_st ~ 10 = No modification
Param_Gen_I0 enable, snd_xy disable, no gen_st — 10 = garbage, garbage, garbage, faceness
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Param_Gen_|0 enable, snd_xy disable, gen_st — 10 = garbage. garbage,s, t
Param_Gen_l0 enable, snd_xy enable, no gen_st — 10 = screen x, screen y, garbage, faceness
Param_Gen_l0 enable, snd_xy enable, gen_st — 10 = screen x, screen y, s,t

19.3 Auto generated counters

In the cases we are dealing with multipass shaders, the sequenceris going to generate a vector count to be able to
both use this count to write the 1* pass data to memory and then use the count to retrieve the data on the 26 pass.
The count is always generated in the same way butit is passed to the shader in a slightly different way depending on
the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEXregister. The sequenceris going to
keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
GPRsthe counter is incremented. Every time a state change is detected, the corresponding counteris reset. While
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for
all elements in the vector.

19.3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEX is set, the data will be put into the x field of the third register (it means
that the compiler must allocate 3 GPRsin all multipass vertex shader modes).

19.3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEXis set and Param_Gen_l0 is enabled, the data will be put in the x field of
the 2 register (R1.x), else if GEN_INDEXis set the data will be putinto the x field of the 1“ register (RO.x).

 |I
AUTO STG O | INTERPOLATORSCOUNT ,

STGi

r|

AUTO COUNT | 9000c0 |

 

 The Auto Count Value is
broadcast to all GPRs. Itis

loaded into a register wich has
its LSBs hardwired to the

GPR number(6 thru 63). Then
if GEN_INDEXis high, themux selects the auto-count

value and it is loaded into the
GPRsto be either used to

retrieve data using the TP or
GPRO sent to the SX for the RB touse it to write the data to

memory||

 

Figure 12: GPR input mux Contral

20. State management
Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

20.1 Parameter cache synchronization
In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencerwill keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to O and every
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time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vectorof pixels with the SC_SQ_new_vectorbit asserted, the sequencerwill first checkif
the count is greater than 0 before accepting the transmission(it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group ofpixels to the interpolators. Every tirne the state changes, the newstate counter is initialized to 0.

21. AY Address imporis
The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the IJs (to the [J
buffer) with XY writes (to the XY buffer). Then when writing the data to the GPRs, the sequencer is going to
interpolate the J data or pass the XY data thru a Fix—-float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See

 

section 19.2 for details on how to control the interpolation in this mode.

21.1 Vertex indexes imports
In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded oneline at a time by the VGT
block (96 bits). They are loadedin floating point format and can be transferred in 4 or 8 clocks to the GPRs.

22. Registers

22.1 Control

REG_DYNAMIC Dynamic allocation (pixel/vertex) of the register file on or off.
REGSIZE_PIX Size of the register file's pixel portion (minimal size when dynamic allocation turned

on)
REG_SIZE_VTX Size of the register file's vertex portion (minimal size when dynamic allocation turned

on)
ARBITRATION_POLICY__policy of the arbitration between vertexes and pixels
INST_BASE_VTX start point for the vertex instruction store (RT always ends at vertex_base and

Begins at 0)
INST_BASE_PIX start point for the pixel shader instruction store
ONE_THREAD debug state register. Only allows one program at a time into the GPRs
ONE_ALU debug state register. Only allows one ALU program at a time to be executed (instead

of 2)
INSTRUCTION This is where the CP puts the base address of the instruction writes and type (auto-

incremented on reads/writes) Register mapped
CONSTANTS 512*4 ALU constants + 32°6 Texture state 32 bits registers (logically mapped)
CONSTANTS_RT 256*4 ALU constants + 32*6 texture states? (physically mapped)
CONSTANT_EOQ_RT This is the size of the space reserved for real time in the constant store (from 0 to

CONSTANT_EO_RT). The re-mapping table operates on the rest of the memory
TSTATE_EO_RT This is the size of the space reserved for real time in the fetch state store (from 0 to
TSTATE_EO_RT). The re-mapping table operates on the rest of the memory

22.2 Context

PS_BASE
VS_BASE
VS_CF_SIZE
PS_CFSIZE
PS_SIZE
VS_SIZE
PS_NUM_REG
VS_NUM_REG
PARAM_SHADE

PARAM_WRAP

PS_EXPORT_MODE

Exhibit 2028 cock405_Sequencercdes

base pointerfor the pixel shader in the instruction store
base pointer for the vertex shader in the instruction store
size of the vertex shader (# of instructions in control program/2)
size of the pixel shader(# of instructions in control program/2)
size of the pixel shader (cniltinstructions)
size of the vertex shader (cntltinstructions)
number of GPRsto allocate for pixel shader pragrams
number of GPRsto allocate for vertex shader programs
One 16 bit register specifying which parameters are to be gouraud shaded (0 = flat, 1
= gouraud)
64 bits: for which parameters (and channels (xyzw)) do we do the cyl wrapping
(O=linear, 1=cylindrical).
Oxxxx : Normal mode
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1Ixxxx : Multipass mode
If normal, bbbz where bbb is how many colors (0-4) and z is export z or not
If multipass 1-12 exports for color.

VS_EXPORT_MODE 0: position (1 vector), 1: position (2 vectors), 3:multipass
VS_EXPORT_COUNT Numberof locations exported by the VS (and thus numberofinterpolated
parameters)
PARAM_GEN_I0 Do we overwrite or not the parameter O with XY data and generated T and S values
GEN_INDEX Auto generates an address from 0 to XX. Puts the results into RO-1 for pixel shaders

and R2 for vertex shaders
CONST_BASE_VTX (9 bits)Logical Base address for the constants of the Vertex shader
CONST_BASE_PIX (9 bits) Logical Base address for the constants of the Pixel shacer
CONST_SIZE_PIX (8 bits) Size of the logical constant store for pixel shaders
CONST_SIZE_VTX (8 bits) Size of the logical constant store for vertex shaders
INST_PRED_OPTIMIZE Turns on the predicate bit optimization (if of, conditional_execute_predicates is

always executed).
CF_BOOLEANS 256 booleanbits
CF_LOOP_COUNT 32x8 bit counters (numberof times we traverse the loop)
CF_LOOP_START 32x8 bit counters (init value used in index computation)
CF_LOOP_STEP 32x8 bit counters (step value used in index computation)

23. DEBUG Registers

23.1 Context

DB_PROB_ADDR instruction address where the first problem occurred
DB_PROB_COUNT numberof problems encountered during the execution of the program
DB_PROB_BREAK break the clause if an error is found.
DB_ON turns on an off debug method 2
DB_INST_COUNT instruction counter for debug method 2
DB_BREAK_ADDR break address for method number2

23.2 Control

DB_ALUCST_MEMSIZE Size of the physical ALU constant memory
DB_TSTATE_MEMSIZE Size of the physical texture state memory

24, Interfaces

24.1 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPxit means that SQ is going to broadcast the same information to all SP instances.

24.2 SC to SP Interfaces

24.2.1 SC_SP#
There is one of these interfaces at front of each of the SP (buffer to stage pixel interpolators). This interface transmits
the I,J data for pixel interpolation. For the entire system, two quads per clock are transferred to the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.
The actual data whichis transferred per quad is

Ref Pix | => $4.20 Floating Point | value
Ref Pix J => $4.20 Floating Point J value
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Delta Pix | (x3) => $4.8 Floating Point Delta | value
Delta Pix J (x3) => $4.8 Floating Point DeltaJvalue

This equates to a total of 128 bits which transferred over 2 clocks
and therefor needs an interface 64 bits wide

 
Additionally, X,Y data (12-bit unsigned fixed) is conditionally sent across this data bus over the same wires in an
additional clock. The X,Y data is sent on the lower 24 bits of the data bus with faceness in the msb.
Transfers across these interfaces are synchronized with the SC_SQ IJ Control Bus transfers.

The data transfer across each of these busses is controlled by a IJ_BUF_INUSE_COUNTin the SC. Each time the
SC has sent a pixel vector’s worth of data to the SPs, he will increment the IJ_BUF_INUSE_COUNTcount. Prior to
sending the next pixel vectors data, he will check to make sure the countis less than MAX_BUFER_MINUS_2,if not
the SC will stall until the SQ returns a pipelined pulse to decrement the count when he has scheduled a bufferfree.
Note: We could/may optimize for the case of only sending only IJ to use all the buffers to pre-load more. Currently
itis planned for the SP to hold 2 double buffers of |.J data and two buffers of X,Y data, so if either X,Y or Centers and
Centroids are on, then the SC can send two Buffers.

In at least the initial version, the SC shall send 16 quads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (We may revisit this for both the SX,5P,SQ and add a
EndOfVector signal on all interfaces to quit early. We opted for the simple modefirst with a belief that only the end of
packet and multiple new vector signals should cause a partial vector and that this would not really be significant
performancehit.)
 
 

Name | Bits|Description
SC_SP#_data 64 \J information sent over 2 clocks (or X,Y in 24 LSBs with facenessin upper bit)

Type 0 or 1, First clock I, second clk J
Field ULC URC LLC LRC
Bits [63:39] [38:26]=(25:13) [12:0
Format SE4M20.  SE4M& SE4M8  SE4M8

 

  

1 -> Indicates centers
2 -> Indicates X,Y Data and faceness on data bus

' The SC shall lock at state data to determine how many types to send for the
| interpolation process.

   Type 2
Field Face xX Y
Bits (63) [23:12] (17:0

| Format Bit Unsigned Unsigned

_SC_SP#_valid oe A[Valid a oe
SC_SP#_last_ quad data 4 This bit will be set on the last transfer of data per quad.
SC_SP#_type 2 0 -> Indicates centroids

 

The # is included for clarity in the spec and will be replaced with a prefix of u#_ in the verilog module statement for
the SC and the SP block will have neither because the instantiation will insert the prefix.

2422 SC_SQ
This is the control information sent to the sequencer in order to synchronize and control the interpolation and/or
loading data into the GPRs needed to execute a shader program on the sent pixels. This data will be sent over two
clocks pertransfer with 1 to 16 transfers. Therefore the bus (approx 92 bits) could be folded in half to approx 47 bits.  
 

Name | Bits | Description
SC_SQ_data 46 Control Data sent to the SQ

1 clk transfers
Event ~ valid data consist of event_id and

state_id. Instruct SQ to post an
event vector to send state id and
event_id through request fifo
and onto the reservation stations
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making sure state id and/or event_id
gets back to the CP. Events only
follow end of packets so no pixel
vectors will be in progress.

Empty Quad Mask — Transfer Control data
consisting of pe_dealloc
or new_vector. Receipt of this is to
transfer pc_dealloc or new_vector
without any valid quad data. New
vector will always be posted to
requestfifo and pc_dealloc will be
attached to any pixel vector
outstanding or posted in request fifo
if no valid quad outstanding.

2 clk transfers
Quad Data Valid — Sending quad data with or

without new_vector or pc_dealloc.
New vector will be posted to request
fifo with or without a pixel vector and
pe_dealioc will be posted with a pixel
vector unless noneis in progress. In
this case the pc_dealloc will be
posted in the request queue.
Filler quads will be transferred with
The Quad mask set but the pixel
corresponding pixel mask set tozero.
 
SC_SQ_valid

 
4 SC sending valid data, 2” clk could be all zeroes

 
   

8C_SQ_data ~ first clock and second clock transfers are shownin the table below. 

| Name | BitField Bits | Description
 

[ 1 Clock Transfer | a
 

 
 

 
  
    
 
  

 

  
 

 
SC_5Q_event [0 1 | This transfer is a 1 clock event vector

L | _ |Force quad_mask = new_vector=pc_dealloc=0
8C_SQ_event_id [2:4] 2 This field identifies the event

0 => denotes an End Of State Event
1 => TBD

| SC_SQ_pe_dealloc 15:3] 3 | Deallocation token forthe Parameter Cache
SC_SQ_new_vector 6 1 The SQ must wait for Vertex shader done count > © and after

dispatching the Pixel Vector the SQ will decrernent the court.
SC_SQ_quad_mask |[i0:;7] 4 | Quad Write maskleft to right SPO => SP3
SC_SQ_end_of_prim 11 1 End Ofthe primitive

|SC_SQstateid| [14:12] 3 | State/constant pointer (6*3+3)
8C_SQ pixmask _[80:15] 16 | Valid bits for all pixels SPO=>SP3 (UL,UR.LL,LR)
SC_SQ_prim_type (83:31) 3 Stippied line and Real time cornmand need to load tex cords from

alternate buffer
000: Normal
010: Realtime
701: Line AA
110: Point AA (Sprite)

8C_SQ_provok_vix | [35:34] 2 | Provoking vertex for flat shading
SC_SQ_pc_ptrO | [46:36] 11 | Parameter Cache pointer for vertex 0
2nd Clock Transfer Sean

8C_S80_pe_pirt | [10:0] it | Parameter Cache pointer for vertex 1
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5C_SQ_pco_ptr2 (21:11) | 11 Parameter Cache pointer for vertex 2
8C_SO0_lod_correct | [45:22] | 24 | LOD correction per quad (6 bits per quad) mS

Name __ |Bits|Description - poe
SQ_SC_free_buff 4 Pipelined bit that instructs SC to decrement count of buffers in use.

8Q_SC_dec_entr_cnt | 1 Pipelined bit that instructs SC to decrement count of new vector and/or event |
sent to prevent SC from overflowing SQ interpolator/Reservation requestfifo. |

The sean converter will submit a partial vector whenever:
1.) He gets a primitive marked with an end of packet signal.

 
2.) A current pixel vector is being assernbled with alt least one or more valid quads and the vector has been

marked for dealiocate when a primitive marked new_vector arrives. The Scan Converterwill submit a partial
vector (up to 16quads with zero pixel mask to fill out the vector) prior to submitting the new_vector
marker\primitive.

(This will prevent a hang which can be demonstrated when all primitives in a packet three vectors are culled
except for a one quad primitive that gets marked pc_dealloc (vertices maximum size). In this case two
new_vectors are submitted and processed, but then one valid quad with the pc_dealloc creates a vector and then
the new would wait for another vertex vector to be processed, but the one being waited for could never export
until the pc_dealloc signal madeit through and thus the hang.)

24.2.3 SQ to SX: Interpolator bus 
 
  
 
   
  

    
 
 

   

Name | Direction [Bits | Description
$Q_SXx_inierp, flat_vix SQ—S8Px 2 _ Provoking vertex for fiat shading
5Q_SXx_interp_flat_gouraud | SQ-»SPx 14 | Flat or gouraud shading
8Q_SXx_interp_cyl_wrap SQ—SPx 4 | Wich channel needsto be cylindrical wrapped
SQ_SXx_pe_ptr0 |SQ->SXx 4 | Parameter Cache Pointer
SQ_SXx_pce_ptrt i | Parameter Cache Painter
SQ_SXx_pc_ptr2 i | Parameter Cache Pointer
|SQ_SxXxrtsel 1 SelectsbetweenRTandNormaldata
SQISXxpelwren ’ 1 Write enableforthe PC memories
SQ_SXx_pe_wr_ addr | S$Q->SXx 7|Write address forthePCS)

 
   
$Q_SXx_pe_channelmask “| SQ->SXx L4 Channel mask

24.2.4 SQ to SP: Staging Register Data
This is a broadcast bus that sends the VSISR information to the staging registers of the shaderpipes.   

  
      
     

 Name __| Direction _| Description ;
SQ_SPxvsr_data|SQ>SPK96“ Pointersof indexes or HOSsurface information
|SQ_SPx_vsr_double __| SQ>SPx {4GNormal 96bits per vert 1: double 192bits pervert a

SQ_SP0_ vsr_valid | SO-9SP0 4 | Data is valid
$Q_ SP1_ vsr_ valid SQ—SP1 1 | Data is valid
SQ_SF2_vsr_valid | SQ >SP2 1 _ Data is valid &
$Q_SP3_vsr_ valid | SQ >SP3 1 | Data is valid ; a
$Q_SPx_vsr_read | $Q >SPx 4 | Increment the read painters Be 

24.2.5 VGT to SQ: Vertex interface

24.2.5.1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the
VSISRs (via the Shader Sequencer in full, 32-bit floating-point format, The VGT can transmit up to six 32-bit
floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96
bits wide.
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| Name | Bits DescriptionVGT_SQ_vsisr_data 96 Pointers of indexes or HOS surface information
VGT_SQ_vsisr_double 1 0: Normal 96bits per vert 1: double 192 bits per vert
VGT_SQ_end_of_vector 1 Indicates the last VSISR data set for the current process vector (for double vector

; data, "end_of_vector" is set on the first vector)
VGT_SQ_indx_valid 1 Vsisr data is valid
VGT_SQ_state 3 Render State (6°3+3 for constants). This signal is guaranteed to be correct when

| ‘VGT_SQ_vgt_end_of_vector"is high.
VGT_SQ_send 1 Data on the VGT_SQis valid receive (see write-up for standard R400 SEND/RTR

interface handshaking)

SQ_VGT_ortr | 1 Ready to receive (see write-up for standard R400 SEND/RTR interfacehandshaking)

24.2.5.2 Interface Diagrams

Exhibit 2029 dockd00_Sequencerdac
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24.2.6 SQ to SX: Control bus

Name _ Direction | Bits | Description
SQ_SxXx_exp_type SQ—SXx 2 | 00: Pixel without z (1 to 4 buffers)

| 01: Pixel with z (1 to 4 buffers)
| 40: Position (1 or 2 results)
141: Pass thru (4,8 or 12 results aligned)

  
 

 

 
    
 

 

SQ_SxXx_exp_number | SQ>8Xx 12 |Number of locations needed in the export buffer
| | | (encoding depends on the type see bellow).

SQ_SXx_exp_alu_id SQ—SXx i LALU ID
SQ_SXx_exp_valid | SQ-+SXx 4 ' Valid bit
SQ_SXx_expstate SQ>8Xx 13 | State Context
SQ_SxXx_free_done SQ—>SXx i | Pulse to indicate that the previous export is finished

(this can be sent with or without the other fields of the
| interface)

SQ_SxXx_free_alu_id | SQ>SXx 14 / ALU IB

  
 
  
 

Depending on the type the numberof export location changes:
e Type 00: Pixels without Z

o 00= 1 buffer
o O1 = 2 buffers
o 10 3 buffers
o 611 4 buffer
e 01: Pixels with Z
o 00=2 Buffers (color + Z)
o O1=3 buffers (2 color + Z)

10 = 4 buffers (3 color + Z)
11 = 5 buffers (4 color + 2)

e Type 10: Position export
o O0= 1 position
o QO1= 2 positions
o 1X = Undefined

* Type 11: Pass Thru
00 = 4 buffers
01 = 8 buffers
10 = 12 buffers
11 = Undefined

* Typ

oa0a

Cc
Oo

Oo0

Below the thick black line is the end of transfer packet that tells the SX that a given export is finished. The report
packet will always arrive either before or at the same time than the next export to the same ALU id.

24.2.7 SX to SQ: Outputfile contro!  
 

 
 

[Name |Direction| Bits |Description — |
SXx_SQ_exp_count_rdy SXx-8Q 1 | Raised by SXOto indicate that the following twofields

| reflect the result of the most recent export
SXx_SQ_exp_posavail | SXx-95Q_ 4 | Specifies whether there is room for anotherposition.
SxXx_SQ_exp_buf_avail SXx—-8Q 7 | Specifies the space available in the output buffers.

| 0: buffers are full
1: 2K-bits available (32-bits for each of the 64

| pixels ina clause)

| 64: 128K-bits available (16 128-bit entries for each of
| | 64 pixels)

| 65-127: RESERVED
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24.2.8 SQ to TP: Control bus

Once every clock, the fetch unit sends to the sequencer on which RSline it is now working and if the data in the
GPRsis ready or not. This way the sequencer can update the fetch valid bits flags for the reservation station. The
sequencer also provides the instruction and constants for the fetch to execute and the address in the register file
where to write the fetch return data.
 

 
 

 
 
 
 
 
     
 
 
 
 
  
    
 
   

 
    
    

   
 

 
  

Name Direction Bits | Description

TPx_SQ_data_rdy | TPx-- SQ 1 Data ready
TPx_SQ_rs_line_num TPx— SQ 6 | Line number in the Reservation station

TPx_SQ_type | TPx—> SQ 1 _ Type of data sent (O:PIXEL, 1:VERTEX)
SQ_TPx send SQ—TPx 1 i Sending valid data
SQ_TPx_const SQ--TPx 48 | Fetch state sent over 4 clocks (192 bits total)
SQ_TPx_instr SQ-TPx 24 _| Fetch instruction sent over 4 clocks
SQ_TPx_end_of groupss| SQ.TPx [1 __ Last instruction of the group ee
SQ_TPx_Type _SQ-TPx 1 _ Type of data sent (O:PIXEL, 1:VERTEX) 1
$Q_TPx_gpr_phase SQ--TPx 2 | Write phase signal
SQ_TPO_lod_correct | SQ—TPO [6 _ LOD correct 3 bits per comp 2 components per quad
SQ_TPO_pix_mask SQ—TPO 4 | Pixel mask 1 bit per pixel
SQ_TPi_lod_correct _SQ-—TP1 | 8 _ LOD correct 3 bits per comp 2 components per quad
SQ_TP1_pix_mask SQ->TP1 4 _Pixel mask 1 bit per pixel
SQ_TP2_lod_correct | SQ--TP2 16 | LOD correct 3 bits per comp 2 components per quad
SQ_TP2_pix_mask SQ-TP2 4 | Pixel mask 1 bit per pixel
SQ_TP3_lod_correct | SQTP3 6 | LOD correct 3 bits per comp 2 components per quad
SQ_TP3_pix_mask SQ->TP3 4 _ Pixel mask 1 bit per pixel
SQ_TPx_rs_line_num SQ-—TPx [6_ Line number in the Reservation station |
SQ_TPx_write_gpr_index _8Q-2TPx L7 Index into Register file for write of returned Fetch Data
 

24.2.9 TP to SQ: Texture stall
The TP sends this signal to the SQ and the SPs whenits input buffer is full.

TP_SP_fetch_Stali 

|

SQ_SP_wr_addr |

TL -— 

ne _| Direction[TP8a
Name oo
TP_SQ_fetch_stall
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| 24 September, 2001 4 September, 20152 GEN-CXXKXX-REVA | 47 of 54i i OA 3h oe i

24.2.10 SQ to SP: Texture stall

Name . [Direction| BitsDescription _ ee| =SQ_SPx_fetch_stall | SQ-»SPx 4 | De not send more texture requestif asserted :

24.2.11 SQ to SP: GPR and auto counter

Name Direction Bits|Description
SQ_SPx_gpr_wt_addr | 8Q-SPx 7 Write address
SQ_SPx_gpr_rd_addr SQ-SPx 7 Read address
8Q_SPx_gprrd_en [| 8Qs8PK 1 | Read Enable :

$Q_SPOgprwren |1|WriteEnablefortheGPRsofSPO
8Q_S3PF1 gpr wr en i White Enable for the GPRs of SPi [os
$Q_SP2gor wren i Wirite Enable for ine GPRs of SP2 foe
$Q_SPx3gprwren 1 Write Enable for the GPRsof SP3 | 8
SQ_SPx_gpr_phase SQ >SPx 2 The phase mux ({arbitrates between inputs, ALU SRC |

_ . _. . _| teads and writes)
SQ_SPx_channel_mask SQ >SPx 4 | The channel mask
SQ_SPx_gpr_input_se! SQ >SPx 2 When the phase mux selects the inputs this tells from

which source to read from: Interpolated data, VTXQ,
| _MTX1, autogen counter.

SQ_SPx_auto_count SQ—SPx 12?|Aute count generated by the SQ, commonfor all shader
I pipes
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| 24.212 SQ to SPx: Instructions
Name | Direction | Bits |Description
$Q_SPx_instr_start SQ—SPx 1 | Instruction start
$Q_SP_instr SQ—-SPx 21 Transferred over 4 cycles

0: SRC A Select 2:0
SRC A Argument Modifier 3:3
SRC A swizzle 11:4
VectorDst 1742
Unused 20:18

1: SRC B Select 2:0
SRC B Argument Modifier 3:3
SRC B swizzle 11:4

ScalarDst 17:12
Unused 20:18

2: SRC C Select 2:0
SRC C Argument Modifier 3:3
SRC C swizzle 11:4
Unused :

3: Vector Opcede 4:0
Scalar Opcode 10:5
Vector Clamp a4
Scalar Clamp 12:12

| Vector Write Mask 16:13 TEESE

/ fo (| SealarWriteMask20170
8Q_SPx_exp_alu_id | SQ—SPx 14 _ ALU ID
SQ_SPx_exporting SQ—SPx 2 0: Not Exporting

1: Vector Exporting :
_ ee fo | 2SealarExporting :
$Q_SPx_stall |SQ->SPx 1 | Stall signal
$Q_SP0_write_mask SQ—>SPO0 4 Result of pixel Kill in the shader pipe, which must be

output for all pixel exports (depth and all color
| buffers). 4x4 because 16 pixels are computed perclock

$Q_SP1_ write_mask SQ—SP1 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color

| | buffers). 4x4 because 16 pixels are computed per| | clock
SQ_SP2_ write_mask 8Q>SP2 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and ail color
| buffers). 4x4 because 16 pixels are computed per

ee—clot
$Q_SP3_ write_mask SQ—SP3 4 Result of pixel kill in the shader pipe, which must be

cutout for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

24.2.13 SP to SQ: Constant address load/ Predicate Set

NameDirectionBits| Description pened
SPO_SQ_const_addr SPO0—-SQ [36 onstant address load / predicate vector load (4 bits only) |
epee eeete | tothesequencer
SP0_SQ_valid | SP0—-SQ 41. | Data valid
SP1_SQ_const_addr SP1—-SQ 36 Constant address load / predicate vector load (4 bits only)

I

| to the sequencer
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| 24 September, 2001 4 September, 207152 GEN-CXAXKAX-REVA 49 of 54
SP1_SQ_valid _SP1>50 i _ Data valid
SP2_SQ_const_addr SP2—SQ 36 | Constant address load / predicate vector load (4 bits only)

| to the sequencer
$P2_SQ_valid | SP2--SQ 14 _Data valid
SP3_SQ_const_addr SP3—S8Q 36 | Constant address load / predicate vector load (4 bits only)

| to the sequencer
SP3_SQ_valid _SP3-80 4 | Data valid

24.2.14 SQ to SPx: constant broadcast

Name _| Direction [ Bits | Description
SQ_SPx_const | $Q >-SPx 128 | Constant broadcast

24.2.15 SPO to SQ: Kill vector load

Name[Direction Bits| Description
SPO_SQ_Kkiil_vect SPO—SQ 4 _ Kill vector load
SP1_3Q_kill_vect | SP1--30 4 | Kill vector load
SP2_SQ_kill_vect SP2—SQ 4 _Kill vector load
SP3_SQ_kill_vect $P3—S8Q 14 | Kill vector load

24.2.16 SQ to CP: RBBM bus

Name | Direction | Bits Description
8Q_RBB_rs SsQ—cp 1 | Read Strobe
SQ_RBB_rd (32 | Read Data
$Q_RBBM_onrtrtr a _ Optional
SQ_RBBM_rr im _ Real-Time (Optional)

242.17 CP io SQ: REBM bus

Name Direction Bits | Description
rbbm_we | CP-»SQ [4 | Write Enable ;
rbbm_a CP5Q 15 _| Address -- Upper Extent is TBD (16:2)
rbbm_wd | GP-»SQ | 32 Data
rbbm_be CP—=SQ 4 _ Byte Enables
rbbm_re | CP>SQ [4 | Read Enablerbb_rsO CP5Q i | Read Return Strobe 0

rbb_rsi |GP--»SQ 14 _ Read Return Strobe 1robb rdO cP—S0 32 | Read Data

rbd? CPo-S8Qss82ReadData
RBBM_SQ_soft_reset | CP-»SQ im | Soft Reset

242.18 SQ to CP: State report
Name i Direction | Bits | Description
$Q_CP_vs_event SQ—-CP 1 | Vertex Shader Event
SQ_CP_vs_eventid | SQ3CP 2 _ Vertex ShaderEvent ID
SQ_CP_ps_event SQ—CP 1 _ Pixel Shader Event
8Q_CP_ps_eventid | SQ—CP 12 | Pixel Shader Event ID
 

  
 

eventid = 0 => *sEndOfState (i.e. VsEndOfState)
eventid = 1 => *sDone (i.e. VeDone}

So, the CP will assume the Vs is done with a state wheneverit gets a pulse on the SQ_CP_vs_event
and the SQ_CP_vs_eventid = 0.
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| 24.3 Exampleof control flow program execution
We now provide some examples of execution to better illustrate the new design.

 

Given the program:

ud
ul

ex 0
PP
4@“ a

u3 Serial
u4

ex 2
u5
u6 Serial

ex 3
u7
loc Position 1 buffer
u 8 Export@4 -
loc Parameter 3 buffers
uS Expori 0

oebg oO
u 10 Serial Export 2
u 11 Export 1 End

 PRAbPPAPSEPAPRIDP
Would be converted into the following CF instructions:

QO Tex G Tex O Alu 1 A_u O Tex G Alu O Alu 1 Tex O

 sx O Alu 1 Alu 0 End

And the execution of this program would looklike this:

Put thread in Vertex RS:

Contro! Flow Instruction Pointer (12 bits), (CFP)
Execution Count Marker (3 or 4 bits}, (ECM)
Loap lterators (4x9 bits), (LD
Call return pointers (4x12 bits), (CRP)
Predicate Bits(4x64 bits), (PB)
Export ID (1 bit), (EXID)
GPR Base Pir (8 bits), (GPR)
Export Base Ptr (7 bits), (EB)
Context Ptr (bits). (CPTR)
LOD correction bits (16x6 bits) (LOD)
 

State Bits
        

  
0 ‘0 [0

 
[CRP
i)

[Exip[GPR| ;
/O 10 :o Lo 0

Valid Thread (VALID)
Texture/ALU engine needed (TYPE)
Texture Reads are outstanding (PENDING)
Waiting on Texture Read to Complete (SERIAL)
Allocation Wait (2 bits) (ALLOC)
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24 September, 2001 4 Seplember, 20152 GEN-CXARKKX-REVA 51 of 54Sn & FEV AL i ey
00 — No allocation needed
01 — Position export allocation needed (ordered export)
10 — Parameteror pixel export needed (ordered export)
11 - pass thru (out of order export)

Allocation Size (4 bits) (SIZE)
Position Allocated (POS_ALLOC)
First thread of a new context (FIRST)
Last (1 bij, CAST)

Status Bits

VALID | TYPE PENDING [SERIAL [ALLOC [SIZE [POS_ALLOC FIRST | LAST
1 | ALU 0 0 0 0 0 1 0 poe

Then the thread is picked up for the execution of the first control flow instruction:=xecute ALu © Alu O Tex 0 Tex O Alu + Alu GO Tex © Alu O Alu + Tex O

It executes the first two ALU instructions and goes back to t
state returned to the RS:

 
@ RS for a resource request change. Here is the

 
  
 

   
         

  
   

State Bits

CFP [ECM Pu | CRP | PB | EXID | GPR EB | CPTR LOD

Status Bits

VALID [TYPE PENDING|SERIAL|ALLOC|SIZE | POSALLOC FIRST | LAST
1 | TEX 0 0 10 i) Oo 1 6
 

Then when the texture pipe frees up, the arbiter picks up the thread to issue the texture reads. The thread comes
back in this state:
 
       
 

   
 

 
      State Bits

(CFP[ECM Pu | CRP | PB EXID | GPR EB [CPTR LOD
Q i4 Lo 0 [0 Q 0 0 [0 0

Status Bits :SameaFPEEEOPRATTIOTS—

|VALID | TYPE PENDING [| SERIAL | ALLOC[SIZE|POS_ALLOC FIRST LAST
1 | ALU 1 I4 i) [oO oO 1 Q   

Because ofthe serial bit the arbiter must wait for the texture to return and clear the PENDINGbit before it can
pick the thread up. Lets say that the texture reads are complete, then the arbiter picks up the thread and returnsit in
this state:
 
State Bits

| CFPQ

 
     
 

 

| Status Bits |.

VALID | TYPE PENDING | SERIAL | ALLOC [SIZE|POS_ALLOC FIRST__/ LAST
1 | TEX 0 LO [0 0 0 1 [oO |

  
  

   
Again the TP frees up, the arbiter picks up the thread and executes. It returns in this state:
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| State Bits
CFP [ECM [Lt CRP PB EXID _GPR EB [ CPTR LOD
aq [7 iO PO 0 LO | 0 0 [O 0
 

 
Status Bits 
 
VALID|TYPEPENDING | SERIAL|ALLOC|SIZE|POS_ALLOCFIRST|LAST 

 
1 ALU 1 fo [0 fo. [0 1 a poe
 

Now, evenif the texture has not returned we can still pick up the thread for ALU execution because the serialbit

 
  

      
                  
 

 
  
        
 

 

 
 

  
 

 
  

 

is not set. The thread will however come back to the RS for the second ALU instruction because it has the serial bit
set.

State Bits

CFP | ECM [Lu | CRP PB [ EXID _GPR EB | CPTR LOD0 8 Lo Lo 0 LO Lo 0 i) 6

‘StatusBits

VALID TYPE PENDING | SERIAL | ALLOC SIZE|POS_ALLOC FIRST LAST | :i ALU 1 4 0 0 0 1 o |

As soon as the TP clears the pending bit the thread is picked up and returns:

State Bits

| CFP (ECM LL | CRP PB | EXID GPR EB | CPTR LOD
0 9g 6 6 6 [o 10 0 [9 6 |

| Status Bits |

|VALID TYPE PENDING| SERIAL|ALLOC_ - ;
4 TEX 0 oO : a 1

 
  

Picked up by the TP and returns:2xecute Alu O
 
   

   
 

State Bits

CFP ECM Li [CRP PB [ EXID _GPR EB CPTR LOD -
1 10 :O 10 0 LO 0 0 10 0   
   

“StatusBits ~ - ~ |e

VALID TYPE PENDING | SERIAL | ALLOC|SIZE | POSALLOC FIRST|LAST Jo81 ALU 4 Lo lo 0 Q 1 Q poe

 

  
Picked up by the ALU and returns (lets say the TP has not returned yet):ALloc Position 1
 

State Bits  
oo[CRP«| PB EXID _GPR EBS| CPTR| LoD

LO 0 lO 10 0 LO Lo
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Status Bits         VALID TYPE PENDING|SERIAL [ALLOC|SIZE [POS_ALLOC FIRST LAST
1 ALU i 10 1 Ot 4 Oo 1 0 |
  

ifthe SX has the place for the export, the 5Q is going to allocate and pick up the thread for execution. It returns to
the RS in this state:

Execute Alu O Tex 0
 
    
   
 
             
  
State Bits

CFP [ECM Ler [CRP|PB [EXID (GPR [EB [cptR [top |
3 [4 LO LO Lo LO LO [0 16 LO

Status Bits )

| VALID [TYPE PENDING [SERIAL [ALLOC [SIZE|POS_ALLOC FIRST|LAST ae
1 | TEX i iO 10 Lo [4 1 [0 fe
 

Now, since the TP has not returned yet, we must wait for it to return because we cannot issue multiple texture
requests. The TP returns, clears the PENDING bit and we proceed:

A_loc Param 3
 
State Bits         
  

  
 

Status Bits Jo
  

 
    
   

 

   

   
 
 

 
  

 
 

| VAI ‘| SIZE | POS_ALLOC FIRST
1 3 4 1

Once again the SQ makes sure the SX has enough room in the Pararneter cache before it can pick up this
thread.

=xecute Alu © Tex 0 Alu 1 Alu O End

State Bits

CFP | ECM [Li CRP PB EXID i GPR EB CPTR LOD
5 4 0 0 0 1 0 | 100 Oo [O

Status Bits |
VALID | TYPE PENDING [SERIAL [ALLOC [SIZE [POS_ALLOC FIRST | LAST :
1 | TEX 1 0 LO Lo 4 1 Lo L
 

This executes on the TP and then returns:

State Bits :

 
  
 

      
 

 

 | CFP [ECM ii [CRP PB | EXID _GPR [EB [CPTR [LOD |
5 2 0 0 0 1 (0 [100 0 Lo |

| Status Bits Joe
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Ag 4A Sy 4 :

VALID TYPE [PENDING | SERIAL |ALLOC SIZE|POS_ALLOC FIRST LAST le
1 ALU | 4 [4 0 0 1 4 1      

Waits for the TP to return because of the textures reads are pending (and SERIALin this case). Then executes
and does not return to the RS because the LASTbit is set. This is the end of this thread and before dropping it on the
floor, the SQ notifies the SX of export completion.

25. Open issues
Need to do sometesting on the size of the registerfile as well as on the registerfile allocation method (dynamic VS
static).

 
Saving power?
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1. Overview

The sequencer chooses two ALU threads and a fetch hread to execute, and executes all of the instructions in a block
before looking for a new clause of the same type. Two ALU threads are executed interleaved to hide the ALU latency.
The arbitrator will give priority to older threads. There are two separate reservation stations, one for pixel vectors and
one for vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, control flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencerfor the whole chip.

The sequencerfirst arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRs it needs to execute. The sequencerwill not start the next
vector until the needed spaceis available in the GPRs.
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1.1 Top Level Block Diagram

|

— Input Arbiter ==

—+ VIX RS PIX RS *—    
 

 
4 Exec Arbiter tt

| |
ALU Texture —

  
  

Figure 2: Reservation stations and arbiters

 
Under this new scheme, the sequencer (SQ) will only use one global state management machine per vector type
(pixel, vertex) that we call the reservation station (RS).
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The gray area represents biccks that are replicated 4 times per shaderpipe (16 times on the overall chip).

1.3 Control Graph 
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Figure 4: Sequencer Control interfaces

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the outputfile control interface.

2. Interpolated data bus
The interpclators contain an |J buffer to pack the information as much as possible before writing it to the registerfile.
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Figure 5: Interpolation buffers
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' Above is an exampleof a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The |J information is packed in the [J
buffer 4 quads at a time or two clocks. The sequencerallows at any given time as many as four quadsto interpolate a
parameter. They all have to come from the same primitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

3. Instruction Store

There is going to be only one instruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to loac the ALUinstruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mappedregisters.

The VS_BASE and PS_BASE context registers are used to specify for each context where its shader is in the
instruction memory.

For the Real time commandsthestory is quite the sarne but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite reguiar shader data. The shared code (shared
subroutines) uses the same path as reai time.

4. SequencerInstructions
Ail control flow instructions and moveinstructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV,PV, PS,PS) if they have nothing else to do.

5. Constant Stores

5.1 Memory organizations
A likely size for the ALU constant store is 1024x128 bits. Tne read BW from the ALU constantstore is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shaderis 256 constants. Or 512 for the pixelWvertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 320x96 bits (128 texture states for
regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 cifferent states total, which are going to be shared between the pixel anc the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn't sit behind a renaming table.It is register mapped and thus the driver must
reload its content each time there is a changein the control flow constants. Its size is 320*32 becauseit must hold 8
copies of the 32 dwords of control flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.
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5.2 Managementof the Control Flow Constants
The contro! flow constants are register mapped, thus the CP writes to the according register to set the constant, the
SQ decodes the address and writes to the block pointed by its current base pointer (CF_WR_BASE). On the read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the contral flow block. This register is copied whenever there is a state change. Should the CP write to CF after the
state change, the base register is updated with the (current pointer number +1 )% number of states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

5.3 Management of the re-mapping tables

 
 
   
 

 

5.3.1 R400 Constant management
The sequenceris responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change(by the driver), the sequencerwill broadside copy the contents ofits re-mapping tables to a
new one. We have8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
between the two state changes.

For this model to work in its simplest form, the requirementis that the physical memory MUST beat least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

5.3.2 Proposal for R400LE constant management
To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROL packet of state + 1, the
sequencer would check for SQ_IDLE and PA_IDLE andif both areidle will erase the content of state to replace it with
the new state (this is depicted in Figure 8: De-allocation mechanismFigure-8:-De-aillocation-mechanismFigure-8:-De-
allocation-mecshanism). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
the first report.

 

The second path sets all context cirty bits that were used in the current state to 7 (thus allowing the new state to
reuse these physical addressesif needed).
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Figure 8: De-allocation mechanism for R4A00LE

 

5.3.3 Dirty bits
Two sets of dirty bits will be maintained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a new context is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. [fit is set and the contextdirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incoming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the criver does a set constant
twice to the same logical address between context changes. NOTE: Itis important to detect and prevent this, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been usec once. This counter would
be checked each time a physical block is needed, andif the original ones have not been used up, us a new one, else
check the free list for an available physical biock address. The count is the physical address for when getting a
chunk from the counter.

Storage of a free list big enaugh to store all physical block addresses.
Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the freelist
like a ring.
The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finisnes. The address between the stop_ptr and write_ptr cannot be reused because
they are stillin use. But as soon as the context using then is dismissed the stop_ptr will be advanced.
The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_ptr does not equal the stop_ptr and the IFCis at its maximum count.
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5.3.5 De-allocate Block

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pcinter. This count will be
reset upon reset or when this context is active on the back and different than the previous context. It is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advance the write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any numberof biocks in one clock.

5.3.6 Operation of incremental model
The basic operation of the mode! would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the free list
counter becauseits not at the max value. The cata will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical addressis hit that nasits dirty bits set while in the same context. both dirty
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
Whenthefirst draw command of the context is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy anc if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set siates comein for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the freelist at read_ptr pointer if reac_ptr != to stop_ptr.

2.) Reset dirty set and Context dirty not set. A new physical addressis allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has not free list entries available (counter at max and stop_ptr == read_pir). Tne command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-mapping table is written to the correct re-mapping table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the numberof biocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the reac_ptr
allocate pointer for future allocation.

This device allows representation cf multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However, if the updates are large, less contexts will be stored and potentially performance will be degraded.
Although it will still perform as well as a ring could in this case.

5.4 Constant Store Indexing
In order to do constant store indexing, the sequencer must be loaced first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer(9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shader pipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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betweenthe time the sequenceris loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1.X,R2.X // Loads the sequencer with the content of R2.X, also copies the content of R2.X into R1.X
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2_ X] into R3

 
Note that we don’t really care about what is in the brackets because we use the state from the MOVAinstruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencerin order to support this feature is 2*64*9 bits = 1152 bits.

5.5 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers allocated for RT. It
works is the same way than when dealing with regular constant loads BUTin this case the CPis not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zonesis defined by the CONST_EO_RT control register. Similarly,
for the fetch state, the boundary between the two zonesis defined by the TSTATE_EO_RTcontrol register.

5.6 Constant Waterfalling
In order to have a reasonable performance in the case of constant store indexing using the acdress register, we are
gaing to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the S@ to makesure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To doa so, the
sequencer keeps & bits (one per render state) and sets the bits wheneverthe last render state is written to memory
and clears the bit whenevera state is freed.

CONST_EO_RT
i

RT SECTON /
(Reads/Writes are direct) || Y

REGULAR SECTION
(Reads/Writes are passing

thru a remaping table)   
Figure 9: The instruction store
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6. Looping and Branches
Loops and branches are planned to be supported and will have to be dealt with at the sequencerlevel. We plan on
supporting constant loops and branches using a control program.

6.1 The controlling state.
The R400 controling state consists of:

Boolean[256: 0]
Loop_count[7:0]31:0]
Loop_Stari[7:0][/31:0]
Loop_Step[7:0]/31:0]

That is 256 Booleans and 32 loops.

We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested icops.

This state is available on a per shader program basis.

6.2 The Control Flow Program
We'd like to be able to code up a program of the form:

 

 

1: Loop
2: Exec TexFetch
3 TexFetch
4: ALU
5: ALU
6: TexFetch

7. End Loop
8: ALU Export 

But realize that 3: may be dependent on 2: and 4: is almost certainly dependent on 2: and 3:. Without clausing,
these dependencies need to be expressed in the Control Flow instructions. Additionally, without separate ‘texture
clauses’ and 'ALU clauses' we need to know which instructions to dispatch to the Texture Unit and which to the ALU
unit. This information will be encapsulated in the flow control instructions.

Each control flow instruction will contain 2 bits of information for each (non-control flow) instruction:
a) ALU or Texture
b) Serialize Execution

 

(b) would force the thread to stop execution at this point (before the instruction is executed) and wait until all textures
have been fetched. Given the allocation of reserved bits, this would mean that the count of an ‘Exec’ instruction
would be limited to about 8 (non-control-flow) instructions. If more than this were needed, a second Exec (with the
same conditions) would be issued.

Another function that relies upon ‘clauses’ is allocation and order of execution. We need to assure that pixels and
vertices are exported in the correct order (evenif not all execution is ordered) and that space in the outout buffers are
allocated in order. Additionally data can't be exported until space is allocated. A new control flow instruction:

Alloc <buffer select -- position,parameter, pixel or vertex memory. And the size required>.

would be created to mark where such allocation needs to be done. To assure allocation is done in order, the actual

allocation for a given thread can not be performed unless the equivalent allocation for all previous threads is already
completed. The implementation would also assure that execution of instruction(s) following the serialization due to the
Alloc will occur in order-- at least until the next serialization or change from ALU to Texture. In most casesthis will
allow the exports to occur without any further synchronization. Only ‘final’ allocations or position allocations are
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 guaranteed to be ordered. Becausestrict ordering is required for pixels, parameters and positions, this implies only
a single alloc for these structures. Vertex exports to memory do not require ordering during allocation and so multiple
‘allocs' may be done.

    
6.2.1 Contro! flow instructions table

Here is the revised control flow instruction set.

Note that whenevera field is marked as RESERVED,it is assumed that all the bits of the field are cleared (0) 

 
 
 

  
 
 

 
  
     

  
   

NOP

ATAS 43 | 420
0000 Addressin RESERVED

g

This is a regquiar NOP.

Execute

47... 444%  4346-~ 40... 34 33 ...16 15...12 11... 0

~0001AddreAddress RESERVED Instructions type + serialize (9|Count Exec Address
ssing s,s ing9a04 instructions)

Execute End tsi—‘sSsSOC(Ci‘iésSS
43 4034 3 8 19.12

| Address RESERVED Instructions tyoe + serialize (9|Count
in instructions)

  
 

Execute up to 9 instructions at the specified address in the instruction memory. The Instruction type field tells the
sequencerthe type of the instruction (LSB) (1 = Texture, 0 = ALU and whether to serialize or not the execution (MSB)
(1 = Serialize, 0 = Non-Serialized). |f Execute End this is the last execution block of the shacer program. 
 

 Conditional_Execute

47... 4447|4346 42 41... 34 | 33...16 | 15.12 11.042   
Condition|Boolean

address
O01 1Adere|Address

ssing ingQO+-4.   instructions type + serialize (9 Count Exec Address
instructions)
 
 

Conditional Execute End |  

47... 44 | 43 42 44... 34 | 33.16 | 15.12 11.....0
   

0100 | Adetess Condition|Boolean|Instructionstype+serialize(9 Count Exec Addressing address instructions)    
ifthe specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified _
instructions (up to 9 instructions). If the condition is not met, we go on to the next control flow instruction._If |
Conditional Execute End and ihe condition is met, this is the last execution block of the shader program.

  
 

 
 

       
ConditionalExecutePredicates

AT...4442 | 4346---- 42 41... 36 35... 34 33...16 15...12 11...043.
0101 Aderes|Addressi|Condition|)RESERVED|Precicate Instructions Count Exec Address

Seg ngGot0 vector type + serialize
(9 instructions)   

Exhibit 2030.decR409_Sequencerdec 74578 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © «+«

AMD1044_0257469

ATI Ex. 2108

IPR2023-00922

Page 75 of 316



ATI Ex. 2108 
IPR2023-00922 
Page 76 of 316

 
 

ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE

  
 
  

 

(9 instructions)
 

24 September, 2001 4 Seplember, 201543 22 of 53iwi icy Ramis An

[| oo ___..,GonditionalExecutePredicates End
| 47 ... 44 43 A2 41. 36 35... 34 33...16 18...12 17....0
| 0410 Addressi|Condition|RESERVED|Predicate Instructions Count Exec Address

ng vector type + serialize
|

|
Check the AND/OR of all current predicate bits. lf AND/OR matches the condition execute the specified number of
instructions. We need to AND/OR this with the kill mask in order not to consider the pixels that aren't valid. If the

| condition is not met, we go on to the next control flow instruction. |f Conditional Execute Predicates End and thecondition is met, this is the last execution block of the shacer program,

 

        
Loop_Start

| 47... 4447|4346... 42.17 | 20... 16 15...12 41...043

| O111Addre|Address RESERVED loop ID RESERVED Jump address 

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the siart to end, and also indicates which

 
 

   
   

      
control flow constants should be used with the loop.

LoopEnd |

| 47, AAAZ|A346 42... 24 23... 21 20... 16 15...12 171...0| 43 |

| {000Addre|Addressi|RESERVED Predicate break loop ID | RESERVED start address| ssing ngoo44 |
    

Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACKto the start of the loop. If predicate break '= 0, then compares predicate vector n
(specified by predicate break number). If all bits cleared then break the loop.

The way this is described does not prevent nested loops, and the inclusion of the loop id make this easy to do. 
  

        
_; 7 - Conditionnal_Call oo 7 _ |

| 47... 4447|4346 42 41... 34 33... 13 12 17...043

| 1001Adere|Addressi Condition Boolean address|RESERVED Force Call Jump address
ssing ngOi44 t

lf the condition is met, jumps to the specified address and pushes the control flow program counter on the stack.If

 
force call is set the condition is ignored and the call is made always.   
 

    
 | Return

| 47... 444%|4346 42 ...0| 43
| 1010Addre|Addressi RESERVED| essing ng1000
 

Pops the topmost address from the stack and jumpsto that address. If nothing is on the stack, the program will just
continue to the next instruction.

Conditionnal Jump
 

   

  | 47... 444%|4346 | 42 41... 34 33 32... 13 12 11...043

| 1011Addre “Addressi| Condition|Boolean|FWonly|RESERVED|Force Jump Jump address| seing ng+oo4 address 
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\f force jurnp is set the condition is ignored and the jump is made always. If FW only is set then only forward jumps
are allowed.
 
 

   

   
    

Allocate

Af, 4442 | 4346--- 42...44 40... 4 3...0a8

1100bebug | Debug40 Buffer Select RESERVED Allocation sizea0
  

Buffer Select takes a value of the following:
01 — position export (ordered export)
10 — parameter cache or pixel export (ordered export)
11 — pass thru (out of order exports).

\f debug is set this is a debug alloc (ignore if debug DB_ON registeris set to off).

Marks-the-end-oltheprogram.

6.3 Implementation

The envisioned implementation has a buffer that maintains the state of each thread. A thread lives in a given
location in the buffer during its entire life, but the buffer has FIFO qualities in that threads leave in the order that they
enter. Actually two buffers are maintained -- one for Vertices and one for Pixels. The intended implementation
would allow for:

  

16 entries for vertices

48 entries for pixels.

From each buffer, arbitration logic attempts to select 1 thread for the texture unit and 1 (interleaved) thread for the
ALU unit. Once a thread is selected it is read out of the buffer, marked as invalid, and submitted to appropriate
execution unit. It is returned to the buffer (at the same place) with its status updated once all possibile sequential
instructions have been executed. A switch from ALU to TEX or visa-versa or a Serialize_Execution modifier forces
the thread to be returned to the buffer. 
Each entry in the buffer will be stored across two physical pieces of memory - mostbits will be stored in a 1 read port
device. Only bits needed for thread arbitration will be stored in a highly multi-ported structure. The bits kept in the 1
read port device will be termed ‘state’. The bits kept in the multi-tread ported device will be termed ‘status’.

‘State Bits' needed include:

Control Flow Instruction Pointer (13 bits),
Execution Count Marker4 bits),
Loop iterators (4x9 bits),
Call return pointers (4x12 bits),
Predicate Bits (64 bits),
Export ID (1 bit),
Parameter Cache base Ptr(7 bits),
GPR Base Ptr (6 bits)

. Context Ptr (3 bits).
10. LOD corrections (6x16 bits)
11. Valid bits (64 bits)

 COONAaARWN
Absent from this list are 'Index' pointers. These are costly enough that I'm presuming that they are instead stored in
the GPRs. The first seven fields above (Control Flow Ptr, Execution Count, Loop Counts, call return ptrs, Predicate
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' bits, PC base ptr and export ID) are updated every time the thread is returned to the buffer based on how much
progress has been mode on thread execution. GPR Base Ptr, Context Ptr and LOD corrections are unchanged
throughout execution of the thread.

 

‘Status Bits' neeced include:

Valid Thread

Texture/ALU engine needed
Texture Reads are outstanding
Waiting on Texture Read to Complete
Allocation Wait (2 bits)
00 — No allocation needed

01 — Position export allocation needed (ordered export)
10 — Parameteror pixel export needed (ordered export)
11 — pass thru (out of order export)
Allocation Size (4 bits)
Position Allocated
First thread of a new context

Event thread (NULL thread that needsto trickle down the pipe)
Last (7 bit)
Pulse SX (1 bit)

All of the above fields from ail of the entries go into the arbitration circuitry. The arbitration circuitry will select a
winner for both the Texture Engine and for the ALU engine. There are actually two sets of arbitration -- one for
pixels and one for vertices. A final selection is then done between the two. But the rest of this implementation
summary only considers the ‘first’ level selection which is similar for both pixels and vertices.

Texture arbitration requires no allocation or ordering so it is purely based on selecting the ‘oldest’ thread that requires
the Texture Engine.

ALU arbitration is a little more complicated. First, only threads where either of Texture_Reads_outstanding or
Waiting_on_Texture_Read_tc_Complete are ‘0’ are considered. Then if Allocation_Wait is active, these threads are
further filtered based on whether space is available. if the allocation is position allocation, then the thread is only
considered if all ‘older threads have alreacy done their position allocation (position allocated bits set). If the
allocation is parameteror pixel allocation, then the thread is only considered if it is the oldest threac. Also a thread is
not considered if it is a parameter or pixel or position allocation, has its First_thread_of_a_new_context bit set and
would cause ALU interleaving with another thread performing the same parameter or pixel or position allocation.
Finally the ‘oldest’ of the threads that pass through the abovefilters is selected. If the thread needed to allocate, then
at this time the allocation is done, based on Allocation_Size. If a thread hasits “last” bit set, then it is also removed
from the buffer, never to return.

If | now redefine ‘clauses’ to mean ‘how many times the thread is removed from the thread buffer for the purpose of
exection by either the ALU or Texture engine’, then the minimum numberof clauses needed is 2 -- one to perform
the allocation for exports (execution automatically halts after an ‘Alloc' instruction) (but doesn't performs the actual
allocation) and one for the actual ALU/export instructions. As the ‘Alloc' instruction could be part of a texture clause
(presumably the final instruction in such a clause), a thread could still execute in this minimal numberof 2 clauses,
evenif it involved texture fetching.

The Texture_Reads_Outstanding bit must be updated by the sequencer, based on keeping track of how many
Texture Clauses have been executed by a given thread that have not yet had there data returned. Any number
above 0 results in this bit being set. We could consider forcing synchronization such that two texture clauses for a
given thread may not be outstanding at any time (that would be my preference for simplicity reasons and becauseit
would require only verylittle change in the texture pipe interface). This would allow the sequencer to set the bit on
execution of the texture clause, and allow the texture unit to return a pointer to the thread buffer on completion that
clears the bit.
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6.4 Data dependantpredicate instructions
Data dependant conditionals will be supported in the R400. The only way we pian to support those is by supporting
three vector/scalar predicate operations of the form:

 

  
  
 

PREDSETE # - similar to SETE exceptthat the result is ‘exported’ to the sequencer.
PREDSETNE_# - similar to SETNE except that the result is ‘exported’ to the sequencer.
PRED_SETGT_# - similar to SETGT except that the result is ‘exported’ to the sequencer
PRED_SETGTE_#- similar to SETGTE exceptthat the result is ‘exported’ to the sequencer

  
  
 

For the scalar operations only we will also support the two following instructions:
PRED_SETEO#-—S 0
PRED_SETE1_#-—SETE1

          
 
   
 

 
 

The export is a single bit - 1 or 0 that is sent using the same cata path as the MOVAinstruction. The sequencerwill
maintain 4 sets of 64 bit predicate vectors {in fact 8 sets because weinterleave two programs but only 4 will be
exposed) and useit to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

   
Then we have two conditional execute bits. The first bit is a conditional execute “on” bit and the second bit tells usif

we execute on 7 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whosepredicate bit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whosepredicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

 {Ilssue: do we have to have a NOP between PRED and thefirst instruction that uses a predicate?}

6.5 HW Detection of PV,PS

Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencerwill
insert NOPs whereverthere is a dependant read/write.

The sequencerwill also have to insert NOPs between PRED_SET and MOVAinstructions and their uses.

6.6 Registerfile indexing
Because we can have loopsin fetch clause, we need to be able to index into the registerfile in order to retrieve the
cata created in a fetch clause loop and useit into an ALU clause. The instruction will include the base address for
register indexing anc the instruction will contain these controls:

Bit? Bit 6

0 0 ‘absolute register’
0 4 ‘relative register’
4 0 ‘previous vecior'
4 4 ‘previous scalar'

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and weaddtoit the loop_index and this becomes our new addressthat we give to the shaderpipe.

The sequencer is going to keep a loop index computed as such:

Index = Loop_iterator*Loop_step + Loop_start.

Weloop until loop_iterator = loop_count. Locp_step is a signed value [-128...127]. Tne computed index value is a 10
bit counter that is also signed. lts real range is [-256,256]. The tenth bit is only there so that we can provide an cut of
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range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangements.

6.7 Debugging the Shaders
In order to be able to debug the pixel/vertex shadersefficiently, we provide 2 methods.

6.7.1 Method 1: Debugging registers
Current plans are to expose 2 debugging, or error notification, registers:
1. address register wherethefirst error occurred
2. count of the numberof errors

The sequencerwill detect the following groups oferrors:
- count overflow

- constant indexing overflow
- register indexing overflow

Compiler recognizable errors:
- jump errors

relative jump address > size of the control flow program
~ call stack

call with stack full

return with stack empty

A jump error will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only breakif
the DB_PROB_BREAKregisteris set.

lf indexing outside of the constant or the register range, causing an overflow error, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

  
 

{ISSUE: Interrupt to the driver or not?}

6.7.2 Method 2: Exporting the values in the GPRs
1) The sequencerwill have a debug active, count register and an address register for this mode.

 

Under the normal mode execution follows the normal course.

Under the debug madeit is assumed that the program is always exporting n debug vectors andthat ail other exports
to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by the sequencer (evenif they occur
before the address stated by the ADDR debugregister).

7. Pixel Kill Mask

A vecior of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch
requests and allow the shaderpipe to kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETG
MASK_SETGT

   

   
 mr
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8. Multipass vertex shaders (HOS)
Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.

9. Registerfile allocation
The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and
PIXELREG_SIZE for pixels.
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Above is an example of how the algorithm works. Vertices come in from top to bottom; pixels comein from bottom tc
top. Vertices are in orange and pixels in green. The biue line is the tail of the vertices anc the greenline is the tail of
the pixels. Thus anything between the twolines is shared. When pixels meets vertices the line turns white and the
boundaryis static until both vertices and pixels share the same “unallocated bubble”. Then the boundaryis allowed to
move again. The numbering of the GPRsstarts from the bottom of the picture at index 0 and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses oneof the 8 potentially pending fetch clauses to be executed. The choice is made
by looking at the fifos from 7 to 0 and picking the first one ready io execute. Once chosen, the clause state machine
will send one 2x2 feich per clock (or 4 fetches in one clock every 4 clocks) until all the fetch instructions of the clause
are sent. This meansthat there cannot be any dependencies between two fetches of the same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handle up to X(7?) in flight fetches and ihus there can be a fair numberof active clauses waiting for their
fetch return data.

li. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
8 potentially pending ALU clauses to be executed. The choice is made bylocking at the fifos from 7 to 0 and picking
the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for the odd clocks. For
example, here is the sequencing of two interleaved ALU clauses (E and O stands for Even and Odd sets of 4 clocks):

Einst0 OinstO Einsti Oinst1 Einst2 Cinst2 Einst0 Oinst3 Einst1 Oinst4 Einst2 Oinst0...

Proceeding this way hides the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across
clause boundaries.
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12. Handling Stalls
Whenthe outputfile is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the outputfile. If the packet is a vertex packet and the position
buffer is full (POSFULL) then the sequencer also prevents a thread from entering the exporting clause (3?). The
sequencerwill set the OUTFILEFULL signal n clocks before the outputfile is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFOs

The reservation FIFOs contain the state of the vector of pixels and vertices. We have two sets af those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, somebits
for LOD correction and coverage maskinformation in order to fetch fetch for only valid pixels, the quad address.

14. The Output File
The output file is where pixels are put before they go to the RBs. The write BW tc this store is 256 bits/clock. Just
before this output file are staging registers with write BVV 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x128 (and there are 16 of those on the whole chip).

15. lJ Format

The lJ information sent by the PA is of this format on a per quad basis:

We have a vectorof lU’s (one IJ per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). The interpolation is done at a different precision across the 2x2. The upperleft pixels parameters are
always interpolated at full 20x24 mantissa precision. Then the result of the interpolation along with the differencein IJ
in reduced precision is used to interpolate the parameter for the other three pixels of the 2x2. Here is how we do it:

Assuming PO ts the interpolated parameter at Pixel 0 having the barycentric coordinates |(0), J(Q) and so on for P1,P2
and P3. Also assuming that A is the parameter value at VO (interpolated with |}, B is the parameter value at V1
(interpolated with J) and C is the parameter vaiue at V2 (interpolated with (1-I-J).

AO= 7) — 70)

AOL = J(D—7()

AQ2F = 7(2)— FQ) Pq

A027 = J(2)-—J(0)

AO3/ = /G)~ 1(0)

A037 = JG) —J(0) P2 P3

PO0=C+1(0)*(A—-C)+J(0)* (B-C)

Pl= P0+A01 *(A—C)+A0LJ *(B-C)

P2 = P0+A027 *(A—C) + A020 *(B-C)

P3 = P0+A03/ *(A—C)+ A037 *(B-C)

PO is computed at 20x24 mantissa precision and P’ to P3 are computed at 8X24 mantissa precision. So far no visual
degradation of the image was seen using this scheme.

Multiplies (Full Precision): 2
Multiplies (Reduced precision): 6
Subtracts 19x24 (Parameters): 2
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' Adds: 8

FORMAT OF PO's lJ: Mantissa 20 Exp 4 for | + Sign
Mantissa 20 Exp 4 for J + Sign 

FORMATof Deitas (x3): Mantissa 8 Exp 4 for | + Sign
Mantissa 8 Exp 4 for J + Sign

Total numberof bits : 20*2 + 8*6 + 4*8 + 4*2 = 128

All numbers are kept using the un-normalized floating point convention: if exponentis different than 0 the number is
normalized if not, then the number is un-normalized. The maximum range for the lJs (Full precision) is +/- 63 and the
range for the Deltas is +/- 127.

15.1 Interpolation of constant attributes
Because ofthe floating point imprecision, we need to take special provisions if all the interpolated terms are the same
or if two of the barycentric coordinates are the same.

Westart with the premise that if A= B and B=C and C =A, then P0,1,2,3 = A. Since one or more of the IJ terms
may be zero, so we extend this to:

if (A=B and B=C and C=A)
P0,1,2,3 =A;

else if (1 = 0) or (J = 0)) and
((J = 0) or (1-l-J = 0)) and
((1-u-l = 0)or (I= 0))) {

if) t= O)£
PO=A;

} else if(J != 0) {
PO =B,

helse {
PO =C;

‘rest of the quad interpolated normally
}
else

{
normal interpolation

}

16. Staging Registers
In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER by the
VGTforit to be aligned with the parameter cache memory arrangement. Given the following groupof vertices sent by
the VGT:

 
 

012345678910 11 12 13 14 15 || 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 || 32 33 34 35 36 3/7 38 39
40 41 42 43 44 45 46 47 || 48 49 50 51 52 53 54 55 56 57 58 59 60 61 6263

The sequencerwill re-arrange them in this fashion:

012316 17 18 19 32 33 34 35 48 49 50 51 || 456 7 20 21 22 23 36 37 38 39 52 53 54 55 || 89 10 11 24 25 26 27
40 41 42 43 56 57 56 59 || 12 13 14 15 28 29 30 31 44 45 46 47 60 61 6263

The || markers show the SP divisions. In the event a shaderpipe is broken, the VGT will send padding to account for
the missing pipe. For example, if SP1 is broken, vertices 45 6 7 20 21 22 23 36 37 38 39 52 53 54 55 will still be sent
by the VGT to the SQ BUTwill not be processed by the SP and thus should be considered invalid (by the SU and
VGT).
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The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in

Figure11Figure-tFigure—t4. The area of the fixed-to-float converters and the VSISRs for this method is roughly
estimated as 0.759sqmm using the R300 process. Tne gate count estimate is shown in Figure1OFigure-1OFigure-10.

 
  

Basis for 8-deep Latch Memory (from R300)

8x24-bit 116314? 60.57813 :?per bit

rea of 96x8-deep Latch Memory 46524 |?
rea of 24-bit Fix-to-float Converter 4712." per converter

Method 1 Block Quantity Area
F2F 3 14136

8x96 Latch 16 744384 
Figure 10:Arca Estimate for VGT to Shader Interface
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Figure 11: VGT to Shader Interface

17. The parameter cache
The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (1R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBsare the memory numberand the 7 LSBsare the address within this memory.
 

| MEMORY NUMBER | ADDRESS |4 bits 7 bits 

The PA generates the parameter cache addresses as the positions come from the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
number field wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT(a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shaderis exporting 8
parameters per vertex (VS_EXPORT_COUNT = 8). The first position received is going to have the PC address
00000000000 the second one 000710000000, third one 00700000000 and so on up to 11110000000. Then the next
position received (the 17") is going to have the address 00000001000, the 48" 00010001000, the 19” 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful aboutis thatif the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add 2*VS_EXPORTCOUNTto
Current_Location and reset the memory count to 0 before the next vector begins).
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17.1 Export restrictions |

 

17.1.1 Pixel exports:
Pixels can export 1,2,3 or 4 color buffers to the SX{ +z). Tne exports will be done in order. The PRED_OPTIMIZ
function has to be turned of if the exports are done using interleaved predicated instructions. The exports will always
be ordered to the SX.

17.1.2 Vertex exports:
Position or parameter caches can be exported in any order in the shader program. It is always better to export
posistion as soon as possible. Position has to be exported in a single export block (no texture instructions can be
placed between the exports). Parameter cache exports can be done in any order with texture instructions interleaved.
The PRED_OPTIMIZE function has to be turned ofif the exports are done using interleaved predicated instructions to
the Parameter cache(see Arbitration restrictions for details). The exports will always be allocated in order to the SX.

  

 

17.1.3. Pass thru exports:
Pass thru exports have to be done in groups of the form:

Alloc 4 (8 or 12)
Execute ALU(ADDR) ALU(DATA) ALU(DATA) ALU(DATA)...

They cannot have texture instructions interieaved in the export block. These exports are not guaranteed to be
ordered.

Also, when doing a pass thru export, Position MUST be exported AFTERall pass thru exports. This position export is
used to synchronize the chip when doing a transition from pass thru shader to regular shader and vice versa.

17.2 Arbitration restrictions

Here are the Sequencerarbitration restrictions:

1) Cannot execute a serialized thread if the corresponding texture pending bit is set
Cannot allocate position if any older thread has not allocated position

3) If last thread is marked as not valid AND marked as last and we are about to execute the secondto oldest
thread also marked last then:

a. Both threads must be from the same context (cannot allowafirst thread)
b. Must turn off the predicate optimization for the second thread

Cannot execute a texture clause if texture reads are pending4)
5) Cannot execute last if texture pending (even if not serial)

18. Export Types
The export type (or the location where the data should be put) is specified using the destination addressfield in the
ALUinstruction. Hereis a list of all possible export modes:

18.1 Vertex Shading

 

0:15  - 16 parameter cache
16:31 - Empty (Reserved?)
32 - Export Address
33:40 - 8 vertex exports to the frame buffer and index
41:47 - Empty
48:55 - 8 debug export (interpret as normal vertex export)
60 - export addressing mode
61 - Empty
62 - position
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63 - sprite size export that goes with position export
(point_h, point_w,edgeflag, misc)

18.2 Pixel Shading

 

0 - Color for buffer 0 (primary)
4 ~ Color for buffer 4
2 ~ Color for buffer 2
3 ~ Colorfor buffer 3

47 - Empty
8 - Buffer 0 Color/Fog (primary)
9 - Buffer 1 Color/Fog
10 - Buffer 2 Color/Fog
44 - Buffer 3 Color/Fog
12:15 -Empty
16:31 - Empty (Reserved?)
32 - Export Address
33:40 -8 exports for multipass pixel shaders.
41:47 - Empty
48:55 -8 debug exports (interpret as normal pixel export)
60 - export addressing mode
61:62 - Empty
63 -Z for primary buffer (Z exported to ‘alpha’ component)

19. Special Interpolation modes

19.1 Real time commands

We are unable to use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type 0 packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameterstore. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
other is rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important (true only if we map Microsoft's high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 veciors of
parameters instead of 16. This modeis triggered by the primitive type: REAL TIME. The actual memories are in the in
the SX blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

19.2 Sprites/ XY screen coordinates/ FB information
When working with sprites, one may want to overwrite the parameter 0 with SC generated data. Also, XY screen
coordinates may be needed in the shader program. This functionality is controlled by the gen_lO register (in SQ) in
conjunction with the SND_XY register (in SC). Also it is possible to send the faceness information (for OGL front/back
special operations) to the shader using the same control register. Here is a list of all the modes and how theyinteract
together:

Gen_stis a bit taken from the interface between the SC and the SQ. This is the MSBofthe primitive type. If the bit is
set, it means we are dealing with Point AA, Line AA or sprite and in this case the vertex values are going to generated
between 0 and 1.

Param_Gen_10 disable, snd_xy disable, no gen_st — 10 = No modification
Param_Gen_!0 disable, snd_xy disable, gen_st — !0 = No modification
Param_Gen_lO cisable, snd_xy enable, no gen_st — 10 = No modification
Param_Gen_lO disable, snd_xy enable, gen_st — |0 = No modification
Param_Gen_|0 enable, snd_xy disable, no gen_st— 10 = garbage, garbage, garbage, faceness
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Param_Gen_l0 enable, snd_xy disable, gen_st-—|0 = garbage, garbage, s,t
Param_Gen_l0 enable, snd_xy enable, no gen_st — [0 = screen x, screen y, garbage, faceness
Param_Gen_i0 enable, snd_xy enable, gen_st — 10 = screen x, screen y, s, t

19.3 Auto generated counters
In the cases we are dealing with multipass shaders, the sequencer is going to generate a vecior count to be able to
both use this count to write the 1* pass data to memory and then use the count to retrieve the data on the an pass.
The count is always generated in the same waybutit is passed to the shaderin a slightly cifferent way depending on
the shadertype (pixel or vertex). This is toggled on and off using the GEN_INDEX register. Tne sequenceris going to
keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
GPRs the counter is incremented. Every time a state change is detected, the corresponding counter is reset. While
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for
all elements in the vector.

19.3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEXis set, the data will be put into the x field of the third register (it means
that the compiler must allocate 3 GPRsin all multipass vertex shader modes).

19.3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEX is set and Param_Gen_|0 Is enabled, the cata will be putin the x field of
the 2" register (R1.x), else if GEN_INDEXis set the data will be putinto the x field of the 1° register (RO.x).

 
  
 

AUTO INTERPOLATORS
COUNT ~

| sTGt

 

 

He
AUTO COUNT cocoa | 

The Auto Count Value is

/ broadcastto all GPRs.It is

||

MUX : : .
} loaded into a register wich has

|

GPRO

its LSBs hardwired to the

Figure 12: GPR input mux Control

 
GPR number(0 thru 63). Then

if GEN_INDEXis high, the
mux selects the auto-count

value andit is loaded into the
GPRsto be either used to

retrieve data using the TP or
sent to the SX far the RB to

useit to write the data to
memory

20. State management
Every clock, the sequencer will report to the CP the oldest states still in the pine. These are the states of the
programs as they enter the last ALU clause.

20.1 Parameter cache synchronization
In arder for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencer will keep a 6 bit count per state (for a iotal of 8 counters). These counters are initialized to 0 and every
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' time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vector of pixeis with the SC_SQ_new_vector bit asserted, the sequencerwill first checkif
the count is greater than 0 before accepting the transmission(it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go io one and decrements it. The sequencer can then
issue the group of pixels to the interpclators. Every time the state changes, the new state counter 's initialized to 0.

21. XY Address imports
The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the |Js (to the IJ
buffer) with XY writes (to the XY buffer). Then when writing the data to the GPRs, the sequencer is going to
interpolate the IJ data or pass the XY data thru a Fix—float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 19.2 for details on how to control the interpclation in this mode.

21.1 Vertex indexes imports
In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded one line at atime by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.

22. Registers

22.1 Control

   

REGDYNAMIC Dynamic allocation (pixel/vertex) of the register file on or off.
REGSIZEPIX Size of the register file's pixel portion (minimal size wnen dynamic allocation turned

on)
REG_SIZE_VTX Size of the register file's vertex portion (minimal size when dynamic allocation turned

on)
ARBITRATION_POLICY policy of the arbitration between vertexes and pixels  
INST_BASE_VTX start point for the vertex instruction store (RT always ends at vertex_base and

Begins at 0)
INST_BASE_PIX start point for the pixel shader instruction store
ONE_THREAD debug state register. Only allows one program ata time into the GPRs
ONE_ALU debug state register. Only allows one ALU program at a time to be executed (instead

of 2)

INSTRUCTION This is where the CP puts the base address of the instruction writes and type (auto-
incremented on reads/writes) Register mapped

CONSTANTS 512*4 ALU constants + 32*6 Texture state 32 bits registers (logically mapped)
CONSTANTS_RT 296*4 ALU constants + 32*6 texture states? (physically mapped) 
CONSTANT_EO_RT This is the size of the space reserved for real time in the constant store (from 0 to

CONSTANTEORT). The re-mapping table operates on the rest of the memory
TSTATE_EORT This is the size of the space reserved for real time in the fetch state store (from 0 to
TSTATE_EO_RT). The re-mapping tabie operates on the rest of the memory

22.2 Context

 

  

 

    

PS_BASE base pointer for the pixel shader in the instruction store
VS_BASE base pointer for the vertex shader in the instruction store
VS_CF_SIZE size of the vertex shader(# of instructions in control program/2)
PS_CF_SIZ size of the pixel shader(# of instructions in control program/2)
PSSIZE size of the pixel shader(cntl+instructions)
VS_SIZE size of the vertex shader (cnii+instructions)
PS_NUM_REG number of GPRsto allocate for pixel shader programs
VS_NUM_REG number of GPRsto allocate for vertex shader programs

  
  

PARAM_SHADE One 16 bit register specifying which parameters are to be gouraud shaded (0=flat, 1
= gouraud)
64 bits: for which parameters (and channels (xyzw)) do we do the cyl wrapping
(O=linear, 1=cylindrical).
Oxxxx : Normal mode

PARAM_WRAP

 PS_EXPORT_MOD

Exhibit 2030.decRau0—Sequencendee 74678 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © ***

AMD1044_0257484

ATI Ex. 2108

IPR2023-00922

Page 90 of 316



ATI Ex. 2108 
IPR2023-00922 
Page 91 of 316

ORIGINATE DATE EDIT DATE

24 September, 2001 4 September, 201542BAe “WO I

  

VS_EXPORT_MODE
VS_EXPORT_COUNT
parameters)
PARAM_GEN_I0
GEN_INDEX
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1xxxx : Multipass mode
lf normal, bbbz where bbb is how many colors (0-4) and z is export z or not
lf multipass 1-12 exports for color.
Q: position (1 vector), 1: position (2 vectors), 3:multipass
Numberof locations exported by the VS (and thus numberofinterpolated

Do we overwrite or not the parameter 0 with XY data and generated T and S values
Auto generates an address from 0 to XX. Puts the results into RO-1 for pixel shaders
and R2 for vertex shaders

CONST BASE _VTX (S bits)Logical Base address for the constants of the Vertex shader
CONST_BASE_PIX (9 bits) Logical Base address for the constants of the Pixel shacer
CONST_SIZE_PIX (8 bits) Size of the logical constant store for pixel shaders
CONST_SIZE_VTX(8 bits) Size of the logical constant store for vertex shaders

 
INST_PRED_OPTIMIZE

 
CF_BOOLEANS
CF_LOOP_COUNT
CF_LOOP_START
CF_LOOP_STEP

Turns on the predicate bit optimization (if of, conditional_execute_predicatesis
always executed).
256 boolean bits

32x8 bit counters (numberof times wetraverse the loop)
32x8 bit counters (init value used in index computation)
32x8 bit counters (step value used in index computation)

23. DEBUG Registers

23.1 Context

DB_PROB_ADDR instruction address wherethefirst problem occurred
DB_PROB_COUNT number of problerns encountered curing the execution of the program
DB_PROB_BREAK break the clause if an error is found.
DB_ON turns on an off debug method 2
DB_INST_COUNT instruction counter for debug method 2
DB_BREAK_ADDR break address for method number 2

23.2 Control

DB_ALUCST_MEMSIZE Size of the physical ALU constant memory
DBTSTATE_MEMSIZE Size of the physical texture state memory

 

24. Interfaces

24.1 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPx it means that SQ is going to broadcast the same information to all SP instances.

24.2 SC to SP Interfaces

24.2.1 SC_SP#
There is one of these interfaces at front of each of the SP (buffer to stage pixel interpolators). This interface transmits
the |,J data for pixel interpolation. For the entire system, two quads per clock are transferred to the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.

The actual data which is transferred per quad is
Ref Pix | => $4.20 Floating Point | value
Ref Pix J => $4.20 Floating Point J value
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Delta Pix | (x3) => S4.8 Floating Point Delta | vaiue
Delta Pix J (x3) => $4.8 Floating Point Delta J value

This equates to a total of 128 bits which transferred over 2 clocks
and therefor needs an interface 64 bits wide

 

Additionally, X,Y data (12-bit unsigned fixed) is concitionally sent across this data bus over the same wires in an
additional clock. The X,Y data is sent on the lower 24 bits of the data bus with facenessin the msb.
Transfers across these interfaces are synchronized with the SC_SQ IJ Control Bus transfers.

The data transfer across each of these busses is controlled by a |J_BUF_INUSE_COUNTinthe SC. Each time the
SC has sent a pixel vector’s worth of data to the SPs, he will increment the IJBUF_INUSECOUNT count. Prior to
sending the next pixel vectors data, he will check to make sure the countis less than MAX_BUFER_MINUS_2,if not
the SC will stall until the SQ returns a pipelined pulse to decrement the count when he has scheduled a buffer free.
Note: We could/may optimize for the case of only sending only IJ to use all the buffers to pre-load more. Currently
it is planned for the SP to hold 2 double buffers of I,J data and two buffers of X,Y data, so if either X,Y or Centers and
Centroids are on, then the SC can send two Buffers.

In at least the initial version, the SC shall send 16 quads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (We mayrevisit this for both the SX,SP,SQ and adc a
EndOfVector signal on all interfaces to quit early. We opted for the simple modefirst with a belief that only the end of
packet and multiple new vector signals should cause a partial vector and that this would not really be significant
performancehit.)

 
 

 
 

 
 
    
 

 
Name Bits|Description |
SC_SP#_data 64 lJ information sent over 2 clocks (or X,¥ in 24 LSBs with faceness in upperbit)

Type 0 or 1, First clock |, second clk J
Field ULC URC LLC LRC

Bits [63:39] [38:26] [25:13] [12:0]
Format SE4M20 SE4M8 SE4M8 SE4M8

Type 2
Field Face xX Y

Bits [63] [23:12] [11:0]
Format Bit Unsigned Unsigned

SC_SP#_valid 1 Valid
SC_SP#last_quad_data 4 This bit will be set on the last transfer of data per quad. |
SC_SP#_type 2 0 -> Indicates centroids

1 -> Indicates centers

2 -> |ndicates X,Y Data and faceness on data bus
The SC shall look at state data to determine how many types to send for the
interpolation process.

The # is included for clarity in the spec and will be replaced with a prefix of u#_ in the verilog module statement for
the SC and the SP block will have neither because the instantiation will insert the prefix.

2422 SC_SQ
This is the control information sent to the sequencer in order to synchronize and control the interpolation and/or
loading data into the GPRs needed to execute a shader program on the sent pixels. This data will be sent over two
clocks per transfer with 1 to 16 transfers. Therefore the bus (approx G2-94bits) could be folded in half to approx 47
49bits. 1
 
Name Bits | Description
SC_SQ_data 46 Control Data sent to the SQ

1 clk transfers

Event ~— valid data consist of event_id and
 

state_id. Instruct SQ to post an
event vector to send state id and

| event_id through requestfifo
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  2 clk transfers

and onto the reservation stations

making sure state id and/or event_id
gets back to the CP. Events only
follow end of packets so no pixel
vectors will be in progress.

 
Empty Quad Mask — Transfer Control data

consisting of pc_dealioc
or new_vecior. Receipt ofthis is to
transfer pc_dealloc or new_vector
without any valid quad data. New
vector will always be posted to
requestfifo and pc_dealloc will be
attached to any pixel vector
outstanding or posted in request fifo
if no valid quad outstanding.

Quad Data Valid — Sending quad data with or
without new_vectoror pc_dealloc.
New vector will be posted to request
fifo with or without a pixel vector and
pc_dealloc will be posted with a pixel
vector unless noneis in progress. In
this case the pe_dealloc will be
posted in the request queue.
Filler quads will be transferred with
The Quad mask set but the pixel
corresponding pixel mask set to
zero,

 
 

 
    

SC_SQ_data — first clock and second clock transfers are shownin the table below.
 

1° Clock Transfer
SC SQ event 

|Description 
 

This transfer is a 1 clock event vector Force quad mask =

new vector=pe dealloc=0 

 
   SC SQ event id | Aa | 4 Jhis field identifies ine event 0 => denotes an End Of State Event 4| => TBD

SC_SO_pc dealloc £3 [3 Deallocation token for ine Parameter Cache
SC SQ new vector 8 4 lhe SQ must wait for Vertex shader done count > 0 and after

dispatching the Pixel Vector the SQ will decrement the count.
SC SQ quad mask 12s 4 | Quad Write maskleft to right SPO => SP3  
 

 
 
 

SC SQ end of om
SC SQ state id

SC SQ pix mask
So_SQ_provokvix

 

 
 
 

 
End Of the primitive
State/constant pointer
Valid bits for all pixels SFO=>SP3 (ULUR LLL)
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Name Bits Description |
$Q_SC_free_buff 1 Pipelined bit that instructs SC to decrement count of buffers in use.     |
$Q_SC_dec_cntr_ent 4 | Pipelined bit that instructs SC to decrement count of new vector and/or event

| | sent to prevent SC from overflowing SQ interpclator/Reservation requestfifo.

The scan converter will submit a partial vector whenever:
1.) He gets a primitive marked with an end of packet signal.
2.) A current pixel vector is being assembied with at least one or more valid quads and the vector has been

marked for deallocate wnen a primitive marked new_vector arrives. The Scan Converter will submit a partial
vector (up to 16quads with zero pixel mask to fill out the vector) prior to submitting the new_vector
marker\primitive.

(This will prevent a hang which can be demonstrated whenail primitives in a packet three vectors are culled
except for a one quad primitive that gets marked pc_dealloc (vertices maximum size). In this case two
new_vectors are submitted and processed, but then one valid quad with the pc_dealloc creates a vector and then
the new would wait for another vertex vector to be processed, but the one being waited for could never export
until the pc_dealloc signal madeit through and thus the hang.)

24.2.3 SQ to SX:Interpolator bus

  

 

     
 
     

 
   

 
 

    
 

   
 
 

Name Direction Bits|Description

| SQ_SXx_interp_flat_vix | SQ—SPx 2 Provoking vertex forflatshading
SQ_SXx_interp_flat_gouraud | SQ--SPx 4 Flat or gouraud shading
SQ_SXx_interp_cyl_wrap SQ->SPx 4 Wich channel needs to be cylindrical wrapped
SQ_SXx_pe_ptroO|SQ-SXx 11 Parameter Cache Pointer
SGQ_SXx_pc_ptri | SQ>SXx i1 Parameter Cache Pointer |
SQ_SXx_pe_ptr2 SQ—>SXX% i1 Parameter Cache Pointer |
SQ_SXx_tt_sel | SQ—SXx 1 Selects between RT and Normal data |
SQ_SXx_pc_wr_en SQ—SXx 1 Write enable for the PC memories
SQ_SXx_pc_wr_addr | SQ--SXx 7 Write address for the PCs
SQ_SXx_pe_channel_mask | SQ-SxXx [4 Channel mask    

24.2.4 SQ to SP: Staging Register Data
This is a broadcast bus that sends the VSISR information to the staging registers of the shaderpipes.
Name | Direction Bits | Description
SQ_SPx_vsr_data SQ—SPx 96 Pointers of indexes or HOS surface information
SQ_SPx_vsr_double | SQ—SPx 1 0: Normal 96 bits per vert 1: double 192 bits per vert
SQ_SPO_vsr_valid _ {|SQ—spo Datais valid _ |

 

 
 
 
 

 
  

 
 

  
 

 

    
 

SQ_SP1_vsr_ valid SQ->SP1 1 Data is valid ;
SQ_SP2_vsr_ valid [ SQ-+SP2 1 Data is valid |
$Q_S$P3_vsr_valid SQ--SP3 1 Data is valid |
SQ_5SPx_vsr_read | SQ—-SPx 1 Increment the read pointers | 

24.2.5 VGT to SQ: Vertex interface

24.2.5.1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the
VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format. Tne VGT can transmit up to six 32-bit
floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96
bits wide.
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Name Bits Description

|VGT_SQ_vsisr_data 96 Pointers of indexes or HOS surface information

VGT_SQ_vsisr_double i 0: Normal 96 bits per vert 1: double 192 bits per vert _|
VGT_SQ_end_of_vector 1 Indicates the last VSISR data set for the current process vector (for double vector

data, “end_of_vector" is set on the first vector)
|VGT_SQ_indx_valid 4 Vsisr data is valid

VGT_SQ_state | 3 Render State (6*3+3 for constants). This signal is guaranteed to be correct whenL__ ‘VGT_SQ_vgt_end_of_vector’is high.

VGT_SQ_send | 1 Data on the VGT_SOQis valid receive (see write-up for standard R400 SEND/RTRinterface handshaking)

SG_VGT_itr | 1 Ready to receive (see write-up for standard R400 SEND/RTR_ interfacehandshaking)

       
 

24.2.5.2 Interface Diagrams
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24.26 SQ to SX: Control bus

  

 

  
  
 

   
 

 
  

 
 

[ Name | Direction | Bits|Description
SQ_SxXx_exp_type SQ—SxXK 2 00: Pixel without z (1 to 4 buffers)

01: Pixel with z (1 to 4 buffers)
10: Position (1 or 2 results)
11: Pass thru (4,8 or 12 results aligned)

SQ_SXx_exp_number SQ—SXx 2 Number of locations needed in the export buffer |
(encoding depends on the type see bellow). |

SQ_SXx_exp_alu_id SQ—>SXx 1 ALU ID
SQ_SXx_exp valid SQ—-SXx 1 Valid bit
SQ_SXx_exp_state SQ--SXx 3 State Context

$Q_SXx_free_done SQ-—-SXx 1 Pulse to indicate that the previous export is finished |
(this can be sent with or without the otherfields of the |

- ef interface)eee_
SQ_SXx_free_alu_id SQ--SXx 1 ALU ID

 
 

Depending on the type the numberof export location changes:
Type 00 : Pixels without Z

o 00=1 buffer
o 01 =2 buffers
o 10=3 buffers
o 411 = 4 buffer

Type 01: Pixels with Z
o 00 = 2 Buffers (color + Z)

01 = 3 buffers (2 color + Z)
o 10 = 4 buffers (3 color + Z)
o 11 =5 buffers (4 color + Z)

Type 10: Position export
o 00 = 1 position
o 01 =2 positions
o 1X = Undefined

Type 11: Pass Thru
00 = 4 buffers

oO

o

o QO1=8 buffers
o 10= 12 buffers
o 11 = Undefined

Below the thick black line is the end of transfer packet that telis the SX that a given export is finished. The report
packet will always arrive either before or at the same time than the next export to the same ALUid.

24.2.7 SX to SQ: Outputfile contro!   
 

 
    

Name Direction | Bits|Description

SXx_SQ_exp_count_rdy SXx—SQ | 1 Raised by SX0to indicate that the following twofieldsreflect the result of the most recent export
SXxX_SQ_expposavail SXx-SQ | 1 Specifies whetherthere is room for another position.
SXx_SQ_exp_buf_avail SXx—SQ 7 Specifies the space available in the output buffers.

0: buffers are fuil

4: 2K-bits available (32-bits for each of the 64
pixels in a clause)  
64: 128K-bits available (16 128-bit entries for each of
64 pixels)
65-127: RESERVED
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24.2.8 SQto TP: Control bus
Once every clock, the fetch unit sends to the sequencer on which RSline it is now working and if the data in the
GPRsis ready or not. This way the sequencer can update the fetch valid bits flags for the reservation station. The
sequencer also provides the instruction and constants for the fetch to execute and the address in the register file
where to write the fetch return data.

 

 

Name Direction Bits Description
  

 

      
 

  
 

 

 
 

  
  
 

    
    
 

   
 

 
| TPx_SQ_data_rdy Px SQ 1 Data ready

| TPx_S@_rs_line_num TPx-—+ SQ | 6 Line number in the Reservation station
TPx_SQ_type TPx>SQ 1 Type of data sent (O:PIXEL, 1:VERTEX)

| SQ_TPx_send SQ—>TPx 1 Sending valid data ;
_SQ_TPx_const enBALTPK 48 __|Fetch statesentover 4clocks (192 bits total)_
| SQ_TPx_instr SQ—TPx | 24 Fetch instruction sent over 4 clacks
|SQ_TPx_end_of_group| SQ>TPx 1___| Lastinstruction ofthe group
_SQ_TPx_Type SQSTPx _1__| Typeof datasent (O:PIXEL, 1:VERTEX)
SQ_TPx_gpr_phase|SQ>TPX. 2|Write phasesignal

| SQ_TPO_lod_correct SQ—TPO | LOD correct 3 bits per comp 2 components per quad
_SQ_TPO_pix_mask _ |SQ>TPO 4_|Pixel mask1bitperpixel

Q_TPllodcorrect.|SQ>TPAT8LODcorrect3bits per comp2componentsperquad__
_SQ_TP1_pix_mask | SQ—>TP1 | 4 Pixel mask 1 bit per pixel
_SQ_TP2_lod_correct SQ2TP2 6___|LOD correct3 bits percomp 2 components per quad _|

SQ>TP2 4|Pixelmask1bitperpixeloo
SQ—-TP3 6 LOD correct 3 bits per comp 2 components per quad

| SQ_TP3_pix_mask SQ—>TP3 4 Pixel mask ‘1 bit per pixel
| SQ_TPx_rs_line_num SQ—TPx 6 Line number in the Reservation station
| SQ_TPx_write_gpr_index SQ->TPx mi | Index into Registerfile for write of returned Fetch Data
 

24.2.9 TP to SQ: Texture stall

The TP sendsthis signal to the SQ and the SPs whenits input buffer is full.

TP_SP_fetch_Stall 

SQ_SP_wr_addr | |

_ SUO — y  
 

Name Direction Bits|Description
TP_SQ_fetch_stall TP— 3Q 11 Do not send more texture request if asserted
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242.10 SQ to SP: Texture stall

Name Direction Bits|Description

 

    
 

$Q_SPx_fetch_stall SQ--SPx 4 Do not send more texture request if asserted  

24.2.11 SQ to SP: GPR and auto counter 
 
 
 
 
 
     
    
  

 

 

 

     
Name Direction Bits|Description
$Q_SPx_gpr_wr_addr SQ-+SPx 7 | Write address
SQ_SPx_gpr_rd_addr —|SQ-SPx 7 _| Read address
$Q_SPx_gpr_rd_en SQ—SPx i | Read Enable
$Q_SPOQ_gpr_wr_en SQ—SPx 1 Write Enable for the GPRs of SPO
$Q_SP1_gpr_wr_en SQ—SPx 1 __ Write Enable forthe GPRs of SP1
SQ_SP2_gpr_wr_en SQ—SPx 1 Write Enable for the GPRs of SP2 |
SQ_SP3_gpr_wr_en SQ-—>SPx 1 | Write Enable for the GPRs of SP3
SQ_SPx_gpr_phase SQ—SPx 2 The phase mux (arbitrates between inputs, ALU SRC|

reads and writes)
SQ_SPx_channel_mask SQ—SPx 4 ; The channel mask
$Q_SPx_gpr_input_sel SQ—SPx 2 When the phase mux selects the inputs this tells from

which source to read from: Interpolated cata, VTXO
ee BP |_|WEX1, autogencounter.

~SQ_SPx_auto_count SQ-+-SPx 12? | Auto count generated bythe SQ,commonfor all shader _
| pipes 
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Name Direction Bits|Description ;
$Q_SPx_instr_start | SQ-»SPx 1 Instruction start
SQ_SP_instr SQ—SPx 21 Transferred over 4 cycles

0: SRC A Select 2:0

SRC AArgument Modifier 3:3
SRC A swizzile 11:4
VectorDst 17:12
Unused 20:18

1: SRC B Select 2:0

SRC B Argument Modifier 3:3
SRC B swizzle 11:4

ScalarDst 17:12
Unused 20:18

2: SRC C Select 2:0

SRC C Argument Modifier 3:3
SRC C swizzle 11:4
Unused 20:12

3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 44:14
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20:17

SQ@_SPx_exp_alu_id SQ—SPx i | ALU ID
SQ_SPx_exparting SQ—>SPx 2 0: Not Exporting

| 1: Vector Exporting
eePo _| 2: Scalar Exporting

SQ_SPx_stall | SQ—SPx 1 Stall signal
SQ_SP0_write_mask SQ—SPO0 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

SQ_SP1_ write_mask SQ—SP1 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

SQ_SP2_ writemask SQ—SP2 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per

| clock
SQ_SP3_ write_mask SQ-—SP3 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

SQ SPx last | SQ->SPx 4 Last instruction of the block 

24.2.13 SP to SQ: Constant address load/ Predicate Set 
 

     
Name | Direction Bits|Description
SPO0_SQ_const_acdr SP0—-SQ | 36 Constant address load / predicate vector load (4 bits only)

to the sequencer

SPOSQvalidace 41|Datavalig es |SP1_SQ_const_addr SP1i-SQ , 36 Constant address load / predicate vector load (4 bits only)
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to the sequencer
SP1_SQ_valid SP1—-SQ 1 Data valid
SP2_SQ_const_addr SP2—SQ 36 Constant address load / predicate vector load (4 bits only) |

ee to the sequencer |
SP2_SQ_valid SP2—SQ 1 Data valid
SP3_SQ_const_addr SP3—-SQ 36 Constant address load / predicate vector load (4 bits only

to the sequencer
_SP3_SQ_valid _SP3-SQ 1 Data valid
SPO SQ data type SP>SQ 4 Data Type

0:ConstantLoad
1PredicateSet
 

24.2.14 SQ to SPx: constant broadcast 

  
 
 

  
 
 
      
 

 
 

  
       
 

 
 
  

 
 

   
   
 

     
  
 

 
 

   
      

 
Name | Direction Bits|Description
$Q_SPx_const | SQ—>SPx 128|Constant broadcast |

24.2.15 SPO to SQ:Kill vector load

Name Direction Bits|Description |

SP0_SQ_Kill_vect SP0—SQ 4 Kill vector load .
SP1_SQ_kill_vect SP1—SG@ 4 Kill vector load |
SP2_SQ_Kkill_vect SP2—-SQ 4 Kill vector load :
SP3_SQ_Kill_vect | SP3-oSQ 4 Kill vector load

24.2.16 SQ to CP: RBBM bus

Name Direction Bits|Description
$Q_RBBis SQ-+CP 1 Read Strobe
$Q_RBB_id SQ—CP 32 Read Data
$Q_RBBM_onrirtr SQ—CP 1 Optional
SQ_RBBNM_tir 3S0—CP 1 Real-Time (Optional)

24.2.17 CP to SQ: RBBMbus

Name Direction Bits|Description |
rbbm_we CP>SQ 1 Write Enable
rbbm_a CP--SQ. 15 | Address -- Upper Extent is TBD (16:2) |
rbbm_wd CP—SQ 32 Data
rbbm_be CP-3SQ 4 Byte Enables
rbbm_re CP—SQ 1 Read Enable |
rbb_rs0 CP-SQ 1 Read Return Strobe 0

roost| CP--SQ 1 Read Return Strobe 4
rbb_rdO CP—SQ 32 Read Data 0
rbb_ rd‘ CP—SQ 32 Read Data 0

RBBM_SQ_soft_reset CP-SQ 1 Soft Reset

242.18 SQ to CP: State report
Name Direction | Bits|Description
SQ_CP_vs_event SQ—CP [4 Vertex Shader Event
SQ_CP_vs_evenitid SQ—-CP [2 Vertex Shader Event ID
SQ_CP_ps_ event SQ—CP 1 Pixel Shader Event
SQ_CP_ps_eventid SQ--CP 2 | Pixel Shader Event ID

    
eventid = 0 => *sEndOjfstate (Le. VsEndOfstate)
eventid = 1 => *sDone (Le. VsDone)

 

So, the CP will assumethe Vs is done with a state whenever it gets a pulse on the SQ_CP_vs_event
and the SQ_CP_vs_eventid = 0.
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24.3 Example of control flow program execution
We now provide some examples of execution to better illustrate the new design.

Given the program:

uo
ut

ex 0daze=<

u 3 Serial
u4

ex 2
ud
u 6 Serial

@x oo
uv
loc Position 1 buffer

u 8 Export
ex 4
loc Parameter 3 buffers

u 9 Export 0

 

@x a  
  
 
 u 10 Serial Export 2

u 11 Export 1 End

      PRAPPAPPPAPrPAPE
 

Would be converted into the following CF instructions:

Execute Alu O Alu C Tex 0 Tex 0 Alu 1 Alu O Tex O Alu O Alu 1 Tex O
Execute Alu 0
Alloc Position 1
Execute Alu CO Tex 0
Alloc Param 3
Execute Alu 0 Tex @ Alu 1 Alu ¢ End

And the execution of this program would lock like this:

Put thread in Vertex RS:

Control Flow Instruction Pointer (12 bits), (CFP)
Execution Count Marker (3 or 4 bits), (ECM)
Loop Iterators (4x9 bits), (LI)
Call return pointers (4x12 bits), (CRP)
Predicate Bits(4x64 bits), (PB)
Export ID (1 bit), (EXID)
GPR Base Ptr (8 bits), (GPR)
Export Base Ptr(7 bits), (EB)
Context Ptr (3 bits). (CPTR)
LOD correction bits (16x6 bits) (LOD)

 

  

 
 
 
       
State Bitseeeeeeeee

CFP ECM i | CRP PB EXID GPR EB CPTR LOD
0 0 [0 [oO a a G a 6 a  

Valid Thread (VALID)
Texture/ALU engine needed (TYPE
Texture Reads are outstanding (PENDING)
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Waiting on Texture Read to Complete (SERIAL)
Allocation Wait (2 bits) (ALLOC)

00 ~ No allocation needed

01 — Position export allocation needed (ordered export)
10 — Parameteror pixel export needed (ordered export)
11 — pass thru (out of order export)

Allocation Size (4 bits) (SIZE)
Position Allocated (POS_ALLOC)
First thread of a new context (FIRST)
Last (1 bit), (LAST)

   

 

Status Bits |

VALID L TYP PENDING [SERIAL|ALLOC [SIZE | POSALLOC|FIRST LAST |
1 _ ALU 0 Q 0 0 LO 4 0

         
  

7         
 

 
Then the thread is picked up for the execution of the first contral flow instruction:Execute Alu 0 Alu O Tex 0 Tex 0 Alu 1 Alu 0 Tex O Alu 0 Alu 1 Tex 0

It executes the first two ALU instructions and goes back to the RS for a resource request change. Here is the
state returned to the RS:
 

         
 
 

       
                  
 

State Bits

CFP ECM LI CRP PB [| EXID | GPR EB CPTR LOD
0 2 0 0 0 [0 [0 0 0 0

Status Bits

VALID _TYPE [PENDING|SERIAL|ALLOC | SIZE [POS_ALLOC | FIRST | LAST
1 | TEX [0 0 0 0 [0 4 LO

    
Then when the texture pipe frees up, the arbiter picks up the thread to issue the texture reads. The thread comes

backin this state:
 

State Bits  
  
 

    
  

 

 
           

  
 |CFP ECM Li CRP [PBee EXID (GPR{|EB|CPTR_

[90 [0 0

Status Bits
aaSSTL

VALID | TYPE PENDING SERIAL | ALLOC | SIZE | POS_ALLOC FIRST | LAST
1 _ALU 1 1 LO 0 [9 4 [0

    
Because of the serial bit the arbiter must wait for the texture to return and clear the PENDING bit before it can

pick the thread up. Lets say that the texture reads are complete, then the arbiter picks up the thread and returnsit in
this state:
 

          

     
 
                

        

State Bits

CFP | ECM LI | CRP [PB | EXID GPR EB | CPTR LOD
Q 16 Q 10 0 0 LO 0 0 Q

Status Bits

VALID _TYPE PENDING|SERIAL | ALLOC SIZE | POSALLOC [FIRST
4 _ TEX 0 0 [G _O [0 4 [oO |

 
    

Again the TP frees up, the arbiter picks up the thread and executes. It returns in this state:
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State Bits

CFP | ECM [LI | CRP PB | EXID GPR|EB CPTR [LOD |
0 7 [0 [0 0 [0 0 [0 0 | 0 |

Status Bits |     
        

  Mm POSALLOC | FIRST LAST
0 10 0 [1 0 |

 VALID | TYPE|PENDING [SERIAL ALLOC|SiZ
1 LALU 14 [0

 
 
 

Now, even if the texture has not returned we can still pick up the thread for ALU execution because the seria! bit
is not set. The thread will however come back to the RS for the second ALU instruction becauseit has the serial bit
set.
 
     
 
 

        
  
                 

    
 

State Bits

CFP ECM Ll CRP PB EXID GPR EB CPTR | LOD
0 8 [oO 0 0 0 Q 0 0 [0

Status Bits
|

VALID TYPE PENDING|SERIAL | ALLOC__| SIZE_| POS_ALLOC| FIRST LAST |
1 ALU 4 | 1 0 | 0 [0 1 0 | 

As soon as the TP clears the pending bit the thread ts picked up and returns:
   
 
 

       
 
               

  
  

‘StateBits

CFP ECM [ul | CRP PB EXID GPR [EB [| CPTR LOD
0 9 [0 [0 0 0 0 Lo [0 0

Status Bits

VALID TYPE PENDING|SERIAL = ALLOC|SIZE|POS_ALLOC | FIRST | LAST
1 TEX 0 0 0 0 0 [1 [0

 
    

Picked up by the TP andreturns:
Execute Alu 0
 

      

 

       
 
                   

 
 

  
  

 
         

  

State Bits=ee

CFP ECM Li CRP PB EXID | GPR EB | CPTR LOD
1 [0 0 0 0 0 [0 0 [0 0 |

Status Bits

VALID | TYPE | PENDING | SERIAL | ALLOC | SIZE | POS_ALLOC FIRST | LAST
1 | ALU 14 0 Oo [0 [0 1 [0

Picked up by the ALU and returns (lets say the TP has not returned yet):
Alloc Position 1

State Bits

CFP ECM Li | CRP PB [| EXID | GPR EB CPTR LOD
2 0 10 LO Q LO [0 Q LO Q  
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TYPE PENDING [SERIAL|ALLOC SIZE|POS ALLOC|FIRST LAST
| 041 ALU 1 0  a 1 0

if the SX has the place for the export, the SQ is going to allocate and pick up the thread for execution. It returns to
the RSin this state:

Execute Alu 0 Tex 0
 
          

  
 

 

 

     
 

 
State Bits

CFP ECM LI CRP PB EXID | GPR [EB [CPTR [LOD
3 4 10 10 0 | 0 [0 [0 10 10

Status Bits

VALID | TYPE [PENDING | SERIAL [| ALLOC | SIZE|POS _ALLOC [FIRST LAST |
1 | TEX L141 | 0 | 0 oO 1 4 0 

Now, since the TP has not returned yet, we must wait for it to return because we cannot issue multiple texture
requests. The TP returns, clears the PENDINGbit and we proceed:

Alloc Param 3
 

| State Bits       

 

            
     CFP [ECM [Ll | CRP PB | EXID GPR EB CPTR LOD

4 10 10 10 Q 14 oO 0 0 0

Status Bits

VALID _TYPE PENDING [SERIAL [| ALLOC SIZE|POS ALLOC
1 | ALU 1 0 [410 13 1 [4 10

 

 

 
            

    
 

    
    

  
 

Once again the SQ makes sure the SX has enough room in the Parameter cache before it can pick up this
thread.

Execute Alu 0 Tex 0 Alu 1 Alu O End
 

 
       

   
 

 
 

 

 

 

 
      

 

State Bits

CFP.|/ECM[Ul[CRP/|PBfeExiD=|GPR) [EB. [CPTR [LOD
5 4 oO oO 0 4 oO | 100 Lo Q

Status Bits

VALID | TYPE PENDING|SERIAL | ALLOC | SIZE | POS _ALLOC | FIRST [| LAST
1 | TEX { Q ro [0 4 4 [0 | 

This executes on the TP and then returns:
 
                

       
 State Bits

CFP ECM [Ll [| CRP PB | EXID GPR [EB CPTR LOD
5 2 0 10 q 4 io | 100 0 Q
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Status Bits

VALID TYPE [PENDING [|SERIAL |ALLOC [SIZE |POS_ALLOC | FIRST | LAST
1 ALU [4 [4 0 [0 4 1 1    Waits for the TP to return becauseof the textures reads are pending (and SERIALin this case). Then executes
and does not return to the RS because the LASTbit is set. This is the end of this thread and before dropping it on the
floor, the SQ notifies the SX of export completion.

25. Open issues
Need to do sometesting cn the size of the register file as well as on the registerfile allocation method (dynamic VS
static).

 

Saving power?
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Rev 0.1 (Laurent Lefebvre)
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Rev 0.2 (Laurent Lefebvre)
Date : July 9, 2001
Rev 0.3 (Laurent Lefebvre)
Date : August 6, 2001
Rev0.4 (Laurent Lefebvre)
Date : August 24, 2001

Rev 0.5 (Laurent Lefebvre)
Date : September 7, 2001
Rev 0.6 (Laurent Lefebvre)
Date : September 24, 2001
Rev0.7 (Laurent Lefebvre)
Date : October 5, 2001

Rev 0.8 (Laurent Lefebvre)
Date : October 8, 2001
Rev 0.9 (Laurent Lefebvre)
Date : October 17, 2001

Rev 1.0 (Laurent Lefebvre)
Date : October 19, 2001
Rev 1.1 (Laurent Lefebvre)
Date : October 26, 2001

Rev 1.2 (Laurent Lefebvre)
Date : November 16, 2001
Rev 1.3 (Laurent Lefebvre)
Date : November 26, 2001
Rey 1.4 (Laurent Lefebvre)
Date : December 6, 2001

Rev 1.5 (Laurent Lefebvre)
Date : December 11, 2001

Rev 1.5 (Laurent Lefebvre)
Date : January 7, 2002

Rev 1.7 (Laurent Lefebvre)
Date : February 4, 2002
Rev 1.8 (Laurent Lefebvre)
Date : March 4, 2002

Rev 1.9 (Laurent Lefebvre)
Date : March 18, 2002
Rev 1.10 (Laurent Lefebvre)
Date : March 25, 2002
Rev 1.11 (Laurent Lefebvre)
Date : Apri] 19, 2002
Rev 2.0 (Laurent Lefebvre)
Date : April 19, 2002

First draft.

Changed the interfaces to reflect the changesin the
SP. Added some details in the arbitration section.
Reviewed the Sequencer spec after the meeting on
August 3, 2001.
Added the dynamic allocation method for register
file and an example (written in part by Vic) of the
flow of pixels/vertices in the sequencer.
Added timing diagrams (Vic)

Changed the spec to reflect the new R400
architecture. Added interfaces.
Added constant store management, instruction
store management, control flow management and
data dependant predication.
Changed the control flow method to be more
flexible. Also updated the external interfaces.
Incorporated changes made in the 10/18/01 contro/
flow meeting. Added a NOP instruction, removed
the conditional_execute_or_jump. Added debug
registers.
Refined interfaces to RB. Added state registers.

Added SEQ-—-SPOQ interfaces. Changed della
precision. Changed VGT-SP0 interface. Debug
Methods added.
Interfaces greatly refined. Cleaned up the spec.

Added the different interpolation modes.

Added the auto incrementing counters. Changed
the VGT--SQ interface. Added content on constant
management. Updated GPRs.
Removed from the spec all interfaces that werer’t
directly tied to the SQ. Added explanations on
constant management. Added PA--SQ
synchronization fields and explanation.
Added more details on the staging register. Added
detail about the parameter caches. Changed the
call instruction to a Conditionnal_call instruction.
Added details on constant management and
updated the diagram.
Added Real Time parameter control in the SX
interface. Updated the control flow section.
Newinterfaces to the SX block. Added the end of
clause modifier, removed the end of clause
instructions.
Rearangement of the CF instruction bits in order to
ensure byte alignement.
Updated the interfaces and added a section on
exporting rules.
Added CP state report interface. Last version of the
spec with the old control flow scheme
Newcontrol flow scheme
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| Rev 2.01 (Laurent Lefebvre) Changed slightly the control flow instructions toDate : May 2, 2002 allow force jurnmps and calls.
Rev 2.02 (Laurent Lefebvre) Updated the Opcodes. Added type field to the
Date : May 13, 2002 constant/pred interface. Added Last field to the

SQ—SP instruction load interface.
Rev 2.03 (Laurent Lefebvre) SP interface updated to include predication
Date: July 15, 2002 optimizations. Added the predicate no stall

instructions 
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1. Overview

The sequencer chooses two ALU threads and a fetch hread to execute, and executes all of the instructions in a block
before looking for a new clause of the same type. Two ALU threads are executed interleaved to hide the ALU latency.
The arbitrator will give priority to older threads. There are two separate reservation stations, one for pixel vectors and
one for vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, contro! flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRsit needs to execute. The sequencer will not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram

>—— Input Arbiter _
esSe ee,

 

:—r VIX RS PIX RS -+—    
  

 

Exec Arbiter

|
 

Texture —

Figure 2: Reservation stations and arbiters

ALU
   

Underthis new scheme, the sequencer (SQ) will only use one global state management machine per vector type
(pixel, vertex) that we call the reservation station (RS).
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The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip).

1.3 Control Graph 
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FETCH SPO Re OF

WrAddr

Figure 4: Sequencer Control interfaces

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the output file contro! interface.

2. Interpolated data bus
The interpolators contain an lJ buffer to pack the information as much as possible before writing it to the register file.
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packed in the IJ
buffer 4 quads at a time or two clocks. The sequencerallows at any given time as many as four quadsto interpolate a
parameter. They all have to come from the sameprimitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

3. Instruction Store

There is going to be only oneinstruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mappedregisters.

The VS_BASE and PS_BASE context registers are used to specify for each context where its shader is in the
instruction memory.

For the Real time commandsthe story is quite the same but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.

4, SequencerInstructions
All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV,PV, PS,PS) if they have nothing else to do.

5. Constant Stores

5.1 Memory organizations
A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shader is 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 320x96 bits (128 texture states for
regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn’t sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a changein the control flow constants. Its size is 320*32 because it must hold 8
copies of the 32 dwords of contro! flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.
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2 Management of the Control Flow Constants

The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
SQ decodes the address and writes to the block pointed by its current base pointer (CF_VWWR_BASE). On the read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the control flow block. This register is copied wheneverthere is a state change. Should the CP write to CF afler the
state change, the base register is updated with the (current pointer number +1 )% numberof states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

5.3 Managementof the re-mapping tables

5.3.1 R400 Constant management
The sequencer is responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver), the sequencerwill broadside copy the contents ofits re-mapping tables to a
new one. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
betweenthe two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUSTbeat least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
ig 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

 

5.3.2 Proposal for R400LE constant management
To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROLpacket of state + 1, the

sequencer would check for SQ_IDLE and PA_IDLE and if both are idle willerase the content of state fo replace it ‘withthe newstate (this is depicted in Figure 8: De-allocation mechanism}
allecation-mechaniem). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
thefirst report.

  

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the newstate to
reuse these physical addressesif needed).
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Figure 7: Constant management

Exhibit 2031 dockdoo_Sequencecdoe 71818 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © +=«

AMD1044_0257519

ATI Ex. 2108

IPR2023-00922

Page 125 of 316



ATI Ex. 2108 
IPR2023-00922 

Page 126 of 316

 

 
 

    
 

ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

24 September, 2001 4 September, 201545 GEN-CXXXXKX-REVA | 19 of 54“3 ot rman i

SQ_STATE#ADDR   
   

 

  
   

DEALOC _i—WRITE_ENABLE

Free List CNT VALUE|COUNTERS - 5 |
| |

| [| | PREVIOUS
i NOT lal STATE

| |
| NEW

| | | STATE| |

VALUE | || | |——— I=

VALID | he ~<| | L

/ oR || ; :

: | SQ IDLE
—— AND } PA_IDLE

CP_NEW_STATE_CNTL—
Cee SET CTX BITS
 

Figure $: De-allocation mechanism for R400LE.

5.3.3 Dirty bits
Two sets of dirty bits will be mainiained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a newcontext is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If itis set and the contextdirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incaming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the same logical address between context changes. NOTE: It is important to detect and preventthis, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked eachtime a physical block is needed, andif the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.
Storage of a free list big enough to store all physical block addresses.
Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk thefreelist
like a ring.
The second painter will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_pir will be advanced.
The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_pir does not equal the stop_pir and the IFC is at its maximum count.
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| 5.3.5 De-allocate Block

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_pir pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. it is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advancethe write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any numberof blocks in one clock.

5.3.6 Operation of Incremental model
The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location frorn the free list
counter becauseits not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical address is hit that has its dirty bits set while in the same context, both dirly
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
Whenthe first draw commandof the context is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set states comein for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointerif read_ptr |= to stap_ptr.

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incrernented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has notfree list entries available (counter at max and stop_ptr == read_ptr). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-rmapping table is written to the correct re-mapping table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the numberof blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta's. It allows memory to beefficiently used and when the constants updates are small it can store multiple
context. However,if the updates are large, less contexts will be stored and potentially performance will be degraded.
Althoughit will still perform as well as a ring could in this case.

5.4 Constant Store Indexing
In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer (9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shaderpipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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between the time the sequenceris loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1.X,R2.X% // Loads the sequencerwith the content of R2.X, also copies the content of R2_X into R1.*
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don’t really care about what is in the brackets because we use the state from the MOVAinstruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencerin order to support this feature is 2*64*9 bits = 1152bits.

5.5 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers allocated for RT. It
worksis the same way than when dealing with regular constant loads BUT in this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RTcontrol register. Similarly,
for the fetch state, the boundary between the two zonesis defined by the TSTATE_EO_RTcontrol register.

5.6 Constant Waterfalling
In order to have a reasonable performancein the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps & bits (one per render state) and sets the bits wheneverthe last render state is written to memory
and clears the bit whenevera state is freed.

CONST_EO_RT

RT SECTON
(ReadsWrites are direct)

REGULAR SECTION
(Reads/Writes are passing

thru a remaping table}   
 

Higure 9: ‘The instruction-Constant store
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Loops and branches are planned to be supported and will have to be dealt with at the sequencerlevel. VWVe plan on
supporting constant loops and branches using a contro! program.

6.1 The controlling state.
The R400 controling state consistsof:

Boolean(256:0]
Loop_count[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.

We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program
We'd like to be able to code up a program of the form:

41: Loop
2: Exec TexFetch
3: TexFetch
4: ALU
5: ALU
6: TexFetch
f: End Loop
8: ALU Export

But realize that 3: may be dependent on 2: and 4: is almost certainly dependent on 2: and 3:. Without clausing,
these dependencies need to be expressed in the Control Flow instructions. Additionally, without separate ‘texture
clauses’ and ’ALU clauses’ we need to know which instructions to dispatch to the Texture Unit and which to the ALU
unit. This information will be encapsulated in the flow control instructions.

Each control flow instruction will contain 2 bits of inforrnation for each (non-control flow) instruction:
a) ALU or Texture
b) Serialize Execution

(b) would force the thread to stop execution at this point (before the instruction is executed) and wait until all textures
have been fetched. Given the allocation of reserved bits, this would mean that the count of an ‘Exec’ instruction
would be limited to about 8 (non-control-flow) instructions. If more than this were needed, a second Exec (with the
same conditions) would be issued.

Another function that relies upon ‘clauses’ is allocation and order of execution. We need to assure that pixels and
vertices are exported in the correct order (evenif not all execution is ordered) and that space in the output buffers are
allocated in order. Additionally data can't be exported until space is allocated. A new control flow instruction:

Alloc <buffer select -- position,parameter, pixel or vertex memory. And the size required>.

would be created to mark where such allocation needs to be done. To assure allocation is done in order, the actual
allocation for a given thread can not be performed unless the equivalent allocation for all previous threads is already
completed. The implementation would also assure that execution of instruction(s) following the serialization due to the
Alloc will occur in order -- at least until the next serialization or change from ALU to Texture. In most casesthis will
allow the exports to occur without any further synchronization. Only ‘final’ allocations or position allocations are
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guaranteed to be ordered. Becausestrict ordering is required for pixels, parameters and positions, this implies only
a single alloc for these structures. Vertex exports to memory do not require ordering during allocation and so multiple
‘allocs’ may be done.

6.2.1 Control flow instructions table
Hereis the revised contro! flow instruction set.

Note that whenevera field is marked as RESERVED,it is assumed that all the bits of the field are cleared (0).

 
 

  
 

 

 
 
 

 
    

NOP

47.44) 43 | 42 ....0
0000 | Addressing | RESERVED

This is a regular NOP.

Execute

47... 44 | 43 40... 34 | 33 ....16 15...12 11....0
0001 Addressing RESERVED | Instructions type + serialize @|Count Exec Address

i | | instructions)

Execute_End _
47... 44 | 43 40... 34 33....16 15...12 11...0

0010 = Addressing RESERVED | Instructions type + serialize @|Count Exec Address
| instructions)

  
 

Execute up to 9 instructions at the specified address in the instruction memory. The Instruction type field tells the
sequencerthe type of the instruction (LSB) (1 = Texture, 0 = ALU and whether to serialize or not the execution (MSB)
(i = Serialize, O = Non-Serialized). if Execute_End this is the last execution block of the shader program. 

Conditional_Execute 
 

 

 

 
      47... 44 | 43 42 41... 34 | 33...16 15...12 | _1t...0

0011 | Addressing|Condition|Boolean|Instructions type + serialize (9 Count | Exec Addressaddress instructions)

Conditional_Execute_End

AP AA ABAaABBTO SO
0100 Addressing|Condition|Boolean|Instructions type + serialize @ Count Exec Address

address | instructions)
 

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 9 instructions). If the condition is not met, we go on to the next control flow instruction. If
Conditional_Execute_End and the condition is met, this is the last execution block of the shader program. 

ConditionalExecutePredicates
 
 

  
 
  
      

47... 44 | 43 | 42 41... 36 35... 34 1 33...16 |18...12 11....0
0101 | Addressing|Condition RESERVED|Predicate Instructions Count Exec Address

/ vector type + serialize
(9 instructions)

ConditionalExecute Predicates_End
47... 44 | 43 L 42 — 41.36 [| 35..34 [33.16 | 15...42 11.0

0110 | Addressing | Condition|RESERVED|Predicate Instructions Count Exec Address
| ! vector type + serialize

| |_(9 instructions) L
 

Check the AND/ORofail current predicate bits. lf AND/OR matches the condition execute the specified numberof
instructions. We need to AND/ORthis with the kill mask in order not to consider the pixels that aren't valid. If the
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condition is not met, we go on to the next control flow instruction. lf Conditional_Execute_Predicates_End and the
condition is met, this is the last execution block of the shader program.

| - Conditional Execute Predicates No Stall 

 
   
At4 43 42 41.36 | 33..34 | —33...161  101 Addressing Condition RESERVED Predicate Instructions Count

vecior type + serialize
@ instructions)

 

 

| - ConditionalExecutePredicatesNo Stall End          43 42 4038 | 36...34ae 33...16 15...12 | 17.0
Addressing Condition RESERVED|Predicate Instructions Count Exec Address

vector ype + serialize

  
Same as Conditionnal Execute Predicates but the SQ is not going to wail for the predicate vector to be updated.
You can only set this in the compiler if you knowthat the predicate set is only a refinement of the current one (like a
nested iD because the oplimization would sul work.
    

 
   

47... 44 43 [ 42... 1721 20... 16 15.12 | 11...0
 —__Loop_Start

 0111 Addressing | RESERVED | loop ID RESERVED T Jump address   
Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop.
 
   
 ; Loop_End -
47... 44 43 42... 24 | 23... 24 | 20... 16 15.12 | 11.0

' loop ID RESERVED | start address 1000 Addressing | RESERVED | Predicate break    
Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop. If predicate break != 0, then compares predicate vector n
(specified by predicate break number). If all bits cleared then break the loop.

The waythis is described does not prevent nested loops, and the inclusion of the loop id makethis easy to do.
 

Conditionnal_Call  

47...44 43 i 42 41... 34 33... 13 12 11....0 
 

 1001 Addressing | Condition | Boolean address | RESERVED Force Call | Jump address    
If the condition is met, jumps to the specified address and pushes the control flow program counter on the stack. If
force call is set the condition is ignored and the call is made always.
 

Return 

47..44 48 [ 42.0
 

1010 Addressing | RESERVED   
Pops the topmost address from the stack and jumps to that address. If nothing is on the stack, the program will just
continue to the next instruction.
 

Conditionnal_.ue
  47... 44 44 41..34/) 330 | | 11....0 _1011 “Addiessing Conaition Boolean “FWonly — RESERVED | Force“jump | Jump address

address | | | 
  
 

If force jump is set the condition is ignored and the jump is made always. If FW only is set then only forward jumps
are allowed.
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Allocate

47...44 | 43 42.4, #| 40.4-—ti‘(C‘;C;ST!;*CS:;«~CO..WOOO~™OC|
1100 | Debug | Buffer Select RESERVED | Allocation size

 
 

Buffer Select takes a value of the following:
01 — position export (ordered expart)
10 — parameter cache or pixel export (ordered export)
11 - pass thru (out of order exports).

Buffer Size takes a valueof the following:
00 ~ 1 buffer
O1 — 2 buffers

15 - 16 buffers

If debug is set this is a debug alloc (ignore if debug DB_ON registeris setto off).

6.3 Implementation

The envisioned implementation has a buffer that maintains the state of each thread. A thread lives ina given
location in the buffer during its entire life, but the buffer has FIFO qualities in that threads leave in the orderthat they
enter. Actually two buffers are maintained -- one for Vertices and one for Pixels. The intended implementation
would allowfor:

16 entries for vertices
48 entries for pixels.

From each buffer, arbitration logic attempts to select 1 thread for the texture unit and 1 (interleaved) thread for the
ALU unit. Once a thread is selected it is read out of the buffer, marked as invalid, and submitted to appropriate
execution unit. It is returned to the buffer (at the same place) with its status updated once all possible sequential
instructions have been executed. A switch from ALU to TEX or visa-versa or a Serialize_Execution modifier forces
the thread to be returned to the buffer.

Each entry in the buffer will be stored across two physical pieces of memory - most bits will be stored In a 1 read port
device. Only bits needed for thread arbitration will be stored in a highly multi-ported structure. The bits kept in the 1
read port device will be termed ‘state’. The bits kept in the multi-read ported device will be termed ‘status’.

‘State Bits' needed include:

Control Flow Instruction Pointer (13 bits),
Execution Count Marker4 bits),
Loop Iterators (4x9bits),
Call return pointers (4x12 bits),
Predicate Bits (64 bits),
Export ID (1 bit),
Parameter Cache base Ptr (7 bits),
GPR BasePir(8 bits),

. Context Pir (3 bits).
10. LOD corrections (6x16 bits)
11. Valid bits (64 bits)

©ONITSW
Absent from this list are 'Index' pointers. These are costly enough that I'm presuming that they are instead stored in
the GPRs. Thefirst seven fields above (Control Flow Ptr, Execution Count, Loop Counts, call return ptrs, Predicate
bits, PC base ptr and export ID) are updated every time the thread is returned to the buffer based on how much
progress has been mode on thread execution. GPR Base Ptr, Context Ptr and LOD corrections are unchanged
throughout execution of the thread.
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‘Status Bits’ needed include:

Valid Thread

Texture/ALU engine needed
Texture Reads are outstanding
Waiting on Texture Read to Complete
Allocation Wait (2 bits)
00 ~ No allacation needed

01 — Position export allocation needed (ordered export)
e 10- Parameter or pixel export needed (ordered export)
« ‘11-— pass thru (out of order export)
e Allocation Size (4 bits)
® Position Allocated
« First thread of a new context

® Event thread (NULL thread that needsto trickle down the pipe)
® Last (1 bit)
e Pulse SX (1 bit)

All of the above fields from all of the entries go into the arbitration circuitry. The arbitration circuitry will select a
winner for both the Texture Engine and for the ALU engine. There are actually two sets of arbitration -- one for
pixels and one for vertices. A final selection is then done between the two. But the rest of this implementation
summary only considers the ‘first’ level selection which is similar for both pixels and vertices.

Texture arbitration requires no allocation or ordering so it is purely based on selecting the ‘oldest’ thread that requires
the Texture Engine.

ALU arbitration is a little more complicated. First, only threads where either of Texture_Reads_outstanding or
Waiting_on_Texture_Read_to_Complete are '0' are considered. Then if Allocation_Wail is active, these threads are
further filtered based on whether spaceis available. If the allocation is position allocation, then the thread is only
considered if all ‘older threads have already done their position allocation (position allocated bits set). If the
allocation is parameter or pixel allocation, then the thread is only consideredif it is the oldest thread. Also a thread is
not considered if it is a parameter or pixel or position allocation, has its First_thread_of_a_new_context bit set and
would cause ALU interleaving with another thread performing the sarne parameter or pixel or position allocation.
Finally the ‘oldest’ of the threads that pass through the abovefilters is selected. If the thread neededto allocate, then
at this time the allocation is done, based on Allocation_Size. If a thread has its “last” bit set, then it is also rermoved
from the buffer, never to return.

If | now redefine ‘clauses’ to rmean ‘how many times the thread is removed from the thread buffer for the purpose of
exection by either the ALU or Texture engine’, then the minimum numberof clauses neededis 2 -- one to perform
the allocation for exports (execution automatically halts after an ‘Alloc' instruction) (but doesn't performs the actual
allocation) and one for the actual ALU/export instructions. As the ‘Alloc' instruction could be part of a texture clause
(presumably the final instruction in such a clause), a thread could still execute in this minimal numberof 2 clauses,
evenif it involved texture fetching.

The Texture_ReadsOutstanding bit must be updated by the sequencer, based on keeping track of how many
Texture Clauses have been executed by a given thread that have not yet had there data returned. Any number
above 0 results in this bit being set. We could consider forcing synchronization such that two texture clauses for a
given thread may not be outstanding at any time (that would be my preference for simplicity reasons and becauseit
would require only very little change in the texture pipe interface). This would allow the sequencer to set the bit on
execution of the texture clause, and allow the texture unit to return a pointer to the thread buffer on completion that
clears thebit.

6.4 Data dependant predicateinstructions
Data dependant conditionals will be supported in the R400. The only way we plan to support thoseis by supporting
three vector/scalar predicaite operations of the form:
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PRED_SETE_# - similarto SETE except that the result is ‘exported’ to the sequencer.
PRED_SETNE_# - similar to SETNE exceptthat the result is ‘exported’ to the sequencer.
PRED_SETGT_#- similar to SETGT except that the result is ‘exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE except that the result is ‘exported’ to the sequencer

For the scalar operations only wewill also support the two following instructions:
PRED_SETEO_#— SETEO
PRED_SETE1_#-SETE1

The export is a single bit - 1 or 0 that is sent using the same data path as the MOVAinstruction. The sequencerwill
maintain 4 sets of 64 bit precicate vectors (in fact 8 sets because weinterleave two programs but only 4 will be
exposed) and useit to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you wantto use 0 thru 3.

Then we have two conditional execute bits. Thefirst bit is a conditional execute “on” bit and the secondbit tells us if
we execute on 1 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whosepredicatebit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencerwith a PRED instruction is undefined.

{lssue: do we have to have a NOP between PRED and thefirst instruction that uses a predicate?}

6.5 HW Detection of PV,PS
Because of the control pragram, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencerwill
insert NOPs wherever there is a dependant read/write.

The sequencerwill also have to insert NOPs between PRED_SET and MOVAinstructions and their uses.

6.6 Registerfile indexing
Because we can have loops in fetch clause, we need to be able to index into the register file in order to retrieve the
data created in a fetch clause loop and useit into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit? Bit 6
0 0 ‘absolute register
0 1 ‘relative register’
4 0 ‘previous vector’
4 4 ‘previous scalar’

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we add toit the loop_index and this becomes our newaddress that we give to the shaderpipe.

The sequenceris going to keep a loop index computed as such:

Index = Loop_iterator*Loop_step + Loop_start.

 We loop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of
range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangemenis.

Exhibit 2051 cockd0G_Sequencerdes 71818 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © +=

 

AMD1044_0257528

ATI Ex. 2108

IPR2023-00922

Page 134 of 316



ATI Ex. 2108 
IPR2023-00922 

Page 135 of 316

 
 

| ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE
| 24 September, 2001 4 September, 201515 28 of 54i a x

6.7 Debugging the Shaders _
In order to be able to debug the pixel/vertex shaders efficiently, we provide 2 methods.

6.7.1 Methed 1: Debugging registers
Current plans are to expose 2 debugging, or error notification, registers:
1. address register wherethefirst error occurred
2. count of the numberof errors

The sequencerwill detect the following groups oferrors:
- count overflow
- constant indexing overflow
- register indexing overflow

Compiler recognizable errors:
- jump errors

relative jump address > size of the control flow program
- call stack

call with stackfull
return with stack empty

A jumperror will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only breakif
the DB_PROB_BREAKregisteris set.

If indexing outside of the constant or the register range, causing an overflowerror, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}

6.7.2 Method 2: Exporting the values in the GPRs
1) The sequencerwill have a debug active, count register and an address register for this mode.

Under the normal mode execution follows the normal course.

Under the debug mode it is assumed that the program is always exporting n debug vectors and that all other exports
to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by the sequencer(even if they occur
before the address stated by the ADDR debugregister).

7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch
requests and allow the shader pipeto kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
MASK_SETGTE

8. Multipass vertex shaders (HOS)
Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.
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9. Register file allocation 
The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and
PIXEL_REG_SIZEforpixels.
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Above is an example of how the algorithm works. Vertices comein from top to bottom; pixels comein from bottom to
top. Vertices are in orange and pixels in green. The blueline is the tail of the vertices and the greenline is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index O and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the 8-n_potentially pending fetch clauses to be executed. The choice is
made by looking at the fifos-from-7-te-OVs and Ps reservation stations and picking the first one ready to execute.
Once chosen, the clause state machine will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks)
until all the fetch instructions of the clause are sent. This means that there cannot be any dependencies between two
fetches of the sameclause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handle up to X(?) in flight fetches and thus there can be a fair numberof active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceedsin almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
8-n_potentially pending ALU clauses to be executed. The choice is made by Jooking at the Vs and Ps reservation
stations and picking the first one ready to execuleThe choice is- madebylocking at the fifos from 7 ie OD and-vicking

the-first-one-readyto-oxesute. There are two ALU arbiters, one for the even clocks and one for the odd clocks. For
example, here is the sequencing of two interleaved ALU clauses (E and ©O stands for Even and Odd sets of 4 clocks):

Einst0 Oinst0 Einst1 Oinstt Einst2 Oinst2 Einst0 Oinst3 Einsti Oinst4 Einst2 Oinst0...

Exhibt 2031 deckd0G_Sequeneerdoe 71818 Bytes*** © ATL Confidential. Reference Copyright Notice on Cover Page © +=

 

AMD1044_0257531

ATI Ex. 2108

IPR2023-00922

Page 137 of 316



ATI Ex. 2108 
IPR2023-00922 

Page 138 of 316

 

 
 ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

24 September, 2001 4 September, 201545 GEN-CXXXXX-REVA 31 of 54ee Pe ws    
Proceeding this way hices the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across

clause boundaries.

12. Handling Stalls
Whenthe outputfile is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the outputfile. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering the-an_exporting clause, <8%).-The
sequencerwill set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFOs

The reservation FIFOs contain the state of the vector of pixels and vertices. Wve have two sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, somebits
for LOD correction and coverage mask information in order to fetch fetch for only valid pixels, the quad address.

14. The Output File
The output file is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x 128 (and there are 16 of those on the whole chip).

15. lJ Format

The IJ information sent by the PA is of this format on a per quad basis:

We have a vectorof IJ’s (one IJ per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). Theinterpolation is done at -diferent precisionacrossthe2x2,The-upperiefAll pixel’s parameters are
always interpolated at full 20x24 mantissa precision. Then the result of the interpolation along with the difference in IJ
in-reduced-precisien-is-used-te-interpolatethe-parameterforthe-otherihrecpixeis-ofthe2x2.-Hereis-howewe-doit

Assuming-P0.is-theinterpolatedparameterat- Pixel0-havingthe-barycentric-coordinates-1(0),J(0)-and-so-onfor-P4,P2
and-P3.-Alise-assumingthatA-/s-theparameter-value-at-V0-(interpolaied-with-},-B-is-theparameter-value-atV4
Gnterpolated-with-J}-and-C-is-the-parameter-value al-V2-(inlerpelatedwilh-(-l-d)}.

 

PO =A+1(0)*(B~ A+ JF (0) *(C - A)

Pl=A+I(l)*(B-A)+J0)*(C = A)

P2=A+I1(2)*(B- A)+J(2)*(C - A)

P3=A+1(3)*(B- A) + J(3)*(C - A)

PO Pi

 

P2 P3   
PO-is-computed-at20x24-mantissa-precision-and-P4to-P3-are-computed-at6X24- mantissaprecision.Sefar-nevisual
degradation-of the-image was-seen-using-this-schame.

Mulitiplies (Full Precision): 28
Muliplies (Reduced precision): 6
Subtracts 19x24 (Parameters): 2
Adds: &

FORMAT OF Pé’s [J : Mantissa 20 Exp 4 for | + Sign
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Mantissa 20 Exp 4 for J + Sign

ea: . 1 ‘ .
ORMAT- of Deltas (c3}:Ma Hesa-8 Exp 6 as

Total numberof bits | 20*2-3+-8°6.+ 4*8 + 4*2 = 200,
428

All numbers are kept using the un-normalized floating point convention: if exponent is different than 0 the numberis
normalized if not, then the nurnber is un-normalized. The maximum range for the IJs (Full precision) is +/- 63
1024and-the-+range-fortheDeltas-ig+422.

15.1 Interpolation of constantattributes
Becauseofthe floating point imprecision, we need to take special provisionsif all the interpolated terms are the same
or if two of the baryeentric coordinatesterms are the same.

 
16. Staging Registers
In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER by the
VGTforit to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789 1011 1213 1415 || 1617 18 19 20 21 22 23 24 25 26 27 28 29 30 31 || 32 33 34 35 36 37 38 39g
40 44 42 43 44 45 46 47 | 48 49 50 51 52 53 54 55 56 57 58 59 60 G1 62 63

The sequencerwill re-arrange them in this fashion:

0123 16 17 18 19 32 33 34 35 48 49 50 57 || 456 7 20 21 22 23 36 37 38 39 52 53 5455 ||8 91011 24 25 26 27
40 41 42 43 56 57 58 59 | 12 13 14 15 28 29 30 31 44 45 46 47 60 61 62 63

The || markers show the SP divisions. In the event a shader pipe is broken, the VGT will send padding to account for
the missing pipe. For example, if SP1 is broken, vertices 45 6 7 20 21 22 23 36 37 38 39 52 53 54 55 will still be sert
by the VGT to the SQ BUT will not be proceased by the SP and thus should be considered invalid (by the SU and
VGT).
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The most straightforward, non-compressed interface method would be to convert, in the VGT, the data fo 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure11FiguretiFiguret4. The area of the fixed-to-float converters and the VSISRsfor this method is roughly
estimated as 0.759sqmm using the R300 process. The gate count estimate is shown in Figure10FiguretTOFigure-1O,

    

 

Basis for 8-cdeep Latch Memory (from R300)

8x24-bit 11631 ,¢ 60.57813 17perbit

Area of 96x8-deep Latch Memory 46524 Ww
Area of 24-bit Fix-to-float Converter 4712.2 per converter

Method 1 Block Quantity Area
F2F 3 14136
8x96 Latch 16 744384

       

 
 
 

 
 

VO BLOCK
(IN PA)  

 
 

 
 

 

 

SHADER
SEQUENCER|—

VECTOR ENGINE
 

 VEOTOR ENGINE   
  

 
  
 

Figure 11:VGT te Shader Interface
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| 17. The parameter cache
The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (7R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBsare the memory number and the 7 LSBs are the address within this memory.

| MEMORY NUMBER | ADDRESS |
4 bits |

7 dits 

The PA generates the pararneter cache addresses as the positions came from the SQ. Allit needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
numberfield wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT (a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shader is exporting 3
parameters per vertex (VS_EXPORT_COUNT= 8). The first position received is going to have the PC address
Q0000000000 the second one 00010000000, third ene CO100000000 and se on up to 111170000000. Then the next
position received (the 17) is going to have the address 00000001000, the igh Q0010001000, the 49" 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful about is that if the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add 2*VS_EXPORT_COUNTto
Current_Location and reset the memory count to 0 before the next vector begins).

17.1 Export restrictions

17.1.1 Pixel exports:
Pixels can export 1.2,3 or 4 color buffers to the SX( +z). The exports will be done in order. The PRED_OPTIMIZE
function has to be turned ofif the exports are done using interleaved predicated instructions. The exports will always
be ordered to the SX.

17.1.2 Vertex exports:
Position or parameter caches can be exported in any order in the shader program. It is always better to export
posistion as soon as possible. Position has to be exporied in a single export block (no texture instructions can be
placed between the exports). Parameter cache exports can be done in any order with texture instructions interleaved.
The PREDOPTIMIZE function has to be turned ofif the exports are done using interleaved predicated instructions to
the Parameter cache (see Arbitration restrictions for details). The exports will always be allocated in order to the SX.

17.1.3 Pass thru exports:
Pass thru exports have to be done in groups of the form:

ALU (DATA) ALU(DATA)... 
They cannot have texture instructions interleaved in the export block. These exports are not guaranteed to be
ordered.

Also, when doing a pass thru export, Position MUST be exported AFTER all pass thru exports. This position export is
used to synchronize the chip when doing a transition from pass thru shader to regular shader and vice versa.

17.2 Arbitration restrictions

Here are the Sequencerarbitration restrictions:

1) Cannot execute a serialized thread if the corresponding texture pending bit is set
2) Cannot allocate position if any older thread has not allocated position
3) If last thread is marked as not valid AND marked as last and we are about to execute the second to oldest

thread also marked last then:
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a. Both threads must be from the same context (cannot allowafirst thread)
b. Must turn off the predicate optimization for the second thread

4) Cannot execute a texture clause if texture reads are pending
5) Cannot execute last if texture pending (even if not serial)

18. Export Types
The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Hereis a list of all possible export modes:

18.1 Vertex Shading
0:15
16:31
32
33:40
41:47
48:55
60
61
62
63

- 16 parameter cache
- Empty (Reserved?)
- Export Address
- 8 vertex exports to the frame buffer and index
- Empty
- 8 debug export (interpret as normal vertex export)
- export addressing mode
- Empty
- position
- sprite size export that goes with position export

(point_h,point_w,edgeflag misc)

18.2 Pixel Shading
- Color for buffer 0 (primary)
- Color for buffer 1
~ Color for buffer 2
- Color for buffer 3
- Empty
- Buffer 0 Color/Fog (primary)
- Buffer 1 Color/Fog
- Buffer 2 Color/Fog
- Buffer 3 Color/Fog
- Empty
- Empty (Reserved?)
- Export Address
- 8 exports for multipass pixel shaders.
- Empty
- 8 debug exports (interpret as normal pixel export)
- export addressing mode
- Empty
- Z for primary buffer (2 exported to ‘alpha’ component)

19. Special Interpolation modes

19.1 Real time commands

We are unable to use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type O packets, and output to the the pararneter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the reguiar parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
otheris rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
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view support for 16 vector-4 interpolants important (true only if we map Microsoft's high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This modeis triggered by the primitive type: REAL TIME. The actual memories are in the in
the SX blocks. The parameter data rmemories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

19.2 Sprites/ XY screen coordinates/ FB information
When working with sprites, one may want to overwrite the parameter 0 with SC generated data. Also, XY screen
coordinates may be needed in the shader program. This functionality is controlled by the gen_|O register (in SQ) in
conjunction with the SND_XY register (in SC). Also it is possible to send the faceness information (for OGL front/back
special operations) to the shader using the same control register. Hereis a list of all the modes and how theyinteract
together:

Gen_st is a bit taken from the interface between the SC and the SQ. This is the MSB of the primitive type. if the bit is
set, it means we are dealing with Point AA, Line AA or sprite and in this case the vertex values are going to generated
between 0 and 1.

Param_Gen_|0 disable, snd_xy disable, no gen_st — 10 = No modification
Param_Gen_]I0 disable, snd_xy disable, gen_st — |0 = No modification
Param_Gen_]0 disable, snd_xy enable, no gen_st — [0 = No modification
Param_Gen_l0 disable, snd_xy enable, gen_st — 10 = No modiification
Param_Gen_I0 enable, snd_xy disable, no gen_st ~ IO = garbage, garbage, garbage, faceness
Param_Gen_|0 enable, snd_xy disable, gen_st — 10 = garbage, garbage,s, t
Param_Gen_l0 enable, snd_xy enable, no gen_si — 10 = screen x, screen y, garbage, faceness
Param_Gen_|0 enable, snd_xy enable, gen_st — IO = screen x, screeny, s, t

19.3 Auto generated counters
In the cases we are dealing with multipass shaders, the sequenceris going to generate a vector count to be able to
both use this count to write the 1° pass data to memory and then use the countto retrieve the data on the 2m pass.
The countis always generated in the same way but it is passed to the shader in a slightly different way depending on
the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEXregister. The sequenceris going to
keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
GPRsthe counter is incremented. Every time a state change is detected, the corresponding counteris reset. Vvhile
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for
all elements in the vector.

19.3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEX is set, the data will be put into the x field of the third register (it means
that the compiler must allocate 3 GPRsin all multipass vertex shader modes).

19.3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEXis set and Param_Gen_|0 is enabled, the data will be putin the x fleld of
the 2™ register (R1.x), else if GEN_INDEXis set the data will be put into the x field of the 4% register (RO.x).
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  INTERPOLATORSAUTO

COUNT

 

oe
AUTO COUNT | 00000 |

 

The Auto Count Value is
Mux broadcasi to all GPRs.Itis

/ loaded into a register wich has
its LSBs hardwired to the

GPR number (C thru 63). Then
if GEN_INDEXis high, themux selects the auto-count

value and it is loaded inte the
GPRsto be either used te

retrieve data using the TP or
GPRO sent to the SX forthe RB touse it to write the data to

memory

 
Figure 12: GPR input mux Control

20. State management
Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

20.1 Parameter cache synchronization
In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencerwill keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to 0 and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vector of pixels with the SC_SQ_new_vector bit asserted, the sequencer will first checkif
the count is greater than 0 before accepting the transmission (it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group of pixels to the interpolators. Every time the state changes, the newstate counter is initialized to 0.

21. X¥ Address imporis
The SC will be able to send the XY addresses to the GPRs.It does so by interleaving the writes of the [Js (to the IJ
buffer) with XY writes (to the XY buffer). Then when writing the data to the GPRs, the sequencer is going to
interpolate the J data or pass the XY data thru a Fix—-float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 19.2 for details on how to control the interpolation in this mode.

21.1 Vertex indexes imports
In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded oneline at a time by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.

22. Registers

REGDYNAMICDynamic-allocation (pixel/verien)ofthe-register-file-on-orof,
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CONST.SIZE.“VIX @ bits). Size of the- logical constant storefofor vertex shaders
INSTPREDOPTIMIZE —_—Turme-on the predicate-bit oplimization dfofconditionalexecuie_predicatesis
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DBPROBADDR ____insiructionaddresswhere the first problemoccurred
DBPROBCOUNT numberofproblemsencounteredduring theexecutionoftheprogram
DBPROB_BREAIK breakthe clause ifanerroris found.
DBONnfS-OF-an-offdebug-method-2
DBINST.COUNT. inetruction-counter-for-debug-metbod-2
DBBREAKADDR ...preak-address-for-method-aumber-2

¥3.9- Control «| (eamnisig

DE_ALUCST.WMEMSIZE — a
DB_TSTATE_MEMSIZE

  
 
 

 
Size-ofthe-physical ALUconstant memory
Size-olthe-physical-texture-state-mamory
 

24-23. Interfaces

2 Formatted: Bullets and Numbering

24-423.1 External interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the samme name. For example, if a bus is
named SQ—SPxit means that SQ is going to broadcast the sameinformation to all SP instances.

24.223.2 SC to SP Interfaces ~ _ omatied:blesantunietna—es ™

24.2423.2.1 SC_SP# |omaneatoberg
There is one of these interfaces at front of each of the SP (buffer to stage pixel interpalators). This interface transmits
the I,J data for pixel interpolation. For the entire system, two quads per clock are transferred to the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.
The actual data whichis transferred per quad is

Ref Pix | => $4.20 Floating Point | value*4
Ref Pix J => $4.20 Floating Point J value*4

Die Loch = 2 Cleati . :is ng

  
This equates to a total of 428.200 bits whichtransferred over 2 clocks
and therefor needs an interface 64100 bits wide

Additionally, X,Y data (12-bit unsigned fixed) is conditionally sent across this data bus over the same wires in an
additional clock. The X,¥ data is sent on the lower 24 bits of the data bus with faceness in the msb.
Transfers across these interfaces are synchronized with the SC_SQ IJ Control Bus transfers.

The data transfer across each of these busses is controlled by a IJ_BUF_INUSE_COUNTin the SC. Each time the
SC has sent a pixel vector’s worth of data to the SPs, he will increment the IJ_BUF_INUSE_COUNT count. Prior to
sending the next pixel vectors data, he will check to make sure the count is less than MAX_BUFER_MINUS_2, if not
the SC will stall until the SQ returns a pipelined pulse to decrement the count when he has scheduled a buffer free.
Note: Ve could/may optimize for the case of only sending only lJ to use all the buffers to pre-load more. Currently
itis planned for the SP to hold 2 double buffers of lJ data and two buffers of X,Y data, so if either X,Y or Centers and
Centroids are on, then the SC can send two Buffers.

In at least the initial version, the SC shall send 16 quads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (We may revisit this for both the SX,SP,SQ and add a
EndOfVector signal on all interfaces to quit early. We opted for the simple modefirst with a belief that only the end of
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packet and multiple new vector signals should cause a partial vector and that this would not really be significant
performancehit.)
  
 

 
 
    

Name [Bits | Description
SC_SP#_data | 64100|IJ information sent over 2 clocks (or X.Y in 24 LSBswith faceness in upper bit)

Type 0 or 1, First clock |, secand clk J
Field ULC URC LLC LRC
Bits [63:39] [38:26] [25:13] [12:0]

Format SE4M20 -SE4MZ0SE4M8 -SEA4NM20SE4MS. -SE4M20SE4MS
Type 2

/ Field Face x Y
| Bits (63] [23:12] (71:0)
i Format Bit Unsigned Unsigned

SC_SP#_valid 4 Valid
SC_SP#_last_quad_data if | This bit will be set on the last transfer of data per quad.
SC_SP#_type 2 0 -> Indicates centroids

1 -> Indicates centers
| 2 -> Indicates X,Y Data and faceness on data bus

The SC shail look at state data to determine how many types to send for the
| interpolation process.
 

The # is included for clarity in the spec and will be replaced with a prefix of u#_ in the verilog module staternent for
the SC and the SP block will have neither because the instantiation will insert the prefix. ee ees . ee Be

ee | Formatted: Bullets and Numbering :
 

24.2.223.2.2 SC_SQ
This is the control information sent to the sequencer in order to synchronize and control the interpolation and/or
loading data into the GPRs needed to execute a shader program on the sent pixels. This cata will be sent over two
clocks per transfer with 1 to 16 transfers. Therefore the bus (approx 94 bits) could be folded in half to approx 49 bits. 
Name

| Bits Description fe
 

 
8C_SQ_data 46

  
Contro! Data sent to the SQ
1 clk transfers

2 clk transfers

Event ~ valid data consist of event_id and
state_id. Instruct SQ to post an
event vector to send state id and
event_id through requestfifo
and onto the reservation stations
making sure state id and/or event_id
gets back to the CP. Events only
follow end of packets so no pixel
vectors will be in progress.

Empty Quad Mask — Transfer Control data
consisting of pc_dealloc
ornew_vector. Receipt of this is to
transfer pc_dealloc or new_vector
without any valid quad data. New
vector will always be posted to
requestfifo and pc_deailoc will be
attached to any pixel vector
outstanding or posted in request fifo
if no valid quad outstanding.

Quad Data Valid - Sending quad data with or
without new_vector or pc_dealloc.
New vector will be posted to request be
fifo with or without a pixel vector and |
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pc_dealloc will be posted with a pixel
vector unless noneis in progress. In
this case the pc_dealloc will be
posted in the request queue.
Filler quads will be transferred with
The Quad maskset but the pixel
corresponding pixel mask set to
zero.
 

8C_SQ_valid i 1 | 8C sending valid data, 2™ clk could be all zeroes
 

SC_SQ_data — first clock and second clock transfers are shown in the table below. 
 
          
     

 

 
 

 
 
 

 
 

 
 
 

Name BitField|Bits|Description

1° Clock Transfer _ _] ne
8C_SQ_event 0 4 This transfer is a 1 clock event vector Force quad_mask = :

| new_vector=pc_dealloc=0 ; ;
SC_SQ_event_id [4:1] 4 This field identifies the event 0 => denotes an End Of State Event 1

=> TBD

8C_8Qpc_dealloc (7:5) 3 Deallocation token for the Parameter Cache
SC_SQ_new_vecior 8 1 The SQ must wait for Vertex shader done count > O and after

dispatching the Pixel Vector the SQ will decrement the count.
5C_SQ_quad_mask (12:9) 4 Quad Write maskleft to right SPO => SP3
‘8C_SQ_end_of_prm |18. [1 [EndOftheprimitive __
5C_SQ_state_id [16:14] 3 State/constant pointer (6*3+3)
8C_SQ_pix_mask | (32:17)|16 Valid bits for ail pixels SPO=>SP3 (UL,UR,LL,LR)
8C_SQ_provok_vix [8736] (2|Provokingvertexforflatshading
5C_SQ_pc_ptro [48:38]|14 Parameter Cache pointer for vertex 0.

[andClockTransfer
$CSQ_pe_pitrt (10:0) 11 Parameter Cache pointer for vertex 1
8C_SQ_pe_ptr2 (21:11)|114 Parameter Cache pointer for vertex 2
$C_SQ_lod_correct [45:22]|24 |LOD correction per quad (6 bits per quad)
5C_SQ_prim_type [48:46]|33 Stippled line and Real time command need to load tex cords from

alternate buffer

0000: Nenmnal-Sprite (point)
O01; Line
O10: Tri rect

 

 

  
    

     

| 101: Realtime Line
110: Realtime Tri rect104:-Line AA-110: Point AA (Sprite)

  
 
 

     

 
Name | Bits Description
$Q_SC_free_buff 4 Pipelined bit that instructs SC to decrement count of buffers in use.
SQ_SC_dec_entr_ent 11 Pipelined bit that instructs SC to decrement count of new vector and/or event

sent to prevent SC from overflowing SQ interpolator/Reservation requestfifo.

 
  

The scan converter will submit a partial vector whenever:
1.) He gets a primitive marked with an end of packet signal.
2.) A current pixel vector is being assembled with at least one or more valid quads and the vector has been

marked for deailocate when a primitive marked new_vector arrives. The Scan Converter will submit a partial
vector (up to 16quads with zero pixel mask to fill out the vector) prior to submitting the new_vector
marker\primitive.

(This will prevent a hang which can be demonstrated when all primitives in a packet three vectors are culled
except for a one quad primitive that gets marked pc_dealloc (vertices maximum size). In this case two
new_vectors are submitted and processed, but then one valid quad with the pc_dealloc creates a vector and then
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| 24 September, 2001 4 September, 201545 42 of 542

| the new would wait for another vertex vector to be processed, but the one being waited for could never export es aS SSuntil the pc_dealloc signal made it through and thus the hang.) ss ee :

~ eee 4 Formatted: Bullets and Numbering| 24.2323.2.3 SQ to SX{SP): interpolator bus or Ls
Name oe Direction _ Bits|DescriptionLS : a :

| SQ_SPxXx_interp_flat_vix | $Q-»SPx L2 | Provoking vertex for flat shading :
| SQ_SP%o_interp_flat_gourau|SQ >SPx 1 Flat or gouraud shadingd

| SQ_SXxSPx_interp_cylwrap | SQ-»SPx 14 |Wich channel needsto be cylindrical wrapped
SQ_SXx_pc_ptrO SQ—SXx 11 Parameter Cache Pointer
SQ_SXx_pe_ptr1 | SQ-»SXx | 14 Parameter Cache Pointer
SQ_SXx_pe_ptr2 | SQ—SXx _11 | Parameter Cache Pointer ;$Q_SXx_it sel SQ—SXx 1 Selecis between RT and Normal data

$Q_SXx_pe_wr_en | $Q--SXx L 1 | Write enable for the PC memories
$Q_SXx_pe_wr_addr $Q—5xXx 7 Write address for the PCs

| SQ_SXx_pe_channel_mask | SQ—SXx [4 | Channel mask
||$Q_S%_pe.ptrvalid | SQ-2SXx i [R

$O_ SPx interp valid SQ--8Px pa | Interpolation control valid

This is a broadcast bus thatsends the VSISR information tothe staging registers of the shaderpipes.

 
 

 
7 . . od corma ed: wet an om ering24-2-423.24 SQ to SP: Staging Register Data - < : - = “s me pena ==

  
 
  
  
  
    
  

 
 

 

Name _ Direction _Bits | Description
8Q_SPx_vsr_data SQ—SPx 96 __| Pointers of indexes or HOS surface information
5Q_SPx_vsr_double | 80-—SPx (14 |_0: Normal 96 bits per vert 1: double 192 bits per vert
SQ_SP0_ vsr_valid SQ—SPO0 i | Data is valid
SQ_SP1_ vsr_ valid | SQ>SP1 [4 | Datais valid
SQSP2_vervalid SQ>SP2 A|Data isvalid4
SQ_SP3_vsr_ valid | SQ—SP3 M4 Data is valid oo aS Soe
$Q_SPx_vsr_read | $Q—SPx 11 _ Incrementthe read pointers : Ss es : Se a

a ~ . SEs | Formatted: Bullets and Numbering
2423523,2.5 VGT to SQ: Vertexinterface “SS ee

24.25123.2.5.1 Interface Signal Table So

The area difference between the two methodsis not sufficient to warrant complicating the interface or the siate
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the
VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format, The VGT can transmit up to six 32-bit
floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96

 

 
 
 
 

 
 

   
  
 

    
 

 

bits wide.

Name Bits Description ; |VGT_SQ vsisr_data 96 Pointers of indexes or HOS surface information
VGTSOQevent 4 VGT is sending an event
VGT_SQ_vsisr_deublecontiny|1 0: Normal 96 bits per vert 1: double 192 bits per vert
ed
VGT_SQ_end_of_vectorvixv|1 Indicates the last VSISR data set for the current process vector (for double vector
ect data, "end_of_vector"is set on thefirst vector)
VGT_SQ_indx_valid 1 Vsisr data is valid
VGT_SQ_state 3 RenderState (6*3+3 for constants). This signal is guaranteed to be carrect when

‘VGT_SQ_vgt_end_of_vectar’is high.
VGT_SQ_send i Data on the VGT_SQisvalid receive (see write-up for standard R400 SEND/RTR

interface handshaking)
SQ_VGT_rir 1 Ready to receive (see write-up for standard R400 SEND/RTR interface

handshaking)

24.25.2939.5 2% Interface Diagrams wee + Formatted: Bullets and Numbering )
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| ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE
| 24 September, 2001 4 Seciember, 201546 GEN-CoOOOO-REVA | 45 af 34L i 0 A Ou L

242.623 2.6 SQ to SX: Contro/ bus *

Names| Direction “| Bits | Description
SQ_SXx_exp_type SQ—-SxXx 2 | 00: Pixel without z (1 to 4 buffers)

| 01: Pixel with z (1 to 4 buffers)
| 10: Position (1 or 2 results)
11: Pass thru (4,8 or 12 results aligned)

SQ_SxXx_exp_number | SQS8Xx | 2 Number of locations needed in the export buffer
; | | | (encoding depends on the type see bellow).

SQ_SXx_exp_alu_id SQ—SXx 1 LALU ID
SQ_SXx_exp_valid | SQ-+SXx L 1 ' Valid bit
SQ_SXx_expstate SQ>8Xx 13 | State Context
SQ_SxXx_free_done SQ—>SXx i | Pulse to indicate that the previous export is finished

(this can be sent with or without the otherfields of the
| interface)

SQ_Sxx_free_alu_id | SQ>SXx 14 -ALU ID

  
 

Depending on the type the numberof export location changes:
e Type 00: Pixels without Z

o 00= 1 buffer
o O1 = 2 buffers
o 10 3 buffers
o 611 4 buffer
e 01: Pixels with Z
o 00=2 Buffers (color + Z)
o O1=3 buffers (2 color + Z)

10 = 4 buffers (3 color + Z)
11 = 5 buffers (4 color + 2)

e Type 10: Position export
o O0= 1 position
o QO1= 2 positions
o 1X = Undefined

* Type 11: Pass Thru
00 = 4 buffers
01 = 8 buffers
10 = 12 buffers
11 = Undefined

* Typ

oa0a

Cc
Oo

Oo0

Below the thick black line is the end of transfer packet that tells the SX that a given export is finished. The report
packet will always arrive either before or at the same time than the next export to the same ALU id.

24-2-723.2.7 SX to SQ : Output file control  
 

 
 

[Name _ |Direction| Bits | Description — |
SXx_SQ_exp_count_rdy SXx-8Q 1 | Raised by SXOto indicate that the following twofields

| reflect the result of the most recent export
SXx_SQ_exp_posavail | SXx-95Q_ 4 | Specifies whether there is room for anotherposition.
SxXx_SQ_exp_buf_avail SXx—-8Q 7 | Specifies the space available in the output buffers.   | 0: buffers are full

1: 2K-bits available (32-bits for each of the 64
| pixels ina clause)

| 64: 128K-bits available (16 128-bit entries for eachof
64 pixels)
65-127: RESERVED
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R400 Sequencer Specification PAGE| ORIGINATE DATE EDIT DATE 46 of 54| 24 September, 2001 4 September, 201515i a 2fi OO

| 24.2893 2.8 SQ to TP: Control bus
Once every clock, the fetch unit sends to the sequencer on which RSline it is now working and if the data in the
GPRsis ready or not. This way the sequencer can update the fetch valid bits flags for the reservation station. The
sequencer also provides the instruction and constants for the fetch to execute and the address in the register file
where to write the fetch return data.

 
a=] Formatted: Bullets and Numbering

 

 
 

 
 
 
 
 
     
 
 
 
 
  
     
 
     
 
    

   
   

 
Name Direction Bits | Description

TPx_SQ_data_rdy | TPx-+ SQ | 1 Data ready
TPx_SQ_rs_line_num TPx— SQ 6 | Line number in the Reservation station

TPx_SQ_type | TPx—> SQ 4 _ Type of data sent (O:PIXEL, 1:VERTEX)
SQ_TPx_send SQ—TPx 4 | Sending valid data
SQ_TPx_const _SQ-TPx | 48 _ Fetch state sent over 4 clocks (192bitstotal)
SQ_TPx_instr SQ->TPx 24 __| Fetch instruction sent over 4 clocks
SQ_TPx_end_of_group _| 8Q-TPx [1 | Last instruction ofthe group ee :
SQ_TPx_Type SQ>TPx ul | Type of data sent (O:PIXEL, 1:VERTEX) 1
SQ_TPx_gpr_phase SQ>TPx 2 | Write phase signal
SQ_TPO_lod_correct | SQ—TPO 6 _ LOD correct 3 bits per comp 2 components per quad
SQ_TPO_pix_rask SQ—TPO 4 _ Pixel mask 1 bit per pixel
SQ_TP1_lod_correct | SQ->TP1 6 | LOD correct 3 bits per comp 2 components per quad
SQ_TP1_pix_mask SQ->TP1 4 _Pixel mask 1 bit per pixel
SQ_TP2_lod_correct | SQ—TP2 6 | LOB correct 3 bits per comp 2 components per quad
SQ_TP2_pix_mask SQ-TP2 4 | Pixel mask 1 bit per pixel
SQ_TP3_lod_correct |SQ--TP3 16 | LOD correct 3 bits per comp 2 components per quad

| SQ_ TPS pix_mask SQ->TP3 4 _ Pixel mask 1 bit per pixel
SQ_LTPx_rs_iinenum SQ-—TPx . [6_ Line number in the Reservation station |
8Q_TPx_write_gpr_index _8Q->TPx L7 Index into Register file for write of returned Fetch Data
 

 { Formatted: Bullets andNumbering _ | 24.2923 2.9 TP to SQ: Texture stall ~
The TP sends this signal to the SQ and the SPs whenits input buffer is full.

TP_SP_fetch_Stali

|

SQ_SP_wr_addr |

|||

 

TL -— 

 
    

Sut r|

|
Su2 r||

Name oo ‘| Direction . |Bits| Description _ |
TP_SQ_fetch_stall LTP.» SQ a | Do not send more texture requestif asserted    
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| ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. | PAGE : : : SSeS es :
beg «=||24 September, 2001 4 September, 201515 GEN-CXXXXK-REVA | 47 of 54 ass Shoe ce Ses ee

24—2-+023.2.10SQ to SP: Texture stall So :

Name . [Direction| BitsDescription _ ee| ee : :SQ_SPx_fetch_stall | SQ-»SPx 4 | De not send more texture requestif asserted : Oo ae

24.2-1423.2.11SQ to SP’ GPR and auto counter “0 ‘
Name Direction Bits|Description oe :
SQ_SPx_gpr_wr_addr | SQ-»SPx 7 Write address
8Q_SPx_gpr_rd_addr SQ>SPx 7 Read address
SQ 3Pxgprrden SQ--SPx 1. | ReadEnable

SQ_SPO_gpr_wren_ | SQ>SPx i,Write EnablefortheGPRsofSPO
SQ_SP1_gpr_wr_en SQ—SPx 1 Write Enable for the GPRs of SPi
$Q_SP2_gpr_wr_en |§Q-3SPx i Write Enable for the GPRs of SP2
$Q_SP3_gpr_wr_en SQ—SPx 1 Write Enable for the GPRs of SP3
SQ_SPx_gpr_phase SQ >SPx 2 The phase mux (arbitrates between inputs, ALU SRC

_ . _. . _| reads and writes)
SQ_SPx_channel_mask SQ >SPx 4 | The channel mask
SQ_SPx_gpr_input_se! SQ >SPx 2 When the phase mux selects the inputs this tells from

which source to read from: Interpolated data, VTXQ,
| _MTX1, autogen counter.

SQ_SPx_auto_count SQ—SPx 12?|Aute count generated by the SQ, commonfor all shader
I pipes
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| 24September, 2001|4 September. 201545 48 of 54 S oe :

2424223212 SQ to SPx: Instructions “Sr <o

Name oe Direction Bits| Description ee : :SQ SPx_instr stant SQ—SPx 4 _ Instruction start
SQ_SP_instr SQ—-SPx 224 Transferred over 4 cycles

0: SRC A Select ee
SRC A Argument Modifier 3:3
SRC A swizzle 4
-VectorDst AIA
Unused ——____- --Fer channel use mask

(PViReg) 202118

 

 
 

1: SRC B Select ~_ 2:0
SRC B Argument Modifier :
SRC B swizzle ts

ScalarDst AF
channel use mask (P¥/Req) 27:15Unused

20:48

2:SRCCSelect 2:0
SRC C Argument Modifier ss 3:3
SRC C swizzle 11:4
Per channel use mask (PV/Reg) 21:18Unused

20:42

3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 41:44
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20:17

SQ_SPx_exp_alu_id SQ--SPx 4 |ALU ID
SQ_SPx_exporting SQ—-SPx 2 0: Not Exporting

41: Vector Exporting
_| 2: Scalar Exporting

SQ_SPx_stall SQ—SPx | Stall signal
$Q_SP0_write_mask SQ—SP0 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

SQ_SP1_ write_mask SQ-SPi 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per

I _clock
SQ_SP2_ write_mask SQSP2 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

SQ_SP3_ write_mask SQ—SP3 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

_Lastinstruction of the block
indicates to overwrite the use of PV/PS because of
the predication (use the GPRs instead). This

  
a 

 

 

 

 

$Q_SPx_last SQ-SPx
SQ_SP0 pred overwrite SQ--SP0

 

ip]

 
 

SQSFpredoverwrite $G-2SP 1 4
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ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

24 September, 2001 4 September, 201515 GEN-CXXXXX-REVA 49 of 54i AO 4 ew ie.
lthe predication (use the GPRs instead). This

operation is dene on a per-pixel basis.
 

      SO_SP2 prec overwrite SO-8P2 4 Indicates lo overwrite ihe use of PV/PS because of
the predication (use the GPRs instead). This

|Operationisdoneon aper-pixelbasis.
SQ SP3 pred overwrite SQ—>5P3 4 indicates lo overwrite the use of PV/PS because of 

| the redication use the. GERs instead). This

 

a4 Formatted: Bullets and Numbering :

  
 

  
  

 
 

 
 

24.24323.2.13SP to SQ: Constant address load/ Predicate Set *
Name Direction Bits | Description
SPO_SQ_const_addr SPO >SO 36 | Constant address load / predicate vector load (4 bits only)

fo| | to the sequencer

SPO_SQ_valid | SPO >SQ i | Data validSP1_SQ_const_addr SP1 >SQ 36 | Constant address load / predicate vector load (4 bits only)
| to the sequencer

SP1_SQ_valid | SP1--SQ 4 Data valid ; ; |
SP2_SQ_const_addr SP2—80 | 36 | Constant address load / predicate vector load (4 bits only)

| to the sequencer
SP2_SQ_valid SP2—50 1 L_ Data valid
SP3_SQ_const_addr SP3—S0 | 36 | Constant address load / predicate vector load (4 bits only)

. ; L i “to the sequencer
SP3_SQ_valid SP3—S80 4 _ Data valid
SPO_SQ_data_type | SP2S0 1 | Data Type

  
: 0: Constant Load
| 4: Predicate Set

 
 

242-4423.2.14 SQ to SPx: constant broadcast 
 

 oc] Formatted: Bullets and Numbering

 
  

  
 
  
     
  

 
 
 
 
 

 

 

 
 
 
 
 
 
 
  
 

 
 

 
 

 
 

 
Name | [ Direction” [Bits[Description a ,r———C oeSQ_SPx_const | $Q—5Px [128 | Constant broadcast ee a ee

ne 4 Formatted: Bullets and Numbering2424523.2.15SPO to SQ: Kill vector load “ = : ——
Name[Direction | Bits| Description ode : - eS —
SP0_SQ_Kkill_vect SP0—SQ 4 _ Kill vector load
SP1_5Q_kill_vect | SP1--80 4 | Kill vector load
SP2_SQ_kill_vect SP2—S8Q 4 _Kill vectar load
SP3_SQ_kill_vect SP33S80 14 _ Kill vector load : : es : aS

ae ees Formatted: Bullets and Numbering2424623.2.16SQ to CP: RBBM bus | ss
Name | Direction [Bits | Description
SQ_RBB_is SQ >CP 1 _ Read Strobe

SQ_RBB_rd | §QCP (32 Read Data va oe
8Q_RBBM_nrtrtr $Q—cpP 1 | Optional ; oe DOSSs oe :
8Q_RBBM_rtr | SQ—CP 14 | Real-Time (Optional) oe Bas ane Ses ——

. . “") Formatted: Bullets and Numbering

24.2.1723.2.17 CP to SQ: RBBM bus “| (FormattedletandNunberng___)ee
Name Direction Bits | Description SS oe eS ee
rbbm_we 'CP->SQ 4 (Write Enable
rbbm_a CP—5Q 15 | Address -- Upper Extent is TBD (16:2)
rbbm_wd | CP..»SQ | 32 | Data _
rbbm_be CF=SQ 4 | Byte Enables
rbbm_re |CP--»SQ 14 _ Read Enablerob _rsO CP—5Q i _Read Return Strobe 0

rbb_rsi _[CP-SQ 1|Read Return Strobe1
rbb_rdO | CP-»5Q 32 |Read|DataO-
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| 24 September, 2001 4 September, 207848 50 of 54= Sh: NAABe

| robb_rd1 CP—SQ 32. | Read DataO
RBBM_S©_soft_reset | CF80 1 | Soft Reset
 

24.2-4823.2.18SQ to CP. State report - fen ed sean sie

 

  
 
 
  
  Name - | Direction Bits Description

SQ_CP_vs_event SQ—-CP 1 _ Vertex Shader Event
SQ_CP_vs_eventid | SQ—CP [2 _ Vertex ShaderEvent ID
5Q_CP_ps_event SQ—-CP 1 | Pixel Shader Event _
SQ_CP_ps_eventid | $Q--CP 2 | Pixel Shader Event ID

    
eventid = 0 => *sEndOfState (ie. VsEndOfState)
eventid = 1 => *sDone (i.e. VsDone)

So, the CP will assurne the Vs is done with a state wheneverit gets a pulse on the SQ_CP_vs_event :

and the SQ_CP_vs_eventid = 0. : Oe ee 8

* . ne Formatted: Bullets and Numbering
24-323.3 Example of control flow program execution = = —
We now provide some examples of execution to better illustrate the new design.

Given the program:

ud
ul

ex 0
ex 1
u3Serial
ud

bP
“4

oye bo
ud
u6 Serial

oePo @
u7
loc Position 1 buffer
u 8 Export2x B®
loc Parameter 3 buffers
u9 Export 0@* oO
u 10 Serial Export 2
u 11 Export 1 End

 PRAbPRPAPPDAPPADD
Would be converted into the following CF instructions:

 
Lu Besx—-O Tex Tex—-O 7

  

 

And the execution of this program would looklike this:

Put thread in Vertex RS:

Control Flow Instruction Pointer (12 bits), (CFP)
Execution Count Marker (3 or 4 bits), (ECM)
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ORIGINATE DATE

24 September, 2001

Loop iterators (4x9 bits), (LD
Call return pointers (4x12 bits), (CRP)
Predicate Bits(4x64 bits), (PB)
Export ID (1 bit), (EXID)
GPR Base Pir (8 bits), (GPR)
Export Base Ptr(7 bits), (EB)
Context Ptr (3 bits) (CPTR)
LOD correction bits (16x6 bits) (LOD)

EDIT DATE DOCUMENT-REV. NUM.

GEN-CXXXXKX-REVA 4 September, 201315isthe eee Aone. i

PAGE

O1 of 54

 
State Bits  

   
LOD CFP | ECM

a FO |
[CRP PB EXID | GPR EB CPTR
i) a [6 0     

Valid Thread (VALID)
Texture/ALU engine needed (TYPE)
Texture Reads are outstanding (PENDING)
Waiting on Texture Read to Complete (SERIAL)
Allocation Wait (2 bits) (ALLOC)

00 — No allocation needed
01 — Position export allocation needed (ordered export)
10 — Parameter or pixel export needed (ordered export)
11 — pass thru (out of order export}

Allocation Size (4 bits) (SIZE)
Position Allocated (POS_ALLOC)
First thread of a new context (FIRST)
Last (1 bit), (LAST)
 
Status Bits  

 VALID TYPE_TYF _PENDING | SERIAL | ALLOC SIZE|POS_ALLOC
i ALU 0 10 [90

CS _ FIRST
0 0 i

|

[LAST ||I  
Then the thread is picked up for the execution of the first control flow instruction:

 
lt executes the first two ALU instructions and goes back to the RS for a resource request change. Here is the
state returned to the RS:
 
 
 
 

      
   

 
   
State Bits

| CFP | ECM iL [CRP PB | EXID |GPR EB | CPTR LOD
0 [o 0 0 [0 [0 0 ro 0
Status Bits

VALID | TYPE -PENDING|SERIAL|ALLOC [SIZE|POS ALLOC FIRST | LAST
1 | TEX 0 0 10 10 G 1 6 

 
  

Then when the texture pipe frees up, the arbiter picks up the thread to issue the texture reads. The thread comes
backin this state:
 
  

    
 

   

   
State Bits

CFP ECM [Ll [CRP PB EXID _GPR EB CPTR LOD
Q [4 FO FO Q FO LO 0 /O QO

Status Bits,
                    

VALID TYPE PENDING | SERIAL | ALLOC [SIZE POS_ALLOC FIRST | LAST
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| 24 September, 2001 4 September, 201515 52 of 54nererernarenenennnnnnnarennannenn eee 2 SAB seneenernral anpeeeeeneerrnrnnnennenenne one reer

| 1 [ ALU 1 4 [0 _[o [0 i G
Because of the serial bit the arbiter must wait for the texture to return and clear the PENDINGbit before it can

pick the thread up. Lets say that the texture reads are complete, then the arbiter picks up the thread and returnsit in

 
 
    
 

       

 
  

 
  
 

 
 
             
  

  
 
                
 

this state:

State Bits

CFP _ECM Lu LCRP PB _EXID LGPR [EB _CPTR [Lop
0 6 0 0 0 0 10 [a 0 [oO

Status Bits

VALID[TYPE—s PENDING[S$ERIAL| ALLOC[SIZE |POS_ALLOCFIRST [LAST|
1 | TEX 0 10 0 10 o 1 0

Again the TP frees up, the arbiter picks up the thread and executes. It returns in this state:

State Bits |
|CFP [ECM Ll | EB [cPTR [LOD|

Q 7 iO [0 oO ie

Status Bits > ; _ ee _ _ _ ee _ _
VALID TYPE PENDING SERIAL ALLOC SIZE|POS_ALLOC FIRST LAST
i | ALU i Lo 10 0 0 i 0 |

 
   

Now, even if the texture has not returned we can still pick up the thread for ALU execution because the serialbit
is not set. The thread will however come back to the RS for the second ALU instruction because it has the serialbit

 
  
         

 
   
 

    

 
    
 

   
 

 
 
     

  

set.

State Bits

| CFP TECM Pu 'CRP PB [EXID GPR [EB [CPTR | LOD
QO 8 0 0 0 0 /0 LO 0 LO

| Status Bits Je
|VALID TYPE PENDING | SERIAL | ALLOC SIZE | POS_ALLOC FIRST LAST le

1 ALU 1 [4 [0 0 i) 1 QO je

As soon as the TP clears the pending bit the thread is picked up and returns:

State Bits : :

| CFP | ECM LL iCRP PB | EXID | GPR EB | CPTR LOD oe
0 9 0 fo 0 0 0 0 0 0

Status Bits

VALID TYPE PENDING [SERIAL | ALLOC SIZE|POS ALLOC FIRST LAST oe
1 TEX 0 0 10 0 0 1 0 bo

 
  

Picked up by the TP and returns:
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Picked up by the ALU and returns (lets say the TP has not returned yet):A_loc Position 1
 
 
  
        

 
 
StateBits i

CFP ECM Ll CRP PB EXID GPR | EB [cPTR [LOD
3 [6 6 [0 [0 5 r6 tO ro fo
 
Status Bits

LVALID TYPEPENDING
ALU 4

      

SERIAL | ALLOC [SIZE [POS_ALLOG FIRST LAST
oO 01 4 LO 1 a

  
  

ifthe SX has the place for the export, the 5Q is going to allocate and pick up the thread for execution. It returns to
the RS in this state:

 
  
            
 

       
 

 
      

Execute Ste-O A

State Bits

(CFP | ECM im |CRP [PB[EXID|GPR —B| CPTR LOD
3 1 0 0 0 [a 0 0 Lo 0

| Status Bits

VALID TYPE PENDING | SERIAL | ALLOC|SIZE | POS_ALLOC FIRST | LAST Fr1 TEX 1 Lo Lo 0 1 1 G P

 
 

Now, since the TP has not returned yet, we must wail for it to return because we cannot issue multiple texture
requests. The TP returns, clears the PENDING bit and we proceed:

 
  
 

       
 

 
 
       

A_loc Param 3

| State Bits

CEP TECM TL LCRP PB | EXID | GPR EB _CPTR LOD
4 0 0 0 0 i 0 0 0 0

Status Bits

VALID TYPE PENDING | SERIAL [ALLOC | SIZE|POS_ALLOC FIRST LAST :
1 ALU i 10 110 3 4 1 0 |   

 
  

Once again the SQ makes sure the SX has enough room in the Pararneter cache before it can pick up this
thread.
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| 24 September, 2001 4 September, 2015415 54 of 54oh Bs

| State Bits
CFP ECM [ul CRP PB EXID [GPR | EB [CPTR | LOD5 1 LO C (0 4 ro (406 0 6

Status Bits oe
‘VALID_| TYPE_—s«[PENDING[SERIAL[ALLOC[SIZE [POSALLOCFIRST[LAST|.

1 | TEX 4 10 iO Lo 4 4 [0 :

  
 

This executes on the TP and then returns:

  
 

“StateBits _
  
         
 
 

 
               
 

  
CFP ECM [Li [CRP [PB [ EXID [GPR EB CPTR[LOD
5 2 i/o iz Lo 4 1O ' 400 0 6

| StatusBits ; ee ; _ _ _ ee

[VALID [TYPE [PENDING |SERIAL |ALLOC|SIZE|POS_ALLOC | FIRST LAST
1 [ALU 1 [4 0 0 1 1 1    
 

Waits for the TP to return because ofthe textures reads are pending (and SERIALin this case). Then executes
and does not return to the RS because the LASTbit is set. This is the end of this thread and before dropping it on the
floor, the SQ notifies the SX of export completion.

25.24, Open issues
Need to do some testing on the size of the registerfile as well as on the registerfile allocation method (dynamic VS
static).

- oo “ Formatted: Bullets and Numbering

Saving power?
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R400 Sequencer Specification

   

SQ

Version 2.04
 

Overview: This is an architectural specification jor the R400 Sequencer block (SEQ). It provides an overview of the
required capabilities and expected uses of the block. It also describes the block interfaces, internal sub-
blocks, and provides internal state diagrams.
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Revision Changes:

Rev 0.1 (Laurent Lefebvre) First draft.
Date: May 7, 2001

Rev 0.2 (Laurent Lefebvre) Changed the interfaces to reflect the changesin the
Date : July 9, 2001 SP. Added somedetails in the arbitration section.
Rev 0.3 (Laurent Lefebvre) Reviewed the Sequencer spec after the meeting on
Date : August 6, 2001 August 3, 2001.
Rev 0.4 (Laurent Lefebvre) Added the dynamic allocation method for register
Date : August 24, 2001 file and an example (written in part by Vic) of the

flow of pixels/vertices in the sequencer.
Rev 0.5 (Laurent Lefebvre) Added timing diagrams(Vic)
Date : September 7, 2001
Rev 0.6 (Laurent Lefebvre) Changed the spec to reflect the new R400
Date : September 24, 2001 architecture. Added interfaces.
Rev 0.7 (Laurent Lefebvre) Added constant store management, instruction
Date : October 5, 2001 store management, control flow management and

data dependantpredication.
Rev 0.8 (Laurent Lefebvre) Changed the control flow method to be more
Date : October 8, 2001 flexible. Also updated the external interfaces.
Rev 0.9 (Laurent Lefebvre) Incorporated changes madein the 10/18/01 control
Date : October 17, 2001 flow meeting. Added a NOP instruction, removed

the conditional_execute_or_jump. Added debug
registers.

Rev 1.0 (Laurent Lefebvre) Refined interfaces to RB. Added state registers.
Date : October 19, 2001
Rev 1.1 (Laurent Lefebvre) Added SEQ-—SP0 interfaces. Changed delta
Date : October 26, 2001 precision. Changed VGT-—-SP0 interface. Debug

Methods added.

Rev 1.2 (Laurent Lefebvre) Interfaces greatly refined. Cleaned up the spec.
Date : November 16, 2001
Rev 1.3 (Laurent Lefebvre) Added the different interpolation modes.
Date : November 26, 2001
Rev 1.4 (Laurent Lefebvre) Added the auto incrementing counters. Changed
Date : December 6, 2001 the VGT-»SQinterface. Added content on constant

management. Updated GPRs.
Rev 1.5 (Laurent Lefebvre) Removed from the specall interfaces that weren't
Date : December 11, 2001 directly tied to the SQ. Added explanations on

constant management. Added PA-SQ
synchronization fields and explanation.

Rev 1.6 (Laurent Lefebvre) Added more details on the staging register. Added
Date : January 7, 2002 detail about the parameter caches. Changed the

call instruction to a Conditionnal_cail instruction.
Added details on constant management and
updated the diagram.

Rev 1.7 (Laurent Lefebvre) Added Real Time parameter control in the SX
Date : February 4, 2002 interface. Updated the control flow section.
Rev 1.8 (Laurent Lefebvre) New interfaces to the SX block. Added the end of
Date : March 4, 2002 clause modifier, removed the end of clause

instructions.

Rev 1.9 (Laurent Lefebvre) Rearangementof the CF instruction bits in order to
Date : March 18, 2002 ensure byte alignement.
Rev 1.10 (Laurent Lefebvre) Updated the interfaces and added a section on
Date : March 25, 2002 exporting rules.
Rev 1.11 (Laurent Lefebvre) Added CP state report interface. Last version of the
Date : April 19, 2002 spec with the old control flow scheme
Rev 2.0 (Laurent Lefebvre) New control flow scheme
Date : April 19, 2002
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Rev 2.01 (Laurent Lefebvre) Changed slightly the contro! flow instructions to
Date : May 2, 2002
Rev 2.02 (Laurent Lefebvre)
Date : May 13, 2002

Rev 2.03 (Laurent Lefebvre)
Date : July 15, 2002

Rev 2.04 (Laurent Lefebvre)
Date -August 2, 2002

allow force jumps and calls.
Updated the Opcodes. Added type field to the
constant/pred interface. Added Last field to the
SQ-—SPinstruction load interface.

SP interface updated to include  predication
optimizations. Added the predicate no stall
instructions,
Documented the new parameter generalion scheme
for XY coordinates points and lines STs.
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1. Overview

The sequencer chooses two ALU threads and a fetch hread to execute, and executesall of the instructions in a block
before looking for a new clause of the same type. Two ALU threads are executed interleaved to hide the ALU latency.
The arbitrator will give priority to older threads. There are two separate reservation stations, one for pixel vectors and
one for vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, control flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencerfor the whole chip.

The sequencerfirst arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRsit needs to execute. The sequencer will not start the next
vector until the needed spaceis available in the GPRs.
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1.1 Top Level Block Diagram

| Input Arbiter rd
| |

—— VTX RS PIX RS —    
 
   

|
Exec Arbiter }¢———  

— ALU Texture —  
Figure 2: Reservation stations and arbiters

Under this new scheme, the sequencer (SQ) will only use one global state management machine per vector type
(pixel, vertex) that we call the reservation station (RS).
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The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip). |

1.3 Control Graph

Clause # + Rdy

WrAddr IS | SEQ CST | WrAddr
CMD | | |

CST | |

Ph | po
raat cmp CST’csTzcsT IDX A B C Wrvec ©

RdAddr | Co | |WiB8cal radar

‘ e ‘ ‘ e e : v

FETCH SP OF

| WrAddr

| | |
| | |
|

 
 

Figure 4; Sequencer Control interfaces

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the output file control interface.

2. Interpolated data bus
The interpolators contain an IJ buffer to pack the information as much as possible before writing it to the register file.
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Figure 3: Interpolation buffers
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packedin the IJ
buffer 4 quads at a time or two clocks. The sequencer allows at any given time as many as four quadsto interpolate a
parameter. They all have to come from the sameprimitive. Then the sequencer controls the write mask to the GPRs
to write the valid datain.

3. Instruction Store

There is going to be only one instruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mapped registers.

The VS_BASE and PS_BASE context registers are used to specify for each context where its shader is in the
instruction memory.

 

For the Real time commandsthe story is quite the same but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.

4. SequencerInstructions
All control flow instructions and moveinstructions are handled by the sequencer only. The ALUswill perform NOPs
during this time (MOV PV,PV, PS,PS)if they have nothing else to do.

5. Constant Stores

5.1 Memory organizations
A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shader is 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory(this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 320x96 bits (128 texture states for
regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn’t sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a changein the control flow constants. Its size is 320*32 because it must hold 8
copies of the 32 dwords of control flow constants and the loop construct constants must be aligned.

The constant re-mapping tabies for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.
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5.2 Managementof the Control Flow Constants |
The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
SQ decodes the address and writes to the block pointed by its current base pointer (CF_WR_BASE). On the read
side, one level of indirection is used. Aregister (SQ_CONTEXT_MISC.CF_RD_BASE) keepsthe current base pointer
to the control flow block. This register is copied wheneverthere is a state change. Should the CP write to CF after the
state change, the base register is updated with the (current pointer number +1 )% numberof states. This way, if the
CP doesn’t write to CF the state is going to use the previous CF constants.

5.3 Managementof the re-mapping tables

 

 

5.3.1 R400 Constant management
The sequenceris responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver), the sequencerwill broadside copy the contents of its re-mapping tables to a
new one. We have8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
betweenthe two state changes.

For this model to workin its simplest form, the requirement is that the physical memory MUSTbe at least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

5.3.2. Proposal for R400LE constant management
To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROLpacket of state + 1, the

sequencer would check for SQ_IDLE and PA_IDLE andif both are idle will erase the content of state to replace it with
the new state (this is depicted in Figure 8: De-allocation mechanismFi
allocation-mecnanism). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
the first report.

 

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the new state to
reuse these physical addresses if needed).
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Figure 7: Constant management
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Figure 8: De-allocation mechanism for R4Q0LE

5.3.3. Dirty bits
Two sets of dirty bits will be maintained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a new context is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. Ifitis set and the context dirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incoming
data. If they are both set, then the data will be written into the physical address held in the renamingfor the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the same logical address between context changes. NOTE:It is important to detect and preventthis, failure
to do it will allow multiple writes to allocate ali physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked each time a physical block is needed, and if the original ones have not been used up, us a new one,else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.

Storage of a free list big enough to store all physical block addresses.
Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the free list
like a ring.
The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are stillin use. But as soon as the context using then is dismissed the stop_pitr will be advanced.
The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_pir does not equal the stop_ptr and the IFC is at its maximum count.
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| 5. 3.4 De-allocate Block ~ ~

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. It is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advance the write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any numberof blocks in one clock.

5.3.6 Operation of Incremental model
The basic operation of the model would start with the write_ptr, stopptr, read_ptr pointers in the freelist set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the free list
counter becauseits not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical addressis hit that hasits dirty bits set while in the same context, both dirty
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
When the first draw command of the context is detected, the previous context stored in the additional renaming tabie
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set states comein for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointer if read_ptr != to stop_pir.

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counterfor
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has notfree list entries available (counter at max and stop_ptr == read_ptr). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packetarrives, the content of the re-mappingtable is written to the correct re-mapping table for the
context number. Also if the next coniext uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clauseit will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the number of blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. [It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However, if the updates are large, less contexts will be stored and potentially performance will be degraded.
Althoughit will still perform as well as a ring could in this case.

5.4 Constant Store Indexing
In order to do constant store indexing, the sequencer must be loadedfirst with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer (9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shader pipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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between the time the sequenceris loaded and the time one can index into the constant store. The assembly will look
like this

 

MOVA RIX,R2.X% /{ Loads the sequencerwith the content of R2.X, also copies the content of R2.X into Ri.X
NOP f latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don’t really care about what is in the brackets because we use the state from the MOVAinstruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencerin order to support this feature is 2*64"9 bits = 1152 bits.

5.5 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers allocated for RT.It
works is the same way than when dealing with regular constant loads BUTin this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zonesis defined by the CONST_EO_RTcontrol register. Similarly,
for the fetch state, the boundary betweenthe two zonesis defined by the TSTATE_EO_RTcontrol register.

 

5.6 Constant Waterfalling
In order to have a reasonable performancein the case of constant store indexing using the address register, we are
going to havethe possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a smail synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sentto the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps & bits (one per render state) and sets the bits whenever the last render state is written to memory
and clears the bit whenevera state is freed.

CONST_EO_RT

RT SECTON

(Reads/Writes are direct)

_

REGULAR SECTION
(ReadsMrrites are passing

thru a remaping table) 
Figure 9: The Constant store
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| 6. Looping and Branches
Loops and branches are planned to be supported and will have to be dealt with at the sequencer level. We plan on
supporting constant loops and branches using a control program.

 

6.1 The controlling state.
The R400 controling state consists of:

Boolean[256:0]
Loop_count[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][3 1:0]

That is 256 Booleans and 32 loops.

We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program
We'd like to be able to code up a program ofthe form:

1 Loop
2 Exec TexFetch
3 TexFetch
4: ALU
5: ALU
6: TexFetch

7 End Loop
8 ALU Export

But realize that 3: may be dependent on 2: and 4: is almost certainly dependent on 2: and 3:. Without clausing,
these dependencies need ta be expressed in the Control Flow instructions. Additionally, without separate ‘texture
clauses’ and ‘ALU clauses' we need to know which instructions to dispatch to the Texture Unit and which to the ALU
unit. This information will be encapsulated in the flow conirol instructions.

Each control flow instruction will contain 2 bits of information for each (non-control flow) instruction:
a) ALU or Texture
b) Serialize Execution

(b) would force the thread to stop execution at this point (before the instruction is executed) and wait until all textures
have been fetched. Given the allocation of reservedbits, this would mean that the count of an ‘Exec’ instruction
would be limited to about 8 (non-control-flow) instructions. If more than this were needed, a second Exec (with the
same conditions) would be issued.

Another function that relies upon ‘clauses’ is allocation and order of execution. Ve need to assure that pixels and
vertices are exported in the correct order (even if not all execution is ordered) and that space in the output buffers are
allocated in order. Additionally data can't be exported until space is allocated. Anew control flow instruction:

Alloc <buffer select -- position,parameter, pixel or vertex memory. And the size required>.

would be created to mark where such allocation needs to be done. To assure allocation is done in order, the actual
allocation for a given thread can not be performed unless the equivalent allocation for all previous threads is already
completed. The implementation would also assure that execution of instruction(s) following the serialization due to the
Alloc will occur in order -- at least until the next serialization or change from ALU to Texture. In most cases this will
allow the exports to occur without any further synchronization. Only ‘final’ allocations or position allocations are
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guaranteed to be ordered. Becausestrict ordering is required for pixels, parameters and positions, this implies only |
a single alloc for these structures. Vertex exports to memory do not require ordering during allocation and so multiple
‘allocs' may be done.

   

6.2.1 Control flow instructions table

Here is the revised control flow instruction set.

 

 
   
  

 
 

  
  

Note that whenevera field is marked as RESERVED,it is assumed that all the bits of the field are cleared (0).

Po NOP / |
47... 44— 43 420.000 eeei

0000 Addressing RESERVED |

This is a regular NOP.

Execute

47... 44 43 | 40... 34 33 ....16 | 15...12 11....0
0001 Addressing RESERVED instructions type + serialize (9 | Count Exec Address

instructions) |
  

 

ExecuteEnd        47 ... 44 43 40 ... 34 33....16 15...12 11....0

0010 Addressing RESERVED instructions type + serialize (9 | Gount Exec Address
instructions) |
 

Execute up to 9 instructions at the specified address in the instruction memory. The Instruction type field tells the
sequencerthe type ofthe instruction (LSB) (1 = Texture, 0 = ALU and whetherto serialize or not the execution (MSB)
(1 = Serialize, 0 = Non-Serialized). If Execute_Endthis is the last execution block of the shader program.

 
 

Conditional_Execute 
 

 47 ... 44 43 42 41... 34 33...16 [ 15..12 | 11....0
0011 Addressing|Condition|Boolean|Instructions type + serialize (9 | Count | Exec Address

address instructions)
 

 

ConditionalExecuteEnd 
      47... 44 43 _ 42 41... 34 33...16 | 15..12 | 11....0

0100 Addressing|Condition|Boolean|Instructions type + serialize (9 Count | Exec Address
| address instructions) 

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 9 instructions). If the condition is not met, we go on to the next control flow instruction. If
Conditional_Execute_End and the condition is met, this is the last execution block of the shader program.

 
 

Conditional_Execute_Predicates
    

47... 44 43 42 41... 36 35... 34 33...16 15...12 0 11...0  0101 Addressing|Condition RESERVED|Predicate Instructions Count | Exec Address
vector type + serialize | |

(9 instructions) | |

 
 
 

 
Conditional_Execute_Predicates_End _
  

47 ... 44 43 42 41... 36 35... 34 33...16 15...12 | 11... 0  
vector type + serialize

(9 instructions

      r

0110 Addressing|Condition RESERVED|Predicate Instructions | Count Exec Address|

| 

Check the AND/OR ofall current predicate bits. lf AND/OR matches the condition execute the specified number of
instructions. We need to AND/ORthis with the kill mask in order not to consider the pixels that aren’t valid. If the
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condition is not met, we go on to the next control flow instruction. If Conditional_Execute_Predicates_End and the
condition is met, this is the last execution block of the shader program.

   
 

 
 

 

Conditional Execute Predicates No Stall      

 

 
47... 44 43 42 41... 36 35 ... 34 33...16 15...12 11...0

1101 Addressing|Condition RESERVED|Predicate Instructions Count Exec Address
vector type + serialize

(9 instructions)
 
  Conditional ExecutePredicatesNoStallEnd ]

47... 44 43 42 41... 36 35 ... 34 33...16 15...12 11....0    

     
1110 Addressing|Condition RESERVED|Predicate Instructions Count Exec Address

vector type + serialize
(9 instructions)

   
 

Same as Conditionnal_Execute_Predicates but the SQ is not going to wait for the predicate vector to be updated.
You can only set this in the compiler if you know that the predicate set is only a refinementof the current one (like a
nested if) because the optimization would still work.
 

Loop.Start
 

 47...44 43. ~«| 42... 21 [ 20..16 | 16.42 |  #+‘11...0
o114 | Addressing _ oo RESERVED | loop ID | RESERVED|Jump address | 

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop.
 
 
     

LoopEnd |
47... 44 | 43 42...24 | 23... 21 20 ... 16 | 48...12 11....0

1000 | Addressing | RESERVED | Predicate break loop 1D | RESERVED start address 

Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop. If predicate break != 0, then compares predicate vector n
(specified by predicate break number). If all bits cleared then break the loop.

The waythis is described does not prevent nested loops, and the inclusion of the loop id make this easy to do.
 

 _ ____Cenditionnal_Call _

42 41... 34 | 33... 13 | 12 11... 0
Jump address

 

_ Condition| Boolean address|RESERVED|Force Call|  “1001 Addressing 

If the condition is met, jumps to the specified address and pushes the control flow program counter on the stack. If
force call is set the condition is ignored and the cail is made always. 

 Return 

47 ... 44 | 43 42 ...0
   1010 | Addressing RESERVED 

Pops the topmost address from the stack and jumpsto that address. If nothing is on the stack, the program will just
continue to the next instruction.
 

Conditionnal Jump
  
      47... 44 | 43 | 42 41... 34 | 33 32...13 | 12 11...0

1071 | Addressing|Condition|Boolean|FWonly|RESERVED|Force Jump Jump address
address 

lf force jump is set the condition is ignored and the jump is made always. If FW only is set then only forward jumps
are allowed.

Exhibit 2032. docka00_Secuencerdcs 72136 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © «+

AMD1044_0257577

ATI Ex. 2108

IPR2023-00922

Page 183 of 316



ATI Ex. 2108 
IPR2023-00922 

Page 184 of 316

bes | 24 September, 2001 4 September, 20192 GEN-CXXXXX-REVA 23 of 51rat

 

 

  
   

   
Allocate

47 ... 44 43 42...44 40... 4 3...0

1100 Debug Buffer Select RESERVED Allocation size
 

Buffer Select takes a value of the following:
01 — position export (ordered export)
10 — parameter cacheor pixel export (ordered export)
11 — pass thru (out of order exports).

 
Buffer Size takes a value ofthe following:
00 — 1 buffer
01 — 2 buffers

15 ~ 16 buffers

If debug is set this is a debug alloc (ignore if debug DB_ON registeris set to off).

6.3 Implementation

The envisioned implementation has a buffer that maintains the state of each thread. A thread lives in a given
location in the buffer during its entire life, but the buffer has FIFO qualities in that threads leave in the order that they
enter. Actually two buffers are maintained — one for Vertices and one for Pixels. The intended implementation
would allow for:

16 entries for vertices

48 entries for pixels.

From each buffer, arbitration logic attempts to select 1 thread for the texture unit and 1 (interleaved) thread for the
ALU unit. Once a thread is selected it is read out of the buffer, marked as invalid, and submitted to appropriate
execution unit. It is returned to the buffer (at the same place) with its status updated once all possible sequential
instructions have been executed. A switch from ALU to TEX or visa-versa or a Serialize_Execution modifier forces
the thread to be returnedto the buffer.

 

Each entry in the buffer will be stored across two physical pieces of memory - mostbits will be stored in a 1 read port
device. Only bits needed for thread arbitration will be stored in a highly multi-ported structure. The bits kept in the 1
read port device will be termed ‘state’. The bits kept in the multi-read ported device will be termed ‘status’.

‘State Bits' needed include:

Control Flow Instruction Pointer (13 bits),
Execution Count Marker4 bits),
Loop iterators (4x9 bits),
Call return pointers (4x12 bits),
Predicate Bits (64 bits),
Export ID (1 bit),
Parameter Cache basePir(7 bits),
GPR BasePtr(8 bits),

. Gontext Pir (bits).
0. LOD corrections (6x16 bits)
1. Valid bits (64 bits)

=~BSeSONAaswon=
Absentfrom this list are ‘Index’ pointers. These are costly enoughthat I’m presuming that they are instead stored in
the GPRs. The first seven fields above (Control Flow Pir, Execution Count, Loop Counts, call return ptrs, Predicate
bits, PC base ptr and export ID) are updated every time the thread is returned to the buffer based on how much
progress has been mode on thread execution. GPR Base Ptr, Context Ptr and LOD corrections are unchanged
throughout execution of the thread.
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‘Status Bits' needed include:

Valid Thread

Texture/ALU engine needed
Texture Reads are outstanding
Waiting on Texture Read to Complete
Allocation Wait (2 bits)
00 — No allocation needed

01 — Position export allocation needed (ordered export)
10 — Parameteror pixel export needed (ordered export)
11 — pass thru (out of order export)
Allocation Size (4 bits)
Position Allocated
First thread of a new context

Event thread (NULLthread that needsto trickle down the pipe)
Last (1 bit)
Pulse SX (1 bit)

All of the above fields from all of the entries go into the arbitration circuitry. The arbitration circuitry will select a
winner for both the Texture Engine and for the ALU engine. There are actually two sets of arbitration -- one for
pixels and one for vertices. A final selection is then done between the two. But the rest of this implementation
summary only considersthe ‘first’ level selection whichis similar for both pixeis and vertices.

Texture arbitration requires no allocation or ordering so it is purely based on selecting the ‘oldest’ thread that requires
the Texture Engine.

ALU arbitration is a little more complicated. First, only threads where either of Texture_Reads_outstanding or
Waiting_on_Texture_Read_to_Complete are ‘0’ are considered. Then if Allocation_Wait is active, these threads are
further filtered based on whether space is available. If the allocation is position allocation, then the thread is only
considered if all ‘older’ threads have already done their position allocation (position allocated bits set). If the
allocation is parameteror pixel allocation, then the thread is only consideredif it is the oldest thread. Also a thread is
not considered if it is a parameter or pixel or position allocation, has its First_thread_of_a_new_context bit set and
would cause ALU interleaving with another thread performing the same parameter or pixel or position allocation.
Finally the ‘oldest’ of the threads that pass through the abovefilters is selected. If the thread needed to allocate, then
at this time the allocation is done, based on Allocation_Size. If a thread hasits “last” bit set, then it is also removed
from the buffer, never to return.

 

If | now redefine ‘clauses' to mean ‘how many times the thread is removed from the thread buffer for the purpose of
exection by either the ALU or Texture engine’, then the minimum numberof clauses needed is 2 -- one to perform
the allocation for exports (execution automatically halts after an ‘Alloc’ instruction) (but doesn't performs the actual
allocation) and one for the actual ALU/export instructions. As the ‘Alloc' instruction could be part of a texture clause
(presumably the final instruction in such a clause), a thread could still execute in this minimal number of 2 clauses,
evenif it involved texture fetching.

The TextureReadsOutstanding bit must be updated by the sequencer, based on keeping track of how many
Texture Clauses have been executed by a given thread that have not yet had there data returned. Any number
above 0 results in this bit being set. We could consider forcing synchronization such that two texture clauses for a
given thread may not be outstanding at any time (that would be my preference for simplicity reasons and becauseit
would require only very little change in the texture pipe interface). This would allow the sequencerto set the bit on
execution of the texture clause, and allow the texture unit to return a pointer to the thread buffer on completion that
clears the bit.

6.4 Data dependantpredicate instructions
Data dependant conditionals will be supported in the R400. The only way we plan to support those is by supporting
three vector/scalar predicate operations of the form:
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PREDSETE_# - similar to SETE except that the result is ‘exported’ to the sequencer.
PRED_SETNE_# - similar to SETNE exceptthatthe result is ‘exported’ to the sequencer.
PRED_SETGT_#- similar to SETGT exceptthat the result is ‘exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE exceptthat the resuit is ‘exported’ to the sequencer 

For the scalar operations only we will also support the two following instructions:
PRED_SETE0_#-—SETEO
PREDSETE1_#-SETE1   

The export is a single bit - 1 or 0 thatis sent using the same data path as the MOVAinstruction. The sequencerwill
maintain 4 sets of 64 bit predicate vectors (in fact 8 sets because we interleave two programs but only 4 will be
exposed) and useit to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. The first bit is a conditional execute “on” bit and the secondbit tells us if

we execute on 1 or 0. For example, the instruction:

PO_ADD_#R0,R1,R2

Is only going to write the result of the ADD into those GPRs whoseprecicate bit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whosepredicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

{issue: do we have to have a NOP between PRED and thefirst instruction that uses a predicate?}

6.5 HW Detection of PV,PS

Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencerwill
insert NOPs whereverthere is a dependant read/write.

The sequencerwill also have to insert NOPs between PRED_SET and MOVAinstructions and their uses.

6.6 Registerfile indexing
Because we can have loopsin fetch clause, we need to be able to index into the registerfile in order to retrieve the
data created in a fetch clause loop and use it into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit? Bit 6

0 0 ‘absolute register’
0 1 ‘relative register’
1 0 ‘previous vector’
1 1 ‘previous scalar’

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we addto it the loop_index and this becomes our new addressthat we give to the shaderpipe.

The sequenceris going to keep a loop index computed as such:

Index = Loop_iterator*Loop_step + Loop_start.

We loop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of
range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangements.
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| 6.7 Debugging the Shaders
In order to be able to debug the pixel/vertex shaders efficiently, we provide 2 methods.

 

6.7.1 Method 1: Debugging registers
Current plans are to expose 2 debugging, or error notification, registers:
1. address register wherethe first error occurred
2. count of the numberoferrors

The sequencerwill detect the following groupsof errors:
- count overflow

- constant indexing overflow
~ register indexing overflow

Compiler recognizable errors:
- jump errors

relative jump address > size of the control flow program
- call stack

call with stack full

return with stack empty

A jumperror will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only breakif
the DB_PROB_BREAKregisteris set.

If indexing outside of the constant or the register range, causing an overflow error, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE: Interrupt to the driver or not?}

6.7.2 Method 2: Exporting the values in the GPRs
1) The sequencer will have a debug active, count register and an addressregister for this mode.

Under the normal mode execution follows the normal course.

Under the debug modeit is assumed that the program is always exporting n debug vectors and thatail other exports
to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by the sequencer (even if they occur
before the address stated by the ADDR debugregister).

7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group ofpixels/vertices. Its purpose is to optimize the texture fetch
requests and allow the shaderpipe to kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
MASK_SETGTE

8. Multipass vertex shaders (HOS)
Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.
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9. Registerfile allocation
The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEXREGSIZE for vertices and
PIXEL_REG_SIZEforpixels.
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Above is an example of how the algorithm works. Vertices comein from top to bottom; pixels comein from bottom to
top. Vertices are in orange and pixels in green. The blueline is the tail of the vertices and the greenline is the tail of
the pixels. Thus anything between the twolines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index 0 and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the n potentially pending fetch clauses to be executed. The choice is made
by looking at the Vs and Ps reservation stations and picking the first one ready to execute. Once chosen, the clause
state machine will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch
instructions of the clause are sent. This means that there cannot be any dependencies between two fetches of the
same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handle up to X(?) in flight fetches and thus there can be a fair numberof active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
n potentially pending ALU clauses to be executed. The choice is made by locking at the Vs and Ps reservation
stations and picking the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for
the odd clocks. For example, here is the sequencing of two interleaved ALU clauses (E and © stands for Even and
Odd sets of 4 clocks):

EinstO OinstO Einst1 Oinst1 Einst2 Oinst2 Einst0 Oinst3 Einst1 Oinst4 Einst2 Oinst0...
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Proceeding this way hides the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across
clause boundaries.

12. Handling Stalls
Whenthe output file is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shaderpipe until there is place in the output file. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering an exporting clause. The
sequencerwill set the OUT_FILE_FULLsignal n clocks before the outputfile is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

 

13. Content of the reservation station FIFOs

The reservation FIFOs contain the state of the vector of pixels and vertices. We have two sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, some bits
for LOD correction and coverage mask information in order to fetch fetch for only valid pixels, the quad address.

14. The Output File
The output file is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 572 bits/clock and read BW 256bits/clock. The staging
registers are 4x128 (and there are 16 of those on the whole chip).

15. IJ Format

The IJ information sent by the PAis of this format on a per quad basis:

We have a vector of IJ’s (one IJ per pixel at the centroid of the fragment or at the center of the pixel depending on the
modebit). All pixel’s parameters are always interpolated at full 20x24 mantissa precision.

PO = A+1(0)*(B— A)+ J(0)*(C — A)

Pl=A+I1(I)*(B-A)+ J (I) *(C —A)

P2 = A+1(2)*(B— A) +J(2)*(C — A)

P3 = A+1(3)*(B- A) +J(3)*(C — A)

"

Multiplies (Full Precision): 8
Subtracts 19x24 (Parameters): 2
Adas: &

FORMAT OF P’siJ:  Mantissa 20 Exp 4 for | + Sign
Mantissa 20 Exp 4 for J + Sign

Total numberof bits : 20°83 + 4*8 + 4*2 = 200.

All numbers are kept using the un-normalized floating point convention: if exponent is different than 0 the numberis
normalized if not, then the numberis un-normalized. The maximum rangefor the IJs (Full precision) is +/- 1024.

15.1 Interpolation of constant attributes
Because of the floating point imprecision, we need to take special provisionsif all the interpolated terms are the same
or if two of the terms are the same.
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16. Staging Registers
In order for the reuse of the vertices to be 14, the sequencerwill have to re-order the data sent IN ORDERbythe
VGTforit to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

01234567891011 1213 1415 || 1617 18 19 20 21 22 23 24 25 26 27 28 29 30 31 || 32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47 || 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

The sequencerwill re-arrange them in this fashion:

01231617 18 19 32 33 34 35 48 49 50 51 [| 456 7 20 21 22 23 36 37 38 39 52 53 54 55 || 891011 24 25 26 27
40 41 42 43 56 57 58 59 || 12 13 14 15 28 29 30 31 44 45 46 47 60 61 62 63

The || markers show the SP divisions. In the event a shader pipe is broken, theSQ. VGt-+will-sendis responsible to
insert padding to account for the missing pipe. For example, if SP1 is broken, vertices 45 6 7 20 21 22 23 36 37 38

39 52 53 54 55 will slill-be-notbesent by the VGT to the SQ-BUT. AND the S@ is= tesponsible to “jump” over thesevertices in order for no valid vertices to be sent to an invalid SP 2

sensideredinvalidtoy-ne-Si-asd-VGh.
 

The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure11Figure—1+Figure-1+. The area of the fixed-to-float converters and the VSISRs for this method is roughly
estimated as 0.759sqmm using the R300 process. The gate count estimate is shown in Figure1O0Figure1OFigure-tO.
  

Basis for 8-deep Latch Memory (from R300)

8x24-bit 11634. 60.57813 1" perbit

rea of 96x8-deep Latch Memory 465247
Area of 24-bit Fix-to-float Converter 4712." per converter

Method 1 Block Quantity Area
F2F 3 14136

8x96 Latch 16 744384

 
Figure 10: Area Estimate for VGT to Shader Interface
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 VGT BLOCK
(IN PA)  

 

 
 

 

 Convessers (7a-b
x96-biz (12, 288 pote)
 

 

 
 

 
 

| SHADER| SEQUENCER

   
VECTOR ENGINE

VECTOR ENGINE    
 

Figure 11:VGT to Shader Interface

17. The parameter cache
The parameter cache is where the vertex shaders export their data. it consists of 16 128x128 memories (1R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mappedin the following way:
4MSBs are the memory number and the 7 LSBs are the address within this memory.
 

| MEMORY NUMBER ADDRESS |
4 bits 7 bits
 

The PA generates the parameter cache addresses as the positions come from the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
numberfield wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT(a snoopedregister
from the SQ). As an example, say the memories are all empty to begin with and the vertex shaderis exporting 8
parameters per vertex (VS_EXPORT_COUNT = 8). The first position received is going to have the PC address
00060000000 the second one 00010000000, third one 00100000000 and so on up to 11110000000. Then the next
position received (the a7"} is going to have the address 00000001000, the 18" 00010001000, the 19" 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful aboutis that if the
5X doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add 2*°VS_EXPORT_COUNTto
Current_Location and reset the memory count to 0 before the next vector begins).
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17.1.1 Pixel exports:
Pixels can export 1,2,3 or 4 color buffers to the SX( +z). The exports will be done in order. The PRED_OPTIMIZE
function has to be turned ofif the exports are done using interleaved predicated instructions. The exports will always
be ordered to the SX.

17.1.2 Vertex exports:
Position or parameter caches can be exported in any order in the shader program. It is always better to export
posistion as soon as possible. Position has to be exported in a single export block (no texture instructions can be
placed between the exports). Parameter cache exports can be done in any order with texture instructions interleaved.
The PREDOPTIMIZE function has to be turned of if the exports are done using interleaved predicated instructions to
the Parameter cache (see Arbitration restrictions for details). The exports will always be allocated in order to the SX.

 

17.1.3 Pass thru exports:
Pass thru exports have to be done in groups of the form:

Blloce 4 (8 or 12)
Execute ALU(ADDR} ALU(DATA} ALU(DATA) ALU (DATA)...

They cannot have texture instructions interleaved in the export block. These exports are not guaranteed to be
ordered.

Also, when doing a pass thru export, Position MUST be exported AFTERail pass thru exports. This position export is
used to synchronize the chip when doing a transition from pass thru shader to regular shader and vice versa.

17.2 Arbitration restrictions

Here are the Sequencerarbitration restrictions:

1) Cannot execute a serialized thread if the corresponding texture pendingbit is set
2) Cannot allocate position if any older thread has not allocated position
3) If last thread is marked as not valid AND marked as last and we are about to execute the second to oldest

thread also marked last then:

a. Both threads must be from the same context (cannot allow a first thread)
b. Must turn off the predicate optimization for the second thread

4) Cannot execute a texture clauseif texture reads are pending
5) Cannot execute last if texture pending (evenif not serial)

18. Export Types
The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Hereisalist of all possible export modes:

18.1 Vertex Shading
0:15 -16 parameter cache
16:31 - Empty (Reserved?)
32 - Export Address
33:40 - 8 vertex exporis to the frame buffer and index
41:47 - Empty
48:55 - 8 debug export (interpret as normal vertex export)
60 - export addressing mode
61 - Empty
62 - position
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63 - Sprite size export that goes with position export |
(point_h, point_w,edgefiag, misc)

18.2 Pixel Shading

 

0 - Color for buffer 0 (primary)
1 - Color for buffer 4
2 - Color for buffer 2
3 - Color for buffer 3

4:7 - Empty
8 - Buffer 0 Color/Fog (primary)
9 - Buffer 1 Color/Fog
10 - Buffer 2 Color/Fog
11 - Buffer 3 Color/Fog
12:15 - Empty
16:31 - Empty (Reserved?)
32 - Export Address
33:40 - 8 exports for multipass pixel shaders.
41:47 - Empty
48:55 -8 debug exports (interpret as normal pixel export)
60 - export addressing mode
61:62 - Empty
63 - Z for primary buffer (Z exported to ‘alpha’ component)

19. Special Interpolation modes

19.1 Real time commands

We are unable to use the parameter memorysince there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type 0 packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
otheris rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important(true only if we map Microsoft's high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This modeis triggered by the primitive type: REAL TIME. The actual memoriesare in the in
the SX blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

19.2 Sprites/ XY screen coordinates/ FB information
When-working-with-spriles,-one-_may want to_overwritethe parameter-0-with SC-_generated-data.Alse,XY screen
coordinates may be needed in the shader program. This functionality is controlled by the param gen_l0 register(in
SQ) in conjunction with the SND_XY register (in SC)_and the param gen pos. Also it is possible to send the
faceness information (for OGL front/back special operations) to the shader using the same control register. Here is a
list of all the modes and how they interact together:

The Data is going to be written in the register specified by the param gen pos register.

Gen.-stis-a-bit-taken-from-theinterflace-between-theSC-and-the3Q.-This-isthe MSB-ofthe primitive-type.-Itthe-bitis
sel, it means-we-are dealingwithPoint 4A,Line 4A.orsprite-and inthiscase ihevertexvaluesaregoingtegenerated
belween-0 andt.

Param_Gen_lo disable, snd|xy disable,-no-gen_st—I0= No modification
 

 Param.Gen.0 disable sndUXxy enable85con_ct-10= No modification
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garbage-facenesss,t_
 
Param_Gen_|0 enable, snd_xy enable-no-gen—st—10= Sign(faceness)screenX,(Sign PoindscreenY Sign(Line)s, t

in other words
The generated vector is (Xin RED, Y in GREEN, S in BLUE and T in ALPHA):
XYST

These values are alwa $ supposed to be positive and any shader use of them should use the ABS function

 

 
 

 

 
Signy = Point Primitive
Signs = Line Primitive
Sign] = currently unused as a flag.

lf Point & !Line, then itis a Poly,

| would assume that one implementation which allows for generic texture lookup (using 3D maps) for pol

stipple and AA for the driver would be
CY<0) f

R= 0.0 (Point)
helse if (S <0)!

R= 1.0 (Line)

 
19.3 Auto generated counters

In the cases we are dealing with multipass shaders, the sequencer is going to generate a vector count to be able to
both use this count to write the 1° pass data to memory and then use the countto retrieve the data on the Qn pass.
The count is always generated in the same way but it is passed to the shader in a slightly different way depending on
the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEX register. The sequenceris going to
keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
GPRs the counter is incremented. Every time a state change is detected, the corresponding counter is reset. While
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for
all elements in the vector.

19.3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEXis set, the data will be put into the x field of the third register (it means
that the compiler must allocate 3 GPRsin all multipass vertex shader modes).

19.3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEXis set-andParam_Gen_it-tsenabled, the data will be puttin the x field ofthe 2-param gen pos+1 register-(R4. i A 
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INTERPOLATORS

 

: 
The Auto Count Value is

MUX / broadcastto all GPRs.It is
/ loaded into a register wich has

its LSBs hardwired to the

GPR number(0 thru 63). Then
if GEN_INDEXis high, the
mux selects the auto-count

value andit is loaded into the
GPRsto be either used to

retrieve data using the TP or
GPRO sent to the SX for the RB to

| useit to write the data to|

|

 
memory

Figure 12: GPR input mux Control

20. State management
Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

20.1 Parameter cache synchronization
In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencer will keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to 0 and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
Whenthe SC sends a new vector of pixels with the SC_SQ_new_vector bit asserted, the sequencerwill first checkif
the count is greater than 0 before accepting the transmission (it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrementsit. The sequencer can then
issue the group ofpixels to the interpolators. Every time the state changes, the new state counteris initialized to 0.

21. XY Address imports
The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the [Js (to the IJ
buffer) with XY writes (to the XY buffer}. Then when writing the data to the GPRs, the sequencer is going to
interpolate the |J data or pass the XY data thru a Fix—»float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES.The values in the XY buffers will wrap. See
section 19.2 for details on how to control the interpolation in this mode.

21.1 Vertex indexes imports
In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded one line at a time by the VGT
block (96 bits). They are loadedin floating point format and can be transferred in 4 or 8 clocks to the GPRs.

22. Registers
Please see the auto-generated web pagesfor register definitions.
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. Interfaces

23.1 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPxit means that SQ is going to broadcast the same information to all SP instances.

23.2 SC to SP Interfaces

23.2.1 SC_SP#
There is one of theseinterfaces at front of each of the SP (buffer to stage pixel interpolators). This interface transmits
the I,J data for pixel interpolation. For the entire system, two quads per clock are transferred to the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.

The actual data whichis transferred per quad is
Ref Pix | => 34.20 Floating Point | value *4
Ref Pix J => $4.20 Floating Point J value “4

This equates to a total of 200 bits which transferred over 2 clocks
and therefor needs an interface 100 bits wide

Additionally, X,Y data (12-bit unsigned fixed) is conditionally sent across this data bus over the same wires in an
additional clock. The X,Y data is sent on the lower 24 bits of the data bus with faceness in the msb.
Transfers across these interfaces are synchronized with the SC_SQ IJ Control Bus transfers.

The data transfer across each of these busses is controlled by a |J_BUF_INUSE_COUNTin the SC. Each time the
SC has sent a pixel vector’s worth of data fo the SPs, he will increment the |J_BUF_INUSE_COUNTcount. Prior to
sending the next pixel vectors data, he will check to make sure the count is less than MAX_BUFER_MINUS2,if not
the SC will stall until the SQ returns a pipelined pulse to decrement the count when he has scheduled a buffer free.
Note: We could/may optimize for the case of only sending only IJ to use all the buffers to pre-load more. Currently
it is planned for the SP to hold 2 double buffers of |,J data and two buffers of X,Y data, so if either X,Y or Centers and
Centroids are on, then the SC can send two Buffers.

In at least the initial version, the SC shall send 16 quads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (We may revisit this for both the SX,SP,SQ and add a
EndOfVector signal on all interfaces to quit early. We opted for the simple modefirst with a belief that only the end of
packet and multiple new vector signals should cause a partial vector and that this would not really be significant
performancehit.)

 

Name Bits _Description_
“SC_SP#_|data. “400 J information sentover 2 clocks.(or X,Yin24 LSBs with facenessin.‘upper bith|

ype 0 or 1, First clock |, second cik J
ield ULC URC LLC LRC

Bits [63:39] [38:26] [25:13] [12:0]
ormat SE4M20 SE4M20 SE4M20 SE4M20

 
 

 
 
 

 
  
 
  

Face x Y

[63] [23:12] [11:0]
Bit Unsigned Unsigned

SC_SP#_valid 1 | Valid
SC_SP#_last_quad_data 1 | This bit will be set on the last transfer of data per quad.
SC_SP#_type 2 -> Indicates centroids -> Indicates centers

| 2-> Indicates X,Y Data and faceness on data bus
| The SC shall look at state data to determine how many types to send for the
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interpolation process.

The # is included for clarity in the spec and will be replaced with a prefix of u#_ in the verilog module statementfor
the SC andthe SP block will have neither because the instantiation wiil insert the prefix.

23.2.2 SC_SQ
This is the control information sent to the sequencer in order to synchronize and control the interpolation and/or
loading data into the GPRs needed to execute a shader program on the sent pixels. This data will be sent over two
clocks per transfer with 1 to 16 transfers. Therefore the bus (approx 94 bits) could be foldedin half to approx 49 bits.

eeeeeeee
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| Name | Bits

| SC_SQ_data
Description
Control Data sent to the SQ

 

46
1 clk transfers

"SO"S@valid

2 clk transfers 
 Event ~ valid data consist of event_id and

state_id. Instruct SQ to post an
event vector to send state id and

event_id through requestfifo
and onto the reservation stations

making sure state id and/or event_id
gets back to the CP. Evenis only
follow end of packets so no pixel
vectors will be in progress.

Empty Quad Mask — Transfer Control data
consisting of pc_dealloc
or new_vector. Receiptof this is to
transfer pc_dealloc or new_vector
without any valid quad data. New
vector will always be posted to
requestfifo and pc_deailoc will be
attached to any pixel vector
outstanding or posted in requestfifo
if no valid quad outstanding.

Quad Data Valid —- Sending quad data with or
without new_vector or pc_dealloc.
New vector will be posted to request
fifo with or without a pixel vector and
pc_dealloc will be posted with a pixel
vector unless noneis in progress. In
this case the pc_dealloc will be
posted in the request queue.
Filler quads will be transferred with
The Quad mask set but the pixel
corresponding pixel masksetto
zero.

 
 

1 | 8 sending valid data, 2clk could be all zeroes

SC_SQ_data — first clock and second clock transfers are shownin the table below.   

| Name

1° Glock Transfer

SC_SQ_event

     

| BitField |  Bits|Description |

This transfer is a 1 clock event vector Force quad_mask =
newvector=pcdealloc=0
   

SC_SQ_event_id

     

This field identifies the event 0 => denotes an End Of State Event 1
=> TBD
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SC_SQ_pc_dealloc [7:5] 3|Deallocation token for the Parameter Cache
SC_SQ_new_vector 8 1 The SQ must wait for Vertex shader done count > 0 and after

dispatching the Pixel Vector the SQ will decrement the count.
SC_SQ_quadmask [12:9] 4 Quad Write maskleft to right SPO => SP3
SC_SQ_end_of_prim 13 1 End Of the primitive

SC_5Q_ stateid [16:14] [3 State/constant pointer (6*3+3)
SC_SQ_pix_mask [82:17]|16 Valid bits for all pixels SPO=>SP3 (UL,UR,LL.LR)

[sc SQ provok_vix [37:36]|2 Provoking vertex for flat shading
SC_3Q_pe_ptr0 [48:38]|11 Parameter Cache pointer for vertex 0

  

 
 
ed

peCraEnneeerrSC_$Q_pc_ptri
SC_SQ_pc_ptr2

 

 

      
 
  
  

Parameter Cachepointer for vertex 1
Parameter Cache pointer for vertex 2

  
 
    
 

SC_SQ_lod_correct
SC_SQ_prim_type  

 
 

  
  
  
  
  
 

 LOD correction per quad (6 bits per quad)
Stippied line and Real time command need to load tex cords from
alternate buffer

000: Sprite (point)
001: Line

010: Tri_rect
100: Realtime Sprite (point)
101: Realtime Line

110: Realtime Tri_rect
 
 
     

 
 

Name Bits|Description
SQ_3C_free_buff 1 Pipelined bit that instructs SC to decrernent countof buffers in use.
SQ_SC_dec_entr_ent 1 Pipelined bit that instructs SC to decrement count of new vector and/or event

 
sent to prevent SC from overflowing SQ interpolator/Reservation requestfifo.

The scan converter will submit a partial vector whenever:
1.) He gets a primitive marked with an end of packetsignal.
2.) A current pixel vector is being assembled with at least one or more valid quads and the vector has been

marked for deallocate when a primitive marked new_vector arrives. The Scan Converter will submit a partial
vector (up to 16quads with zero pixel
marker\primitive.

mask to fill out the vector) prior to submitting the new_vector

(This will prevent a hang which can be demonstrated whenall primitives in a packet three vectors are culled
except for a one quad primitive that gets marked pc_dealloc (vertices maximum size). In this case two
new_vectors are submitted and processed, but then one valid quad with the pc_dealloc creates a vector and then
the new would wait for another vertex vector to be processed, but the one being waited for could never export
until the pc_dealloc signal madeit through and thus the hang.)

23.2.3 SQ to SX(SP): interpolator bus
  

 
 

 
 

 

 
 
  

 
 
  
  

  
 

Name Direction | Bits|Description ~
5Q_SPx_interp_flat_vix SQ—SPX 2 __| Provoking vertex forflatshading
SQ_SPx_interp flat_gouraud|SQ—-SPx 1 Flat or gouraud shading
SQ_SPx_interp_cyl_wrap SQ—SPx 4 Wich channel needs to be cylindrical wrapped
|SQ_SXx_pe_ptrO |SQSXx 11.|Parameter CachePointer

SQ_SXx_pc_ptrt SQS8Xx 11 Parameter CachePointer
SQ_SXx_pce_ptr2 SQ >SXx 11 Parameter Cache Pointer
$Q_SxXx_'t_ sel SQ>SXx 4 Selects between RT and Normal data

SQ_SXx_pc_wr_en SQ—>SXx 1 _| Write enable for the PC memories
SQ_SXx_pe wr addr SQ-SXx 7 Write address for the PCs
SQ_SXx_pe_channel_mask SQ>Sxx 4 Channel mask
SQ_SXx_pc_ptr_valid SQ—>SXx 1 Readpointers are valid.
SQ_SPx_interp_valid SQ—SPx 4 Interpolation control valid

   
 

23.2.4 SQ to SP: Staging Register Data

This is a broadcast bus that sends the VSISR information to the staging registers of the shader pipes.
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Name Direction Bits|Description _
SQ_SPx_vsr_data SQ—SPx 96 Pointers of indexes or HOS surface information |
SQ_SPx_vsr_double SQ—SPx 1 0: Normal 96 bits per vert 1: double 192 bits per vert
$Q_SP0_ vsr_valid SQ—SP0 1 Data is valid
$Q_SP1_ vsr_ valid SQ—SP1 1 Datais valid |
SQ_SP2_vsr_ valid SQ—SP2 1 Data is valid
$Q_SP3_vsr_ valid SQ—SP3 1 Data is valid
SQ_SPx_vsr_read SQ--SPx 1 Increment the read pointers

 
  

23.2.5 VGT to SQ: Vertex interface

23.2.5.1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the
VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format, The VGT can transmit up to six 32-bit
floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96
bits wide.

 

          

      
      

  
 

       

 
 

 

          
          

   

 

Name Bits -peseeiptionVGT_SQ_vsisr_data 96 Pointers of indexes or HOS surface information

VGT_SQ_event 4 VGTis sending an event
| VGT_SQ_vsisr_continued 1 0: Normal 86 bits per vert 1: double 182 bits per vert

VGT_SQ_end_of_vix_vect i Indicates the last VSISR data set for the current process vector (for double vector
|data, “end_of_ vector" is set on the first vector)

VGT_SQ_indx_valid 1 Vsisr data is valid
VGT_SQ_state 3 Render State (6"3+3 for constants). This signal is guaranteed to be correct when

“VGT_ SQ_vgt_end_of vector’is high.

VGT_SQ_send i Data on the VGT_SQis valid receive (see write-up for standard R400 SEND/RTR
interface handshaking)

SQ_VGT_rtr 1 Ready to receive (see write-up for standard R400 SEND/RTR interface
L handshaking)

   
  

23.2.5.2 Interface Diagrams
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Name Direction Bits |Description
 

SQ_SXx_exp_type SQ—>SxXx 2 00: Pixel without z (1 to 4 buffers)
01: Pixel with z (1 ta 4 buffers)
10: Position (1 or 2 results)
11: Pass thru (4,8 or 12 results aligned)
 

SQ_SXx_exp_number SQ—SXx Number of locations needed in the export buffer
(encoding depends on the type see bellow).
 

SQ_SXx_exp_alu_id SQ—SXx ALU ID 

SQ_SXx_exp_valid SQ->SXx Valid bit 

SQ_SXxexpstate SQ—>SXx
co}a} 

SQ_SXx_free_done SQ—-SxXx

 

  
SQ SXx free _alu_id SQ—-SXx

— 
1

State Context

his-can-be-sent-with-or-witheut the-otherfields-ofine
inferface}Pulse that indicates that the previous export
is finished from the point of view of the SP. This
does not necessarily mean that the data has been
transferred to RB or PA, or that the space in export
buffer for that particular vector thread has been

  
 

freed_up.
ALU ID 

Depending on the type the number of export location changes:
e Type 00: Pixels without Z

o 00= 1 buffer
o 01 = 2 buffers
o 103 buffers
o 114 buffer

e Type 01: Pixels with Z
o 00 = 2 Buffers (color + Z)
© 01 =3 buffers (2 color + Z)
o 10=4 buffers GC color + Z)
o 11 = 5 buffers (4 color + Z)

e Type 10: Position export
© 00 =1position
© 01 = 2 positions
o 1X = Undefined

e Type 11: Pass Thru
o 00 = 4 buifers
o 01 =8buffers
o 10 12 buffers
o 11 = Undefined

 

Below the thick black line is the end of transfer packet that telis the SX that a given export is finished. The report
packet will always arrive either before or at the same time than the next export to the same ALU id.

23.2.7 SX to SQ: Outputfile contro!  
 

  

  
Name Direction Bits|Description
SXx_SQ_exp_count_rdy SXx-SGQ 4 Raised by SX0 to indicate that the following twofields

reflect the resuit of the most recent export
SXx_SQ_exp_pos_avail SXx-SQ 1 Specifies whetherthere is room for another position.
SXx_SQ_exp_buf_avail SXx-SG 7 Specifies the space available in the output buffers.  0: buffers are full

1: 2K-bits available (32-bits for each of the 64
pixels in a clause)
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64: 128K-bits available (16 128-bit entries for each of
64 pixels)
65-127: RESERVED

   
23.2.8 SQ to TP: Contro! bus

Once every clock, the fetch unit sends to the sequencer on which RS line it is now working and if the data in the
GPRsis ready or not. This way the sequencer can update the fetch valid bits flags for the reservation station. The
sequencer also provides the instruction and constants for the fetch to execute and the addressin the register file
where to write the fetch return data.
 

 

 

 

 

 
 
  
   
    
  
    

     

    
  
 
 
  

 
 

  
Name Direction Bits Description

TPx_SQ_data_rdy | TPx— SQ 1 Data ready |
TPx_SQ_rs_line_num | TPx— SQ 6 Line numberin the Reservation station
TPxSQtype TPX>SQType of data sent (O:PIXEL,V'VERTEX)|

|SQ_TPx_send| SQ—TPx 1 Sending valid data ;
SQ_TPx_const |SQ>TPx 48 Fetch state sent over 4 clocks (192 bitstotal)
SQ_TPx_instr | SQ>TPx 24 Fetch instruction sent over 4 clocks |
SQ_TPx_end_of_group | SQ—TPx 1 Last instruction of the group

| SQ_TPx_Type | SQ—TPx 1 Type of datasent(O:PIXEL, VERTEX)
_SQ_TPx_gpr_phase _SQ->TPx | 2 Write phase signal

SQ_TPOlodcorrect | SQ>TPO 6 LOD correct 3 bits per comp 2 components per quad

SQ_TPO_pix_mask _SQ—>TPO 4 Pixel mask 1 bit per pixel |
SQ_TP1_lod_correct | SQ—TP1 6 LOD correct 3 bits per comp 2 components per quad |
SQ TP1_pix_mask | SQ>TP1 4 _| Pixel mask 1 bit per pixel
SQ_TP2_lod_correct | SQ—>TP2 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP2_pix_mask | SQ—TP2 4 Pixel mask 1 bit per pixel |
SQ_TP3_lod_correct | SQ—TP3 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP3_pix_mask | SQ—TP3 4 Pixel mask 1 bit per pixel
SQ_TPx_rs_line_num | SQ>TPx 6 Line numberin the Reservation station |
SQ_TPx_write_gpr_index | SQ->TPx 7 Index into Register file for write of returned Fetch Data |
 

23.2.9 TP to SQ: Texture stall

The TP sendsthis signal to the SQ and the SPs whenits input bufferis full.

TP_SP_fetch_Stall 

8Q_SP_wr_addr

 4|. su |  
 

Name | Direction | Bits | Description  
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23.2.10 SQ to SP: Texture stall

| Name Direction Bits|Description
| SQ_SPx_fetch_stall $Q->SPx 4 Do not send more texture request if asserted

 

   
 
 

 23.2.11 SQ to SP: GPR and auto counter
 
 
 

  
 
  
    
  

  
   
 

   
 

_ Name Direction Bits | Description
| SQ_SPx_gpr_wr_addr SQ—SPx 7 Write address
_SQ_SPx_gpr_rd_addr SQ58Px__ T__|Readaddress
| SQ_SPx_gpr_rd_en SQ—SPx 1 Read Enable
_ SQ_SPO_gpr_wr_en SQ _>SPx 1 Write Enable for the GPRs of SPO
| SQ_SP1_gpr_wr_en SQ—SPx 1 Write Enable for the GPRs of SP1
|SQ_SP2gprwren SQ—>SPx 1 | Write Enable for the GPRs of SP2
| SQ_SP3_gpr_wr_en 8Q—SPx 1 | Write Enable for the GPRs of SP3

SQ_SPx_gpr_phase SQ—-SPx 2 The phase mux (arbitrates between inputs, ALU SRC
reads and writes)

| SQ_SPx_channel_mask SQ—SPx 4 | The channel mask
| SQ_SPx_gpr_input_sel 8Q—SPx 2 When the phase mux selects the inputs this tells from

which source to read from: Interpolated data, VTXO,
VTX1, autogen counter.

SQ_SPx_auto_count SQ—-SPx 12? | Auto count generated by the SQ, commonfor all shader
| pipes
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23.2.12 SQ to SPx: Instructions | 
  
    

Name Direction Bits|Description
SQ_SPx_instr_start | SQ—>SPx 1 Instruction start
SQ_SP_instr SQ—-SPx 22 Transferred over 4 cycles

0: SRC A Select 2:0

SRC A Argument Modifier 3:3
SRC A swizzle 11:4
VectorDst 17:12

Per channel use mask (PV/Reg) 21:18

4: SRC B Select 2:0

SRC B Argument Modifier 3:3
SRC B swizzle 11:4
ScalarDst 17:12

Per channel use mask (PV/Reg} 21:18

2: SRC C Select 2:0

SRC C Argument Modifier 3:3
SRC C swizzie 11:4

Per channel use mask (PV/Reg) 21:18

  

 

3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 41:11
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20:17

35Q_SPx_exp_alu_id ; SQ—>SPx 1 ALU ID
SQ_SPx_exporting SQ—SPx 12 0: Not Exporting

1: Mecter-Exporting
2:-SealarExporting

$Q_SPx_stall ; SQ—>SPx 1 Stall signal
SQ_SP0_write_mask SQ—SP0 4 Result of pixel kill in the shader pipe, which must b

output for all pixel exports (depth and all colo
buffers). 4x4 because 16 pixels are computed pe

Jettt Clock
SQ_SP1_ write_mask SQ—SP1 4 Result of pixel kill in the shader pipe, which must b

output for all pixel exports (depth and all colo
buffers). 4x4 because 16 pixels are computed pe
clock

SQ_SP2_ write_mask SQ—SP2 4 Result of pixel kill in the shader pipe, which must b
output for all pixel exports (depth and all colo
buffers). 4x4 because 16 pixels are computed pe
clock

SQ_SP3_ write_mask SQ—SP3 4 Result of pixel kill in the shader pipe, which must b
output for all pixel exports (depth and all color |
buffers). 4x4 because 16 pixels are computed per|
clock |

SQ_S5Px_last ; SQ—>SPx Last instruction of the block
SQ_SP0_pred_overwrite SQ—SP0 4 Indicates to overwrite the use of PV/PS because o

the predication (use the GPRs instead). Thi

  
 

 

 
 

 

 

mock

 
 

 

 

; ; operation is done on a per-pixel basis. ;
SQ_SP1_pred_overwrite SQ—SP1 4 Indicates to overwrite the use of PV/PS because o

the predication (use the GPRs instead). Thi
operation is done on a per-pixel basis.

SQ_SP2_pred_overwrite | SQ-+SP2 4 Indicates to overwrite the use of PV/PS because of |
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the predication (use the GPRs instead). This
operation is done on a per-pixel basis.

4 Indicates to overwrite the use of PV/PS because of

the predication (use the GPRs instead). This
operation is done on a per-pixel basis.

232.13 SP to SQ: Constant address load/ Predicate Set

   |"SQSPSpredoverwrite SQ-SP3    
  
 

 
 

 
 

 
 

 
 

  
| Name Direction Bits|Description
| SPO_SQ_const_addr SP0—-SQ 36 Constant address load / predicate vector load (4 bits only)
| | to the sequencer
| SPO_SQ_valid SP0—SQ 4 Data valid
| SP1_SQ_const_addr SP1—-SQ 36 Constant address load / predicate vector load (4 bits only)

to the sequencer
| SP1_SQ_valid SP1—S8Q 4 Data valid

SP2_SQ_const_addr SP2—-S8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer

| SP2_SQ_valid SP2—S8Q 4 Data valid
| SP3_SQ_const_addr SP3—SQ 36 Constant address load / predicate vector load (4 bits only)
Loee ee|to thesequencer
| SP3_SQ_valid SP3—8Q 4 Data valid
| SPO_SQ_data_type SP9SQ 4 Data Type

0: Constant Load

  
1: Predicate Set 

23. 2. l4 SQ to SPx: constant broadcast
| Direction 4Bits }Description a|
 

  
 

  
 
 
       
 

  
 
  
         
 

 
 
 

  
 

   
 
 
 

    
 
    

Sa,SPxconst “SQ->SPx 128|Constant broadcast

23.2.15 SPO to SQ: Kill vector load

| Name |Direction Bits |Description_
|SPO_SQ_Kill_vect_ SP0—-SQ 4 Kill vector load

| SP1_SQ_Kill_vect SP1 >SQ 4 Kill vector load
| SP2_ SQ kill vect SP2—S8Q 4 Kill vector load
| SP3 SQ kill vect SP3--+3SQ 4 Kill vector load

23.2.16 SQ to CP: RBBM bus

| Name Direction Bits | Description
| SQ_RBBts SQ—>CP 1 Read Strobe
| $Q_RBBord SQ—CP 32 Read Data
| SQ_RBBM_onrtrtr SQ—CP 1 Optional
| SQ_RBBM_rir | SQ-CP { Real-Time (Optional)

23.2.17 CP to SQ: RBBM bus

| Name Direction Bits|Description
| rbbm_we CP >SQ 1 Write Enable
| rbbm_a CP >SQ 15 Address -— Upper Extent is TBD (16:2)
etbbmiwd CP-+SQ 32 Data esaeeeae
| rbbm_be_ CP>SG_ 4|Byte Enables_
(fobbmire(CP+SQ_——dt1 S| Read Enableaiaeesseses—(‘i‘iéiCCisr
i rbb_rs0 CP—SQ 1 ReadReturnStrobe 0
| rbb rst CP—SQ 1 Read Return Strobe 1
| rbb rd0 CcP—SQ 32 Read Data 0

| rbb_rdt CcP—SQ 32 Read Data 0
| RBBM_SQ soft_reset CP-SQ 4 Soft Reset
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23.2.18 SQ to CP: State report |
Name | Direction Bits|Description |
SQ_CP_vs_event | SQ—CP 1 Vertex Shader Event
SQ_CP_vs_eventid | SQ>CP 2 Vertex Shader Event ID

SQ_CP_ps_event | SQ-—CP 1 Pixel Shader Event
SQ_CP_ps_eventid _SQ-—CP 2 | Pixel Shader Event ID

   
eventid = 0 => “sEndOfState (Le. VsEndOfState)
eventid = 1 => *sDone (i.e. VsDone)

So, the CP will assume the Vs is done with a state wheneverit gets a pulse on the SQ_CP_vs_event
and the SQ_CP_vs_eventid = 0.

23.3 Example of control flow program execution
We now provide some examplesof execution to better illustrate the new design.

Given the program:

Alu 0
Alu 1
Tex 0
Tex 1
Alu 3 Serial
Alu 4
Tex 2
Alu 5
Alu 6 Serial
Tex 3
Alu 7
Alloc Position 1 buffer

Alu 8 Export
Tex 4
Alloc Parameter3 buffers

Alu 9 Export 0
Tex 5

Alu 10 Serial Export 2
Alu 11 Export 1 End

Would be convertedinto the following CF instructions:

Execute 6 Alu 0 Alu O Tex 0 Tex 1 Alu 0 Alu CO Tex OG Alu 1 Alu O Tex
Execute © Alu
Alloec Position 1
Execute O Alu 0 Tex
Alloc Param 3

Executeend 0 Alu 0 Tex 1 Alu O Alu

And the execution of this program would look like this:

Put thread in Vertex RS:

Control Flow Instruction Pointer (12 bits), (CFP)
Execution Count Marker(3 or 4 bits), (ECM)
LoopIterators (4x9 bits), (LI)
Call return pointers (4x12 bits), (CRP)
Predicate Bits(4x64 bits), (PB)
Export ID (1 bit), (EXID)

Exhibit 2032.docR4oe_Sequencerdec 72136 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © «++

AMD1044_0257602

ATI Ex. 2108

IPR2023-00922

Page 208 of 316



ATI Ex. 2108 
IPR2023-00922 

Page 209 of 316

a Re@ PRESSEDF Bees BaPRT Be Eel EE EPR Em Mau ocquencer opecmcation a

Ode) 24 September, 2001 4 September, 20152 | | 48 of 51 |a 24 ‘i

GPR BasePtr (8 bits), (GPR)
Export Base Ptr (7 bits), (EB)
Context Ptr (3 bits). (CPTR)
LOD correction bits (16x6 bits) (LOD)

 

         
   

   
    
State Bits__

CFP ECM Lt=—sC<dT CRPPB | EXID | GPR | EB [CPTR | LOD
0 0 0 0 | o | 0 [0 Lo [o oO |
 

Valid Thread (VALID)
Texture/ALU engine needed (TYPE)
Texture Reads are outstanding (PENDING)
Waiting on Texture Read to Complete (SERIAL)
Allocation Wait (2 bits) (ALLOC)

00 ~— No allocation needed

01 — Position export allocation needed (ordered export)
10 — Parameteror pixel export needed (ordered export)
11 — pass thru (out of order export)

Allocation Size (4 bits) (SIZE)
Position Allocated (POS_ALLOC)
First thread of a new context (FIRST)
Last (1 bit), (LAST)

 

 

 
 

 Status Bits

VALID _ TYPE [PENDING [SERIAL[|ALLOC [SIZE|POSALLOC
1 | ALU 10 10 0 [0 0

             

    
 

 
               

 | FIRST     
Then the thread is picked up for the execution of the first control flow instruction:

Execute Q Alu O Alu 0 Tex © Tex 1 Alu 0 Alu OQ Tex O Alu 1 Alu O Tex

It executes the first two ALU instructions and goes back to the RS for a resource request change. Here is the
state returned to the RS:
 

      

     

  
 
       
 

   
   

   
    

State Bits

CFP | ECM [Li CRP PB | EXID | GPR EB CPTR | LOD
0 2 10 [0 0 10 [0 0 [o [0

Status Bits

VALID _TYPE PENDING | SERIAL|ALLOC [SIZE|POS ALLOC FIRST LAST
1 | TEX 0 [0 0 0 0 4 0
 

Then when the texture pipe frees up, the arbiter picks up the thread to issue the texture reads. The thread comes
backin this state:
 

        
 

 
            
 

                     
   

State Bits

CFP ECM Li CRP PB EXID GPR EB CPTR LOD
0 4 0 0 0 0 0 0 0 0

Status Bits

VALID _ TYPE | PENDING [SERIAL[|ALLOC | SIZE |POSALLOC FIRST | LAST
1 | ALU [4 iz 0 [o [o [4 / oO
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Because of the serial bit the arbiter must wait for the texture to return and clear the PENDINGbit before it can

pick the thread up. Lets say that the texture reads are complete, then the arbiter picks up the thread and returnsit in

 
         

       

this state:

State Bits

CFP | ECM [Li CRP PB EXID | GPR EB CPTR | LOD
0 16 0 10 0 0 LO 0 0 10  
 

Status Bits

SIZE | POSALLOCVALID [ TYPE ENDING   1 | TEX ou  | FIRST
 

PALLOC|NDING(SERIAL
0 | 0 [0 _.Ito

LAST
0 |

 
 

Again the TP frees up, the arbiter picks up the thread and executes. It returnsin this state:
 
 
 

   
 
    

  
     

State Bits

CFP [ECM Lt |CRP PBFEAIDGPR|EBCPTRLOD_
0 7 0 0 0 {0 a 0 0 a

Status Bits

VALID|TYPE| -PENDING|SERIAL |ALLOG|SIZE_|POS_ALLOC|FIRST|LAST
1 ALU 1 0 0 0 0 1 0 

Now,even if the texture has not returned we can still pick up the thread for ALU execution becausethe serialbit
is not set. The thread will however come back to the RS for the second ALU instruction becauseit has the serial bit

 
 

 
                

 
  
 
 
        

        
  

 

 
         
 

    
 

set.

State Bits

CFP | ECM Tul | CRP PB EXID | GPR [EB CPTR LOD
0 8 [0 [0 [o 0 Lo [0 0 [o

Status Bits

|VALID|TYPE PENDING SERIAL [| ALLOC SIZE|POSALLOC | FIRST | LAST
1 | ALU 4 4 [0 [0 [0 [1 0

As soon as the TP clears the pendingbit the thread is picked up and returns:

State Bits

CFP | ECM LI CRP | PB EXID | GPR EB CPTR LOD
0 :9 0 10 Lo 0 [0 0 0 0  
 

Status Bits    

VALID  TYPE  1 TEX  PENDING[|SERIAL

0 0
| ALLOC
0

    

10 0
| SIZE | POS_ALLOC FIRST

4
 

  
 
 

Picked up by the TP and returns:
Execute 0 Alu
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State Bits

CFP ECM LI _|CRP PB EXID | GPR EB CPTR | LOD
1 0 0 10 0 0 10 0 0 10

Status Bits

VALID | TYPE PENDING [SERIAL[|ALLOC|SIZE [POSALLOC FIRST | LAST
1 | ALU 1 0 0 0 [0 4 [0   

Picked up by the ALU and returns (lets say the TP has not returned yet):
Blloc Position i
 
 

   
 

State Bits

|CFP|.ECM _ Uo=|CRP _- PB EXID GPR EB CPTR |LOD
2 0 0 0 

  
 

 
  
  

VALIDTYPE
1 ALU 1

  
 

0 1TYPE| PENDING PSFeiat partes   
lf the SX has the place for the export, the SQ is going to allocate and pick up the thread for execution. It returns to

the RSin this state:

Execute O Alu O Tex
 
      
       
 

       
State Bits

CFP ECM Li CRP | PB | EXID | GPR | EB [CPTR | LOD
3 1 [0 [0 [0 [0 10 [0 [0 | 0

StatusBits

VALID | TYPE PENDING|SERIAL|ALLOC|SIZE|POS_ALLOC_FIRST LAST
1 _TEX 1 0 0 0 1 1 0 

Now, since the TP has not returned yet, we must wait for it to return because we cannot issue multiple texture
requests. The TP returns, clears the PENDINGbit and we proceed:

Alloc Param 3
 
       

  
  

 

 

 

  
    

State Bits

CFP | ECM [Ll CRP[PBs| EXID | GPR | EB [CPTR | LOD
4 [0 10 0 [0 1 10 [0 10 0

Status Bits

VALID [TYPE PENDING [SERIAL|ALLOC [SIZE|POS ALLOC | FIRST LAST
1 | ALU 1 0 10 13 { 4 0
 

Once again the SQ makes sure the SX has enough room in the Parameter cache before it can pick up this
thread.

Executeend 0 Alu 0 Tex 1 Alu O Alu
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State Bits |
CFP ECM [Li _CRP PB EXID | GPR | EB CPTR [LOD
5 1 10 [0 0 1 10 [100 0 [0
 

 
             

       
Status Bits

 
 

 

           

          
 
       
 

    

 
     

VALID TYPE PENDING|SERIAL  ALLOC|SIZE | POS ALLOC|FIRST | LAST
1 | TEX 1 0 0 0 1 1 [a

This executes on the TP and then returns:

State Bits

CFP ECM Cu _CRP PB | EXID | GPR EB | CPTR LOD
5 2 0 0 0 [4 0 100 [0 0

Status Bits

VALID | TYPE PENDING|SERIAL | ALLOC|SIZE | POSALLOC [FIRST|LAST
1 | ALU 1 1 0 0 1 [4 1
 

Waits for the TP to return because of the textures reads are pending (and SERIALin this case). Then executes
and does not return to the RS because the LASTbit is set. This is the end of this thread and before droppingit on the
floor, the SQ notifies the SX of export completion.

24. Open issues
Need to do sometesting on the size of the register file as well as on the registerfile allocation method (dynamic VS
static).

Saving power?
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3.--DEBUG- REGISTERS. “ERROR! BOOKMARKNOT DEFINED.
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1. Overview

The sequencer chooses two ALU threads and a fetch hread to execute, and executesall of the instructions in a block
before looking for a new clause of the same type. Two ALU threads are executed interleaved to hide the ALU latency.
The arbitrator will give priority to older threads. There are two separate reservation stations, one for pixel vectors and
one for vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, contro! flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRsit needs to execute. The sequencerwill not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram

[ Input Arbiter P||

— VIX RS PIX RS ¢—    
 

  Texture
   

Figure 2: Reservation stations and arbiters

Under this new scheme, the sequencer (GQ) will only use one global state management machine per vector type
(pixel, vertex) that we call the reservation station (RS).

Exhibit 2089 seck400_Sequencer.do: 73016 Bytes*™** © ATI Confidential. Reference Copyright Notice on Cover Page © »=

AMD1044_0257617

ATI Ex. 2108

IPR2023-00922

Page 223 of 316



ATI Ex. 2108 
IPR2023-00922 

Page 224 of 316

 

 24 September, 2001 4 September, 20158 12 of 53 | ORIGINATE DATE EDIT DATE R400 SequencerSpecification PAGE|
| avast am

[1.2 Data Flow graph (SP)
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Figure 3: The shader Pipe
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The gray area represents blocks that are replicated 4 times per shaderpipe (16 times on the overall chip).

1.3 Control Graph

Ciause # + Rady  WrAddr | WrAddr|

cmp |

cst |i ||

Phase | Do ‘an |
emp CSTcstics; px & 8 © Wrvec |

RdAddr i Po WiScal Wwradar
oe

FETCH SP -—| OF

WraAddr

|

Figure 4: Sequencer Control interfaces

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the output file control interface.

2. Interpolated data bus
The interpolators contain an lJ buffer to pack the information as much as possible before writing it to the register file.
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packed in the IJ
buffer 4 quads at a time or two clocks. The sequencerallows at any given time as many as four quads to interpolate a
parameter. They all have to come from the sameprimitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

3. Instruction Store

There is going to be only oneinstruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

Theinstruction store is loaded by the CP thru the register mapped registers.

The VS_BASE and PS_BASE context registers are used to specify for each context where its shader is in the
instruction memory.

For the Real time commands the story is quite the same but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.

4. SequencerInstructions
All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV,PV, PS,PS)if they have nothing else to do.

5 Constant Stores

5.1 Memory organizations
A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum jogical size of the constant store for a given shaderis 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 320x96 bits (128 texture states for
regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn’t sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a changein the control flow constants. Its size is 320°32 because it must hold 8
copies of the 32 dwords of contro! flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.
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5.2 Managementof the ControlFlow Constants
The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
SQ decodes the address and writes to the block pointed by its current base pointer (CF_VVWR_BASE). On the read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the control flow block. This register is copied wheneverthere is a state change. Should the CP write to CF afler the
state change, the base register is updated with the (current pointer number +1 )% numberof states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

5.3 Managementof the re-mapping tables

5.3.1 R400 Constant management
The sequenceris responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver}, the sequencer will broadside copy the contents ofits re-mapping tables to a
newone. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
between the two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUSTbe at least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

 

5.3.2 Proposal for R400LE constant management
To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROLpacket of state + 1, the
sequencer would check for SQ_IDLE and PA_IDLE and if both are idle will erase the content of state to replace it with
the new state (this is depicted in Figure 8: De-allocation mechanismFigure-3:De-allocalion_-mechanismFigure 8,De~
allocation mechanism). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
thefirst report.

 

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the newstate to
reuse these physical addressesif needed).
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Figure 8: De-allecation mechanism for R4QQLE

5.3.3 Dirty bits
Two sets of dirty bits will be mainiained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a newcontext is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If itis set and the contextdirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incaming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the samelogical address between context changes. NOTE: It is important to detect and preventthis, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked each time a physical block is needed, andif the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.
Storage ofafree list big enough to store all physical block addresses.
Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be ce-allocated. Nolte: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the freelist
like a ring.
The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_ptr will be advanced.
The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_ptr does not equal the stop_pir and the IFC is at its maximum count.
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5.3.5 De-allocate Block

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. it is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advancethe write_ptr
pointer fo make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any numberof blocks in one clock.

53.3.6 Operation of Incremental model
The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the freelist
counter becauseits not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical addressis hit that hasits dirty bits set while in the same context, both dirty
bits would be set, so the newdata will be over-written to the last physical address assigned for this logical address.
When the first draw commandof the context is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (cight) will be incremented. This as
set states comein for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointerif read_ptr |= to stop_ptr .

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has not free list entries available (counter at max and stop_ptr == read_pir). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-mapping table is written to the correct re-mapoing table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the numberof blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. lt
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However,if the updates are large, less contexts will be stored and potentially performance will be degraded.
Although it will still perform as well as a ring could in this case.

5.4 Constant Store Indexing
In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer(S bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shaderpipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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between the time the sequenceris loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1.X.R2X // Loads the sequencerwith the content of R2.X, also copies the content of R2.X into R1.%
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don’t really care about what is in the brackets because we use the state from the MOVAinstruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencerin order to support this feature is 2*64*9 bits = 1152bits.

55 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers allocated for RT. it
worksis the same way than when dealing with regular constant loads BUT in this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RTcontrol register. Similarly,
for the fetch state, the boundary betweenthe two zonesis defined by the TSTATE_EO_RTcontrol register.

5.6 Constant Waterfalling
In order to have a reasonable performancein the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps & bits (one per render state) and sets the bits wheneverthe last render state is written to memory
and clears the bit whenevera state is freed.

CONST_EO_RT

RT SECTON
(ReadsMWrites are direct)

REGULAR SECTION
(Reads/Writes are passing

thru a remaping table}   
Figure 9: The Constant store
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| 6. Looping and Branches
Loops and branches are planned to be supported and will have to be dealt with at the sequencerlevel. We plan on
supporting constant loops and branches using a contro! program.

6.1 The controlling state.
The R400 controling state consists of:

Boolean(256:0]
Loop_count{[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.

We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program
We'd like to be able to code up a program of the form:

4 Loop
2 Exec TexFetch
3 TexFetch
4: ALU
5: ALU
6: TexFetch
7 End Loop
8 ALU Export

But realize that 3: may be dependent on 2: and 4: is almost certainly dependent on 2: and 3:. Without clausing,
these dependencies need to be expressed in the Control Flow instructions. Additionally, without separate ‘texture
clauses’ and ’ALU clauses’ we need to know whichinstructions to dispatch to the Texture Unit and which to the ALU
unit. This information will be encapsulated in the flow control instructions.

Each control flow instruction will contain 2 bits of inforrnation for each (non-control flow) instruction:
a) ALU or Texture
b) Serialize Execution

(b) would force the thread to stop execution at this point (before the instruction is executed) and wait until all textures
have been fetched. Given the allocation of reserved bits, this would mean that the count of an ‘Exec’ instruction
would be limited to about 8 (non-controlflow) instructions. If more than this were needed, a second Exec (with the
same conditions) would be issued.

Another function that relies upon ‘clauses’ is allocation and order of execution. We need to assure that pixels and
vertices are exported in the correct order (evenif not all execution is ordered) and that space in the output buffers are
allocated in order. Additionally data can't be exported until space is allocated. A new control flowinstruction:

Alloc <buffer select -- position,parameter, pixel or vertex memory. And the size required>.

would be created to mark where such allocation needs to be done. To assure allocation is done in order, the actual
allocation for a given thread can not be performed unless the equivalent allocation for all previous threads is already
completed. The implementation would also assure that execution of instruction(s) following the serialization due to the
Alloc will occur in order -- at least until the next serialization or change from ALU to Texture. In most casesthis will
allow the exports to occur without any further synchronization. Only ‘final’ allocations or position allocations are
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guaranteed to be ordered. Becausestrict ordering is required for pixels, parameters and positions, this implies only
a single alloc for these structures. Vertex exports to memory do not require ordering during allocation and so multiple
‘allocs’ may be dane.

6.2.1 Control flow instructions table
Hereis the revised control flow instruction set.

Note that whenevera field is marked as RESERVED,it is assumed that all the bits of the field are cleared (0}.
 

NOP | =
 
    

 

 
 
 

47... 44 | 43 42 ...0
0000. Addressing RESERVED

This is a regular NOP.

Execute

47... 44 | 43 | 40... 34 | 33.16 15...12 11...0
RESERVED Instructions type + serialize @|Count Exec Address0001 | Addressing  instructions) 

ExecuteEnd 

47.44]. 43 40... 34 33....16 15...12 11...0
   0010 = Addressing RESERVED Instructions type + serialize (9|}Count Exec Address

instructions)
  i||i|AL

 
 

Execute up to 9 instructions at the specified address in the instruction memory. The Instruction type field tells the
sequencerthe type of the instruction (LSB) (1 = Texture, 0 = ALU and whether to serialize or not the execution (MSB)
(1 = Serialize, O = Non-Serialized). If Execute_End this is the last execution block of the shader program. 

Conditional_Execute 
 

 

47... 44 | 43 42 41... 34 | 33...16 | 15...12 | 11...0
0011 | Addressing|Condition|Boolean Instructions type + serialize (9 Count Exec Address

ae es eea address | instructions)
  
 

Conditional_Execute_End     
47... 44 | 43 42 41... 34 | 33...16 15...12 41...0

0100 | Addressing|Condition|Boolean|Instructions type + serialize (9 Count Exec Address
i address instructions)

 
 

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 9 instructions). If the condition is not met, we go on to the next control flow instruction. If
Conditional_Execute_End and the condition is met, this is the last execution block of the shader program. 

ConditionalExecute_Predicates 
 

 
 
 

       
47... 44 | 43 42 41... 36 35... 34 | 33...16 | 15...12 11...0

0101 | Addressing|Condition RESERVED|Predicate Instructions | Count Exec Address
| vector type + serialize |

(9 instructions) |

Conditional_Execute_Predicates_End
47..44) 43 [42at68584 886152FO

0119 | Addressing|Condition|RESERVED|Predicate Instructions Count Exec Address
i vector | type + serialize

| (9 instructions) |

 
 

Check the AND/OR ofail current predicate bits. lf AND/OR matches the condition execute the specified numberof
instructions. We need to AND/ORthis with the kill mask in order not to consider the pixels that aren't valid. If the
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condition is not met, we go on to the next control flow instruction. If Conditional_Execute_Predicates_End and the
condition is met, this is the last execution block of the shader program. 

; _ Conditional_Execute_Predicates_No_Stall | .
47... 44 43 42 41...36 | 35... 34 33...16 15...12 | 11... 0

1101 Addressing Condition RESERVED|Predicate Instructions Count Exec Address
vector type + serialize

(9 instructions) I

 
 

    
 

; Conditional_Execute_Predicates_No_Stall_End
47... 44 43 42 4)... 36 [ 36... 34 33...16 15...12 | 11.0

  
 

    vector type + serialize

  1110 Addressing|Condition RESERVED | Predicate Instructions Count | Exec Address|||

| | @ instructions)
 

Same as Conditionnal_Execute_Predicates but the SQ is not going to wait for the predicate vector to be updated.
You can only set this in the compiler if you know that the predicate set is only a refinement of the current one (like a
nested if) because the optimization would still work. 

: Loop_Start
47... 44 43 42... 21 20... 16 15...12 11... 0

o111 Addressing | RESERVED loop ID RESERVED Jump address

   
        

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop. 
 
   

Loop_End
|47... 44 43 | 42...24 | 23... 21 —20..16 |15.12 | 11...0

1000 Addressing | RESERVED | Predicate break i loop ID RESERVED ___ start address
 

Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop. If predicate break != 0, then compares predicate vector n
(specified by predicate break number). If all bits cleared then break the loop.

The waythis is described does not prevent nested loops, and the inclusion of the loop id makethis easy to do. 

Conditionnal_Call
41.34 | 33.13 | 12 L 11...0

Boolean address|RESERVED | Force Call Jump address

 

47...44 43 B
4001 Addressing | Condition

 

  
 

if the condition is met, jumps to the specified address and pushes the control flow program counter on the stack. If
force call is set the condition is ignored and the call is made always. 

Return

47.44 43 42.0
1010 Addressing | RESERVED

   
Pops the topmost address from the stack and jumpsto that address. If nothing is on the stack, the program will just
continue to the next instruction.
 

Conditionnal_Jump
 
    .47...44 43 | 42 [ 41... 34 33 | 32...13 12 11....0
1011 Addressing|Condition|Boolean|FWonly | RESERVED|Force Jump | Jump address

| address | |  
If force jump is set the condition is ignored and the jump is made always. If FW only is set then only forward jumps
are allowed.
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Allocate _ ee47... 44 | 43 42...44 40... 3-4 Bo

1100 | Debug | Buffer Select RESERVED I SizgeAlecation-size  
Buffer Select takes a value of the following:
01 — position export (ordered expart)
10 — parameter cache or pixel export (ordered export)
11 — pass thru (out of order exports).

Size field is only used fo reserve space in the export buffer for pass thru exports. Valid values are 7 (1 line) thru 9 (9
lines). Itshould be determined by the compiler/assembler by taking max index used +1,
BufferSizetakes-a-value-oef thefollowing:
00-—-buffer
O4.—2-buffers

 

45—16-butfers

If debug is set this is a debug alloc (ignore if debug DB_ON registeris set to off).

6.3 Implementation

The envisioned implementation has a buffer that maintains the state of each thread. A thread lives in a given
location in the buffer during its entire life, but the buffer has FIFO qualities in that threads leave in the orderthat they
enter. Actually two buffers are maintained -- one for Vertices and one for Pixels. The intended implementation
would allowfor:

16 entries for vertices
48 entries for pixels.

From eachbuffer, arbitration logic attempts to select 1 thread for the texture unit and 1 (interleaved) thread for the
ALU unit. Once a thread is selected it is read out of the buffer, marked as invalid, and submitted to appropriate
execution unit. It is returned to the buffer (at the same place) with its status updated once all possible sequential
instructions have been executed. A switch from ALU to TEX or visa-versa or a Serialize_Execution modifier forces
the thread to be returned to the buffer.

Each entry in the buffer will be stored across two physical pieces of memory - most bits will be stored in a 1 read port
device. Only bits needed for thread arbitration will be stored in a highly multi-ported structure. The bits kept in the 1
read port device will be termed ‘state’. The bits kept in the multi-read ported device will be termed‘status’.

‘State Bits' needed include:

Control Flow Instruction Pointer (13 bits),
Execution Count Marker 4 bits),
LoopIterators (4x9 bits),
Call return pointers (4x12 bits),
Predicate Bits (64 bits),
Export ID (1 bit),
Parameter Cache base Ptr(7 bits),
GPR Base Ptr (8 bits),

. Context Ptr (3 bits).
10. LOD corrections (6x16 bits)
11. Valid bits (64 bits)
12, RT (1 bit) Signifies that this thread is a Real Time thread. This bit must be sent io the Constant slore state+~

machine when reading it,

OOnNATaWN
  ---| Formatted: Bullets and Numbering
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Absent from this list are 'Index' pointers. These are costly enough that I'm presuming that they are instead stored in
the GPRs. Thefirst seven fields above (Control Flow Ptr, Execution Count, Loop Counts, cali return ptrs, Predicate
bits, PC base ptr and export ID) are updated every time the thread is returned to the buffer based on how much
progress has been mode on thread execution. GPR Base Ptr, Context Ptr and LOD corrections are unchanged
throughout execution of the thread.

‘Status Bits’ needed include:

e Valid Thread

Texture/ALU engine needed
Texture Reads are outstanding
Waiting on Texture Read to Complete
Allocation Wait (2 bits)
00 — No allocation needed

01 — Position export allocation needed (ordered export)
10 — Parameteror pixel export needed (ordered export)

® 11—pass thru (out of order export)
Allocation Size (4 bits)
Position Allocated
First thread of a new context

Event thread (NULL thread that needsto trickle down the pipe)
Last (1 bit)
Pulse SX (1 bit)

 

All of the abovefields from ail of the entries go into the arbitration circuitry. The arbitration circuitry will select a
winner for both the Texture Engine and for the ALU engine. There are actually two sets of arbitration -- one for
pixels and one for vertices. A final selection is then done between the two. But the rest of this implementation
summary only considersthe ‘first’ level selection whichis similar for both pixels and vertices.

Texture arbitration requires no allocation or ordering so it is purely based on selecting the ‘oldest’ thread that requires
the Texture Engine.

ALU arbitration is a little more complicated. First, only threads where either of Texture_Reads_outstanding or
Waiting_on_Texture_Read_to_Cormplete are '0' are considered. Thenif AllocationWait is active, these threads are
further filtered based on whether space is available. If the allocation is position allocation, then the thread is only
considered if all ‘older’ threads have already done their position allocation (position allocated bits set). If the
allocation is parameter or pixel allocation, then the thread is only considered if itis the oldest thread. Also a thread is
not consicered if it is a parameter or pixel or position allocation, has its First_thread_of_a_mew_context bit set and
would cause ALU interleaving with another thread performing the same parameter or pixel or position allocation.
Finally the ‘oldest’ of the threads that pass through the abovefillers is selected. lf the thread needed to allocate, then
at this time the allocation is done, based on Allocation_Size. |f a thread hasits “last” bit set, then it is also removed
from the buffer, never to return.

lf | now redefine ‘clauses’ to mean ‘how manytimes the thread is removed from the thread buffer for the purpose of
exection by either the ALU or Texture engine’, then the minimum numberof clauses needed is 2 -- one to perform
the allocation for exports (execution automatically halts after an ‘Alloc' instruction) (but doesn’t performs the actual
allocation) and one for the actual ALU/export instructions. As the ‘Alloc' instruction could be part of a texture clause
(presumably the final instruction in such a clause), a thread could still execute in this minimal number of 2 clauses,
evenif it involved texture fetching.

The TextureReads_Ouistanding bit must be updated by the sequencer, based on keeping track of how many
Texture Clauses have been executed by a given thread that have not yet had there data returned. Any number
above 0 results in this bit being set. We could consider forcing synchronization such that two texture clauses for a
given thread may not be outstanding at any time (that would be my preference for simplicity reasons and becauseit
would require only very little change in the texture pipe interface). This would allow the sequencerto set the bit on
execution of the texture clause, and allow the texture unit to return a pointer to the thread buffer on completion that
clears thebit.
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6.4 Data dependant predicate instructions
Data dependant conditionals will be supported in the R400. The only way we plan to support those is by supporting
three vector/scalar predicate operations of the form:

PRED_SETE_# - similar to SETE except that the result is ‘exported’ to the sequencer.
PRED_SETNE_# - similar to SETNE exceptthat the result is 'exported' to the sequencer.
PRED_SETGT_#- similar to SETGT except that the result is ‘exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE exceptthat the result is ‘exported’ to the sequencer

For the scalar operations only we will also support the two following instructions:
PRED_SETEO_#—-—SETEO
PRED_SETE1_#-—SETE1

The export is a single bit - 1 or O that is sent using the same data path as the MOVAinstruction. The sequencerwill
maintain 4 sets of 64 bit predicate vectors (in fact 8 sets because we interleave two programs but only 4 will be
exposed) and use it to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. Thefirst bit is a conditional execute “on” bit and the secondbit tells usif
we execute on 1 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whosepredicatebit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

{lssue: do we have to have a NOP between PRED andthefirst instruction that uses a predicate’?}

HW Detection of PVPS
Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencerwill
insert NOPs wherever there is a dependant read/write.

The sequencerwill also have to insert NOPs between PRED_SET and MOVAinstructions and their uses.

6.6 Registerfile indexing
Because we can have loops in fetch clause, we need to be able to index into the registerfile in order to retrieve the
data created in a fetch clause loop and useit into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit7 Bit 6
0 0 ‘absolute register
0 1 ‘relative register’
4 0 ‘previous vector’
4 4 ‘previous scalar’

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we add to it the loop_index and this becomes our new address that we give to the shader pipe.

The sequenceris going to keep a loop index computed as such:

Index = Loop_iterator*Loop_step + Loop_start.

 We loop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of
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range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangements.

6.7 Debugging the Shaders
In order to be able to debug the pixel/vertex shaders efficiently, we provide 2 methods.

6.7.1 Methed 1: Debugging registers
Current plans are to expose 2 debugging, or error notification, registers:
1. address register wherethefirst error occurred
2. count of the numberof errors

The sequencerwill detect the following groups oferrors:
- count overflow
- constant indexing overflow
- register indexing overflow

Compiler recognizable errors:
- jump errors

relative jump address > size of the control flow program
- call stack

call with stackfull
return with stack empty

A jumperror will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only breakif
the DB_PROB_BREAKregisteris set.

If indexing outside of the constant or the register range, causing an overflowerror, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}

6.7.2 Method 2: Exporting the values in the GPRs
1) The sequencerwill have a debug active, count register and an address register for this mode.

Under the normal mode execution follows the normal course.

Under the debug mode it is assumed that the program is always exporting n debug vectors and that all other exports
to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by the sequencer(even if they occur
before the address stated by the ADDR debugregister).

7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch
requests and allow the shader pipeto kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
MASK_SETGTE
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8. Multipass vertex shaders (HOS)
Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.

9 Register file allocation
The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and
PIXEL_REG_SIZEforpixels.
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Aboveis an exampie of how the algorithm works. Vertices comein from top to bottom: pixels comein from bottom to
top. Vertices are in orange and pixels in green. The blueline is the tail of the vertices and the greenline is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index O and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the n potentially pending fetch clauses to be executed. The choice is made
by looking at the Vs and Ps reservation stations and picking the first one ready to execute. Once chosen, the clause
state machine will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch
instructions of the clause are sent. This means that there cannot be any dependencies between twofetches of the
same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handle up to X(?} in flight fetches and thus there can be a fair number of active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
n potentially pending ALU clauses to be executed. The choice is made by looking at the Vs and Ps reservation
stations and picking the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for
the odd clocks. For example, here is the sequencing of two interleaved ALU clauses (E and O stands for Even and
Odd sets of 4 clocks):

Einst0 OinstO Einst1 Oinst1 Einst2 Oinst2 Einst0 Oinst3 Einsti Oinst4 Einst2 Oinst0...
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Proceeding this way hices the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across

clause boundaries.

12. Handling Stalls
Whenthe outputfile is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the outputfile. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering an exporting clause. The
sequencer will set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFOs

The reservation FIFOs contain the state of the vector of pixels and vertices. Wwe have twe sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, somebits
for LOD correction and coverage maskinformation in order to fetch fetch for only valid pixels, the quad address.

14. The Output File
The outputfile is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x 128 (and there are 16 of those on the whole chip).

 

15. |J Format

The IJ information sent by the PA is of this format on a per quad basis:

We have a vectorof IJ’s (one IJ per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). All pixel’s parameters are alwaysinterpolated at full 20x24 mantissa precision.

 

PO =A+I1(0)*(B- A) + J(0)*(C - A)

Pl=A+I()*(B-A)+J30)*(C - A) eo 24
P2=A+I1(2)*(B-A)+J(2)*(C - A)

P3= 4 4+1(3)*(B -A)4J(3)*(C — A)
P2 P3   

Multiplies (Full Precision): 8
Subtracts 19x24 (Parameters): 2
Adds: 8

FORMAT OF P's I: Mantissa 20 Exp 4 for | + Sign
Mantissa 20 Exp 4 for J + Sign

Total numberof bits : 20*8 + 4*8 + 4*2 = 200.

All numbers are kept using the un-normalized floating point convention: if exponent is different than 0 the numberis
normalized if not, then the numberis un-normalized. The maximum rangefor the l/s (Full precision) is +/- 1024.

15.1 Interpolation of constant attributes
Becauseofthe floating point imprecision, we need to take special provisionsif all the interpolated terms are the same
or if two of the terms are the same.
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16. Staging Registers
In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER bythe
VGTforit to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789 1011 12 13 1415 || 1617 18 19 20 21 22 23 24 25 26 27 28 29 30 37|| 32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47 || 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

The sequencerwill re-arrange them in this fashion:

012316 17 18 19 32 33 34 35 48 49 50 57 || 456 7 20 21 22 23 36 37 38 39 52 53 5455 || 891011 24 25 26 27
40 41 42 43 56 57 58 59 | 12 13 14 15 28 29 30 31 44 45 46 47 6D 61 62 63

The || markers show the SP divisions. in the event a shader pipe is broken, the SQ is responsible to insert padding to
account for the missing pipe. For example, if SP1 is broken, vertices 45 6 7 20 21 22 23 36 37 38 39 52 53 54 55 will
not be sent by the VGT to the SQ AND the SQis responsibie to “jump” over these vertices in order for no valid
vertices to be sent to an invalid SP.

The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure1tFigure11Figure 11. The area of the fixed-to-float converters and the VSISRs for this method is roughly
estimated as 0.759sqmm using the R300 process. The gate count estimate is shown in Figure 1OFigure 1 OFigure-10.       

Basis for 8-deep Latch Memory (from R300)

8x24-bit 11631 2 60.57813 1perbit

Area of 96x8-deep Latch Memory 46524
Area of 24-bit Fix-to-float Converter 4712.7 per converter

Method 1 Block Quantity Area
F2F 3 14136
8x96 Latch 16 744384 

Figure 10:Area Estimate for VGT te Shader Interface
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Figure 11:VGT te Shader Interface

17. The parameter cache
The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (1 R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBsare the memory numberand the 7 LSBs are the address within this memory. 

[| MEMORY NUMBER | ADDRESS| |I

4 bits 7 hits | 

The PA generates the parameter cache addresses as the positions come from the SQ. Allit needs to co is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the mernory
number field wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT (a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shader is exporting 8
parameters per vertex (VS_EXPORT_COUNT = 8). The first position received is going to have the PC address
Q0000000000 the second one 00010000000, third ene CO100000000 and se on up to 11110000000. Then the next
position received (the 47") is going to have the address 00000001000, the 18" 00010001000,the 19" 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful aboutis that if the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add 2*VS_EXPORT_COUNTto
Current_Location and reset the memory count to 0 before the next vector begins).
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| 17.1 Export restrictions

L7.1.1 Pixel exports:
Pixels can export 1,.2,3 or 4 color buffers to the SX( +z). The exports will be done in order. The PRED_OPTIMIZE
function has to be turned ofif the exports are done using interleaved precicated instructions. The exports will always
be ordered to the SX.

 

17.1.2 Vertex exports:
Position ar parameter caches can be exported in any order in the shader program. It is always better to export
posistion as soon as possible. Position has to be exporied in a single export block (no texture instructions can be
placed between the exports). Parameter cache exports can be done in any orderwith texture instructions interleaved.
The PREDOPTIMIZE function has to be turned ofif the exports are done using interleaved predicated instructions to
the Parameter cache (see Arbitration restrictions for details). The exports will always be allocated in order to the SX.

17.1.3 Pass thru exports:
Pass thru exports have to be done in groups of the form:

\

(ADDR) ALU(SATA) ALU (DATA) ALU(DATA)... 
They cannot have texture instructions interleaved in the export block. These exports are not guaranteed to be
ordered.

Also, when doing a pass thru export, Position MUST be exported AFTER all pass thru exports. This position export is
used to synchronize the chip when doing a transition from pass thru shader to regular shader and vice versa.

17.2 Aroitration restrictions

Here are the Sequencerarbitration restrictions:

1) Cannot execute a serialized thread if the corresponding texture pending bit is set
2) Cannotallocate position if any older thread has not allocated position
3) If last thread is marked as not valid AND marked as last and we are about to execute the second to oldest

thread also marked last then:
a. Both threads must be from the same context (cannot allowafirst thread)
b. Must turn off the predicate optimization for the second thread

4) Cannot execute a texture clause if texture reads are pending
5) Cannot execute last if texture pending (even if not serial)

18. Export Types
The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Hereis a list of all possible export modes:

18.1 Vertex Shading
0:15 -16 parameter cache
16:31 - Empty (Reserved?)
32 - Export Address
33:40--41__- 8-9vertex exports to the frame buffer and index
A442:47 - Empty
48:55 -8 debug export (interpret as normal vertex export)
60 - export addressing mode
61 - Empty
62 - position
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63 - sprite size export that goes with position export
(pointh.poinkwedgellagmige)x= point size, Y= edge flag is biLO. 2= Vix Kill is bitwise OR

of bits 30-0. Ary bt other than sign means Viki) 

18.2 Pixel Shading
QO - Color for buffer 0 (primary)
1 - Color for buffer 7
2 ~ Color for buffer 2
3 - Color for buffer 3

4715 - Empty
a16 - Buffer 0 Color/Fog (primary)
S17—- Buffer 1 Color/Fog
108 - Buffer 2 Color/Fog
149 - Buffer 3 Color/Fog
4220:4631 - Empty
46:31_-~Empty (Reserved?)

—-32 - Export Address
334041 - &9exporis for multipass pixel shaders.
412.47 - Empty
48:55 -8debug exports (interpret as normal pixel export)
60 60 - export addressing mode +
6061-2 for primary buffer (2 exported to ‘alpha’ component)
6162:623 - Empty

GgFor_primarybufler--exportedtoe-aipha--cemponent)

19. Special Interpolation modes

19.1 Real time commands

We are unable to use the parameter memary since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type 0 packets, and output to the the pararneter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
otheris rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolanis important (true only if we map Microsoft's high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This modeis triggered by the primitive type: REAL TIME. The actual mernories are in the in
the SX blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

19.2 Sprites/ XY screen coordinates/ FB information
XY screen coordinates may be needed in the shader program. This functionality is controlled by the param_gen_!0
register (in SQ) in conjunction with the SND_XY register (in SC) and the param_gen_pos. Alsoit is possible to send
the faceness information (for OGL front/back special operations) to the shader using the same control register. Here
is a list of all the modes and how they interact together:

 

The Data is going to be written in the register specified by the param_gen_posregister.

Param_Gen_]0 disable, snd_xy disable = No modification
Param_Gen_|0 disable, snd_xy enable = No modification
Param_Gen_|0 enable, snd_xy disable = Sign(faceness)garbage,(Sign Point)garbage,Sign(Line)s,t
Param_Gen_l0 enable, snd_xy enable = Sign(faceness)screenX,(Sign Point)screeny,Sign(Line)s,t

In other words,
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The generated vector is (( in RED, Y in GREEN, S in BLUE and T in ALPHA):
xY,5,T
These values are always supposed to be positive and any shader use of them should use the ABS function
(as their sign bits will now be used for flags).
SignX = BackFacing
Signy = Point Primitive
SignS = Line Primitive
SignT = currently unused as a flag.

If [Point & tLine, then it is a Poly.

| would assume that one implementation which allows for generic texture lookup (using 3D maps) for poly
stipple and AA for the driver would be
lf(¥<O){

R = 0.0 (Point)
Jelse if (S <0) {

R = 1.0 (Line)
Jelse {

R = 2.0 (Poly)
}

19.3 Auto generated counters
In the cases we are dealing with multipass shaders, the sequencer is going to generate a vector count to be able to
both use this count to write the 1° pass data to memory and then use the countto retrieve the data on the 20 pass.
The count is always generated in the same way butit is passed to the shader in a slightly different way depending on
the shadertype (pixel or vertex). This is toggled on and off using the GEN_INDEX, PIX/VTX register. The sequencer
is going to keep two counters, ane for pixels and one for vertices. Every time a full vector of vertices or pixels is
written to the GPRs the counter is incremented. Every time a state.change—is-detectedRST PIX COUNT or
RST VIX COUNT events are received, the corresponding counter is reset. While there is only one count broadcast

 

the count must be different for all pixels/vertices and the 4 LSBs (16 positions) are hardwired to the correspondin
shader unit the SQ has two choices:

1) Maintain a 19 bit counter that counts the vectors of 64. In this case the phase must be appended to the count«—-=before the count is broadcast to the SPs:

   

 

“Counter (19 bits) Phase (2 bits) Hardwired(4bits) 
   

Maintain a 21 bits counter that counts sub-vectors of 16. In this case only the counter is sent to the S   * —. Formatted: Bullets and Numbering

|Counter(21bits)| Hanwired (4 bits ee _

19.3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEX_VT™ is set, the data will be put into the x field of the third register (it
means that the compiler must allocate 3 GPRsin all multipass vertex shader modes).

19.3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEX_PIX is set, the data will be put in the x field of the param_gen_post+1
register.
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- _————

AUTO COUNT | ooooco |

|
STG O INTER

AUTO INTERPOLATORS
COUNT STGI | || |

_y

The Auto Count Value is
broadcast to all GPRs.It is

loaded into a register wich has
its LSBs hardwired to the

GPR number(0 thru 63). Then
if GEN_INDEXis high, the
mux selects the auto-count

value and itis loaded inte the
GPRsto be either used to

retrieve data using the TP orsent to the SX for the RB ta
use it to write the data to

memory

 
Figure 12: GPR input mux Control

20. State management
Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

20.1 Parameter cache synchronization
In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencerwill keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to O and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vector of pixels with the SC_SQ_new_vector bit asserted, the sequencerwill first check if
the count is greater than 0 before accepting the transmission(it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group of pixels to the interpolators. Every time the state changes, the newstate counter is initialized to 0.

21. X¥ Address imporis
The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the [Js (to the IJ
buffer) with XY writes (fo the XY buffer). Then when writing the data to the GPRs, the sequenceris going to
interpolate the J data or pass the XY data thru a Fix—-float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 19.2 for details on how to control the interpolation in this mode.

21.1 Vertex indexes imports
In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded oneline at a time by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.

22. Registers
Please see the auto-generated web pagesfor register definitions.
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23.1 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPxit means that SQ is going to broadcast the sameinformation to all SP instances.

23.2 SC to SP interfaces

23.2.1 SC_SP#
There is one of these interfaces at front of each of the SP (buffer to stage pixel interpolators). This interface transmits
the I,J data for pixel interpolation. For the entire system, two quads per clock are transferred to the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.
The actual data which is transferred per quad is

Ref Pix | => $4.20 Floating Point | value *4
Ref Pix J => $4.20 Floating Point J value *4

This equates to a total of 200 bits which transferred over 2 clocks
and therefor needs an interface 100 bits wide

Additionally, X,Y data (12-bit unsigned fixed) is conditionally sent across this data bus over the same wires in an
additional clock. The X,Y data is sent on the lower 24 bits of the data bus with facenessin the msb.
Transfers across these interfaces are synchronized with the SC_SQ [J Control Bus transfers.

The data transfer across each of these busses is controlled by a IJ_BUF_INUSE_COUNTin the SC. Each time the
SC has sent a pixel vector’s worth of data to the SPs, he will increment the IJ_BUF_INUSE_COUNTcount. Prior to
sending the next pixel vectors data, he will check to make sure the count is less than MAX_BUFER_MINUS_2,if not
the SC will stall until the SQ returns a pipelined pulse to decrement the count when he has scheduled a buffer free.
Note: We could/may optimize for the case of only sending only IJ to use all the buffers to pre-load more. Currently
it is planned for the SP to hold 2 double buffers of I,J data and two buffers of X,Y data, so if either X,Y or Centers and
Centroids are on, then the SC can send two Buffers.

In at least the initial version, the SC shall send 16 quads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (We may revisit this for both the SX,5P,SQ and add a
EndOfvector signal on all interfaces to quit early. We opted for the simple modefirst with a belief that only the end of
packet and multiple new vector signals should cause a partial vector and that this would not really be significant
performance hit.)
 
 
[Name———“t*és~s~SCCsSBits:|Description

Type 0 or 1, First clock |, second clk J
Field ULC URG LLC LRC
Bits [63:39] [38:26]=25:13) [12:0]

$C_SP#_data 100|IJ information sent over 2 clocks (or X,Y in 24 LSBs with faceness in upper bit)

Format SE4M20  SE4MZ0 SE4M20 SE4M20

|

  
 
  Type 2

Field Face xX Y
Bits [6324] [23:12] [11:0]
Format Bit Unsigned Unsigned

SC_SP#_valid 14 Valid ; |
SC_SP#_last_quad_data | 1 This bit will be set on the last transfer of data per quad. |
SC_SP#_type 2

1 -> Indicates centers
2-> Indicates X,Y Data and faceness on data bus
The SC shall lock at state data to determine how many types to send for the |
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interpolation process.

The # is included for clarity in the spec and will be replaced with a prefix of u#_ in the verilog module staternent for
the SC and the SP block will have neither because the instantiation will insert the prefix.

23.2.2 SC_SQ
This is the control information sent to the sequencer in order to synchronize and control the interpolation and/or
loading data into the GPRs needed to execute a shader program on the sent pixels. This data will be sent over two
clocks per transfer with 1 to 16 transfers. Therefore the bus (approx 94-708 bits) could be folded in half to approx 49
54bits.

 

 
Name

SC_SQ_data

 

| Bits|Description 1
46 Contro! Data sent to the SQ

1 clk transfers
Event ~— valid data consist of event_id and

state_id. Instruct SQ to post an
event vector to send state id and
event_id through request fifo
and onto the reservation stations
making sure state id and/or event_id
gets back to the CP. Events oniy
follow end of packets so no pixel
vectors will be in progress.

Empty Quad Mask — Transfer Control data
consisting of pc_dealloc
or new_vector. Receipt ofthis is to
transfer pc_dealloc or new_vector
without any valid quad data. New
vector will always be posted to
requestfifo and pc_deailloc will be
attached to any pixel vector
outstanding or posted in requestfifo
if no valid quad outstanding.

2 clk transfers
Quad Data Valid —- Sending quad data with or

without new_vector or pc_dealloc.
New vector will be posted to request
fifo with or without a pixel vector and
pc_dealloc will be posted with a pixel
vector unless noneis in progress. In
this case the pc_dealloc will be
posted in the request queue.
Filler quads wili be transferred with
The Quad mask set but the pixel
corresponding pixel mask set to
zero.

   
 

S8C_SQ_valid 4 | SC sending valid data, 2" clk could be all zeroes he
 

1* Clock Transfer

8C_SQ_event

 
Exhibit 2033 dacR400_Sequencer.doc

(SCSQ_event_id

SC_SQ_data - first clock and second clock transfers are shown in the table below.

Name BitField | Bits|Description a

       
0 | This transfer is a 1 clock event vector Force quad_mask =
eee newvector=poCeallocOpus
[4c] | This field identifies the event 0 => denotes an End Of State Event 1
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| => TBD

$C5Q,.pe_deallocSCSQ.spele | 33 Deallocalion token forthe Parameter CacheSiale/consiantpointeriate_id (6°33)
SCSQ pc dealloc ay3] 3 Deallocation token for the Parameter Cache
8C_SQ_new_vector 148 | i The SQ must wail for Verlex shader done count > 0 and after

| dispatching the Pixel Vector the $Q will decrement the court.
SC_SQ_quad_mask (125:12 | 4 Quad Write maskleft to right SPO => SP3

9] |
8C_SQ_end_of_prim 136 1 End Of the primitive
SC_SQ_pix_mask (32:17) | 16 Valid bits for ail pixels SPO=>SP3 (UL,UR,LL,LR)

SC_SQ_provok_vix [374:36 | 2 Provoking vertex for flat shading3] |
3G-3Gi-pe-plOSC SQ lod [483:38|49|Parameter-Gachepalnte-lorverexOLOD correction for quad 0
correct_O 5] (SPO)(9bitsperquad)
|SC_SQ lod correct 1 s244) |S LOD correction for quad 1 (SP1) (9 bits per quad

| 2nd Clock Transfer :
SC _S8Q jod correct 280-8 B:0186 $44|LOD correction for quad 2 GP2) (8 bits per quad )Parameter-GacheGpe-pird a pointer-for-vertex-t
$C. $Q lod correct3 L179] 9 | LOD correction for quad 3 (SP3) (9 bits perquad)
SC SQ pe ptr (28:18)|11 Parameter Cache pointer for vertex 0
8C_SQ_pe_ptr27 [e437|11 Parameter Cache pointer for vertex 12

429

SCSQpepire [4530:2|241|Parameter Cache pointer for vertex 2LOD correction per quad (6
SC-3Q_lod—correct 240) 4 bits-per-quad)
SC_SQ_prim_type (4833:4|3 Stippled line and Real time command need to load tex cords from

651] alternate buffer
000: Sprite (point)
001: Line
010: Tri_rect
100: Realtime Sprite (point)
101: Realtime Line
110: Realtime Tri_rect

Name _ Bits|Description _ s—~S@Y
|8Q_SC_free_buff 1 Pipelined bit that instructs SC to decrement count of buffers in use.
SQ_SC_dec_enir_ent 4 Pipelined bit that instructs SC to decrement count of new vector and/or event

 
seni to prevent SC from overflowing SQ interpolator/Reservation requestfifo. 

The scan converter will submit a partia
1.) He gets a primitive marked wit!

 vector whenever:
h an end of packet signal.

2.) A current pixel vector is being assernbled with at least one or more valid quads and the vector has been
marked for deallocate when a primitive marked new_vector arrives. The Scan Converter will submit a partial
vector (up to 16quads with zero pixel mask to fill out the vector)
marker\primitive.

prior to submitting the new_vector

(This will prevent a hang which carn be demonstrated when all primitives in a packet three vectors are culled
except for a one quad primitive that gets marked pc_dealloc (vertices maximum size). In this case two
new_vectors are submitted and processed, but then one valid quad with the pc_dealloc creates a vector and then
the new would wait for another vertex vector to be processed, but the one being waited for could never export
until the pc_dealloc signal made it through and thus the hang.)
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23.2.3 SQ to SX(SP): interpolator bus 
 
 
  
 

 
 
     
 
 

 

 

 
    
  
 
 

 
   

 
  

 
     

  
SQ_SPx_interp_valid / SQ >SPx

 

 
3.2.4 SQ to SP: Staging Register Data

This is a broadcast bus that sends the VSISR information to the staging registers of the shaderpipes.

 
 
 

interpolation control valid

 

Name Direction [Bits | Description
SQ_SPx_interp_flat_vix SQ >SPx [2 _ Provoking vertex forflatshading
5Q_SPx_interp_flat_gouraud “SQ—SPx i | Flat or gouraud shading |

 SQ_SPxinterpeylwrap |SQ.-SPx_ 4___ Wichchannelneedstobecylindrical wrapped _
SQ. SPx interp param gen | SQ--SPx 4 | Generate Parameter
SQ SPx interp prim type SQ > SPx 2 | Bits [1:01 of primitive type sent by SC
SQ_SPx interp buff swap | $Q--SPx '1 | Swapp J buffers

$Q SPxinterpIJline_ 2 SP 2  (iWlnenumber
8Q_SPxinterpmode ii Gen art
SQ_SXx_pe_ptro 11 | Parameter Cache Pointer
SQ_SXx_pe_ptr1 (11 | ParameterCache Pointer
SQ_SXx_pe_ptr2- [sQ-»SXx 141 _ Parameter Cache Pointer
SQ_SXx_tt_sel $Q--SXx 1 | Selects between RT and Normal data (Bit 2 of prim type)
SQSx%9pewren | $O-9GR0 (8 _ Write enable for the PC memories
SQ_SXxi_pe_wr_en SO5S5%xSX1 48 | Write enable for the PC memories
SQ_SXx_pe_wr_addr | SQSXx 17 _ Write address for the PCs

-8Q_SXx_pe_channel_mask |SQ>SXx_ 4 | Channel mask
$Q_SXx, pe ptr valid SQ>SXx __ 1 Read pointers are valid.

 
 

 

 
 
  
    
        
 

(Name Direction Bits |Description. -_ ee
SO_SPx vsr_ data |9Q-35Px | 96 | Pointers of indexesorHOSsurfaceinformation|
SQ SPx_vsr double SQ—SPx i _0: Normal 96 bits per vert 1: double 192 bits per vert
SQSP0_vsrvalid|||SQ.>SPO |i |Dataisvalid
$Q_SP1_vsr_valid $Q >SP1 4 | Data is valid
$Q_SP2_vsr_valid $Q—SP2 1 _ Datais valid
|SQ_SP3_vst_valid|SQSP3 [4Dataisvalid

SQ_SPx_vsr_read _$0-3SPx 4 Increment the read pointers | “She

23.2.5 VGT to SQ: Vertex interface

23.2.5.1 Interface Signal Table

 
The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the 

VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format. The VGT can transmit up to six 32-bit
  

floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96

 
          
 
   
 

 
 

            

  
  

bits wide.

|Name Bits|Description
VGT_SQvsisr_data 96 Pointers of indexes or HOS surface information
VGT_SQ_event 1 VGTis sending an event
VGT_SQ_vsisr_continued p41. 0: Normal 96bits per vert 1: double 192 bits per vert
VGT_SQ_end_of_vtx_vect 1 Indicates the last VSISR data set for the current process vector (for double vector

| data, "end_of_vector"is set on the first vector)
VGT_5Q_indx_valicd 1 Vsisr data is valid
VGT_SQ_state 3 Render State (6°3+3 for constants). This signal is guaranteed to be correct when

L_ 'VGT_SQ_vgt_end_of_vector"is high.
VGT_SQ_send 1 Data on the VGT_SQis valid receive (see write-up for standard R400 SEND/RTR

interface handshaking)
SQ_VGT_rir 4 Ready to receive (see write-up for standard R400 SEND/RTR interface

 
23.2.5.2 Interface Diagrams

handshaking)
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| 23.2.6 SQ to SXContro/ bus

Name | Direction | Bits | Description
SQ_SXx_exp_type SQ—8Xx [2 | 00: Pixel without z (1 to 4 buffers)

| O14: Pixel with z (1 to 4 buffers)
| | | 10: Position (1 or 2 results)
| [ _11: Pass thru (4.8 or 12 results aligned) ;

SQ_SXx_exp_number SQ—SXx 2 | Number of locations needed in the export buffer
L (encoding depends on the type see bellow).

SQ_SXx_exp_alu_id | SQ-»SXx [4 ALU ID
8Q_SXx_exp_valid |SQ—SXx L4 | Valid bit
SO_SxXx_exp_state SQ8Xx 3 _ State Context

SQ_SXx_free_done SQ—SXx 1 | Pulse that indicates that the previous export is finished
i from the point of view of the SP. This does not
i necessarily mean that the data has been
transferred to RB or PA, or that the space in export
buffer for that particular vector thread has been

_ freed up.
8Q_S*x_free_alu_id | SQ >SXx 11 | ALU ID

  
 

Depending on the type the numberof export location changes:
e Type 00: Pixels without Z

o 00= 1 buffer
o O1=2 buffers
o 10=3 buffers
o 114 buffer

e Type 01: Pixels with Z
o 00= 2 Buffers (color + Z)
o O1=3 buffers (2 color + Z)
o 10=4 buffers (3 color + Z)
o 11=5 buffers (4 color + Z)

* Type 10: Position export
o 00=1position
o 01=2 positions
o 1X = Undefined

* Type 11: Pass Thru
o 00= 4 buffers
o O01 8 buffers
o 10= 12 buffers
o 11= Undefined

Below the thick black line is the end of transfer packet that tells the SX that a given export is finished. The report
packet will always arrive either before or at the same time than the next export to the same ALU id.

23.2.7 SX to SQ: Output file control 
Name

T = =
|Direction 

SXx_SQ_exp_count_rdy
| Bits | Description

| SXx-8Q | 1 | Raised by SX0to indicate that the following twofields
| reflect the result of the most recent export 

SXx_SQ_exp_pos_avail

SXx_SQ_exp_buf_avail 
Exhibit 2033 decR400_Sequencer.doc

| 00: 0 buffers ready
| | O11 buffer ready

I _ L | 10.2 or more buffers ready |
| SXx—S8Q 7 | Specifies the space available in the output buffers.

|

| SXx SQ 24 Specifies whether there is room for anotherposition.  
| O: buffers are full
| 1: 2K-bits available (32-bits for each of the 64
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| pixels in a clause)

| 64: 128K-bils available (16 128-bit entries for each of
| 64 pixels)
65-127: RESERVED 

23.2.8 SQ toe TP: Control bus

Once every clock, the fetch unit sends to the sequencer on which R&line it is now working and if the data in the
GPRsis ready or not. This way the sequencer can update the fetch valid bits flags for the reservation station. The
sequencer also provides the instruction and constants for the fetch to execute and the address in the register file
where to write the fetch return data.
 

 
 

 
 
   
 
   
  
  
    
    
   

 

 
 
   
 
 
 
 

  
 

 
  

 
. Name Direction Bits | Description_

TPx_SQ_data_rdy TPx-—- 3$Q | 41 Data ready
TPx_SQ_rs_line_num TPx— SQ 6 Line number in the Reservation station

TPx_SQ_type | TPx> SQ 11 _ Type of data sent (O:PIXEL, 1:VERTEX)
80 _TPx_send 8Q—TPx 4 | Sending valid data
SQ_TPx_const | SQ--TPx 148 | Fetch state sent over 4 clocks (192 bits total)

| SQ_TPx_insir SQ—>TPK 24 __| Fetchinstruction sent over 4 clocks
SQ_TPx_end_of_group | SQ--TPx 4 | Last instruction of the group -
8Q_TPx_Type 8Q-—TPx 4 _ Type of data sent (O:PIXEL, 1:VERTEX)
SQ_TPx_gpr_phase | SQ->TPx 12 | Write phase signal ;
$Q_TPO_lod_correct SQ-TPO 6 | LOD correct 3 bits per cornp 2 components per quad
SQ_TPO_pix_mask SQ—TPO |4 | Pixel mask 1 bit per pixel . _|
8Q_TPt1_lod_correct _SQ--TPI (6 | LOD correct 3 bits per comp 2 components per quad
SQ_TPt_pix_ mask SQ—TP1 4 _Pixel mask 1 bit per pixel
SQ_TP2_lod_correct | SQ-TP2 [6 | LODcorrect 3 bits per comp 2 components per quad
SQ_TP2_pix_mask SQ—TP2 4 | Pixel mask 1 bit per pixel
SQ_TP3_lod_correct | 8Q--TP3 16 | LOD correct 3 bits per comp 2 components per quad
SQ_TP3_pix_ mask SQ—TP3 4 _ Pixel mask 1 bit per pixel
SQ_TPx_rs_line_num SQ->TPK [6 ___| Line number in the Reservation station |
$Q_TPx_write_gpr_index 7? | Index into Register file for write of returned Fetch Data|- 

 
 

23.2.9 TP to SQ: Texture stail

The TP sends this signal to the SQ and the SPs whenits input buffer is full.

TP_SP_ fetch Stal! 

SQ_SP_wr_addr |

Exhibit 2033 dacR400_Sequencer.doc
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Name | Direction  Bits | Description
 

TP_SQ_ fetch stall TP. 80 L4 | Do not send more texture requestif asserted
   

23.210 SQ to SP: Texture stall 

Name | Direction
SQ_SPx_fetchstall | SQ >SPx

  
Bits | Description 
 

11 | Do not send more texture requestif asserted | cS
 

23.2.11 SQ to SP: GPR and auto counter 
 
  
 
 
 
 
  
  

 
 

 

  
Name Direction Bits Description
SQ_SPx_gpr_wr_addr SQ->SPx 7 Write address
SQ_SPx_gpr_rd_addr SQ—SPx 7 Read address
$Q_SPx_gpr_rd_en $Q->SPx J __| Read Enable
SQ_SP0_gpr_wr_en SOQ—SPx 14 Write Enable for the GPRs of SPO
SQ_USPi_gprwrenss| SQ SPX _ 44 Write Enable forthe GPRsof SP1
$Q_SP2_gpr_wr_en SQ >SPx 44 Write Enable for the GPRs of SP2
SQ_SP3_gpr_wr_en SQ—SPx 44 Write Enable for the GPRs of SP3
SQ_SPx_gpr_phase SQ—SPx 2 The phase mux (arbitrates between inputs, ALU SRC

; fo ___| teads and writes)
SQ_SPx_channel_mask $Q—SPx 4 The channel mask
$Q_SPx_gpr_input_sel S@—SPx 2 When the phase mux selects the inputs this tells from

which source to read from: Interpolated data, VIX,
VTX1, autogen counter.

SQ_SPx_auto_count SQ—SPx 42221|Auto count generated by the SQ, commonfor all shader
pipes
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23,.2.12 SQ to SPx: Instructions

Name Direction Bits Description
SQ.SPx_instr_start (SOQ >5Px 1 |Instruction start.
SQ_SP_instr SQ >SPx 242|Transferred over 4 cycles

   
0: SRC A Select 2:0

SRC A Argument Modifier 393

omEOEhalfPoh
PAL H8SRC A Negate

Argument Modifier 0:0
SRC A Abs Argument Modifier 14
SRC A Swiezle 92
Vector Dst 1819
Per channel Select 22:16

00: GPR
Oi. Py
10.PS
ii Constant GF 17 has to be 17 for all

channels)

SRC B Abs Argu
__ SRC B Swizzie

Scalar Dst
Per channel Select 2218

00: GPR
O11: PV
10. PS
11 Constant GF 11 has to be 11 for all

channels)

eabeahalet
Perchanneluse-mask(PV/Reg) 24:18

 

2: SRC C Negate Araument Modifier 0:0
SRC CO Abs Argument Modifier 4:4

 
  Per channel Select 00: GPR

OL PY
10: PS

11, Constant Gf 11 has to be 11 far all
channels)

SPRBeain

omBRO BENi

3: Vectar Oncode 4:0
Scalar Opcode 40:5
Vector Clamp 4111
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20:17
Unused 23:21
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SQ. SPO pred override SO--8P0 4 0. Use per channel RGBA fleld (enables the per channel

| logic, # not set only pay attention to the 11 seting).
| | 1.Use GPR

SQ_SF' pred override ee 2SP | 4 To: Use per channel RGBAfield (enables the cer channel
| | logic, @ nol set only pay atiention fo the 11 seting).

|Use GPR
 

[de5Q_SP2_pred_override |SG238P2

  
    
 

      
 

Oo: Use per channel RGBAfield (enables the per channel

| logic, # not set only pay attention to the 117 seting).! i | tse GPR
SQ_5P3_pred_ override SQ--SP3 4 0: Use per channel RGBAfield (enables the per channel

| | | logic, F not set only pay attention to the 11 seting).
| 4: Use GPR

$Q_SPx_exp—alu_id SQ—-SPx 1 GPRALU ID
SQ_SPx_exporting SQ—SPx 1 Q: Not Exporting
eePPExporting oe : ee a

SQ_SPx_stall | 8Q >SPx it | Stall signal | : : ees :

23.2.13 SQ to SX: write mask interface (must be aligned with the SP data re ———
Name | Direction Bits | Description
SQ_S8X0 write mask $G--SP0 8 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all colar 
I clock. This is for the cata coming of SPO and SP2.

$Q_SX1__ write mask | $9-SP1] 8 Result of pixel kill in the shader pine, which must be
 

output for all pixel exports (depth and all color
| buffers), 4x4 because 16 pixels are computed per

    
 
 

 
 

 
 

 
 

 
 

 

  

| clock. ThisisforthedatacomingofSPiandSP3.

4 . . 7 — oe 4 Formatted: Bullets and Numbering
23-2:4323.2.14SP to $Q: Constant address load/ Predicate Set/Kiil set iee

Name Direction Bits | Description : See SEE
SP0_SQ_const_addr 'SP0—sa [36 | Constant addressload / predicate vector load (4 bits only)/

ee | Kill veetor load (4 bits only) to the sequencer
SPO0_SQ_valid _§P0—SQ 4 | Data valid
SP1_SQ_const_addr SP1—SQ 36 | Constant address load / predicate vectorload (4 bits only)/

_ Kill vector load (4 bits only) to the sequencer
SP1_SQ_valid | SP1--SO 14 _ Data valid | .
SP2_SQ_const_addr SP2—8Q 36 | Constant address load / predicate vector load (bits anly)/

| _ Kill vector load (4 bits only) to the sequencer
SP2_SQ_valid | SP2—80 i _ Data valid ; _
SP3_SQ_const_addr | SP3—8Q | 36 | Constant address load / predicate vector load (4 bits anlyy/
3P3_S50Q_valid SP3=SQ i |
SPO_SQ_data_type SP3S3Q 42 | Data Type

| 0: Constant Load

| | 1: Predicate Set

    
 | Fermatted 

  23-2-14423.2.15 S80 to SPx: constant broadcast ee
Name Direction Bits | Description Pee
SQ_SPx_const _SQ->SPx |128 | Constant broadcast ae

Formatted: Bullets and Numbering
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23.2.16 SQ te CP: RBBM bus 
 
 
 
       
 
 

 

 
 
 

 
 

 
 
 
 
   

Name | Direction | Bits | Description
SQ_RBB_rs SQ—>CP 1 | Read Strobe
SQ_RBB_ird | SQ—>CP | 32. Read Data
SQ_RBBM_ortrtr SQ—cP i | Optional
$8Q_RBBM_rtr | $Q>CP 14 _ Real-Time (Cotional)

23.2.17 CP to SQ: RBBM bus

Name | Direction [Bits | Description
Sobmowe CPSO WriteEnable
rbbm_a | CP.»SQ dress -- Upper Extent is TBD (16:2)
rbbm_wd | CP >SQ _ Data
rbbm_be _ Byte Enables

tbbm_re iReadEnable
rob_rsO 1 | Read Return Strobe 0
rbb_rst 1 | Read Return Strobe 1robb_rdO 32. | Read Data 0

rob_rd4 32 | Read Data 0
RBBM_SQ_soft_reset 1__Soft Reset   

23.2.18 SQ to CP: State report 
 
 
 

   
Name Direction Bits | Description
SQ_CP_vs_event |SQ—CP [4 | Vertex Shader Event :
SQ_CP_vs_eventid SQ—CP 42 | Vertex Shader Event ID |
SQ_CP_ps_event SQ—CP 4 | Pixel Shader Event
 

 
 5Q_CP_ps_eventid _42 | Pixel Shader Event iD.
 

 
 veriid =0.22“sEndOPtaie—(Le,VeEndOSiale)

ventid-«omteDone.{LeVeDone}

So,theCPuwillLaseume-the-Veiedone-with2-siate-wheneverit gete-a-pulse-ontheSQChve_event
and-the- SQ_CP.ve—_oventid=O,

23.3 Example of control flow program execution
We now provide some examples of execution to better illustrate the new design.

Given the program:

Alu 0
Aud
Tex 0
Tex 1
Alu 3 Serial
Alu 4
Tex 2
Alu5
Alu 6 Serial
Tex 3
Alu 7
Alloc Position 1 buffer
Alu 8 Export
Tex 4
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Alloc Parameter 3 buffers
Alu 9 Export 0
Tex 5
Alu 10 Serial Export 2
Alu 11 Export 1 End

Would be converted into the following CF instructions:

uO Alu O Vex 0 Vex 1 Alu O Alu O Tex 0 Aiu 1] Alu 0 Tex

 Alu O Alu4 r be I

And the execution of this program would look like this:

Put thread in Vertex RS:

Control FlowInstruction Pointer (12 bits), (CFP)
Execution Count Marker (3 or 4 bits), (ECM)
Loop lIterators (4x9 bits), (LD
Call return pointers (4x12 bits), (CRP)
Predicate Bits(4x64 bits), (PB)
Export ID (1 bit), (EXID)
GPR Base Ptr (8 bits), (GPR)
Export Base Ptr (7 bits), (EB)
Context Pir (3 bits) (CPTR)
LOD correction bits (16x6 bits) (LOD)
 

   
CFP r ECM Ll CRP PB [EXID | GPR EB [ CPTR LOD
Q no) Lo Lo 0 LO Lo 0 Lo oO 

Valid Thread (VALID)
Texture/ALU engine needed (TYPE)
Texture Reads are outstanding (PENDING)
Waiting on Texture Read to Complete (SERIAL)
Allocation Wait (2 bits) (ALLOC)

00 — No allocation needed
O1 — Position export allocation needed (ordered export)
10 — Parameteror pixel export needed (ordered export)
11 — pass thru (out of order export)

Allocation Size (4 bits) (SIZE)
Position Allocated (POS_ALLOC)
First thread of a new context (FIRST)
Last (1 bit), (LAST)

 

 
| Status Bits      

-VALID | TYPE PENDING | SERIAL |ALLOC[|SIZE|POS_ALLOC   
1 | ALU 0 [0 i) LO 0 { Q

 

 

Then the thread is picked up for the execution of the first control flow instruction:FRxerute © Alu O Alu O Tex O Tex 1 Ailu O Alu O Tex O Ala 7 Aiu 0 Tex

It executes the first two ALU instructions and goes back to the RS for a resource request change. Here is the
state returned to the RS:
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State Bits  
 
| CFP | ECM Fu LCRP [PB [EXID | GPR EB | CPTR LOD

i) [2 0 [0 Lo [0 io 0 [o 0  
 
  | Status Bits
  
 
 

|VALID. TYPE ‘PENDING | SERIAL |ALLOC | SIZE|POS_ALLOC FIRST LAST
1 TEX 0 10 [oO Lo Q 1 G    

Then when the texture pipe frees up, the arbiter picks up the thread ta issue the texture reads. The thread comes
backin this state:

  

 

 

 
State Bits    
 
 | ECM [ | . :

[4 [0 [0 0 [0 10 0 [9 0

 

    
 
Status Bits

VALID TYPE PENDING_|
4 ALU i i

 
 

SERIAL[|ALLOC [SIZE [POSALLOC FIRST|LAST
i 6 6. To 1 6

    

 
 

Because of the serial bit the arbiter must wait for the texture to return and clear the PENDINGbit before it can
pick the thread up. Lets say that the texture reads are complete, then the arbiter picks up the thread and returnsit in
this state:
 
 
   
 

 

               
 
 

Again the TP frees up, the arbiter picks up the thread and executes. It returns in this state:

State Bits
 
    

   

 
  
  

 
   

Now, even if the texture has not returned we can still pick up the thread for ALU execution because the serialbit
is not set. The thread will however come back to the RS for the second ALU instruction because it has the serial bit
set.
 
State Bits
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State Bits

CFP| ECM Li _[CRP|PBLEXID.=GPR EB|CPTR| LOD
0 16 LO 10 0 LO [6 0 LO 0

{StatusBits cscsinsists

VALID TYP PENDIN [SERIAL | ALLOC [SIZE | POS_ALLO FIRST | LAST :
1 | TEX 0 LO LO 0 10 i fo Io

CFP [ECM [LI [| CRP | PB [ EXID | GPR [EB CPTR LOD
a [7 10 10 ie oO io 0 Oo 0 |

Status Bits

-VALID| TYPE PENDING | SERIAL |ALLOC [SIZE|POS_ALLOCFIRST | LAST ce
1 ALU 1 fo Lo Oo 0 j Lo Je
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=xecute 0
x TyLU

ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE
24 September, 2001 4 September, 20159 52 of 53a Senta LEAF,

|VALID TYPE “PENDING |SERIAL | ALLOC SIZE|POS_ALLOC FIRST LAST |
1 ALU i 1 [0 0 0 1 a |

As soon as the TP clears the pending bit the thread is picked up and returns:

State Bits

| CFP ECM iL [CRP PB | EXID _GPR EB | CPTR | LOD |
Q 9 0 [0 OG Q ime) 0 a LO |

Status Bits |

|VALID TYPE PENDING| SERIAL__| ALLOC| SIZE _| POS_ALLOCFIRST|LAST |1 TEX 0 LO 10 0 0 1 0G |

Picked up by the TP and returns:

 
State Bits          

 | EXID _GPR    

   
 

  

 
       
 

  

Alloc Pas: the ALU and returns (lets say the TP has not returned yet):

1 0 0 6 0 Lo 0 [0

StatusBits

FVALID | TYPE PENDING[SERIAL | ALLOC| SIZE | POS_ALLOC FIRST LAST
1 _ALU 1 LO [0 LO Lo i CG

Picked up by
 
State Bits
  
 
   

    
 
            
 

 
 

 
 

|CFP | ECM ; [ [
2 i) Lo [o 0 [o 0 0 Lo Oo |

| Status Bits |

VALID | TYPE PENDING [SERIAL|ALLOC [SIZE|POSALLOC FIRST|LAST |
1 LALU i [o Ot i 0 i 0  

lf the SX has the place for the export, the SQ is going to alloca
the R&Sin this state:

Execu 

 
é and pick up the thread for execution. It returns to

 

_StateBits 
CFP _GPR EB [ECM
3 4

 [PB EXID
[0 LO Lo   

 
Status Bits 

VALID | TY PE PENDING SIZE POS_ALLOC FIRST LAST   
1 | TEX 1

| SERIAL | ALLOC  10 lO  4 1
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Now, since the TP has not returned yet, we must wait for it to return because we cannot issue multiple texture

requests. The TP returns, clears the PENDING bit and we proceed:

Alilec Param 3
 
  
 

       
 

 

   
 

  

 
    
 

 

 
 
 

    
   

    

 
  
 

    
 

 
     
 

[State Bits |
CFP ECM [LI CRP PB | EXID [GPR | EB CPTR | LOD4 0 0 Q 0 1 0 0 0 0

Status Bits

VALID[TYPE| PENDING [SERIAL [| ALLOC|SIZE | POS_ALLOC FIRST _ LAST _
1 ALU it LO | 10 [3 L4 1 ) ic

Once again the SQ makes sure the SX has enough room in the Pararneter cache before it can pick up this
thread.

Executeend 9 Alu O Tex 1 Alu @ Alu

State Bits

CFP ECM [LI [CRP [PB [EXID _| GPR [EB [CPTR | LOD
5 Oo 10 10 4 10 ' 100 [0 ro

Status Bits

VALID TYPE [PENDING | SERIAL | ALLOC|SIZE|POS_ALLOC | FIRST LAST .
1 TEX [4 Lo Lo 0 1 1 G jee

This executes on the TP and then returns:

State Bits

CFP ECM | LI CRP | PB | EXID | GPR [EB CPTR | LOD |
5 2 Lo Oo Lo 1 0 400 0 0 |

[ Status Bits
VALID TYPE PENDING | SERIAL |ALLOC|SIZE|POS_ALLOC FIRST LAST
1 ALU 1 l4 0 0 1 4 1

 
    

 
 

Waits for the TP to return becauseof the textures reads are pending (and SERIALin this case). Then executes
and does not return to the RS because the LASTbit is set. This is the end of this thread and before dropping it on the 
floor, the SQ notifies the SX of export completion.

24. Open issues
Need to do some testing on the size of the registerfile as well as on the registerfile allocation method (dynamic VS
static).

Saving power?
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Updated the OQpcodes. Added type field to the
constant/pred interface. Added Last field to the
SQ—SP instruction load interface.
SP interface updated to include  predication
optimizations. Added the predicate no. stall
instructions,
Documented the new parameter generation scheme
for XY coordinates points and lines STs.
Some interface changes and an architectural
changeto the auto-counter scheme.
Widened the event interface to 5 bits, Some other
littletypos

 

 

Exhibit 2034. doc400_Sequencerdoc 73368 Byes*** © AT] Confidential. Reference Copyright Notice on Cover Page © *==

AMD1044_0257665

ATI Ex. 2108

IPR2023-00922

Page 271 of 316



ATI Ex. 2108 
IPR2023-00922 

Page 272 of 316

 

  | ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE
| 24 September, 200% 4 September, 201544 GEN-CoO000¢-REVA 7 of 511 fs, _ catCi

1. Overview

The sequencer chooses two ALU threads and a fetch hread to execute, and executesall of the instructions in a block
before looking for a new clause of the same type. Two ALU threads are executed interleaved to hide the ALU latency.
The arbitrator will give priority to older threads. There are two separate reservation stations, one for pixel vectors and
one for vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, contro! flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRsit needs to execute. The sequencerwill not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram

[ Input Arbiter P||

— VIX RS PIX RS ¢—    
 

  Texture
   

Figure 2: Reservation stations and arbiters

Under this new scheme, the sequencer (GQ) will only use one global state management machine per vector type
(pixel, vertex) that we call the reservation station (RS).
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[1.2 Data Flow graph (SP)
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Figure 3: The shader Pipe
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The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip).

1.3 Control Graph

Ciause # + Rady  WrAddr | WrAddr|

cmp |

cst |i ||

Phase | Do ‘an |
emp CSTcstics; px & 8 © Wrvec |

RdAddr i Po WiScal Wwradar
oe

FETCH SP -—| OF

WraAddr

|

Figure 4: Sequencer Control interfaces

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the output file control interface.

2. Interpolated data bus
The interpolators contain an lJ buffer to pack the information as much as possible before writing it to the register file.
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packed in the IJ
buffer 4 quads at a time or two clocks. The sequencerallows at any given time as many as four quads to interpolate a
parameter. They all have to come from the sameprimitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

3. Instruction Store

There is going to be only oneinstruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

Theinstruction store is loaded by the CP thru the register mapped registers.

The VS_BASE and PS_BASE context registers are used to specify for each context where its shader is in the
instruction memory.

For the Real time commands the story is quite the same but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.

4. SequencerInstructions
All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV,PV, PS,PS)if they have nothing else to do.

5 Constant Stores

5.1 Memory organizations
A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum jogical size of the constant store for a given shaderis 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 320x96 bits (128 texture states for
regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn’t sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a changein the control flow constants. Its size is 320*32 because it must hold 8
copies of the 32 dwords of contro! flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.
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5.2 Management of the Control Flow Constants
The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
SQ decodes the address and writes to the block pointed by its current base pointer (CF_VVWR_BASE). On the read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the control flow block. This register is copied wheneverthere is a state change. Should the CP write to CF afler the
state change, the base register is updated with the (current pointer number +1 )% numberof states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

5.3 Managementof the re-mapping tables

5.3.1 R400 Constant management
The sequencer is responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver}, the sequencer will broadside copy the contents ofits re-mapping tables to a
newone. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
between the two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUSTbe at least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

 

5.3.2 Proposal for R400LE constant management
To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROLpacketof state + 1, the
sequencer would check for SQ_IDLE and PA_IDLE and if both are idle will erase the content of state to replace it with
the new state (this is depicted in Figure 8: De-allocation mechanismFigure-8:De-sllocation-mechanismFigure 8:De~
allocation mechanism). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
thefirst report.

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the newstate to
reuse these physical addressesif needed).
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Figure 8: De-allecation mechanism for RAQQLE

5.3.3 Dirty bits
Two sets of dirty bits will be mainiained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a newcontext is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If itis set and the contextdirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incaming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the samelogical address between context changes. NOTE: It is important to detect and preventthis, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked each time a physical block is needed, andif the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.
Storage of a free list big enough to store all physical block addresses.
Maintain three pointers for the free list that are reset to zero. Thefirst one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be ce-allocated. Nolte: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the freelist
like a ring.
The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the numberof address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_pir will be advanced.
The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_ptr does not equal the stop_pir and the IFC is at its maximum count.
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5.3.5 De-allocate Block

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. it is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advancethe write_ptr
pointer fo make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any numberof blocks in one clock.

Ou

53.3.6 Operation of Incremental mode!
The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the freelist set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the freelist
counter becauseits not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical addressis hit that hasits dirty bits set while in the same context, both dirty
bits would be set, so the newdata will be over-written to the last physical address assigned for this logical address.
When the first draw commandof the context is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (cight) will be incremented. This as
set states comein for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointerif read_ptr |= to stop_ptr .

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has not free list entries available (counter at max and stop_ptr == read_pir). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-mapping table is written to the correct re-mapoing table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the numberof blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. lt
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However,if the updates are large, less contexts will be stored and potentially performance will be degraded.
Although it will still perform as well as a ring could in this case.

5.4 Constant Store Indexing
In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer(S bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shaderpipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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between the time the sequenceris loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1.X.R2X // Loads the sequencerwith the content of R2.X, also copies the content of R2.X into R1.%
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don’t really care about what is in the brackets because we use the state from the MOVAinstruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencerin order to support this feature is 2*64*9 bits = 1152bits.

55 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers allocated for RT. it
works is the same way than when dealing with regular constant loads BUT in this case the CPis not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RTcontrol register. Similarly,
for the fetch state, the boundary betweenthe two zonesis defined by the TSTATE_EO_RTcontrol register.

5.6 Constant Waterfalling
In order to have a reasonable perforrnancein the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps & bits (one per render state) and sets the bits wheneverthe last render state is written to memory
and clears the bit whenevera state is freed.

CONST_EO_RT

RT SECTON
(ReadsMWrites are direct)

REGULAR SECTION
(Reads/Writes are passing

thru a remaping table}   
Figure 9: The Constant store
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| 6 Looping and Branches
Loops and branches are planned to be supported and will have to be dealt with at the sequencerlevel. VWWe plan on
supporting constant loops and branches using a contro! program.

6.1 The controlling state.
The R400 controling state consists of:

Boolean(256:0]
Loop_count{[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.

We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program
We'd like to be able to code up a program of the form:

4 Loop
2 Exec TexFetch
3 TexFetch
4: ALU
5: ALU
6: TexFetch
7 End Loop
8 ALU Export

But realize that 3: may be dependent on 2: and 4: is almost certainly dependent on 2: and 3:. Without clausing,
these dependencies need to be expressed in the Control Flow instructions. Additionally, without separate ‘texture
clauses’ and ’ALU clauses’ we need to know which instructions to dispatch to the Texture Unit and which to the ALU
unit. This information will be encapsulated in the flow control instructions.

Each control flow instruction will contain 2 bits of inforrnation for each (non-control flow) instruction:
a) ALU or Texture
b) Serialize Execution

(b) would force the thread to stop execution at this point (before the instruction is executed) and wait until all textures
have been fetched. Given the allocation of reserved bits, this would mean that the count of an ‘Exec’ instruction
would be limited to about 8 (non-controlflow) instructions. If more than this were needed, a second Exec (with the
same conditions) would be issued.

Another function that relies upon 'clauses' is allocation and order of execution. We need to assure that pixels and
vertices are exported in the correct order (evenif not all execution is ordered) and that space in the output buffers are
allocated in order. Additionally data can't be exported until space is allocated. A new control flowinstruction:

Alloc <buffer select -- position,parameter, pixel or vertex memory. And the size required>.

would be created to mark where such allocation needs to be done. To assure allocation is done in order, the actual
allocation for a given thread can not be performed unless the equivalent allocation for all previous threads is already
completed. The implementation would also assure that execution of instruction(s) following the serialization due to the
Alloc will occur in order -- at least until the next serialization or change from ALU to Texture. In most casesthis will
allow the exports to occur without any further synchronization. Only ‘final’ allocations or position allocations are
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guaranteed to be ordered. Because strict ord ering is required for pixels, parameters and positions, this implies only
a single alloc for these structures. Vertex exports to memory do not require ordering during allocation and so multiple
‘allocs’ may be dane.

6.2.1 Control flow instructions table
Hereis the revised control flow instruction set.

Note that whenevera field is marked as RESERVED,it is assumed that all the bits of the field are cleared (0}.
 
 NOP Jo
    

 

 
 
 

  
 
 

47... 44 | 43 ; 42 ...0
0000 | Addressing RESERVED

This is a regular NOP.

Execute

47... 44 | 43 | 40... 34 | 33... 16 15...12 11...0
0001 | Addressing RESERVED Instructions type + serialize @|Count Exec Address

| instructions)

ExecuteEnd
47... 44 | 43 [ 40... 34 —_ 33 ....16 _ 15...12 11....0

0010 = Addressing RESERVED | Instructions type + serialize @|Count Exec Address
| i instructions)

     
 

Execute up to 9 instructions at the specified address in the instruction memory. The Instruction type field tells the
sequencerthe type of the instruction (LSB) (1 = Texture, 0 = ALU and whether to serialize or not the execution (MSB)
(1 = Serialize, O = Non-Serialized). If Execute_End this is the last execution block of the shader program.
 

Conditional_Execute 
 

 

47... 44 | 43 42 41... 34 | 33...16 | 16...12 | 11...0
0011 | Addressing|Condition|Boolean Instructions type + serialize (9 Count Exec Address

ae es eea address instructions)|
 
 

Conditional_Execute_End    47... 44 | 43 42 41... 34 | 33...16 15...12 qi..0

0100 | Addressing|Condition|Boolean|Instructions type + serialize (9 Count Exec Address
i address instructions)  

 
 

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 9 instructions). If the condition is not met, we go on to the next control flow instruction. If
Conditional_Execute_End and the condition is met, this is the last execution block of the shader program.
 

ConditionalExecute_Predicates 
47... 44 | 43 42 41. 36 35... 34 33...16 15.12]11... 0 

0101 | Addressing|Condition RESERVED|Predicate | Instructions Count Exec Address
vector type + serialize

| (9 instructions) | 
 

Conditional_Execute_Predicates_End 

|47... 44 | 43 42 41.    "0110 Addressing| Condition |RESERVED| Predicate
36|35... 34 | 38.16

Instructions Count

vector | type + serialize
| (9 instructions) |

,15...42| 11...0     
 

Check the AND/OR ofail current predicate bits. If AND/OR matches the condition execute the specified numberof
instructions. We need to AND/ORthis with the kill mask in order not to consider the pixels that aren't valid. If the
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condition is not met, we go on to the next control flow instruction. If Conditional_Execute_Predicates_End and the
condition is met, this is the last execution block of the shader program.
 

Conditional_Execute_Predicates_No_Stall
 
 

   
47.44 43 42 41...36 | 35... 34 33...16 15...12 | 11....0

1101 Addressing Condition RESERVED|Predicate Instructions Count Exec Address
| vector | type + serialize| |

(9 instructions) i  

; Conditional_Execute_Predicates_No_Stall_End -
47... 44 43 42 41...36 | 35... 34 33...16 15...12 | 11... 0

1110 Addressing|Condition RESERVED | Predicate Instructions Count | Exec Address|

  
 

    vector type + serialize
|_@ instructions)

  
 

Same as Conditionnal_Execute_Predicates but the SQ is not going to wait for the predicate vector to be updated.
You can only set this in the compiler if you know that the predicate set is only a refinement of the current one (like a
nested if) because the optimization would still work.
 

: Loop_Start
47... 44 43 42... 21 20... 16 15...12 11... 0

o111 Addressing | RESERVED loop ID RESERVED Jump address

   
        

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop.
 
 
  

Loop_End
47... 44 43 | 42...24 | 23... 21 | 20... 16 | 18..120| 1... 0

1000 Addressing | RESERVED _—s Predicate break | loop ID | RESERVED | start address
 

Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop. If predicate break != 0, then compares predicate vector n
(specified by predicate break number). If all bits cleared then break the loop.

The waythis is described does not prevent nested loops, and the inclusion of the loop id makethis easy to do.
 

Conditionnal_Call
|47...44 43 ' 42 41.34 | 33.13 | 12 L 11...0

1001 Addressing | Condition Boolean address|RESERVED | Force Call Jump address

 
 

   

if the condition is met, jumps to the specified address and pushes the control flow program counter on the stack. If
force call is set the condition is ignored and the call is made always.
 

Return

47.44 43 42.0
1010 Addressing | RESERVED

   
Pops the topmost address from the stack and jumpsto that address. If nothing is on the stack, the program will just
continue to the next instruction.
 

Conditionnal_Jump
.47...44 43 | 42 [ 41... 34 33 | 32...13 12 11...0

1011 Addressing|Condition|Boolean|FVWVonly|RESERVED|Force Jump Jump address

 
     | address

If force jump is set the condition is ignored and the jump is made always. If FW only is set then only forward jumps
are allowed.
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Allocate

47... 44 | 43 42...41 40...3 2...0
1100 | Debug | Buffer Select RESERVED Size

 
 

Buffer Select takes a value of the following:
01 — position export (ordered export)
10 — parameter cache or pixel export (ordered export)
11 -— pass thru (out of order exports).

Size field is only used to reserve space in the export buffer for pass thru exports. Valid values are 17 (1 line) thru 9 @
lines). It should be determined by the compiler/assembler by taking max index used +1.

If debug is set this is a debug alloc (ignore if debug DB_ON registeris setto off).

6.3 Implementation

The envisioned implementation has a buffer that maintains the state of each thread. A thread lives ina given
location in the buffer during its entire life, but the buffer has FIFO qualities in that threads leave in the order that they
enter. Actually two buffers are maintained -- one for Vertices and one for Pixels. The intended implementation
would allowfor:

16 entries for vertices
48 entries for pixels.

From each buffer, arbitration logic attempts to select 1 thread for the texture unit and 1 (interleaved) thread for the
ALU unit. Once a thread is selected it is read out of the buffer, marked as invalid, and submitted to appropriate
execution unit. It is returned to the buffer (at the same place) with its status updated once all possible sequential
instructions have been executed. A switch from ALU to TEX or visa-versa or a Serialize_Execution modifier forces
the thread to be returned to the buffer.

Each entryin the buffer will be stored across two physical pieces of mernory - most bits will be stored in a 1 read port
device. Only bits needed for thread arbitration will be stored in a highly multi-ported structure. The bits kept in the 1
read port device will be termed ‘state’. The bits kept in the multi-read ported device will be termed ‘status’.

‘State Bits’ needed include:

Control FlowInstruction Pointer (13 bits),
Execution Count Marker 4 bits),
LoopIterators (4x9 bits),
Call return pointers (4x12 bits),
Predicate Bits (64 bits),
Export ID (1 bit),
Parameter Cache base Ptr(7bits),
GPR BasePtr (8 bits),

. Context Pir (3 bits).
10. LOD corrections (6x16 bits)
11. Valid bits (64 bits)
12. RT (1 bit) Signifies that this thread is a Real Time thread. This bit must be sent to the Constant store state

machine when reading it.

ODNDARUN>
Absentfrom this list are ‘Index’ pointers. These are costly enough that I'm presuming that they are instead stored in
the GPRs. Thefirst seven fields above (Control Flow Ptr, Execution Count, Loop Counts, call return ptrs, Predicate
bits, PC base ptr and export ID) are updated every time the thread is returned to the buffer based on how much
progress has been mode on thread execution. GPR Base Ptr, Context Ptr and LOD corrections are unchanged
throughout execution of the thread.
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‘Status Bits’ needed include:

® Valid Thread
e Texture/ALU engine needed

Texture Reads are outstanding
Waiting on Texture Read to Complete
Allocation Wait (2 bits)
00 — No allocation needed

01 — Position export allocation needed (ordered export)
10 — Parameter or pixel export needed (ordered export)
11 —- pass thru (out of order export)
Allocation Size (4 bits)

* Position Allocated

® First thread of a new context

® Event thread (NULL thread that needsto trickle down the pipe)
« Last (1 bit)
e Pulse SX (1 bit)

All of the above fields from all of the entries go into the arbitration circuitry. The arbitration circuitry will select a
winner for both the Texture Engine and forthe ALU engine. There are actually two sets of arbitration -- one for
pixels and one for vertices. A final selection is then done between the two. But the rest of this implementation
summary only considers the ‘first’ level selection whichis similar for both pixels and vertices.

Texture arbitration requires no allocation or ordering so it is purely based on selecting the ‘oldest’ thread that requires
the Texture Engine.

ALU arbitration is a little more complicated. First, only threads where either of Texture_Reads_outstanding or
Waiting_on_Texture_Read_toComplete are ‘0’ are considered. Then if Allocation_Wail is active, these threads are
further fitered based on whether space is available. If the allocation is position allocation, then the thread is only
considered if all ‘older threads have already done their position allocation (position allocated bits set). If the
allocation is parameterorpixel allocation, then the thread is only consideredif it is the oldest thread. Also a thread is
not considered if it is a parameter or pixel or position allocation, has its First_thread_of_a_new_context bit set and
would cause ALU interleaving with another thread performing the same parameter or pixel or position allocation.
Finally the ‘oldest’ of the threads that pass through the abovefilters is selected. Ifthe thread needed to allocate, then
ai this time the allocation is done, based on Allocation_Size. |f a thread has its “last” bit set, then it is also removed
from the buffer, never to return.

If | now redefine ‘clauses’ to mean ‘how many times the thread is removed from the thread buffer for the purpose of
exection by either the ALU or Texture engine’, then the minimum numberof clauses needed is 2 -- one to perform
the allocation for exports (execution automatically halts after an ‘Alloc’ instruction) (but doesn't performs the actual
allocation) and onefor the actual ALU/export instructions. As the ‘Alloc’ instruction could be part of a texture clause
(presumably the final instruction in such a clause), a thread could still execute in this minimal number of 2 clauses,
evenif it involved texture fetching.

The Texture_Reads_Outstanding bit must be updated by the sequencer, based on keeping track of how many
Texture Clauses have been executed by a given thread that have not yet had there data returned. Any number
above 0 results in this bit being set. We could consider forcing synchronization such that two texture clauses for a
given thread may not be outstanding at any time (that would be my preference for simplicity reasons and becauseit
would require only very little change in the texture pipe interface). This would allow the sequencerto set the bit on
execution of the texture clause, and allow the texture unit to return a pointer to the thread buffer on completion that
clears the bit.

6.4 Data dependant predicate instructions
Data dependant conditionals will be supported in the R400. The only way we plan to support those is by supporting
three vector/scalar predicate operations ofthe forrn:
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PRED_SETE_# - similarto SETE except that the result is ‘exported’ to the sequencer.
PRED_SETNE_# - similar to SETNE exceptthat the result is ‘exported’ to the sequencer.
PRED_SETGT_#- similar to SETGT except that the result is ‘exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE exceptthat the result is ‘exported’ to the sequencer

 

For the scalar operations only we will also support the two following instructions:
PRED_SETEO_#—SETEO
PRED_SETE1_#~—SETE1

The export is a single bit - 1 or O that is sent using the same data path as the MOVAinstruction. The sequencerwill
maintain 4 sets of 64 bit precicate vectors (in fact 8 sets because weinterleave two programs but only 4 will be
exposed) and useit to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. Thefirst bit is a conditional execute “on” bit and the secondbittells us if
we execute on 1 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whosepredicatebit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

{lssue: do we have to have a NOP between PRED and thefirst instruction that uses a predicate’?}

6.5 HW Detection of PV,PS
Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencerwill
insert NOPs wherever there is a dependant read/vrite.

The sequencerwill also have to insert NOPs between PRED_SET and MOVAinstructions and their uses.

6.6 Registerfile indexing
Because we can have loops in fetch clause, we need to be able to index into the register file in order to retrieve the
data created in a fetch clause loop and useit into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit7 Bit 6
0 0 ‘absolute register
0 1 ‘relative register’
4 0 ‘previous vector’
4 4 ‘previous scalar

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we add to it the loop_Index and this becomes our new address that we give to the shaderpipe.

The sequenceris going to keep a loop index computed as such:

Index = Loop_iterator*Loop_step + Loop_start.

 We loop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of
range value to the “indexing logic” so that it knows when the provided index Is out of range and thus can make the
necessary arrangemenis.
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| 6.7 Debugging the Shaders_
In order to be able to debug the pixel/vertex shaders efficiently, we provide 2 methods.

6.7.1 Method 1: Debugging registers
Current plans are to expose 2 debugging, or error notification, registers:
1. address register wherethefirst error occurred
2. count of the numberof errors

The sequencerwill detect the following groupsoferrors:
- count overflow
- constant indexing overflow
- register indexing overflow

Compiler recognizable errors:
- jump errors

relative jump address > size of the control flow program
- call stack

call with stack full
return with stack empty

A jumperror will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only breakif
the DB_PROB_BREAKregisteris set.

If indexing outside of the constant or the register range, causing an overflowerror, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}

6.7.2 Method 2: Exporting the vaiues in the GPRs
1) The sequencerwill have a debug active, count register and an address register for this mode.

Under the normal mode execution follows the normal course.

Under the debug mode it is assumed that the program is always exporting n debug vectors and that all other exports
to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by the sequencer(evenif they occur
before the address stated by the ADDR debug register).

7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group ofpixels/vertices. Its purpose is to optimize the texture feich
requests and allowthe shader pipeto kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
MASK_SETGTE

8. Multipass vertex shaders (HOS)
Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.
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9 Register file allocation
 

The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and
PIXEL_REG_SIZEforpixels.
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Aboveis an exampie of how the algorithm works. Vertices comein from top to bottom: pixels comein from bottom to
top. Vertices are in orange and pixels in green. The blueline is the tail of the vertices and the greenline is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index O and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the n potentially pending fetch clauses to be executed. The choice is made
by looking at the Vs and Ps reservation stations and picking the first one ready to execute. Once chosen, the clause
state machine will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch
instructions of the clause are sent. This means that there cannot be any dependencies between twofetches of the
same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handle up to X(?} in flight fetches and thus there can be a fair number of active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
n potentially pending ALU clauses to be executed. The choice is made by looking at the Vs and Ps reservation
stations and picking the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for
the odd clocks. For example, here is the sequencing of two interleaved ALU clauses (E and O stands for Even and
Odd sets of 4 clocks):

Einst0 OinstO Einst1 Oinst1 Einst2 Oinst2 Einst0 Oinst3 Einsti Oinst4 Einst2 Oinst0...
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Proceeding this way hices the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across

clause boundaries.

12. Handling Stalls
Whenthe outputfile is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the outputfile. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering an exporting clause. The
sequencer will set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFOs

The reservation FIFOs contain the state of the vector of pixels and vertices. Wwe have twe sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, somebits
for LOD correction and coverage maskinformation in order to fetch fetch for only valid pixels, the quad address.

14. The Output File
The outputfile is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x 128 (and there are 16 of those on the whole chip).

 

15. |J Format

The IJ information sent by the PA is of this format on a per quad basis:

We have a vectorof IJ’s (one IJ per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). All pixel’s parameters are alwaysinterpolated at full 20x24 mantissa precision.

 

PO =A+I1(0)*(B- A) + J(0)*(C - A)

Pl=A+I()*(B-A)+J30)*(C - A) eo 24
P2=A+I1(2)*(B-A)+J(2)*(C - A)

P3= 4 4+1(3)*(B -A)4J(3)*(C — A)
P2 P3   

Multiplies (Full Precision): 8
Subtracts 19x24 (Parameters): 2
Adds: 8

FORMAT OF P's I: Mantissa 20 Exp 4 for! + Sign
Mantissa 20 Exp 4 for J + Sign

Total numberof bits : 20°8 + 4*8 + 4*2 = 200.

All numbers are kept using the un-normalized floating point convention: if exponent is different than 0 the numberis
normalized if not, then the numberis un-normalized. The maximum rangefor the l/s (Full precision) is +/- 1024.

15.1 Interpolation of constant attributes
Becauseofthe floating point imprecision, we need to take special provisionsif all the interpolated terms are the same
or if two of the terms are the same.
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16. Staging Registers
In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER bythe
VGTforit to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789 1011 12 13 1415 || 1617 18 19 20 21 22 23 24 25 26 27 28 29 30 31 || 32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47 || 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

The sequencerwill re-arrange them in this fashion:

012316 17 18 19 32 33 34 35 48 49 50 51 || 456 7 20 21 22 23 36 37 38 39 52 53 54 55 || 891011 24 25 26 27
40 41 42 43 56 57 58 59 || 12 13 14 15 28 29 30 31 44 45 46 47 6D 61 62 63

The || markers show the SP divisions. in the event a shader pipe is broken, the SQ /|s responsible to insert padding to
account for the missing pipe. For example, if SP1 is broken, vertices 4 5 6 7 20 21 22 23 36 37 38 39 52 53 54 55 will
not be sent by the VGT to the SQ AND the SQis responsible to “jump” over these vertices in order for no valid
vertices to be sent to an invalid SP.

The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure1tFigure171Figure 11. The area of the fixed-to-float converters and the VSISRs for this method is roughly
estimated as 0.759sqmm using the R300 process. The gate count estimate is shown in Figure 10Figure 1OFigure-10.       

Basis for 8-deep Latch Memory (from R300)

8x24-bit 11631 2 60.57813 1perbit

Area of 96x8-deep Latch Memory 46524
Area of 24-bit Fix-to-float Converter 4712.7 per converter

Method 1 Block Quantity Area
F2F 3 14136
8x96 Latch 16 744384 

Figure 10:Area Estimate for VGT te Shader Interface
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VGT BLOCK
(IN PA)

 

 

 
 

 
 

SHADER
SEQUENCER

VECTOR ENGINE  
  

 
  
 

Figure 11:VGT te Shader Interface

17. The parameter cache
The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (1R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBs are the memory numberand the 7 LSBs are the address within this memory. 

| MEMORY NUMBER4 bits ADDRESS ]7 bits 

The PA generates the parameter cache addresses as the pasitions come from the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
numberfield wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT(a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shaderis exporting 8
parameters per vertex (VS_EXPORT_COUNT= 8). The first position received is going to have the PC address
Q0000000000 the second one 00010000000, third ene CO100000000 and se on up to 11110000000. Then the next
position received (the 47") is going to have the address 00000001000, the 18" 00010001000,the 19" 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful aboutis that if the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add 2*VS_EXPORT_COUNTto
Current_Location and reset the memory count to 0 before the next vector begins).
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| 17.1 Export restrictions

L7.1.1 Pixel exports:
Pixels can export 1,2,3 or 4 color buffers to the SX( +z). The exports will be done in order. The PRED_OPTIMIZE
function has to be turned ofif the exports are done using interleaved precicated instructions. The exports will always
be ordered to the SX.

17.1.2 Vertex exports:
Position ar parameter caches can be exported in any order in the shader program. It is always better to export
posistion as soon as possible. Position has to be exported in a single export block (no texture instructions can be
placed between the exports). Parameter cache exports can be done in any orderwith texture instructions interleaved.
The PREDOPTIMIZE function has to be turned ofif the exports are done using interleaved predicated instructions to
the Parameter cache (see Arbitration restrictions for details). The exports will always be allocated in order to the SX.

17.1.3 Pass thru exports:
Pass thru exports have to be done in groups of the form:

\

(ADDR) ALU(SATA) ALU (DATA) ALU(DATA)... 
They cannot have texture instructions interleaved in the export block. These exports are not guaranteed to be
ordered.

Also, when doing a pass thru export, Position MUST be exported AFTER all pass thru exports. This position export is
used to synchronize the chip when doing a transition from pass thru shader to regular shader and vice versa.

17.2 Aroitration restrictions

Here are the Sequencerarbitration restrictions:

1) Cannot execute a serialized thread if the corresponding texture pending bit is set
2) Cannotallocate position if any older thread has not allocated position
3) If last thread is marked as not valid AND marked as last and we are about to execute the second to oldest

thread also marked last then:
a. Both threads must be from the same context (cannot allowafirst thread)
b. Must turn off the predicate optimization for the second thread

4) Cannot execute a texture clause if texture reads are pending
5) Cannot execute last if texture pending (even if not serial)

18. Export Types
The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Hereis a list of all possible export modes:

18.1 Vertex Shading
0:15 -16 parameter cache
16:31 - Empty (Reserved?)
32 - Export Address
33:44-37_- 9.5vertex exports to the frame buffer and index
4238:47 - Empty
48:5525 - 85 debug export (interpret as normal vertexmemeryexport)
60 - export addressing mode
61 - Empty
62 - position
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63 - sprite size export thal goes with position export
(X= point size, Y= edge flag is bit 0, Z= VixKillis bitwise OR of bits 30:0. Any bit other than

sign means VtxKill.)

18.2 Pixel Shading
QO - Color for buffer 0 (primary)
1 - Color for buffer 7
2 ~ Color for buffer 2
3 - Color for buffer 3
4:15 -Empty
16 - Buffer 0 Color/Fog (primary)
17 - Buffer 1 Color/Fog
18 - Buffer 2 Color/Fog
19 - Buffer 3 Color/Fog
20:31 - Empty
32 - Export Address
33:4437 - &5exporis for multipass pixel shaders.
4A236:47 - Empty
48.5925 - 83 debug exports (interpret as normal pixel memory export)
60 - export addressing mode
61 -Z for primary buffer (Z exported to ‘alpha’ component)
62:63 - Empty

19. Special Interpolation modes

19.1 Real time commands

We are unable fo use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type 0 packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
otheris rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important (true only if we map Microsoft's high priority stream to the realtime
stream), then the PA/sequencer need to support a reallime-specific mode where we need to address 32 vectors of
parameters instead of 16. This modeis triggered by the primitive type: REAL TIME. The actual memories are in the in
the SX blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

19.2 Sprites/ XY screen coordinates/ FB information
XY screen coordinates may be needed in the shader program. This functionality is controlled by the param_gen_!0
register (in SQ) in conjunction with the SND_XY register (in SC) and the param_gen_pos. Alsoit is possible to send
the faceness information (for OGL front/back special operations) to the shader using the same control register. Here
is a list of all the modes and how theyinteract together:

The Data is going to be written in the register specified by the param_gen_posregister.

Param_Gen_!0 disable, snd_xy disable = No modification
Param_Gen_10 disable, snd_xy enable = No modification
Param_Gen_|0 enable, snd_xy disable = Sign(faceness)garbage, (Sign Point)garbage, Sign(Line)s, t
Param_Gen_I0 enable, snd_xy enable = Sign(faceness)screenX(Sign Point)screeny ,Sign(Line}s, t

In other words,
The generated vector is % in RED, Y in GREEN, S in BLUE and T in ALPHA):
X%Y,8,T
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These values are always supposed to be positive and any shader use of them should use the ABS function
(as their sign bits will now be used forflags).
SignX = BackFacing
Sign¥ = Point Primitive
SignS = Line Primitive
SignT = currently unused as a flag.

lf [Point & !Line, then it is a Poly.

| would assume that one implementation which allows for generic texture lookup (using 3D maps) for poly
stipple and AA for the driver would be
if(Y<O) {

R = 0.0 (Point)
Jelse if S <0) {

R= 1.0 (Line)
yelse {

R = 2.0 (Poly)
}

19.3 Auto generated counters
In the cases we are dealing with multipass shaders, the sequencer is going to generate a vector count to be able to
both use this count to write the 1° pass data to memory and then use the countto retrieve the data on the 26 pass.
The count is always generated in the same way but it is passed to the shader in a slightly different way depending on
the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEX_PIX/VTX register. The sequencer
is going to keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is
written to the GPRs the counter is incremented. Every time a RST_PIX_COUNT or RST_VTX_COUNTevents are
received, the corresponding counter is reset. While there is only one court broadcast to the GPRs, the LSB are
hardwired to specific values making the index different for all elements in the vector. Since the count must be different
for all pixels/vertices and the 4 LSBs (16 positions) are hardwired to the corresponding shader unit the SQ has two
choices:

1) Maintain a 19 bit counter that counts the vectors of 64. In this case the phase must be appended to the count
before the count is broadcast to the SPs:
 

Counter (19 bits) | Phase (2 bits) Hardwired (4 bits)

2) Maintain a 21 bits counter that counts sub-vectors of 16. In this case only the counteris sent to the Sps:
 

Counter (21 bits) | HarvdiredtHardwired (4 bits) I 
 

19.3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEX_VTXis set, the data will be put into the x field of the third register (it
means that the compiler must allocate 3 GPRsin all multipass vertex shader modes).

19.3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEX_PIX is set, the data will be put in the x field of the param_gen_post+1
register.
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COUNT STGI | || |

_y- _————

AUTO COUNT | ooooco |

The Auto Count Value is
broadcast to all GPRs.It is

loaded into a register wich has
its LSBs hardwired to the

GPR number(0 thru 63). Then
if GEN_INDEXis high, the
mux selects the auto-count

value and itis loaded inte the
GPRsto be either used to

retrieve data using the TP orsent to the SX for the RB ta
use it to write the data to

memory

 
Figure 12: GPR input mux Control

20. State management
Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

20.1 Parameter cache synchronization
In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencerwill keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to O and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vectorof pixels with the SC_SQ_new_vector bit asserted, the sequencerwill first check if
the count is greater than 0 before accepting the transmission(it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group of pixels to the interpolators. Every time the state changes, the newstate counter is initialized to 0.

21. X¥ Address imporis
The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the [Js (to the IJ
buffer) with XY writes (fo the XY buffer). Then when writing the data to the GPRs, the sequenceris going to
interpolate the J data or pass the XY data thru a Fix—-float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 19.2 for details on how to control the interpolation in this mode.

21.1 Vertex indexes imports
In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded oneline at a time by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.

22. Registers
Please see the auto-generated web pagesfor register definitions.
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23.1 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPxit means that SQ is going to broadcast the sameinformation to all SP instances.

23.2 SC to SP interfaces

23.2.1 SC_SP#
There is one of these interfaces at front of each of the SP (buffer to stage pixel interpolators). This interface transmits
the I,J data for pixel interpolation. For the entire system, two quads per clock are transferred to the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.
The actual data which is transferred per quad is

Ref Pix | => $4.20 Floating Point | value *4
Ref Pix J => $4.20 Floating Point J value *4

This equates to a total of 200 bits which transferred over 2 clocks
and therefor needs an interface 100 bits wide

Additionally, X,Y data (12-bit unsigned fixed) is conditionally sent across this data bus over the same wires in an
additional clock. The X,Y data is sent on the lower 24 bits of the data bus with faceness in the msb.
Transfers across these interfaces are synchronized with the SC_SQ [J Control Bus transfers.

The data transfer across each of these bussesis controlled by a IJ_BUF_INUSE_COUNTin the SC. Each time the
SC has sent a pixel vector’s worth of data to the SPs, he will increment the IJ_BUF_INUSE_COUNTcount. Prior to
sending the next pixel vectors data, he will check to make sure the count is less than MAX_BUFER_MINUS_2,if not
the SC will stall until the SQ returns a pipelined pulse to decrement the count when he has scheduled a bufferfree.
Note: Ve could/may optimize for the case of only sending only IJ to use all the buffers to pre-load more. Currently
it is planned for the SP to hold 2 double buffers of I,J data and two buffers of X,Y data, so if either X,Y or Centers and
Centroids are on, then the SC can send two Buffers.

In at least the initial version, the SC shall send 16 quads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (Ve may revisit this for both the SX,SP,SQ and add a
EndOfvVector signal on all interfaces to quit early. Wve opted for the simple modefirst with a belief that only the end of
packet and multiple new vector signals should cause a partial vector and that this would not really be significant
performance hit.)

 

Name ‘Bits Description
 

Type 0 or 1, First clock I, second clk J
Field ULC URC LLC LRC
Bits [63:39] [88:26] (25:13) (12:9)
Format SE4M20  SE4NM20 SE4M20 SE4M20

SC_SP#_data 100|lJ information sent over 2 clocks (or X,Y in 24 LSBs with faceness in upper bil) =

|
  
 
  Type 2

Field Face x Y
Bits [24] [23:12] [11:0]

| Format Bit Unsigned Unsigned

SC_SP#_valid 4 Valid oo] S
SC_SP#_last_quad_data 1 This bit will be set on the last transfer of data per quad. |
SC_SP#_type 2 0 -> Indicates centroids

 
1 -> Indicates centers

 
i The SC shall lock at state data to determine how many types to send fer the | 
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  interpolation process.

The # is included for clarity in the spec and will be replaced with a prefix of u#_ in the verilog module staternent for
the SC and the SP block will have neither because the instantiation will insert the prefix.

23.2.2 SC_SQ
This is the control information sent to the sequencer in order to synchronize and control the interpolation and/or
loading data into the GPRs needed to execute a shader program on the sent pixels. This data will be sent over two
clocks per transfer with 1 to 16 transfers. Therefore the bus (approx 108 bits) could be folded in half to approx 54
bits.
  

state_id. Instruct SQ to post an
event vector to send state id and
event_id through requestfifo
and onto the reservation stations
making sure state id and/or event_id
gets back to the CP. Events only
follow end of packets so no pixel
vectors will be in progress.

Empty Quad Mask — Transfer Control data
consisting of pc_dealloc
or new_vector. Receipt ofthis is to
transfer pc_dealloc or new_vector
without any valid quad data. New
vector will always be posted to
requestfifo and pc_dealloc will be
attached to any pixel vector
outstanding or posted in requestfifo
if no valid quad outstanding.

2 clk transfers
Quad Data Valid - Sending quad data with or

without new_vector or pc_dealloc.
New vector will be posted to request
fifo with or without a pixel vector and
pc_dealloc will be posted with a pixel
vector unless noneis in progress. In
this case the pc_dealloc will be
posted in the request queue.
Filler quads will be transferred with
The Quad mask set but the pixel
corresponding pixel mask set to
zero.

   
 

8C_8Q_valid La SC sending valid daia, 2" clk could be all zeroes |

SC_SQ_data - first clock and second clock transfers are shown in the table below.
      

 
Name   
   

 
  

BitField | Bits | Description

1* Clock Transfer

8C_SQ_event

      

This transfer is a 1 clock event vector Force quad_mask =
newvector=poeablocOpusThis field identifies the event 0 => denotes an End Of State Event 1

  

 
(SC_SQeventid
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SC_SQ_state_id [8:65] 13 State/constant pointer (6*3+3)
SC_SQ_pc_deailoc Sis | 3 Deallocation token for the Parameter Cache

EI
8C_S3Q_new_vector 4442 i The SQ must wail for Vertex shader done count > 0 and after

I dispatching the Pixel Vector the $Q will decrement the count.
SC_SQ_quad_mask [4616:4|4 Quad Write maskleft to right SPO => SP3

213)
8C_S8Qend_of_prim 41617 i End Of the primitive
8C_SQ_pix_mask ($232:4|16 Valid bits for all pixels SPO=>SP3 (UL,UR,LL.LR)

#18)
8C_SQ_provok_vik (S433:3|2 Provoking vertex for flat shading

334] !
SC_SQ_lod_correct_0 [43443|9 LOD correction for quad 0 (SPO) (9 bits per quad)

536]
SC_SQ_lod_correct_1 [5283:4|9 LOD correction for quad 1 (SP1) (9 bits per quad)

445)

2nd Clock Transfer

|SC_SQ_lod_correct_2 [8:0] 9 LODcorrection for quad 2 (SP2) (9 bits per quad)
SC_SQ_lod_correct_3 [17:9] 9 _ LOD correction for quad 3 (SP3) (9 bits per quad)
SC_SQ_pe_ptrO [28:18]|11 | Parameter Cache pointer for vertex 0
8C_S8Q_pe_ptrt [89:29]|11 Parameter Cache pointer for vertex 1
5C_SQ_pce_ptr2 [50:40] | 11 Parameter Cache pointer for vertex 2 

8C_SQ_prim_type (53:51)|3 Stippied line and Real time command need to load tex cords from
alternate buffer
000: Sprite (point)
001: Line
010: Tri_rect
100: Realtirne Sprite (point)
101: Realtime Line
110: Realtime Tri_rect

 
 
 
 
 

  
Name Bits Description

|SQ_SC_free_bulf 1 Pipelined bit that instructs SC to decrement count of buffers in use.
8Q_8C_dec_cnir_cnt 4 Pipelined bit that instructs SC to decrement count of new vector and/or event

  
sentto preventSCfrom overflowing SQ interpolator/Reservation requestfifo.
 

The scan converter will submit a partial vector whenever:
1.) He gets a primitive marked with an end of packet signal.
2.) A current pixel vector is being assernbled with at least one or more valid quads and the vector has been

marked for deallocate when a primitive marked new_vector arrives. The Scan Converter will submit a partial
vector (up to 16quads with zero pixel mask to fill out the vector) prior to submitting the new_vector
marker\primitive.

(This will prevent a hang which can be demonstrated when all primitives in a packet three vectors are culled
except for a one quad primitive that gets marked pc_dealloc (vertices maximum size). In this case two
new_vectors are submitted and processed, but then one valid quad with the pc_cealloc creates a vector and then
the new would wait for another vertex vector to be processed, but the one being waited for could never export
until the pc_dealloc signal madeit through and thus the hang.)
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Name | Direction _ Description
SQ_SPx_interp_flat_vtx | SQ >SPx | Provoking vertex for flat shading
SQ_SPx_interp_flat_gouraud | SQ—SPx | Flat or gouraud shading
|SQ_SPx_interp_cyl_wrap SQ>S5Px __Wiehchannelneedstobe cylindricalwrapped
SQ_SPx_interp_param_gen | S$Q-SPx Generate Parameter __
SQ_SPx_interp_prim_type SQ >SPx | Bits [1:0] of primitive type sent by SC
5Q_SPx_interp_buff_swap SO->-SPx _ Swapp LJ buffers

SQ_SPx_interp_|J_line SQ>SPx LMolinenumber
8Q_5Px_interp_mode | $Q-»SPx _Certer/Centroid sampling
SQ_SXx_pe_ptro SQ >SxXx | Parameter Cache Pointer cS
SQ_SXx_pe_ptrt | $O >SxXx | Parameter Cache Pointer a :
SQ_SXx_pe_ptr2 1 SQ-9SAK Parameter Cache Pointer _ - :
SQ_SXx_rt_sel $Q—SXx _ Selects between RT and Normal data (Bit 2 of prim type)
SQ_SX0_pe_wr_en | $Q->5X0 | Write enable for the PC memories
$Q_SX1_pe_wr_en SQ—Sx1 | Write enable for the PC memories
SQ_SXx_pe_wr_addr |SQ->8Xx _ Write address for the PCs

SQ_SX_pe_channel_mask |SQ>SXx_ | Channelmask
SQ_SXx_pe_ptrvalid SQ>SXx __ Read pointers are valid.
SQ_SPx_interp_valid | SQ >SPx Interpolation control valid
  

23.2.4 SQ to SP: Staging Register Data
This is a broadcast bus that sends the VSISR information to the staging registers of the shaderpipes. 

 
 
 
  
    
        
 

(Name Direction Bits i escription ee
SO_SPx vsr_ data |9Q-35Px |96 | Pointers of indexes or HOS surface information
SQ SPx_vsr double SQ—SPx i | 0: Normal 96 bits per vert 1: double 192 bits per vert
SQ_SPO_vsrvalid= [SQ>SPO [1 [Dataisvalid eee
SQ_SP1_vser_ valid _SQ >SP1 1 _ Data is valid
$Q_SP2_vsr_valid $Q—SP2 1 | Data is valid
|SQ_SPS_var_valid||SQ--SPS 1Dataisvalid|

SQ_SPx_vsr_read _S$Q-4SPx [1 _| Increment the read pointers

23.2.5 VGT to SQ : Vertex interface
 

23.2.5.1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore,the POR for this interface is that the VGT will transmit the data to the
VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format. The VGT can transmit up to six 32-bit
floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 9G |
bits wide. in the case where an eventis sent ihe S LSBs of VGT_ SQ vsisr data contain the eventID. |e

          

 
          
 
   
 

 
 

            

     
|Name Bits|Description

VGT_SQvsisr_data 96 Pointers of indexes or HOS surface information
VGT_SQ_event 1 VGTis sending an event
VGT_SQ_vsisr_continued p41. 0: Normal 96bits per vert 1: double 192 bits per vert
VGT_SQ_end_of_vtx_vect 1 Indicates the last VSISR data set for the current process vector (for double vector

| data, "end_of_vector"is set on the first vector)
VGT_5Q_indx_valicd 1 Vsisr data is valid
VGT_SQ_state 3 Render State (6°3+3 for constants). This signal is guaranteed to be correct when

L_ 'VGT_SQ_vgt_end_of_vector"is high.
VGT_SQ_send 1 Data on the VGT_SQis valid receive (see write-up for standard R400 SEND/RTR

interface handshaking)
SQ_VGT_rir 4 Ready to receive (see write-up for standard R400 SEND/RTR interface

handshaking) 

23.2.5.2 Interface Diagrams
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| 23.2.6 SQ to SX: Control bus
 

Name | Direction |Bits Description ;
SQ_SXx_exp_type SQ—-SXx 3 | 00: Pixel without z (1 to 4 buffers)

| O14: Pixel with z (1 to 4 buffers)
| 10: Position (1 or 2 results)
| 14: Pass thru (4.8 or 12 results aligned)

 

 

 
 
  
 

SQ_SXx_exp_number SQ—SXx 2 | Number of locations needed in the export buffer
L (encoding depends on the type see bellow).

SQ_SXx_exp_alu_id | SQ-»SXx [4 _ALU ID
8Q_SXx_exp_valid |SQ—SXx L4 | Valid bit
SO_SxXx_exp_state SQ8Xx 3 _ State Context

SQ_SXx_free_done SQ—SXx 1 | Pulse that indicates that the previous export is finished
i from the point of view of the SP. This does not
i necessarily mean that the data has been
transferred to RB or PA, or that the space in export
buffer for that particular vector thread has been

_ freed up.
8Q_S*x_free_alu_id | SQ >SXx 11 | ALU ID

  
 

  
 

Depending on the type the numberof export location changes:
e Type 00: Pixels without Z

co O0= 14 buffer
o 6O1= 2 buffers
o 10=3 buffers
o 11=4 buffer

e Type 01: Pixels with Z
o 00= 2 Buffers (color + Z)
o O1=3 buffers (2 color + Z)
o 10=4 buffers (3 color + Z)
o 11=5 buffers (4 color + Z)

* Type 10: Position export
o 00=1position
o 01=2 positions
o 1X = Undefined

® Type 11: Pass Thru
o 00= 4 buffers
o O01 8 buffers
o 10= 12 buffers
o 11= Undefined

Below the thick black line is the end of transfer packet that tells the SX that a given export is finished. The report
packet will always arrive either before or at the sametime than the next export to the same ALUid.

23.2.7 SX to SQ: Outputfile controlT . :
Name | Direction
SxXx_SQ_exp_count_rdy SXx8Q

 
 Bits | Description

4 | Raised by SX0 toindicate that the following two fields
| reflect the result of the most recent export

SXx_SQ_exp_pos_avail SXx SQ 2 Specifies whetherthere is room for anotherposition.
| 00: O buffers ready

| | O41: 1 buffer ready
L _ L | 10: 2 or more buffers ready ;

SxXx_SQ_exp_buf_avail SXx—S8Q 7 | Specifies the space available in the output buffers.|

 

   
| O: buffers are full
| 1: 2K-bits available (32-bits for each of the 64
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ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

24 September, 2001 4 September, 201544 GEN-CXXXXX-REVA 43 of 51  
| pixels in a clause)

|_| 64: 128K-bits available (16 128-bit entries for each of
| | 64 pixels)
|_| 65-127: RESERVED  

23.2.8 SQio TP: Control bus

Once every clock, the fetch unit sends to the sequencer on which R&line it is now working and if the data in the
GPRsis ready or not. This way the sequencer can update the fetch valid bits flags for the reservation station. The
sequenceralso provides the instruction and constants for the fetch to execute and the address in the register file
where to write the fetch return data.
 

its Description 
 

 
 
   
  
   
  
  
 
    
    
 
   
  
 
 
    
 

 
 

   
_ Name ___ Direction B

TPx_SQ_data_rdy | TPx—> SQ 1 Data ready
TPx_SQ_rs_line_num TPx— SQ 8 | Line number in the Reservationstation

TPx_SQ_type | TPx-> SQ 4 _ Type of data sent (O:PIXEL, 1:VERTEX)
8Q_TPx_send 8QTPx 4 | Sending valid data
$Q_TPx_const | SQ—>TPx 148 | Fetch state sent over 4 clocks (192 bits total)
SQ_TPx_instr SQ—>TPx 24 _| Fetchinstruction sent over 4 clocks

SQ_TPx_end_of_group | SQ->TPx i4 _ Last instruction of the group ;
SQ_TPx_Type 4 _ Type of data sent (O:PIXEL, 1:VERTEX)
SQ_TPx_gpr_phase .2 | Write phase signal |
$Q_TPO_lod_correct 6 _ LOD correct 3 bits per comp 2 components per quad
SQ_TPO_pix_mask | 4 | Pixel mask 4 bit per pixel a
80Q_TP1_lod_correct .6 | LOD correct 3 bits per comp 2 components per quad
SQ_TPt_pix_mask 4 | Pixel mask 1 bit per pixel
SQ_TP2_lod_correct 6 | LOD correct 3 bits per comp 2 components per quad
SQ_TP2_pix_mask 4 | Pixel mask 1 bit per pixel
SQ_TP3_Jod_correct | SQ-TP3 16 _ LOD correct 3 bits per comp 2 components per quad
SQ_TP3_pix mask SQ>TP3 4 _ Pixel mask 1 bit perpixel
SQ_TPx_rs_line_num | SQ>TPx i8 | Line number in the Reservation station _
$Q_TPx_write_gpr_index 8Q->TPx [7 l Index into Register file for write of returned Fetch Data :
SQ_TPx_clx_ id | SQTPx 3 [The state context 1D (needed for multisarnple resolves)||
  

23.2.9 TP to SQ: Texture stall
The TP sends this signal to the SQ and the SPs whenits input buffer is full.

TP_SP_fetch_Stali

Pwr addrS@Q_SP_wr_ad | |

|
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ORIGINATE DATE EDIT DATE R400 SequencerSpecification PAGE
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Name | Direction | Bits | Description
TP_SQ_fetch_stall | TP SQ 4 | Do not send more texture requestif asserted
   

23.2.10 SQ to SP: Texture stall 
Name
SQ_SPx_fetch_stall

 
 | Direction Bits |

SQ SPx ra

23.2.11 SQ to SP: GPR and auto counter

Description |Do not send more texture request if asserted

 
 

  
 
 
  
   
 
  

  
 

 

   
Name _ | Direction_ Bits |Description 00
SQ_SPx_gpr_wr_addr | $Q.oSPx 7 Write aderess
SQ_SPxgprrd addr SQ—SPx 7 Read address
$Q_SPx_gpr_rd_en $Q->SPx 4 Read Enable
SQ_SP0_gpr_wr_en SQ >SPx 4 Write Enable for the GPRs of SPO
SQ_SP1_gpr_wr_en | SQ-SPK 4 Write Enable for the GPRs of SP1
SQ_SP2_gpr_wr_en _ SQSPx 4 _ Write Enable for the GPRs of SP2
SQ_SP3_gpr_wr_en SQ—SPx 4 Write Enable for the GPRs of SP3
SQ_SPx_gpr_phase SQ—SPx 2 The phase mux (arbitrates between inputs, ALU SRC

| | ee _| teads and writes)
S@Q_SPx_channel_mask | SQ—>SPx 4 _ The channel mask
8Q_SPx_gpr_input_sel SQ—SPx 2 When the phase mux selects the inputs this tells frorn

| which source to read from: Interpolated data, VTXO,
| _VTX1, autogen counter.

SQ_SPx_auto_count SQ—-SPx 21 Auto count generated by the SQ, commonforall shader
| pipes
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23.2.12 SQ to SPx: Instructions

Name Direction Bits|Description
5Q_SPx_instr_start |SQ >SPx i Instruction start
$Q_SP_instr $Q >SPx 24 Transferred over 4 cycles

0: SRC A Negate Argument Modifier 0:0
SRC A Abs Argument Modifier=1:1
SRC A Swizzle 9:2
Vector Dst 15:10
Per channel Select 23:16

00: GPR
O01: PV
10: PS

44: Constant (if 11 has to be 11 for all
channels)

1: SRC B Negate Argument Modifier 0:0
SRC B Abs Argument Modifier 1:1
SRC B Swizzle 9:2
Scalar Dst 18:10
Per channel Select 23:16

00: GPR
01: PV
10: PS

11: Constant (if 11 has te be 11 for all
channels)

2: SRC C Negate Argument Modifier 0:0
SRC C Abs Argument Modifier 1:1
SRC C Swizzle 9:2
Unused 15:10
Per channel Select 23:16

00: GPR
01: PV
10: PS

11: Constant (if 11 has to be 11 for all
channels)

3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 14:11
Scalar Clamp 12:12
Vector Write Mask 16:13

' Scalar Write Mask 20:17
gegenbe . LpmusedST
SQ_SP0_pred_override SQ—SP0 4 Q: Use per channel RGBA field (enables the per

channel logic, if not set only pay attention to the 11
| seting).

| | 1: Use GPR
SQ_SP1_pred_override SQ-SP1 4 0: Use per channel RGBA field (enables the per

| channel logic, if not set only pay attention to the 11
| seting).t .1: Use GPR

SQ_SP2_pred_override SQ—SP2 4 0: Use per channel RGBA field (enables the per
channel logic, if not set only pay attention to the 11

| seting).
_1: Use GPR

SQ_SP3_pred_override SQ-SP3 4 0: Use per channel RGBA field (enables the per

     
channel logic, if not set only pay attention to the 11
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seting).
1: Use GPR

SQ_SPx_exp_id | SQ—-SPx 1 _GPRID
SQ_SPx_exporting SQ—SPx 1 0: Not Exporting

1: Exporting
SQ_SPx_stall | $Q>SPx 1 | Stall signal

23.2.13 SQ to SX: write mask interface (must be aligned with the SF data)

Name | Direction Bits |Description _ . _
SQ_SX0_write_mask $Q—SP0 8 Result of pixel kill in the shader pipe, which must be

output for ali pixel exports (depth and ail color
| buffers). 4x4 because 16 pixels are computed per

| _clock. This is for the data coming of SPO and SP2.
$Q_SX1_ write_mask SQ—SP1 8 Result of pixel kill in the shader pipe, which must be 

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per

| clock. This is for the data coming of SP1 and SP3.

 
 

23.2.14 SP to SQ: Constant address load/ Predicate Set/Kil/ set 
 

  
  

 
 

 
 

 
 

  
Name |Direction |Bits | Description -
SPO_SQ_const_addr SP0—SQ 36 | Constant address load / predicate vector load (4 bits only)/

_Kill vector load (4 bits only) to the sequencer
SPO_35Q_valic | §P0--SQ 4 | Data valid _
SP1_SQ_const_addr | SP1i-SQ 36“ Constant address load / predicate vectorload (4 bits only)/

i L _Kill vector load (4 bits only) to the sequencer
SP1_SQ_valid SP1—SQ 1 | Data valid
SP2_SQ_const_addr SP2—-SQ 36 =| Constant address load / predicate vector load ©bits only)/
a ee| | Kill vector load (4 bits only) to the sequencer

SP2_SQ_valid _SP2—80 im | Data valid
SP3_SQ_const_addr SP3—S80 36 | Constant address load / predicate vector load ©bits only)/

_Kill vector load (4 bits only) to the sequencer
SP3_SQ_valid |SP3--5Q 4 | Data valid
SPO_SQ_data_type SP3SGQ | 2 | Data Type_ O: Constant Load

 
| 1: Predicate Set

||

| 2: Kill vector load

 
 

Becauseof the sharing of the bus none of the MOVA, PREDSETorKILL instructions may be coissued.

23.2.15 SQ to SPx: constant broadcast 
 
  

 
 
 
 

 

 
 

 

 
  
 

Name_ | Direction | Bits | Description
SQ_SPx_const | SQ—SPx [428 | Constant broadcast

23.2.16 SQ to CP: RBBM bus

Name Direction Bits | Description
SQ_RBB_is |SQ-CP 11.‘ Read Strobe
SQ_RBB_rd SQ—CP 32. ReadData.
|SQ_RBBM_nrtrir SQ—CP i _ Optional ee

S5Q_RBBM_rr / | Real-Time (Optional)

23.2.17 CP to SQ: RBBM bus

Name Direction __| Bits [Descriptioni
robbm_we | CP»SQ 11 | Write Enable
robbm_a CP >SQ 15 _| Address -- Upper Extent is TBD (16:2)
robbm_wd | CP—+SQ [32 | Data
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robbm_be | CP-»SQ 14 _ Byte Enables
rbbm_re CP=SQ 1 | Read Enable
rbb_rsO | CP-»SQ i 1 _ Read Return Strobe 0
robrst CP—=SGQ 1 _ Read Return Strobe 1
robbrdO | CP-»5Q |32 | Read Data 0
rob_rd1 ; CP—SQ 32 Read Data 0
RBBM_SQ_soft_reset | CP50 14 | Soft Reset 

23.2.18 SQ to CP: State report 

  
 

   
   

   
 
 

23.3 Example of control flow program execution
We now provide some examples of execution to better illustrate the new design.

Given the program:

ud
ul

ex 0
PP
“1 OoPad a

u3 Serial
u4

ex 2
u5
u6 Serial

Ge~*~ @
u7
loc Position 1 buffer
u8 Export

ex 4
loc Parameter 3 buffers
u9 Export 0oO* On
u 10 Serial Export 2
u 11 Export 1 End

 PRAbbPAbDPPAPRIDD
Would be converted into the following CF instructions:

QO Alu O ‘lex O ‘tex 1 Alu 0 Alu O Tex O Alu 1] Alu D lex

 Aoi O Tex 1 Alu O Alu

And the execution of this program would looklike this:

Put thread in Vertex RS:

Control Flow Instruction Pointer (12 bits), (CFP)
Execution Count Marker (3 ar 4 bits), (ECM)
Loop lIterators (4x9 bits), (LD
Call return pointers (4x12 bits), (CRP)
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Predicate Bits(4x64 bits), (PB)
Export ID (1 bit), (EXID)
GPR Base Pir (8 bits), (GPR)
Export Base Ptr (7 bits), (EB)
Context Ptr (3 bits) (CPTR)
LOD correction bits (16x6 bits) (LOD)

State Bits

LCFP | ECM po RPTPBUL EXID)6 GPR[EB[CPTR[LOD
a) Oo 0 Ke) 0 10 LO 0 ie LO  

Valid Thread (VALID)
Texture/ALU engine needed (TYPE)
Texture Reads are outstanding (PENDING)
Waiting on Texture Read to Complete (SERIAL)
Allocation Wait (2 bits) (ALLOC)

00 — No allocation needed
01 — Position export allocation needed (ordered expart)
10 — Parameteror pixel export needed (ordered export)
11 - pass thru (out of order export)

Allocation Size (4 bits) (SIZE)
Position Allocated (POS_ALLOC)
First thread of a new context (FIRST)
Last (1 bit), (LAST)

 

 
| Status Bits lo  

 VALID [TYPE PENDING [SERIAL ALLOC [SIZE [POS_ALLOCFIRST[LAST|
1 [ALU 0 lo lo 0 0 1 6   

Then the thread is picked up for the execution of the first control flow instruction:Execute © Alu O Alu O Tex OG Tex 1 Alu G Alu G Tex G Alu 1 Alu O Tex

lt executes the first two ALU instructions and goes back to the RS for a resource request change. Here is the
state returned to the RS:
 
  
 

[ State Bits

|CFP [ECM ELI TCRP | PB | EXID | GPR [EB | CPTR | LOD
0 [2 [0 [oO jojo8 10) oO [oO
 
Status Bits

    [VALID[TYPEPENDING[SERIAL[ALLOC [SIZE |POS_ALLOC FIRST[LAST _
1 TEX 0 [0 [o 0 LO 1 0G    

Then when the texture pipe frees up, the arbiter picks up the thread ta issue the texture reads. The thread comes
backin this state:
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State Bits

CFP|[ecm[ul=={cre [PBC EXID)= iGPR [EBC CPTR[LOD
0 4 oO 0 [0 io 0 ie) (0 1o :

Status Bits

VALID TYPE—s_s PENDING + SERIAL| ALLOC| SIZE |POS_ALLOC FIRST |LAST1 ALU 1 i 1 .0 0 0 1 0
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ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

24 September, 2001 4 September, 201544 GEN-CXXXXX-REVA 49 of 51 J f A.
Because of the serial bit the arbiter must wait for the texture to return and clear the PENDING bit before it can

pick the thread up. Lets say that the texture reads are complete, then the arbiter picks up the thread and returnsif in
 

 
   
 

      
 

 
  
 

   
 

 
  
 

   
 

 
  
  

this state:

State Bits

| CFP [ECM Eki [CRP PB | EXID _GPR [EB fcPTR [LOD |.
Q 6 0 0 Oo 0G LO [0 0 Lo [

| Status Bits

VALID [TYPE——Ss PENDING | SERIAL | ALLOC|SIZE [POSALLOC FIRST|LAST it
1 | TEX 0 i) [0 6 0 1 0

Again the TP frees up, the arbiter picks up the thread and executes. It returns in this state:

State Bits |

| CFP |ECM ELI |CRP PB |EXID | GPR EB | CPTR LOD
aq [7 [0 [0 0 6 0 0 0 0

Status Bits Jo
| VALID | TYPE PENDING [SERIAL | ALLOC [SIZE|POS ALLOC FIRST| LAST po

4 [ALU 4 [0 0 0 0 ‘1 [0 f

 
   

Now, evenif the texture has not returned we can still pick up the thread for ALU execution because the serialbit

 
  

  
   
     
 

 
   

 
  

is not set. The thread will however come back to the RS for the second ALU instruction because it has the serial bit
set.

State Bits

CFP [ECM Li CRP PB | EXID | GPR [EB [ CPTR LOD
0 18 0 0 0 'o 10 10 Oo 0

Status Bits

VALID TYPE PENDING [SERIAL ALLOC SIZE|POS _ALLOC FIRST LAST =
1 ALU 1 14 lo lo 0 1 io foe  

As soon as the TP clears the pending bit the thread is picked up and returns: 
         

 
 
 

 

‘StateBits”

|CFP [ECM Li | CRP | PB EXID (GPR[EB CPTR LOD
Q 19 19 10 1o oO lo ie 10 0

Status Bits
    

  
  

 
  

LASTjoe
0 Lo

|VALID| | TYPE _ PENDING|| SERIAL| ALLOC_ SIZE| POSALLOC FIRST
[toTEXOo (9 (9 0 0

Picked up by the TP and returns:=xecute O Alu
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Picked up by the ALU and returns (lets say the TP has not returned yet):Roloc Pos 1AU loo Pos? tion
 

State Bits        
 
  
 
  
  

    
If the SX has the place for the export, the SQ is going to allocate and pick up the thread for execution. It returns to

the RSin this state:

 
  

 
 

kxecute © Alu O lex

State Bits

CFP ECM [Ll | CRP PB _EXID [GPR EB | CPTR LOD o
3 i 4 :O 0 0 1a 0 0 :O 0 eS

     

‘StatusBits _ s

VALID TYPE PENDING|SERIAL | ALLOC
1 | TEX 1 10 10

  
  

|
10 4 1 0
 

Now, since the TP has not returned yet, we must wait for it to return because we cannot issue multiple texture
requests. The TP returns, clears the PENDING bit and we proceed:

 A_loc Paz
 
                
 

  
 

Status Bits |  

1 ALU 1 LO 10
VALID TYPESs PENDING [SERIAL[| ALLOC_ 1 1 a 3

 
  

Once again the SQ makes sure the SX has enough room in the Pararneter cache before it can pick up this
thread.

“xecuteend 0 Alu O ex 1 Alu O Alu
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State Bits

|CEP | ECM EL | CRP PB | EXID _GPR EB | CPTR LOD
1 0 0 0 O [o 0 0 Lo 0 |

| Status Bits |

VALID[TYPEPENDINGSERIAL / ALLOC|SIZE|POS_ALLOCFIRST| LAST.
1 [ALU 1 0 Lo [0 Lo 1 0G

Status Bits JoPe‘

VALID TYPE PENDING | SERIAL | ALLOC|SIZE [POSALLOC FIRST LAST | oo
4 ALU 4 ro [01 | FO 1 oC pe

SIZE [POSALLOC FIRST | LAST }.|

State Bits |

CFP ECM [Ul [CRP [PB [ EXID _GPR [EB CPTR LOD
4 0 Lo 'O [0 4 10 0 Oo 0

Seeeeeeeeeeeeeeon

SE. POS_ALLOC FIRST LAST}IL:
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ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

24 September, 2004 4 September, 201544 GEN-CXXXXX-REVA 51 of 51wl OO I

LL CRP | PB | EXID | GPR | EB cPTR |LOD |
5 1 i) Qa [0 [4 [0 | 100 0 [a

Status Bits

VALID [TYPE|PENDING [SERIAL|ALLOC |SIZE [POS_ALLOC FIRST |LAST
1 _ TEX [1 Lo [0 0 1 1 LO

This executes on the TP and then returns:

State Bits |

CFP ECM EL | CRP i PB | EXID | GPR i EB CPTR | LOD
5 2 [0 [oO [0 [1 [0 | 100 0 [0

Status Bits

VALID LTYPE | PENDING [SERIAL | ALLOC|SIZE|POS_ALLOC [| FIRST LAST
1 PAL [4 ic [o 0 { 4 i

  
Waits for the TP to return because of the textures reads are pending (and SERIALin this case). Then executes

and does not return to the RS because the LASTbit is set. This is the end of this thread and before droppingit on the
floor, the SQ notifies the SX of export completion.

24. Open issues
Need to do some testing on the size of the registerfile as well as on the registerfile allocation method (dynamic VS
static).

Saving power?

Exhibit 2094 seck400_Sequencer.dos 73368 Bytes*™** © ATI Confidential. Reference Copyright Notice on Cover Page © »=

1

AMD1044_0257710

ATI Ex. 2108

IPR2023-00922

Page 316 of 316


