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1. Qverview

The sequencer is based on the R300 design. It chooses two ALU clauses and a fetch clause to execute, and
executes all of the instructions in a clause before looking for a new clause of the same type. Two ALU clauses are
executed interleaved to hide the ALU latency. Each vector will have eight fetch and eight ALU clauses, but clauses do
not need to contain instructions. A vector of pixels or vertices ping-pongs along the sequencer FIFO, bouncing from
fetch reservation station to alu reservation station. A FIFO exists between each reservation stage, holding up vectors
until the vector currently occupying a reservation station has left. A vector at a reservation station can be chosen to
execute. The sequencer looks at all eight alu reservation stations to choose an alu clause to execute and all eight
fetch stations to choose a fetch clause to execute. The arbitrator will give priority to clauses/reservation stations
closer to the bottom of the pipeline. It will not execute an alu clause until the fetch fetches initiated by the previous
fetch clause have completed. There are two separale sets of reservation stations, one for pixel vectors and one for
vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, control flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRs it needs to execute. The sequencer will not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram
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Figure 2: Reservation stations and arbiters
There are two sets of the above figure, one for vertices and one for pixels.
Depending on the arbitration state, the sequencer will either choose a vertex or a pixel packet. The control packet

consists of 3 bits of state, 7 bits for the base address of the Shader program and some information on the coverage to
determine fetch LOD plus other various small state bits.
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On receipt of a packet, the input state machine (not pictured but just before the first FIFO) allocated enough space in
the GPRs to store the interpolated values and temporaries. Following this, the barycentric coordinates (and XY
screen position if needed) are sent to the interpolator, which will use them to interpolate the parameters and place the
results into the GPRs. Then, the input state machine stacks the packet in the first FIFO.

On receipt of a command, the level O fetch machine issues a fetch request to the TP and corresponding GPR
address for the fetch address (ta). A small command (tcmd) is passed to the fetch system identifying the current level
number (0) as well as the GPR write address for the fetch return data. One fetch request is sent every 4 clocks
causing the texturing of sixteen 2x2s worth of data (or 64 vertices). Once all the requests are sent the packet is put in
FIFO 1.

Upon receipt of the return data, the fetch unit writes the data to the register file using the write address that was
provided by the level O fetch machine and sends the clause number (0) to the level O fetch state machine to signify
that the write is done and thus the data is ready. Then, the level 0 feich machine increments the counter of FIFO 1 to
signify to the ALU O that the data is ready to be processed.

On receipt of a command, the level 0 ALU machine first decrements the input FIFO 1 counter and then issues a
complete set of level O shader instructions. For each instruction, the ALU state machine generates 3 source
addresses, one destination address and an instruction. Once the last instruction has been issued, the packet is put
into FIFO 2.

There will always be two active ALU clauses at any given time (and two arbiters). One arbiter will arbitrate
over the odd instructions (4 clocks cycles) and the other one will arbitrate over the even instructions (4
clocks cycles). The only constraints between the two arbiters is that they are not allowed to pick the same
clause number as the other one is currently working on if the packet is not of the same type (render state).

If the packet is a vertex packet, upon reaching ALU clause 3, it can export the position if the position is ready. So the
arbiter must prevent ALU clause 3 to be selected if the positional buffer is full (or can't be accessed). Along with the
positional data, if needed the sprite size and/or edge flags can also be sent.

A special case is for multipass vertex shaders, which can export 12 parameters per last 6 clauses to the output
buffer. If the output buffer is full or doesn't have enough space the sequencer will prevent such a vertex group to
enter an exporting clause.

Multipass pixel shaders can export 12 parameters to memory from the last clause only (7).

All other clauses process in the same way until the packet finally reaches the last ALU machine (7).

Only one pair of interleaved ALU state machines may have access to the register file address bus or the instruction
decode bus at one time. Similarly, only one fetch state machine may have access to the register file address bus at
one time. Arbitration is performed by three arbiter blocks (two for the ALU state machines and one for the fetch state

machines). The arbiters always favor the higher number state machines, preventing a bunch of half finished jobs from
clogging up the register files.
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The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip).
1.3 Control Graph
Clause # + Rdy
WrAddr IS SEQ CcsT WrAddr
CMD
csT
-
Phess oMD éST'CSTiCS% IBX A B CWec
RdAddr | L A WiSeal yragar
¥ k4 ¥ V k 4 V V
|
FETCH SP ) OF
WrAddr s

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector

Figure 4: Sequencer Control interfaces

control interface and in purple is the output file control interface.

2. Interpolated data bus

The interpolators contain an IJ buffer to pack the information as much as possible before writing it to the register file.
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buifers, the read side is how the data is passed to the GPRs. The IJ information is packed in the IJ
buffer 4 quads at a time or two clocks. The sequencer allows at any given time as many as four quads to interpolate a
parameter. They all have to come from the same primitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

{ISSUE : Do we do the center + centroid approach using both IJ buffers?}

3. Instruction Store

There is going to be only one instruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mapped registers.

The next picture shows the various modes the CP can load the memory. The Sequencer has to keep track of the
loading modes in order to wrap around the correct boundaries. The wrap-around points are arbitrary and they are
specified in the VS_BASE and PIX_BASE control registers. The VS_BASE and PS_BASE context registers are used
to specify for each context where its shader is in the instruction memory.

For the Real time commands the story is quite the same but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.
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4. Sequencer Instructions

All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV PV, PS PS) if they have nothing else to do.

5. Constant Stores

5.1 Memory organizations

A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shader is 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 128x192 bits. The memory thus holds
128 texture states (192 bits per state). The logical size exposes 32 different states total, which are going to be shared
between the pixel and the vertex shader. The size of the re-mapping table to for the texture state memory is 32 lines
(each line addresses 1 texture state lines in the real memory). The CP write granularity is 1 texture state lines (or 192
bits). The driver sends 512 bits but the CP ignores the top 320 bits. It thus takes 6 clocks to write the texture state.
Real time requires 32 lines in the physical memory (this is physically register mapped).

The control flow constant memory doesn't sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a stale-change _in the control flow constants. Its size is 320*32 because it must
hold 8 copies of the 32 dwords of control flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.

5.2 Management of the Control Flow Constants

The control flow constanis are register mapped, thus the CP writes fo the according register to sel the constant, the
50 decodes the address and writes to the block pointed by its current base pointer (CF WR_BASE). On the read
side, one level of indirection is used. A register (SQ CONTEXT MISC.CF RD BASE) keeps the current base pointer
to the control flow block. This register is copied whenever there is a state change. Should the CP write to CF after the
state change, the base register is updated with the (current pointer number +1 )% number of states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

5:25.3 Management of the re-mapping tables

5215 3.1 R400 Constant management

The sequencer is responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver), the sequencer will broadside copy the contents of its re-mapping tables to a
new one. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
between the two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUST be at least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
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is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

5-2-25.3.2 Proposal for R400LE constant management ﬂ T

To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROL packet of state + 1, the
sequencer would check for SQ_IDLE and PA_IDLE and if both are idle will erase the content of state to replace it with
the new state (this is depicted in Figure 9: De-allocation mechanismFigure-8:-De-allocation-mechanismFigure-8:-De
allocation-mechaniem). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
the first report.

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the new state to
reuse these physical addresses if needed).
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Figure 8: Constant management

71260 Byes™** ©® ATI Confidential. Reference Copyright Notice on Cover Page © »*

AMD1044_0257152

ATI Ex. 2107
IPR2023-00922
Page 18 of 260



ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

24 September, 2001 4 September, 20154 GEN-CXXXXX-REVA 19 of 48
BA DA
SQ_STATE#
ADDR
DEALOC
TALUE | e——WRITE_ENABLE
Free List le CNT VALUE COUNTERS - }
|
| PREVIOUS
e— NOT STATE
‘ NEW
! STATE
VALUE
!
— =
VALID
e
OR
fe———SQ IDLE
AND  e——PA_IDLE
e CP_NEW_STATE_CNTL—
REqr\‘AﬁgféNG e———SET CTXBITS

Figure 9: De-allocation hanism for R460LE

L= Formatted: Bullets and Numberin

523533 Dirty bits ;zf — e )
Two sets of dirty bits will be maintained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a new context is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If it is set and the context dirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incoming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the same logical address between context changes. NOTE: It is important to detect and prevent this, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

52453 4 Free List Block T C:“"“a“‘””"e'sa"d N”“‘"e”"g -

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked each time a physical block is needed, and if the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.

Storage of a free list big enough to store all physical block addresses.

Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the free list
like a ring.

The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_ptr will be advanced.

The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_ptr does not equal the stop_ptr and the IFC is at its maximum count.
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l 525535 De-allocate Block T

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. It is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advance the write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any number of blocks in one clock.

i 5-2-65.3.6 Operation of Incremental model

The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the free list
counter because its not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical address is hit that has its dirty bits set while in the same context, both dirty
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
When the first draw command of the context is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set states come in for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointer if read_ptr != to stop_ptr .

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has not free list entries available (counter at max and stop_ptr == read_ptr). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-mapping table is written to the correct re-mapping table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the number of blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However, if the updates are large, less contexts will be stored and potentially performance will be degraded.
Although it will still perform as well as a ring could in this case.

5.35.4 Constant Store Indexing

In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer (9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shader pipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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between the time the sequencer is loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1.X,R2X /I Loads the sequencer with the content of R2.X, also copies the content of R2.X into R1.X
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don't really care about what is in the brackets because we use the state from the MOVA instruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencer in order to support this feature is 2*64*9 bits = 1152 bits.

5455 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers aliocated for RT. It
works is the same way than when dealing with regular constant loads BUT in this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RT control register. Similarly,
for the fetch state, the boundary between the two zones is defined by the TSTATE_EO_RT control register.

5.55.6 Constant Waterfalling

In order to have a reasonable performance in the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps 8 bits (one per render state) and sets the bits whenever the last render state is written to memory
and clears the bit whenever a state is freed.

CONST_EO_RT

RT SECTON
(Reads/Writes are direct)

REGULAR SECTION
(Reads/Writes are passing
thru a remaping table)

Figure 10: The instruction store
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6. Looping and Branches

Loops and branches are planned to be supported and will have to be dealt with at the sequencer level. We plan on
supporting constant loops and branches using a control program.

6.1 The controlling state.

The R400 controling state consists of:

Boolean[256:0]
Loop_count[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.
We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program

Examples of control flow programs are located in the R400 programming guide document.
The basic model is as follows:

The render state defined the clause boundaries:

Vertex_shader_fetch[7:0][7:0] // eight 8 bit pointers to the location where each clauses control program is located
Vertex_shader_alu[7:0][7:0] /I eight 8 bit pointers to the location where each clauses control program is located
Pixel_shader_fetch[7:0][7:0] /I eight 8 bit pointers to the location where each clauses control program is located
Pixel_shader_alu[7:0][7:0] // eight 8 bit pointers to the location where each clauses control program is located

A pointer value of FF means that the clause doesn’t contain any instructions.
The control program for a given clause is executed to completion before moving to another clause, (with the

exception of the pick two nature of the alu execution). The control program is the only program aware of the clause
boundaries.

The control program has eleven-nine basic instructions:

Execute
Conditionai_execute
Conditional_Execute_Predicates
Conditional_jump
Conditionnal_Call

Return

Loop_start

Loop_end

Epd-oi-clause
Gonditiopal-End-of-clause
NOP

Execute, causes the specified number of instructions in instruction store to be executed.

Conditional_execute checks a condition first, and if true, causes the specified number of instructions in instruction
store to be executed.

Loop_start resets the corresponding loop counter to the start value on the first pass after it checks for the end
condition and if met jumps over to a specified address.

Loop_end increments (decrements?) the loop counter and jumps back the specified number of instructions.
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Conditionnal_Call jumps to an address and pushes the IP counter on the stack if the condition is met. On the return
instruction, the IP is popped from the stack.

Conditional_execute_Predicates executes a block of instructions if all bits in the predicate vectors meet the condition.
el LB TRT mrlee e oo P

Cordition |-End-of clause-rmatks-the-end clause-ifthe dition-i £
Conditional_jumps jumps to an address if the condition is met.
NOP is a regular NOP

NOTE THAT ALL JUMPS MUST JUMP TO EVEN CFP ADDRESSES since there are two control flow instructions per
memory line. Thus the compiler must insert NOPs where needed to align the jumps on even CFP addresses.

Also if the jump is logically bigger than pshader_cnti_size (or vshader_cntl_size) we break the program (clause) and
set the debug registers. If an execute or conditional_execute is lower than cntl_size or bigger than size we also break
the program (clause) and set the debug registers.

We have to fit instructions into 48 bits in order to be able to put two control flow instruction per line in the instruction
store.

Note that whenever a field is marked as RESERVED, it is assumed that all the bits of the field are cieared (0).

Execute
47 46... 42 414124 40 ... 24 23...12 11...0
Addressing | 00001 LastRESERVE RESERVED Instruction Exec Address
B count

Execute up to 4k instructions at the specified address in the instruction memory. If Last is set, this is the last group of
instructions of the clause,

NOP
a7 46 .. 42 41440 40 .0
Addressing | 00010 | LastRESERVE RESERVED
D

This is a regular NOP__If Last is set, this is the last instruction of the clause,

Conditional_Execute

47 46 ... 42 41 40 ... 33 32 31..24 23..12 11..0
Addressing | 00011 | RESERVEDR | Boolean Condition | RESERVED | Instruction count | Exec Address
Last address

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 4k instructions)_!f Last is sel then if the condition is met, this is the last group of instructions to be
executed in the clause. If the condition is not met, we go on to the next control flow instruction,

Conditional_Execute_Predicates

47 46 ... 42 | 41 40 ... 35 34 ...33 32 31...24 23...12 11...0
35
Addressing 00100 | Last | RESERVED | Predicate | Condition | RESERVED | Instruction | Exec Address
RES vector count
ERV
ER

Check the AND/OR of all current predicate bits. If AND/OR matches the condition execute the specified number of
instructions. We need to AND/OR this with the kill mask in order not to consider the pixels that aren't valid._If Last is
set, then if the condition is met, this is the last group of instructions 1o be executed in the clause. If the condition is not
met, we go on o the next control flow instruction.
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Loop_Start
47 46 ... 42 41...17 16...12 11..0
00101 RESERVED loop ID Jump address
Addressing

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop.

Loop_End
47 46 ... 42 41..17 16 ... 12 11...0
00110 RESERVED loop ID start address
Addressing

Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop.

The way this is described does not prevent nested loops, and the inclusion of the loop id make this easy to do.

Conditionnal_Call

47 46 ... 42 41...35 34..33 32 31..12 11...0
00111 RESERVED | Predicate | Condition RESERVED Jump address
Addressing vector

If the condition is met, jumps to the specified address and pushes the control flow program counter on the stack.

Return

47 46 ... 42 41...0

01000 RESERVED

Addressing

Pops the topmost address from the stack and jumps to that address. If nothing is on the stack, the program will just
continue to the next instruction.

Conditionnal_Jump

47 46 ... 42 41 40 ... 33 32 31 30...12 11..0
01001 RESERVED | Boolean Condition FW only RESERVED Jump address
Addressing address

If condition met, jumps to the address. FORWARD jump only allowed if bit 31 set. Bit 31 is only an optimization for the
compiler and should NOT be exposed to the APIL.

g d Hnization-in-the-o £ y hort-shaders by Fas L flowinstructi % O 2 icl BOEe
and-dh res. b i iy ol iz bygn ol ree 1 ol A pibirn e e ey dimen o f dbve
e ¥ - 7 EH 7 b 7 FHF H et
MMarks. th of.a-cl

To prevent infinite loops, we will keep 9 bits loop iterators instead of 8 (we are only able to loop 256 times). If the
counter goes higher than 255 then the loop_end or the loop_start instruction is going to break the loop and set the
debug GPRs.

6.3 Data dependant predicate instructions

Data dependant conditionals will be supported in the R400. The only way we plan to support those is by supporting
three vector/scalar predicate operations of the form:
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PRED_SETE_# - similar to SETE except that the result is 'exported' to the sequencer.
PRED_SETNE_# - similar to SETNE except that the result is ‘exported’ to the sequencer.
PRED_SETGT_# - similar to SETGT except that the result is 'exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE except that the result is ‘exported’ to the sequencer

For the scalar operations only we will also support the two following instructions:
PRED_SETEO_# —~ SETEO
PRED_SETE1_# — SETE1

The export is a single bit - 1 or O that is sent using the same data path as the MOVA instruction. The sequencer will
maintain 4 sets of 64 bit predicate vectors (in fact 8 sets because we interieave two programs but only 4 will be
exposed) and use it to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. The first bit is a conditional execute “on” bit and the second bit tells us if
we execute on 1 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whose predicate bit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

{Issue: do we have to have a NOP between PRED and the first instruction that uses a predicate?}

6.4 HW Detection of PV,PS

Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencer will
insert NOPs wherever there is a dependant read/write.

The sequencer will also have to insert NOPs between PRED_SET and MOVA instructions and their uses.

6.5 Register file indexing

Because we can have loops in fetch clause, we need to be able to index into the register file in order to retrieve the
data created in a fetch clause loop and use it into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit7 Bit8

0 0 ‘absolute register’
0 1 ‘relative register’
1 0 ‘previous vector'
1 1 ‘previous scalar’

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we add to it the loop_index and this becomes our new address that we give to the shader pipe.

The sequencer is going to keep a loop index computed as such:

Index = Loop_iterator*Loop_step + Loop_start.
We loop until loop_iterator = loop_count. Loop_step is a signed vaiue [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of

range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangements.
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| 6.6 Predicated Instruction support for Texture clauses

For texture clauses, we support the following optimization: we keep 1 bit (thus 4 bits for the four predicate vectors)
per predicate vector in the reservation stations. A value of 1 means that one ore more elements in the vector have a
value of one (thus we have to do the texture fetches for the whole vector). A value of 0 means that no elements in the
vector have his predicate bit set and we can thus skip over the texture fetch. We have to make sure the invalid
pixels aren’t considered with this optimization.

6.7 Debugging the Shaders

In order to be able to debug the pixelivertex shaders efficiently, we provide 2 methods.

6.7.1 Method 1: Debugging registers

Current plans are to expose 2 debugging, or error notification, registers:
1. address register where the first error occurred
2. count of the number of errors

The sequencer will detect the following groups of errors:
- count overflow

- constant indexing overflow

- register indexing overflow

Compiler recognizable errors:
- jump errors
relative jump address > size of the control flow program
- call stack
call with stack full
return with stack empty

A jump error will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only break if
the DB_PROB_BREAK register is set.

If indexing outside of the constant or the register range, causing an overflow error, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}
6.7.2 Method 2: Exporting the values in the GPRs (12)

The sequencer will have a count register and an address register for this mode and 3 bits per clause specifying the
execution mode for each clause. The modes can be :

1) Normal

2) Debug Kill

3) Debug Addr + Count
Under the normal mode execution follows the normal course. Under the kill mode, all control flow instructions are
executed but all normal shader instructions of the clause are replaced by NOPs. Only debug_export instructions of
clause 7 will be executed under the debug kill setting. Under the other mode, normal execution is done until we reach
an address specified by the address register and instruction count (useful for loops) specified by the count register.
After we have hit the instruction n times (n=count) we switch the clause to the kill mode.

Under the debug mode (debug kill OR debug Addr + count), it is assumed that clause 7 is always exporting 12 debug

vectors and that all other exports to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by
the sequencer (even if they occur before the address stated by the ADDR debug register).
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7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch

requests and allow the shader pipe to kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
MASK_SETGTE

8. Multipass vertex shaders (HOS)

Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.

9. Register file allocation

The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between

pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and

PIXEL_REG_SIZE for pixels.
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Above is an example of how the algorithm works. Vertices come in from top to bottom; pixels come in from bottom to
top. Vertices are in orange and pixels in green. The blue line is the tail of the vertices and the green line is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index 0 and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the 8 potentially pending fetch clauses to be executed. The choice is made
by looking at the fifos from 7 to O and picking the first one ready to execute. Once chosen, the clause state machine
will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch instructions of the clause
are sent. This means that there cannot be any dependencies between two fetches of the same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handie up to X(?) in flight fetches and thus there can be a fair number of active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
8 potentially pending ALU clauses to be executed. The choice is made by looking at the fifos from 7 to O and picking
the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for the odd clocks. For
example, here is the sequencing of two interleaved ALU clauses (E and O stands for Even and Odd sets of 4 clocks):

EinstO Oinst0 Einst1 Oinst1 Einst2 Oinst2 Einst0 Oinst3 Einst1 Oinst4 Einst2 Oinst0...
Proceeding this way hides the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across
clause boundaries.
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12. Handling Stalls

When the output file is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the output file. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering the exporting clause (3?). The
sequencer will set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFQOs

The reservation FIFOs contain the state of the vector of pixels and vertices. We have two sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, some bits
for LOD correction and coverage mask information in order to fetch fetch for only valid pixels, the quad address.

14. The Output File

The output file is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x128 (and there are 16 of those on the whole chip).

15. 1J Format

The I information sent by the PA is of this format on a per quad basis:

We have a vector of IJ's (one IJ per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). The interpolation is done at a different precision across the 2x2. The upper left pixel's parameters are
always interpolated at full 20x24 mantissa precision. Then the result of the interpolation along with the difference in IJ
in reduced precision is used to interpolate the parameter for the other three pixels of the 2x2. Here is how we do it:

Assuming PO is the interpolated parameter at Pixel O having the barycentric coordinates 1(0), J(0) and so on for P1,P2
and P3. Also assuming that A is the parameter value at VO (interpolated with 1), B is the parameter value at V1
(interpolated with J) and C is the parameter value at V2 (interpolated with (1-I-J).

A0 =I(H-1(0)
AOLT =J()-J(0)
AO2f =1(2)-1(0) PO P1
AO2J = J(2)-J(0)
AO3T =1(3)-1(0)
A03J =J(3)-J(0) P2 P3

PO=C+I(0)*(A-C)+J(0)*(B-C)

Pl=P0+A01I*(4A-C)+A0LJ *(B-C)
P2 =P0+A02I *(A~C)+A02J *(B-C)
P3=P0+A03I*(A~C)+A03J *(B-C)

PO is computed at 20x24 mantissa precision and P1 to P3 are computed at 8X24 mantissa precision. So far no visual
degradation of the image was seen using this scheme.

Multiplies (Full Precision): 2
Multiplies (Reduced precision): 6
Subtracts 19x24 (Parameters): 2
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FORMAT OF PU's IJ :  Mantissa 20 Exp 4 for | + Sign
Mantissa 20 Exp 4 for J + Sign

FORMAT of Deltas (x3): Mantissa 8 Exp 4 for | + Sign
Mantissa 8 Exp 4 for J + Sign

Total number of bits : 20*2 + 8*6 + 4*8 + 4*2 = 128

All numbers are kept using the un-normalized floating point convention: if exponent is different than O the number is
normalized if not, then the number is un-normalized. The maximum range for the 1Js (Full precision) is +/- 63 and the
range for the Deltas is +/- 127.

15.1 Interpolation of constant attributes

Because of the floating point imprecision, we need to take special provisions if all the interpolated terms are the same
or if two of the barycentric coordinates are the same.

We start with the premise that if A= B and B =C and C = A, then P0,1,2,3 = A. Since one or more of the IJ terms
may be zero, so we extend this to:

if (A=B and B=C and C=A)
P0,1,23=A;
elseif (I=0)or (J =0)) and
((J =0)or (1-I-J =0)) and
((1-3-1=0)or (1=0)) {
if(1 1= 0) {
PO =A;
}else if(d 1= 0) {
PO =B;
}else {
PO=C;

/frest of the quad interpolated normally

}

else

{
}

normal interpolation

16. Staging Registers

In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER by the
VGT for it to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789101112131415]]161718192021222324252627282930313233343536373839
40414243444546471|48495051525354555657 585960616263

The sequencer will re-arrange them in this fashion:

0123161718193233343548495051(/4567202122233637383952535455(/89101124252627
404142435657 5859|1213 14 1528 29 30 31 44 45 46 47 60 61 62 63

The || markers show the SP divisions. In the event a shader pipe is broken, the VGT will send padding to account for
the missing pipe. For example, if SP1 is broken, vertices 4 56 7 20 21 22 23 36 37 38 39 52 53 54 55 will still be sent
by the VGT to the SQ BUT will not be processed by the SP and thus should be considered invalid (by the SU and
VGT).
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The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure 12Figure-12Figure-12. The area of the fixed-to-float converters and the VSISRs for this method is roughly
estimated as 0.759sgmm using the R300 process. The gate count estimate is shown in Figure 11FEigure-14Figure-14.

Basis for 8-deep Latch Memory (from R300)

8x24-bit 116312 60.57813 u” per bit
Area of 96x8-deep Latch Memory 46524 2
Area of 24-bit Fix-to-float Converter 4712 per converter
Method 1 Block Quantity Area
F2F 3 14136
8x96 Latch 16 744384

Figure 11:Area Estimate for VGT to

Shader Interface
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Figure 12:VGT to Shader Interface

17. The parameter cache

The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (1R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBs are the memory number and the 7 LSBs are the address within this memory.

MEMORY NUMBER | ADDRESS \
4 bits | 7 bits |

The PA generates the parameter cache addresses as the positions come from the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
number field wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT_7 (a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the verlex shader is exporting 8
parameters per vertex (VS_EXPORT_COUNT_7 = 8). The first position received is going to have the PC address
00000000000 the second one 00010000000, third one 00100000000 and so on up to 11110000000. Then the next
position received (the 17"‘) is going 1o have the address 00000001000, the 18" 00010001 000, the 19" 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful about is that if the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add
2*VS_EXPORT_COUNT_7to Current_Location and reset the memory count to 0 before the next vector begins).
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18. Vertex position exporting

On clause 3 the vertex shader can export to the PA both the vertex position and the point sprite. It can also do so at
clause 7 if not done at clause 3. The storage needed to perform the position export is at least 64x128 memories for
the position and 64x32 memories for the sprite size. It is going to be taken in the pixel output fifo from the SX blocks.
The clause where the position export occurs is specified by the EXPORT_LATE register. If turned on, it means that
the export is going to occur at ALU clause 7 if unset position export occurs at clause 3.

19. Exporting Arbitration

Here are the rules for co-issuing exporting ALU clauses.
1) Position exports and position exports cannot be co-issued.

All other types of exports can be co-issued as long as there is place in the receiving buffer.

{ISSUE: Do we move the parameter caches to the SX?7}

20. Export Types

The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Here is a list of all possible export modes:

20.1 Vertex Shading

0:15 - 16 parameter cache
16:31 - Empty (Reserved?)
32:43 - 12 vertex exports to the frame buffer and index

44:47 - Empty

48:59 - 12 debug export (interpret as normal vertex export)
60 - export addressing mode

61 - Empty

62 - position

63 - sprite size export that goes with position export

(point_h,point_w,edgeflag,misc)

20.2 Pixel Shading

- Color for buffer O (primary)
- Color for buffer 1
- Color for buffer 2
- Color for buffer 3

7 - Empty
- Buffer 0 Color/Fog (primary)
- Buffer 1 Color/Fog

10 - Buffer 2 Color/Fog

11 - Buffer 3 Color/Fog

12:15 - Empty

16:31 - Empty (Reserved?)

32:43 - 12 exports for multipass pixel shaders.

OQOObWN-Q

44:47 - Empty
48:59 - 12 debug exports (interpret as normal pixel export)
60 - export addressing mode
61.62 - Empty
63 - Z for primary buffer (Z exported to ‘alpha’ component)
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21. Special Interpolation modes

21.1 Real time commands

We are unable to use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type O packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
other is rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important (true only if we map Microsoft’s high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This mode is triggered by the primitive type: REAL TIME. The actual memories are inthe in
the SX blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

21.2 Sprites/ XY screen coordinates/ FB information

When working with sprites, one may want to overwrite the parameter O with SC generated data. Also, XY screen
coordinates may be needed in the shader program. This functionality is controlled by the gen_l0 register (in SQ) in
conjunction with the SND_XY register (in SC). Also it is possible to send the faceness information (for OGL front/back
special operations) to the shader using the same control register. Here is a list of all the modes and how they interact
together:

Gen_st is a bit taken from the interface between the SC and the SQ. This is the MSB of the primitive type. If the bit is
set, it means we are dealing with Point AA, Line AA or sprite and in this case the vertex values are going to generated
between O and 1.

Param_Gen_lO disable, snd_xy disable, no gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy disable, gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy enable, no gen_st — 10 = No modification

Param_Gen_|0 disable, snd_xy enable, gen_st — 10 = No modification

Param_Gen_|0 enable, snd_xy disable, no gen_st -~ 10 = garbage, garbage, garbage, faceness
Param_Gen_l0 enable, snd_xy disable, gen_st - 10 = garbage, garbage, s, t

Param_Gen_l0 enable, snd_xy enable, no gen_st — [0 = screen x, screen y, garbage, faceness
Param_Gen_l0 enable, snd_xy enable, gen_st — 10 = screen x, screeny, s, t

21.3 Auto generated counters

In the cases we are dealing with multipass shaders, the sequencer is going to generate a vector count to be able to
both use this count to write the 1% pass data to memory and then use the count to retrieve the data on the 2™ pass.
The count is always generated in the same way but it is passed to the shader in a slightly different way depending on
the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEX register. The sequencer is going to
keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
GPRs the counter is incremented. Every time a state change is detected, the corresponding counter is reset. While
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for
all elements in the vector.

21.3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEX is set, the data will be put into the x field of the third register (it means
that the compiler must allocate 3 GPRs in all multipass vertex shader modes).

21.3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEX is set and Param_Gen_l0 is enabled, the data will be put in the x field of
the 2™ register (R1.x), else if GEN_INDEX is set the data will be put into the x field of the 1 register (RO.x).
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Figure 13: GPR input mux Control

22. State management

Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

22.1 Parameter cache synchronization

In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencer will keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to 0 and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vector of pixels with the SC_SQ_new_vector bit asserted, the sequencer will first check if
the count is greater than 0 before accepting the transmission (it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group of pixels to the interpolators. Every time the state changes, the new state counter is initialized to 0.

23. XY Address imports

The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the IJs (to the IJ
buffer) with XY writes (to the XY buffer). Then when writing the data to the GPRs, the sequencer is going to
interpolate the |J data or pass the XY data thru a Fix—float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 21.2 for details on how to control the interpolation in this mode.

23.1 Vertex indexes imports

In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded one line at a time by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.
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24. Reqisters

24.1 Control

REG_DYNAMIC
REG_SIZE_PIX

REG_SIZE_VTX

ARBITRATION_POLICY

INST_STORE_ALLOC
INST_BASE_VTX

INST_BASE_PIX
ONE_THREAD
ONE_ALU

INSTRUCTION

CONSTANTS
CONSTANTS_RT
CONSTANT_EO_RT

TSTATE_EO_RT

EXPORT_LATE

2472 Context

VS_FETCH_{0...7}
VS_ALU_{0...7}
PS_FETCH_{0...7}
PS_ALU_{0...7}
PS_BASE
VS_BASE
VS_CF_SIZE
PS_CF_SIZE
PS_SIZE

VS_SIZE
PS_NUM_REG
VS_NUM_REG
PARAM_SHADE

PROVO VERT

Dynamic allocation (pixel/vertex) of the register file on or off.

Size of the register file's pixel portion (minimal size when dynamic allocation turned
on)

Size of the register file's vertex portion (minimal size when dynamic allocation turned
on)

policy of the arbitration between vertexes and pixels

interleaved, separate

start point for the vertex instruction store (RT always ends at vertex_base and

Begins at 0)

start point for the pixel shader instruction store

debug state register. Only allows one program at a time into the GPRs

debug state register. Only allows one ALU program at a time to be executed (instead
of 2)

This is where the CP puts the base address of the instruction writes and type (auto-
incremented on reads/writes) Register mapped

512*4 ALU constants + 32*6 Texture state 32 bits registers (logically mapped)

256*4 ALU constants + 32*6 texture states? (physically mapped)

This is the size of the space reserved for real time in the constant store (from O to
CONSTANT_EO_RT). The re-mapping table operates on the rest of the memory
This is the size of the space reserved for real time in the fetch state store (from O to
TSTATE_EO_RT). The re-mapping table operates on the rest of the memory
Controls whether or not we are exporting position from clause 3. If set, position
exports occur at clause 7.

eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
base pointer for the pixel shader in the instruction store

base pointer for the vertex shader in the instruction store

size of the vertex shader (# of instructions in control program/2)

size of the pixel shader (# of instructions in control program/2)

size of the pixel shader (entl+instructions)

size of the vertex shader (cntl+instructions)

number of GPRs to allocate for pixel shader programs

number of GPRs to allocate for vertex shader programs

One 16 bit register specifying which parameters are to be gouraud shaded (0 = flat, 1
= gouraud)

0O vertex 0, 1: vertex 1, 2: vertex 2, 3: Last vertex of the primitive

PARAM_WRAP

PS_EXPORT_MODE

VS_EXPORT_MASK
VS_EXPORT_MODE
VS_EXPORT
_COUNT_{0...6}

PARAM_GEN_IO
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GEN_INDEX Auto generates an address from O to XX, Puts the results into R0-1 for pixel shaders

and R2 for vertex shaders
CONST_BASE_VTX (9 bits)Logical Base address for the constants of the Vertex shader
CONST_BASE_PIX (9 bits) Logical Base address for the constants of the Pixel shader
CONST_SIZE_PIX (8 bits) Size of the logical constant store for pixel shaders
CONST_SIZE_VTX (8 bits) Size of the logical constant store for vertex shaders
INST_PRED_OPTIMIZE  Turns on the predicate bit optimization (if of, conditional_execute_predicates is
always executed).

CF_BOOLEANS 2586 boolean bits

CF_LOOP_COUNT 32x8 bit counters (number of times we traverse the loop)
CF_LOOP_START 32x8 bit counters (init value used in index computation)
CF_LOOP_STEP 32x8 bit counters (step value used in index computation)

25. DEBUG Registers

25.1 Context

DB_PROB_ADDR instruction address where the first problem occurred
DB_PROB_COUNT number of problems encountered during the execution of the program
DB_PROB_BREAK break the clause if an error is found.

DB_INST_COUNT instruction counter for debug method 2

DB_BREAK_ADDR break address for method number 2

DB_CLAUSE

_MODE_ALU_{0...7} clause mode for debug method 2 (0: normal, 1: addr, 2: kill)

DB_CLAUSE

_MODE_FETCH_{0...7} clause mode for debug method 2 (0: normal, 1: addr, 2: kill)
25.2 Control

DB_ALUCST_MEMSIZE Size of the physical ALU constant memory

DB_TSTATE_MEMSIZE Size of the physical texture state memory

26. Interfaces

26.1 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPx it means that SQ is going to broadcast the same information to all SP instances.

26.1.1 SCto SQ . IJ Control bus

This is the control information sent to the sequencer in order to control the IJ fifos and all other information needed to
execute a shader program on the sent pixels. This information is sent over 2 clocks, if SENDXY is asserted the next
control packet is going to be ignored and XY information is going to be sent on the IJ bus (for the quads that where
just sent). All pixels from the group of quads are from the same primitive, all quads of a vector are from the same
render state.

Exhibit 2024 docRAGO- ¥ 71269 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © »

AMD1044_0257171

ATI Ex. 2107
IPR2023-00922
Page 37 of 260



ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE
24 September, 2001 eptember, 20154 38 of 48
1 ¥ I A

Name Direction Bits | Description

SC_SQ_g_wr_mask 8C—-8Q 4 Quad Write mask left to right

SC_8Q_lod_correct SC—-8Q 24 LOD correction per quad (6 bits per quad)

8C_8Q_param_ptr0 SC—-8Q 1 P Store pointer for vertex 0

SC_8Q_param_ptr1 SC—-8Q 11 P Store pointer for vertex 1

SC_8Q_param_ptr2 SC—-8Q 11 P Store pointer for vertex 2

SC_SQ_end_of vect SC—-8Q 1 End of the vector

SC_8Q_store_dealloc SC—-8Q 1 Deallocation token for the P Store

SC_8Q_state SC—-8Q 3 State/constant pointer

8C_8Q_valid_pixel SC—-8Q 16 Valid bits for all pixels

SC_8Q_null_prim SC-38Q 1 Null Primitive (for PC deallocation purposes)

SC_8Q_end_of prim SC-8Q 1 End Of the primitive

SC_8Q_send_xy SC—-8Q 1 Sending XY information [XY information is going to be
sent on the next clock]

SC_SQ_prim_type 8C—-8Q 3 Real fime command need to load tex cords from
alternate buffer. Line AA, Point AA and Sprite reads
their parameters from GEN_T and GEN_S GPRs.

000 : Normal
011 : Real Time
100 : Line AA
101 : Point AA
110 : Sprite

SC_SQ_new_vector SC—-8Q 1 This primitive comes from a new veclor of vertices.
Make sure that the corresponding vertex shader has
finished before starting the group of pixels.

SC_S8SQ_RTRn SQ—-8C 1 Stalls the PA in n clocks

SC_SQ_RTS SC—-8Q 1 SC ready to send data

26.1.2 8Q to SP: Interpolator bus

Name Direction Bits | Description

SQ_SPx_interp_prim_type SQ—-SPx 3 Type of the primitive
000 : Normal
011 : Real Time
100 : Line AA
101 : Point AA
110 : Sprite

SQ_SPx_interp_ijline SQ--8Px 2 Line in the 1J/XY buffer to use to interpolate

SQ_SPx_interp_buff_swap SQ—-SPx 1 Swap the IJ/XY buffers at the end of the interpolation

SQ_SPx_interp_gen_l0 SQ—-SPx 1 Generate 10 or not. This tells the interpolators not to
use the parameter cache but rather overwrite the data
with interpolated 1 and 0. Overwrite if gen_I0 is high.

26.1.3 SQ to SX: Interpolator bus

Name Direction Bits | Description

SQ_SPx_interp_flat_vix SQ—-SPx 2 Provoking vertex for flat shading

SQ_8Px_interp_flat_gouraud | SQ--»SPx 1 Flat or gouraud shading

SQ_SPx_interp_cyl_wrap SQ->8Px 4 Wich channel needs to be cylindrical wrapped

SQ_8Xx_muxD SQ--8SXx 11 Parameter Cache Pointer

SQ_SXx_muxi SG--8Xx 11 Parameter Cache Pointer

SQ SXx mux2 S5Q--8XX 11 Parameter Cache Pointer

SQ_8Xx RT switch SQ-8Xx 1 Selects between RT and Normal data

& ’l.AQ“ o SR ParameterCache-Read-contr L
by foull nin‘nqyfa <3 D, ,D Y It ‘.‘ Y ) RONIZ L rey
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. - -1 Formatted: Bullets and Numberin :
26-1-626.1.4 8Q fo SP: 8taging Register Data “1 { e )
This is a broadcast bus that sends the VSISR information to the staging registers of the shader pipes.

Name Direction Bits | Description

SQ_SPx_vat_vsisr_data SQ—-8Px 96 Pointers of indexes or HOS surface information
SQ_S8Px_vgt_vsisr_double SQ--SPx 1 Q: Normal 96 bits per vert 1: double 192 bits per vert
SQ_SP0_data_valid SQ—-SPO 1 Data is valid

SQ_SP1_data_valid SQ-»>SP1 1 Data is valid

SQ_SP2_data_valid SQ—-8P2 1 Data is valid

SQ_SP3_data_valid SQ—-S8P3 1 Data is valid

26172615 PA to SQ : Vertex interface +|-~ (Formatted: Buts and Numbering___ )

26-1-7126.1.5.1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the
VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format. The VGT can transmit up to six 32-bit
floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96

bits wide.

Name Bits Description

PA_SQ_vgt _vsisr_data 96 Painters of indexes or HOS surface information

PA_SQ_vgt_vsisr_double 1 0: Normal 96 bits per vert 1: double 192 bits per vert

PA_SQ_vgt_end_of_vector 1 Indicates the last VSISR data set for the current process vector (for double vector
data, "end_of vector" is set on the second vector)

PA_SQ_vgt_vsisr_valid 1 Vsisr data is valid

PA_SQ_vgt_state 3 Render State (6*3+3 for constants). This signal is guaranteed to be correct when
“PA_SQ_vgt _end_of vector” is high.

PA_SQ_vgt_send 1 Data on the VGT_SQ is valid receive (see write-up for standard R400 SEND/RTR
interface handshaking)

SQ_PA_vgt_rtr 1 Ready to receive (see write-up for standard R400 SEND/RTR interface
handshaking)

26-17:226.1.5.2 Interface Diagrams «|- - { Formatted: Bulkts and Numbering
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26-1-826.1.6 SQ to CP: State report - e
Name Direction Bits | Description - o ‘
SQ_CP_vrtx_ state SEQ-CP 3 Oldest vertex state still in the pipe
SQ_CP_pix_state SEQ-CP 3 Oldest pixel state still in the pipe s :
K *{Formatted: Bullets and Numbering
26-1-926.1.7 SQ to SX: Control bus M S
Name Direction Bits | Description
SQ_SXx_exp_Pixel SQ—->SXx 1 1: Pixel
0: Vertex
SQ_S8Xx_exp_start SQ—>SXx 1 Raised fo indicate that the SQ is starting an exporting
clause
SQ_SXx_exp_Clause SQ—->8Xx 3 Clause number, which is needed for vertex clauses
f SQ_SXx_exp_State SQ—-8Xx 3 State ID-which-ig-needed-forvert &
|| 5Q_SXx_exp VDest SQ--8Xx 5] Export Destination
[ SO SXx_exp_exportlD SQ--8Xx 1 ALUID
These fields are sent synchronously with SP export data, described in SPO0—SX0 interface
Hes) = 34 renthe B i XY S & SR
¥ e 7 T & - S -
26-1-1026.1.8 SX to SQ : Output file control - -~ { Formatted: Buliets and umbering
Name Direction Bits | Description .
SXx_SQ_Export_count_rdy SXx—-8Q 1 Raised by SXO to indicate that the following fwo fields
reflect the result of the most recent export
SXx_SQ_Export_Position SXx—>8Q 1 Specifies whether there is room for another position.
SXx_SQ_Export_Buffer SXx—8Q 7 Specifies the space available in the output buffers.

0: buffers are full
1: 2K-bits available (32-bits for each of the 64
pixels in a clause)

64: 128K-bits available (16 128-bit entries for each of
64 pixels)
65-127: RESERVED

Y . = -| Formatted: Bullets and Numbering
26112619 SQ to TP: Control bus T
Once every clock, the fetch unit sends to the sequencer on which clause it is now working and if the data in the GPRs
is ready or not. This way the sequencer can update the fetch counters for the reservation station fifos. The sequencer
also provides the instruction and constants for the fetch to execute and the address in the register file where to write
the fetch return data.

Name Direction Bits | Description
TPx_SQ_data_rdy TPx— SQ 1 Data ready
TPx_SQ_clause_num TPx— SQ 3 Clause number
TPx_SQ_Type TPx— SQ 1 Type of data sent (O:PIXEL, 1:VERTEX)
SQ_TPx_const SQ-TPx 48 Fetch state sent over 4 clocks (192 bits total)
SQ_TPx_instuct SQ--»TPx 24 Fetch instruction sent over 4 clocks
SQ_TPx_end of clause SQ-TPx 1 Last instruction of the clause
SQ_TPx_Type SQ--»TPx 1 Type of data sent (Q:PIXEL, 1:.VERTEX)
SQ_TPx_phase SQ—-TPx 2 Write phase signal
SQ_TPO_lod_correct SQ--TPO 6 LOD correct 3 bits per comp 2 compenents per quad
SQ_TPO_pmask SQ—-TPO 4 Pixel mask 1 bit per pixel
SQ_TP1_led_correct SQ—-TP1 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP1_pmask SQ-->TP1 4 Pixel mask 1 bit per pixel
SQ_TP2_lod_correct SQ-TP2 6 LOD cotrect 3 bits per comp 2 components per quad
SQ_TP2_pmask SQ-TP2 4 Pixel mask 1 bit per pixel
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SQ_TP3 led_correct SQ->TP3 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP3_pmask SQ—-TP3 4 Pixel mask 1 bit per pixel
SQ_TPx_clause_num SQ--TPx 3 Clause number
SQ_TPx_write_gpr_index SQ->TPx 7 | Index into Register file for write of returned Fetch Data

26-1-1226.1.10 TP fo SQ: Texture stall

The TP sends this signal to the SQ when its input buffer is full. The SQ is going to send it to the SP X clocks after
reception (maximum of 3 clocks of pipeline delay).

SQ_SP_fetoh_Stall

SQ_SP_wr_addr

e SuUo F v
1 S L
| 1
51973
suU3 ‘
|
i
[ Name [ Direction [ Bits | Description
I TP_SQ_fetch_stall TP 8Q 1 ] De not send more texture request if asserted

[ Name | Direction [ Bits | Description
| SQ_SPx_fetch_stall | SQ-SPx K | Do not send more texture request if asserted
26-1-1426.1.12 5Q to SP: GPR, Parameter cache control and auto counter T

Name Direction Bits | Description

SQ_SPx_wr_addr SQ—SPx 7 Write address

SQ_S8Px_gpr_rd_addr SQ--8Px 7 Read address

SQ_SPx_gpr_re_addr SQ—-SPx 1 Read Enable

SQ_SPx_gpr_we_addr SQ--»8Px 1 Write Enable for the GPRs

SQ_SPx_gpr_phase_mux SQ—-8Px 2 The phase mux (arbitrates between inputs, ALU SRC
reads and writes)

SQ_SPx_channel_mask SQ—SPx 4 The channel mask

SQ_SPO_pixel_mask SQ--»8P0 4 The pixel mask

SQ_SP1_pixel_mask SQ—-8P1 4 The pixel mask

SQ_SP2_pixel mask 5Q-»8P2 4 The pixel mask

SQ_SP3_pixel_mask SQ—-SP3 4 The pixel mask

SQ_SPx_pc_we_addr SQ—-5Px 1 Write Enable for the parameter caches

SQ_SPx_gpr_input_mux SQ—-8Px 2 When the phase mux selects the inputs this tells from
which source to read from: Interpolated data, VTXQ,
VTX1, autogen counter.

SQ_8Px_index_count SQ--»5Px 12?7 | Index count, common for all shader pipes
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[ 26-1-4526.1.13 SQ to SPx: Instructions < {Formatted oot nd turberng )
Name Direction Bits | Description
SQ_SPx_instruct_start SQ—->SPx 1 Instruction start
SQ_SP_instruct SQ—->SPx 21 Transferred over 4 cycles
0: SRC A Select 2:0
| SRC A Argument Modifier -3:3
SRC A swizzle 114
Unuse VectorDst
201712
Unused 20:18
1: SRC B Select 2:0
| SRC B Argument Modifier —3:3
SRC B swizzle 11:4
ScalarDst 17:12
Unused 2018 Llpused
20:42
2: SRC C Select 2:0
SRC C Argument Modifier 3:3
SRC C swizzle 11:4
Unused 20:12
3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 11:11
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20:17
SQ_SPx_stall SQ--SPx 1 Stall signal
SQ_SPx_export_count SQ—-5Px 3 Each set of four pixels or vectors is exported over

eight clocks. This field specifies where the SP is in
that sequence.

SQ_SPx_export_last SQ—SPx 1 Asserted on the first shader count of the last export
of the clause
SQ_SP0_export_pvalid SQ—-SPO 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

SQ_SP0_export_wvalid SQ—-SPO 2 Specifies whether to write low and/or high 32-bit word
of the 64-bit export data from each of the 16 pixels or
vectors

SQ_SP1_ export_pvalid 5Q—-5P1 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

SQ_SP1_ export_wvalid SQ—-SP1 2 Specifies whether to write low and/or high 32-bit word
of the 64-bit export data from each of the 16 pixels or
vectors

SQ_SP2_ export_pvalid SQ—-»SP2 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per

clock

SQ_SP2_ export_wvalid SQ—-SP2 2 Specifies whether to write low and/or high 32-bit word
of the 64-bit export data from each of the 16 pixels or
vectors
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SQ_SP3_ export_pvalid SQ—-SP3 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP3_ export_wvalid SQ—SP3 2 Specifies whether to write low and/or high 32-bit word
of the 64-bit export data from each of the 16 pixels or
vectors Comaamn e .
. . R == Formatted: Bullets and Numberin -
26-1-1626.1.14 SP to SQ: Constant address load/ Predicate Set 1 L“* . e J
Name Direction Bits | Description
SP0O_SQ_const_addr SP0O-3Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP0_SQ_valid SP0-5Q 1 Data valid
SP1_SQ_const_addr SP1-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP1_SQ_valid SP1-8Q 1 Data valid
SP2_SQ_const_addr SP2-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP2_SQ_valid SP2--8Q 1 Data valid
SP3_SQ_const_addr SP3-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP3_8Q_valid SP3-8Q 1 Data valid

f{ Formatted: Bullets and Numbering

26-1-1726.1.15 8Q to SPx: constant broadcast

[ Name [ Direction [ Bits | Description [
| SQ_SPx_constant | SQ-SPx | 128 | Constant broadcast Fs = -
2611826.1.16 SPO to SQ: Kill vector load |£~_« Formatted: Bullts and lumberng )
Name Direction Bits | Description S Soinman :
SPO_SQ_kill_vect SP0-SQ 4 Kill vector load
SP1_SQ_kill_vect SP1-8Q 4 Kill vector load
SP2_SQ_kill_vect SP2--8Q 4 Kill vector load
SP3_SQ_Kkill_vect SP3-8Q 4 Kill vector load el = E :
. . ; . ’{ Formatted: Bullets and Numbering }
261-1926.1.17 SQ to CP: RBBM bus s s
Name Direction Bits | Description
SQ_RBB_rs SQ--CP 1 Read Strobe
SQ_RBB_rd SQ-CP 32 Read Data
SQ_RBBM_nrirtr SQ-CP 1 Optional
SQ_RBBM_rir $Q--CP 1 Real-Time (Optional) Shaa R
EE /if{ Formatted: Bullets and Numbering
26-1-2026.1.18 CP fo SQ: RBBM bus * [ e
Name Direction Bits | Description f
rbbm_we CP-»8Q 1 Write Enable
rbbm_a CP—-8Q 15 Address -~ Upper Extent is TBD (16:2)
rbbm_wd CP-8Q 32 Data
rbbm_be CP—SQ 4 Byte Enables
rbbm_re CP—-8Q 1 Read Enable
rbb_rs0O CP—-5Q 1 Read Return Strobe 0
rbb_rs1 CP—-S8Q 1 Read Return Strobe 1
rbb_rd0 CP--8Q 32 Read Data 0
rbb_rd1 CP—-8Q 32 Read Data O
RBBM_SQ_soft_reset CP—SQ 1 Soft Reset
Exhibit 2024 docRAGO- ¥ 71269 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © »

AMD1044_0257179

ATI Ex. 2107
IPR2023-00922
Page 45 of 260



ORIGINATE DATE
24 September, 2001

EDIT DATE

4 September, 20154

A PICY.Y

A

R400 Sequencer Specification

PAGE
46 of 48

| 27. Examples of program executions

27.1.1 Sequencer Control of a Vector of Veriices

1.

10.

1

-

PA sends a vector of 64 vertices (actually vertex indices ~ 32 bits/index for 2048 bit total) to the RE’s Vertex FIFO

state pointer as well as tag into position cache is sent along with vertices

space was allocated in the position cache for transformed position before the vector was sent
also before the vector is sent to the RE, the CP has loaded the global instruction store with the vertex

shader program (using the MH?)
The vertex program is assumed to be loaded when we receive the vertex vector.

at this point the vector is removed from the Vertex FIFO

the SEQ then accesses the IS base for this shader using the local state pointer (provided to all

sequencers by the RBBM when the CP is done loading the program)
SEQ arbitrates between the Pixel FIFO and the Vertex FIFO - basically the Vertex FIFO always has priority

the arbiter is not going to select a vector to be transformed if the parameter cache is full unless the pipe as
nothing else to do (ie no pixels are in the pixel fifo).

SEQ allocates space in the SP register file for index data plus GPRs used by the program
the number of GPRs required by the program is stored in a local state register, which is accessed using the
state pointer that came down with the vertices
SEQ will not send vertex data until space in the register file has been allocated

SEQ sends the vector to the SP register file over the RE_SP interface (which has a bandwidth of 2048 bits/cycle)

the 64 vertex indices are sent to the 64 register files over 4 cycles

the index is written to the least significant 32 bits (floating point format?) (what about compound indices)
of the 128-bit location within the register file (w); the remaining data bits are set to zero (x, y, z)

RFO of 8UQ, SU1, SU2, and SU3 is written the first cycle

RF1 of SUQ, SU1, SU2, and SU3 is written the second cycle

RF2 of S8UQ, SU1, SU2, and SU3 is written the third cycle

RF3 of SUQ, SU1, SU2, and SU3 is written the fourth cycle

SEQ constructs a control packet for the vector and sends it to the first reservation station (the FIFO in front of

fetch state machine 0, or TSMO FIFO)

the control packet contains the state pointer, the tag to the position cache and a register file base pointer.

TSMO accepts the control packet and fetches the instructions for fetch clause 0 from the global instruction store
TSMO was first selected by the TSM arbiter before it could start

all instructions of fetch clause O are issued by TSMO

the control packet is passed to the next reservation station (the FIFO in front of ALU state machine 0, or ASMO

FIFO)
TSMO does not wait for requests made to the Fetch Unit to complete; it passes the register file write index for

the fetch data to the TU, which will write the data to the RF as it is received

once the TU has written all the data to the register files, it increments a counter that is associated with ASMO
FIFO; a count greater than zero indicates that the ALU state machine can go ahead start to execute the ALU

clause

ASMO accepts the control packet (after being selected by the ASM arbiter) and gets the instructions for ALU
clause 0 from the global instruction store

all instructions of ALU clause O are issued by ASMO, then the control packet is passed to the next reservation
station (the FIFO in front of fetch state machine 1, or TSM1 FIFO)

Exhibit

. the control packet continues to travel down the path of reservation stations until all clauses have been executed

position can be exported in ALU clause 3 (or 4?); the data (and the tag) is sent over a position bus (which is
shared with all four shader pipes) back to the PA's position cache
A parameter cache pointer is also sent along with the position data. This tells to the PA where the data is
going to be in the parameter cache.
there is a position export FIFO in the SP that buffers position data before it gets sent back to the PA
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&
« the ASM arbiter will prevent a packet from starting an exporting clause if the position export FIFO is full
¢« parameter data is exported in clause 7 (as well as position data if it was not exported earlier)

e parameter data is sent to the Parameter Cache over a dedicated bus

e the SEQ allocates storage in the Parameter Cache, and the SEQ deallocates that space when there is no
longer a need for the parameters (it is told by the PA when using a token).

e the ASM arbiter will prevent a packet from starting on ASM7 if the parameter cache (or the position buffer
if position is being exported) is full

12. after the shader program has completed, the SEQ will free up the GPRs so that they can be used by another
shader program

27.1.2 Sequencer Control of a Vector of Pixels

1. As with vertex shader programs, pixel shaders are loaded into the global instruction store by the CP
e At this point it is assumed that the pixel program is loaded into the instruction store and thus ready to be read.

2. the RE's Pixel FIFO is loaded with the barycentric coordinates for pixel quads by the detailed walker
¢ the state pointer and the LOD correction bits are also placed in the Pixel FIFO
¢ the Pixel FIFO is wide enough to source four quad’s worth of barycentrics per cycle

3. SEQ arbitrates between Pixel FIFO and Vertex FIFO - when there are no vertices pending OR there is no space
left in the register files for vertices, the Pixel FIFO is selected

4. SEQ allocates space in the SP register file for all the GPRs used by the program
¢ the number of GPRs required by the program is stored in a local state register, which is accessed using the
state pointer
¢  SEQ will not allow interpolated data to be sent to the shader until space in the register file has been aliocated

5. SEQ controls the transfer of interpolated data to the SP register file over the RE_SP interface (which has a
bandwidth of 2048 bits/cycle). See interpolated data bus diagrams for details.

6. SEQ constructs a control packet for the vector and sends it to the first reservation station (the FIFO in front of
fetch state machine 0, or TSMO FIFO)
¢ note that there is a separate set of reservation stations/arbiters/state machines for vertices and for pixels
¢ the control packet contains the state pointer, the register file base pointer, and the LOD correction bits
e all other information (such as quad address for example) travels in a separate FIFO

7. TSMO accepts the control packet and fetches the instructions for fetch clause O from the global instruction store
e  TSMO was first selected by the TSM arbiter before it could start

all instructions of fetch clause O are issued by TSMO

the control packet is passed to the next reservation station (the FIFO in front of ALU state machine 0, or ASMO

FIFO)

¢ TSMO does not wait for fetch requests made to the Feich Unit to complete; it passes the register file write
index for the fetch data to the TU, which will write the data to the RF as it is received

¢ once the TU has written all the data for a particular clause to the register files, it increments a counter that is
associated with the ASMO FIFO; a count greater than zero indicates that the ALU state machine can go
ahead and pop the FIFO and start to execute the ALU clause

10. ASMO accepts the control packet (after being selected by the ASM arbiter) and gets the instructions for ALU
clause 0 from the global instruction store

11. all instructions of ALU clause 0 are issued by ASMO, then the control packet is passed to the next reservation
station (the FIFO in front of fetch state machine 1, or TSM1 FIFO)

12. the control packet continues to travel down the path of reservation stations until all clauses have been executed
¢ pixel data is exported in the last ALU clause (clause 7)
e tis sent to an output FIFO where it will be picked up by the render backend
¢ the ASM arbiter will prevent a packet from starting on ASM?7 if the output FIFO is full

13. after the shader program has completed, the SEQ will free up the GPRs so that they can be used by another
shader program
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| 27.1.3 Notes

14. The state machines and arbiters will operate ahead of time so that they will be able to immediately start the real

threads or stall.

15. The register file base pointer for a vector needs to travel with the vector through the reservation stations, but the
instruction store base pointer does not — this is because the RF pointer is different for all threads, but the IS
pointer is only different for each state and thus can be accessed via the state pointer.

28. Open issues

Need to do some testing on the size of the register file as well as on the register file allocation method (dynamic VS

static).
Saving power?

Parameter caches in SX?

Using both IJ buffers for center + centroid interpolation?
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First draft.

Changed the interfaces to reflect the changes in the
SP. Added some details in the arbitration section.
Reviewed the Sequencer spec after the meeting on
August 3, 2001.

Added the dynamic allocation method for register
file and an example (written in part by Vic) of the
flow of pixels/vertices in the sequencer.

Added timing diagrams (Vic)

Changed the spec to reflect the new R400
architecture. Added interfaces.

Added constant store management, instruction
store management, control flow management and
data dependant predication.

Changed the control flow method to be more
flexible. Also updated the external interfaces.
Incorporated changes made in the 10/18/01 control
flow meeting. Added a NOP instruction, removed
the conditional_execute_or_jump. Added debug
registers.

Refined interfaces to RB. Added state registers.

Added SEQ—SPO interfaces. Changed delta
precision. Changed VGT—SPO interface. Debug
Methods added.

Interfaces greatly refined. Cleaned up the spec.

Added the different interpolation modes.

Added the auto incrementing counters. Changed
the VGT—8Q interface. Added content on constant
management. Updated GPRs.

Removed from the spec all interfaces that werent
directly tied to the SQ. Added explanations on
constant management. Added PA—SQ
synchronization fields and explanation.

Added more details on the staging register. Added
detail about the parameter caches. Changed the
call instruction to a Conditionnal_call instruction.
Added details on constant management and
updated the diagram.

Added Real Time parameter control in the SX
interface. Updated the control flow section.

New interfaces to the SX block. Added the end of
clause modifier, removed the end of clause
instructions.

Rearangement of the CF instruction bits in order to
ensure byte alignement
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1. Overview

The sequencer is based on the R300 design. It chooses two ALU clauses and a fetch clause to execute, and
executes all of the instructions in a clause before looking for a new clause of the same type. Two ALU clauses are
executed interleaved to hide the ALU latency. Each vector will have eight fetch and eight ALU clauses, but clauses do
not need to contain instructions. A vector of pixels or vertices ping-pongs along the sequencer FIFO, bouncing from
fetch reservation station to alu reservation station. A FIFO exists between each reservation stage, holding up vectors
until the vector currently occupying a reservation station has left. A vector at a reservation station can be chosen to
execute. The sequencer looks at all eight alu reservation stations to choose an alu clause to execute and all eight
fetch stations to choose a fetch clause to execute. The arbitrator will give priority to clauses/reservation stations
closer to the bottom of the pipeline. It will not execute an alu clause until the fetch fetches initiated by the previous
fetch clause have completed. There are two separate sets of reservation stations, one for pixel vectors and one for
vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, control flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRs it needs to execute. The sequencer will not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram

vertex/pixel vector arbitrator

4
Possible delay for available GPR’s |gg
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Figure 2: Reservation stations and arbiters
There are two sets of the above figure, one for vertices and one for pixels.
Depending on the arbitration state, the sequencer will either choose a vertex or a pixel packet. The control packet

consists of 3 bits of state, 7 bits for the base address of the Shader program and some information on the coverage to
determine fetch LOD plus other various small state bits.
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On receipt of a packet, the input state machine (not pictured but just before the first FIFO) allocated enough space in
the GPRs to store the interpolated values and temporaries. Following this, the barycentric coordinates (and XY
screen position if needed) are sent to the interpolator, which will use them to interpolate the parameters and place the
results into the GPRs. Then, the input state machine stacks the packet in the first FIFO.

On receipt of a command, the level 0 fetch machine issues a fetch request to the TP and corresponding GPR
address for the fetch address (ta). A small command (tcmd) is passed to the fetch system identifying the current level
number (0) as well as the GPR write address for the fetch return data. One fetch request is sent every 4 clocks
causing the texturing of sixteen 2x2s worth of data (or 64 vertices). Once all the requests are sent the packet is put in
FIFO 1.

Upon receipt of the return data, the fetch unit writes the data to the register file using the write address that was
provided by the level 0 fetch machine and sends the clause number (0) to the level O fetch state machine to signify
that the write is done and thus the data is ready. Then, the level 0 fetch machine increments the counter of FIFO 1 to
signify to the ALU 0 that the data is ready to be processed.

On receipt of a command, the level 0 ALU machine first decrements the input FIFO 1 counter and then issues a
complete set of level 0 shader instructions. For each instruction, the ALU state machine generates 3 source
addresses, one destination address and an instruction. Once the last instruction has been issued, the packet is put
into FIFO 2.

There will always be two active ALU clauses at any given time (and two arbiters). One arbiter will arbitrate
over the odd instructions (4 clocks cycles) and the other one will arbitrate over the even instructions (4
clocks cycles). The only constraints between the two arbiters is that they are not allowed to pick the same
clause number as the other one is currently working on if the packet is not of the same type (render state).

If the packet is a vertex packet, upon reaching ALU clause 3, it can export the position if the position is ready. So the
arbiter must prevent ALU clause 3 to be selected if the positional buffer is full (or can’t be accessed). Along with the
positional data, if needed the sprite size and/or edge flags can also be sent.

A special case is for multipass vertex shaders, which can export 12 parameters per last 6 clauses to the output
buffer. If the output buffer is full or doesn’t have enough space the sequencer will prevent such a vertex group to
enter an exporting clause.

Multipass pixel shaders can export 12 parameters to memory from the last clause only (7).

All other clauses process in the same way until the packet finally reaches the last ALU machine (7).

Only one pair of interleaved ALU state machines may have access to the register file address bus or the instruction
decode bus at one time. Similarly, only one fetch state machine may have access to the register file address bus at
one time. Arbitration is performed by three arbiter blocks (two for the ALU state machines and one for the fetch state

machines). The arbiters always favor the higher number state machines, preventing a bunch of half finished jobs from
clogging up the register files.
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| 1.2 Data Flow graph (SP)
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Figure 3: The shader Pipe
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The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip). |
1.3 Control Graph
Clause # + Rdy
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Figure 4: Sequencer Control interfaces

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the output file control interface.

2. Interpolated data bus

The interpolators contain an |J buffer to pack the information as much as possible before writing it to the register file.
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packed in the |J
buffer 4 quads at a time or two clocks. The sequencer allows at any given time as many as four quads to interpolate a
parameter. They all have to come from the same primitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

{ISSUE : Do we do the center + centroid approach using both IJ buffers?}

3. Instruction Store

There is going to be only one instruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mapped registers.

The next picture shows the various modes the CP can load the memory. The Sequencer has to keep track of the
loading modes in order to wrap around the correct boundaries. The wrap-around points are arbitrary and they are
specified in the VS_BASE and PIX_BASE control registers. The VS_BASE and PS_BASE context registers are used
to specify for each context where its shader is in the instruction memory.

For the Real time commands the story is quite the same but for some small differences. There are no wrap-around

points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.
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4. Sequencer Instructions

All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV, PV, PS,PS) if they have nothing else to do.

URIGINATE DATE CUHE DATE R400 Sequencer Specification [ FALE l

5. Constant Stores

5.1 Memory organizations

A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shader is 256 constants. Or 512 for the pixelivertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 428x182-320x96 bits (128 texture states
for regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn’t sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a change in the control flow constants. Its size is 320*32 because it must hold 8
copies of the 32 dwords of control flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.

5.2 Management of the Control Flow Constants

The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
SQ decodes the address and writes to the block pointed by its current base pointer (CF_WR_BASE). On the read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the control flow block. This register is copied whenever there is a state change. Should the CP write to CF after the
state change, the base register is updated with the (current pointer number +1 )% number of states. This way, if the
CP doesn’t write to CF the state is going to use the previous CF constants.

5.3 Management of the re-mapping tables

5.3.1 R400 Constant management

The sequencer is responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver), the sequencer will broadside copy the contents of its re-mapping tables to a
new one. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
between the two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUST be at least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
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is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

5.3.2 Proposal for R400LE constant management

To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROL packet of state + 1, the
sequencer would check for SQ_IDLE and PA_IDLE and if both are idle will erase the content of state to replace it with

the new state (this is depicted in Figure 9. De-allocation mechanismkigure-8:-De-allosation-mechanismFigure-9:-De
allocati echanism). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
the first report.

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the new state to
reuse these physical addresses if needed).
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Figure 8: Constant management
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Figure 9: De-allocation mechanism for R400LE

5.3.3 Dirty bits

Two sets of dirty bits will be maintained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a new context is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If it is set and the context dirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incoming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the same logical address between context changes. NOTE: It is important to detect and prevent this, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked each time a physical block is needed, and if the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.

Storage of a free list big enough to store all physical block addresses.

Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the free list
like a ring.

The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_ptr will be advanced.

The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_ptr does not equal the stop_ptr and the IFC is at its maximum count.
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l 5.3.5 De-allocate Block

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. It is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advance the write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any number of blocks in one clock.

URIGINATE UATE EUH DATE R400 Sequencer Specification [ FALE l

5.3.6 Operation of Incremental model

The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the free list
counter because its not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical address is hit that has its dirty bits set while in the same context, both dirty
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
When the first draw command of the context is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set states come in for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointer if read_ptr = to stop_ptr .

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has not free list entries available (counter at max and stop_ptr == read_ptr). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-mapping table is written to the correct re-mapping table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the number of blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However, if the updates are large, less contexts will be stored and potentially performance will be degraded.
Although it will still perform as well as a ring could in this case.

5.4 Constant Store Indexing

In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer (9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shader pipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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between the time the sequencer is loaded and the time one can index into the constant store. The assembly will look |
like this

MOVA R1.X,R2.X /I Loads the sequencer with the content of R2.X, also copies the content of R2. X into R1.X
NOP /I latency of the float to fixed conversion
ADD  R3,R4,CO[R2.X}// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don'’t really care about what is in the brackets because we use the state from the MOVA instruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencer in order to support this feature is 2*64*9 bits = 1152 bits.

5.5 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers allocated for RT. It
works is the same way than when dealing with regular constant loads BUT in this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RT control register. Similarly,
for the fetch state, the boundary between the two zones is defined by the TSTATE_EO_RT control register.

5.6 Constant Waterfalling

In order to have a reasonable performance in the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps 8 bits (one per render state) and sets the bits whenever the last render state is written to memory
and clears the bit whenever a state is freed.

CONST_EO_RT

RT SECTON
(Reads/Writes are direct)

REGULAR SECTION
(Reads/Wirites are passing
thru a remaping table)

Figure 10: The instruction store
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| 6. Loopmq and Branches

Loops and branches are planned to be supported and will have to be dealt with at the sequencer level. We plan on
supporting constant loops and branches using a control program.

6.1 The controlling state.

The R400 controling state consists of:

Boolean[256.0]
Loop_count[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.
We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program

Examples of control flow programs are located in the R400 programming guide document.
The basic model is as follows:

The render state defined the clause boundaries:

Vertex_shader_fetch[7:0][7:0] // eight 8 bit pointers to the location where each clauses control program is located
Vertex_shader_alu[7:0][7:0] // eight 8 bit pointers to the location where each clauses control program is located
Pixel_shader_fetch[7:0]7:0] // eight 8 bit pointers to the location where each clauses control program is located
Pixel_shader_alu[7:0][7:0] /I eight 8 bit pointers to the location where each clauses control program is located

A pointer value of FF means that the clause doesn’t contain any instructions.

The control program for a given clause is executed to completion before moving to another clause, (with the
exception of the pick two nature of the alu execution). The control program is the only program aware of the clause
boundaries.

The control program has nine basic instructions:

Execute

Conditional_execute
Conditional_Execute_Predicates
Conditional_jump
Conditionnal_Call

Return

Loop_start

Loop_end

NOP

Execute, causes the specified number of instructions in instruction store to be executed.

Conditional_execute checks a condition first, and if true, causes the specified number of instructions in instruction
store to be executed.

Loop_start resets the corresponding loop counter to the start value on the first pass after it checks for the end
condition and if met jumps over to a specified address.

Loop_end increments (decrements?) the loop counter and jumps back the specified number of instructions.
Conditionnal_Call jumps to an address and pushes the IP counter on the stack if the condition is met. On the return
instruction, the IP is popped from the stack.

Exhibit 2025.docR400-Sequencerdoc 71630 Bytes®** @ ATI Confidential. Reference Copyright Notice on Cover Page © »*+

AMD1044_0257206

ATI Ex. 2107
IPR2023-00922
Page 72 of 260



EL/ D WATE

VRISHNAT D AT C
4 September, 201548

m 24 September, 2001
i1 IO A B A el

LAJOVUNIEIN G -IRE V. INUIVLL

GEN-CXXXXX-REVA 25 of 50

Conditional_execute_Predicates executes a block of instructions if all bits in the predicate vectors meet the condition.
Conditional_jumps jumps to an address if the condition is met.
NOP is a regular NOP

NOTE THAT ALL JUMPS MUST JUMP TO EVEN CFP ADDRESSES since there are two control flow instructions per
memory line. Thus the compiler must insert NOPs where needed to align the jumps on even CFP addresses.

Also if the jump is logically bigger than pshader_cntl_size (or vshader_cntl_size) we break the program (clause) and
set the debug registers. If an execute or conditional_execute is lower than cntl_size or bigger than size we also break
the program (clause) and set the debug registers.

We have to fit instructions into 48 bits in order to be able to put two control flow instruction per line in the instruction
store.

A value of 1 in the Addressing means that the address specified in the Exec Address field (or in the jump address
field) is an ABSOLUTE address. If the addressing field is cleared (should be the defaull) then the address is relative
to the base of the current shader program.

Note that whenever a field is marked as RESERVED, it is assumed that all the bits of the field are cleared (0).

Execute
47 46... 42 | 41 40 ... 24 23...12 11...0
Addressing 00001 Last RESERVED Instruction | Exec Address
count

Execute up to 4k instructions at the specified address in the instruction memory. If Last is set, this is the last group of
instructions of the clause.

NOP

47 46 ...42 | 41 40... 0

Addressing 00010 | Last RESERVED

This is a regular NOP. If Last is set, this is the last instruction of the clause.

Conditional_Execute

47 46 ... 42 | 41 40 40-39 .. 3231 34-30 ... 24 23...12 11...0
3332
Addressing 00011 Last | RESERVED | Boolean | Condition | RESERVED Instruction Exec
address count Address

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 4k instructions). If Last is set, then if the condition is met, this is the last group of instructions to be
executed in the clause. If the condition is not met, we go on to the next control flow instruction.

Conditional_Execute Predicates

47 46 ... 42 | 41 4040 ... 34-33 ... 3231 34-30... 24 23 ... 12 11..0
3534 3332
Addressing 00100 Last | RESERVED | Predicate | Condition | RESERVED | Instruction | Exec Address
vector count

Check the AND/OR of all current predicate bits. If AND/OR matches the condition execute the specified number of
instructions. We need to AND/OR this with the kill mask in order not to consider the pixels that aren’t valid. If Last is
set, then if the condition is met, this is the last group of instructions to be executed in the clause. If the condition is not
met, we go on to the next control flow instruction.

Loop_Start

47 |46 . 42 | 41..17 | 1612 | 1.0
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l 00101 RESERVED loop ID Jump address

Addressing

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants shouid be used with the loop.

Loop End
47 46 ... 42 41...17 16... 12 11..0
00110 RESERVED loop ID start address
Addressing

Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop.

The way this is described does not prevent nested loops, and the inclusion of the loop id make this easy to do.

Conditionnal Call

47 46 ... 42 41 ... 3834 34-33 ... 312 3430 ... 12 11..0
3332
00111 RESERVED Predicate | Condition RESERVED Jump address
Addressing vector

If the condition is met, jumps to the specified address and pushes the control flow program counter on the stack.

Return

47 46 ... 42 41...0

01000 RESERVED

Addressing

Pops the topmost address from the stack and jumps to that address. If nothing is on the stack, the program will just
continue to the next instruction.

Conditionnal_Jump

47 46 ... 42 41 ... 404 40-39 ... 3231 3430 3629 ... 12 11...0
3332
01001 RESERVED Boolean | Condition | FWonly | RESERVED Jump address
Addressing address

If condition met, jumps to the address. FORWARD jump only allowed if bit 31 set. Bit 31 is only an optimization for the
compiler and should NOT be exposed to the API.

To prevent infinite loops, we will keep 9 bits loop iterators instead of 8 (we are only able to loop 256 times). If the
counter goes higher than 255 then the loop_end or the loop_start instruction is going to break the loop and set the
debug GPRs.

6.3 Data dependant predicate instructions

Data dependant conditionals will be supported in the R400. The only way we plan to support those is by supporting
three vector/scalar predicate operations of the form:

PRED_SETE_# - similar to SETE except that the result is ‘exported’ to the sequencer.
PRED_SETNE_# - similar to SETNE except that the result is 'exported' to the sequencer.
PRED_SETGT_# - similar to SETGT except that the result is 'exported' to the sequencer
PRED_SETGTE_# - similar to SETGTE except that the result is ‘exported’ to the sequencer

For the scalar operations only we will also support the two following instructions:
PRED_SETEO_#- SETEO
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PRED_SETE1 #- SETET ‘

The export is a single bit - 1 or 0 that is sent using the same data path as the MOVA instruction. The sequencer will
maintain 4 sets of 64 bit predicate vectors (in fact 8 sets because we interleave two programs but only 4 will be
exposed) and use it to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. The first bit is a conditional execute “on” bit and the second bit tells us if
we execute on 1 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whose predicate bit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

{Issue: do we have to have a NOP between PRED and the first instruction that uses a predicate?}

6.4 HW Detection of PV,PS

Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV ,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencer will
insert NOPs wherever there is a dependant read/write.

The sequencer will also have to insert NOPs between PRED_SET and MOVA instructions and their uses.

6.5 Register file indexing

Because we can have loops in fetch clause, we need to be able to index into the register file in order to retrieve the
data created in a fetch clause loop and use it into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit7 Bit6

0 0 ‘absolute register'
0 1 ‘relative register’
1 0 'previous vector'
1 1 '‘previous scalar'

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we add to it the loop_index and this becomes our new address that we give to the shader pipe.

The sequencer is going to keep a loop index computed as such:
Index = Loop_iterator*Loop_step + Loop_start.

We loop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256] The tenth bit is only there so that we can provide an out of
range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangements.

6.6 Predicated Instruction support for Texture clauses

For texture clauses, we support the following optimization: we keep 1 bit (thus 4 bits for the four predicate vectors)
per predicate vector in the reservation stations. A value of 1 means that one ore more elements in the vector have a
value of one (thus we have to do the texture fetches for the whole vector). A value of 0 means that no elements in the
vector have his predicate bit set and we can thus skip over the texture fetch. We have to make sure the invalid
pixels aren’t considered with this optimization.
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| 6.7 Debugging the Shaders

In order to be able to debug the pixel/vertex shaders efficiently, we provide 2 methods.

URIGINATE UATE CUHE DATE R400 Sequencer Specification [ FALE l

6.7.1 Method 1: Debugging registers

Current plans are to expose 2 debugging, or error notification, registers:
1. address register where the first error occurred
2. count of the number of errors

The sequencer will detect the following groups of errors:
- count overflow

- constant indexing overflow

- register indexing overflow

Compiler recognizable errors:
- jump errors
relative jump address > size of the control flow program
- call stack
call with stack full
return with stack empty

A jump error will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only break if
the DB_PROB_BREAK register is set.

If indexing outside of the constant or the register range, causing an overflow error, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}
6.7.2 Method 2: Exporting the values in the GPRs (12)

The sequencer will have a count register and an address register for this mode and 3 bits per clause specifying the
execution mode for each clause. The modes can be :

1) Normal

2) Debug Kill

3) Debug Addr + Count
Under the normal mode execution follows the normal course. Under the kill mode, all control flow instructions are
executed but all normal shader instructions of the clause are replaced by NOPs. Only debug_export instructions of
clause 7 will be executed under the debug kill setting. Under the other mode, normal execution is done until we reach
an address specified by the address register and instruction count (useful for loops) specified by the count register.
After we have hit the instruction n times (n=count) we switch the clause to the kill mode.

Under the debug mode (debug kill OR debug Addr + count), it is assumed that clause 7 is always exporting 12 debug
vectors and that all other exports to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by
the sequencer (even if they occur before the address stated by the ADDR debug register).

7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch
requests and allow the shader pipe to kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
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8. Multipass vertex shaders (HOS)

Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.

9. Regqister file allocation

The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and
PIXEL_REG_SIZE for pixels.
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Above is an example of how the algorithm works. Vertices come in from top to bottom; pixels come in from bottom to
top. Vertices are in orange and pixels in green. The blue line is the tail of the vertices and the green line is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index 0 and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the 8 potentially pending fetch clauses to be executed. The choice is made
by looking at the fifos from 7 to 0 and picking the first one ready to execute. Once chosen, the clause state machine
will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch instructions of the clause
are sent. This means that there cannot be any dependencies between two fetches of the same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handle up to X(?) in flight fetches and thus there can be a fair number of active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
8 potentially pending ALU clauses to be executed. The choice is made by looking at the fifos from 7 to 0 and picking
the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for the odd clocks. For
example, here is the sequencing of two interleaved ALU clauses (E and O stands for Even and Odd sets of 4 clocks):

Einst0 Oinst0 Einst1 Oinst1 Einst2 Oinst2 Einst0 Oinst3 Einst1 Oinst4 Einst2 OinstO...
Proceeding this way hides the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across
clause boundaries.
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12. Handling Stalls

When the output file is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the output file. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering the exporting clause (3?7). The
sequencer will set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFOs

The reservation FIFOs contain the state of the vector of pixels and vertices. We have two sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, some bits
for LOD correction and coverage mask information in order to fetch fetch for only valid pixels, the quad address.

14. The Output File

The output file is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x128 (and there are 16 of those on the whole chip).

15. |J Format

The IJ information sent by the PA is of this format on a per quad basis:

We have a vector of |J's (one |J per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). The interpolation is done at a different precision across the 2x2. The upper left pixel's parameters are
always interpolated at full 20x24 mantissa precision. Then the result of the interpolation along with the difference in IJ
in reduced precision is used to interpolate the parameter for the other three pixels of the 2x2. Here is how we do it:

Assuming PO is the interpolated parameter at Pixel 0 having the barycentric coordinates (0}, J(0) and so on for P1,P2
and P3. Also assuming that A is the parameter value at VO (interpolated with 1), B is the parameter value at V1
(interpolated with J) and C is the parameter value at V2 (interpolated with (1-1-J).

AOL = I(1) - I(0)
AOLT =J () - J(0)
A021 =1(2)-1(0) PO P1
A02J =J(2)-J(0)
A037 =1(3)-1(0)
A03J =J(B)-J(0) P2 P3

PO=C+I10)*(4-C)+J(0)*(B-C)

Pl=P0+A01*(A4~C)+A0LT*(B~-C)
P2=P0+A021*(4—C)+A02J *(B-C)
P3=P0+A03[*(4—C)+A03J*(B-C)

PO is computed at 20x24 mantissa precision and P1 to P3 are computed at 8X24 mantissa precision. So far no visual
degradation of the image was seen using this scheme.

Multiplies (Full Precision): 2
Multiplies (Reduced precision). 6
Subtracts 19x24 (Parameters). 2
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FORMAT OF PO's IJ: Mantissa 20 Exp 4 for | + Sign
Mantissa 20 Exp 4 for J + Sign

FORMAT of Deltas (x3): Mantissa 8 Exp 4 for | + Sign
Mantissa 8 Exp 4 for J + Sign

Total number of bits : 20*2 + 8*6 + 4*8 + 4*2 = 128

All numbers are kept using the un-normalized floating point convention: if exponent is different than 0 the number is
normalized if not, then the number is un-normalized. The maximum range for the IJs (Full precision) is +/- 63 and the
range for the Deltas is +/- 127.

15.1 Interpolation of constant attributes

Because of the floating point imprecision, we need to take special provisions if all the interpolated terms are the same
or if two of the barycentric coordinates are the same.

We start with the premise thatif A=B and B=C and C = A, then P0,1,2,3 = A. Since one or more of the IJ terms
may be zero, so we extend this to:

if (A=B and B=C and C=A)
P0,1,23=A;
elseif (I =0)or(J=0))and
((J =0)or (1-1-d = 0)) and
(1-d-1=0)or (1 =0))){

if(l 1= 0){
PO =A,
lelseif(J 1= 0){
PO =B,
telse {
PO =C;
/frest of the quad interpolated normally
}
else
{
normal interpolation
}

16. Staging Registers

In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER by the
VGT for it to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789101112131415] 1617 181920212223 242526 27 28 29 30 31| 32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47 || 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

The sequencer will re-arrange them in this fashion:

01231617181932333435484956051(14567202122233637383952535455(18910 1124252627
404142435657 5859|1213 14 1528 29 30 31 44 45 46 47 60 61 62 63

The || markers show the SP divisions. In the event a shader pipe is broken, the VGT will send padding to account for
the missing pipe. For example, if SP1 is broken, vertices 4 56 7 20 21 22 23 36 37 38 39 52 53 54 55 will still be sent
by the VGT to the SQ BUT will not be processed by the SP and thus should be considered invalid (by the SU and
VGT).
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The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit

floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure 12Figure-42Figure-12. The area of the fixed-to-float converters and the VSISRs for this method is roughly ‘
estimated as 0.759sgmm using the R300 process. The gate count estimate is shown in Figure 11Figure-1iFigure-44.

8x24-bit

Area of 96x8-deep Latch Memory
Area of 24-bit Fix-to-float Converter

IMethod 1

Basis for 8-deep Latch Memory (from R300)

11631 2

46524 2

60.57813 u* per bit

4712 1® per converter

Block

Quantity

Area

F2F
8x96 Latch

3
16

14136
744384

Figure 11: Area Estimate for VGT to Shader Interface
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VGT BLOCK
(IN PA)

24-BIT
FIX2FLOAT

SHADER
SEQUENCER

VECTOR ENGINE

i

VECTOR ENGINE

Figure 12:VGT to Shader Interface

17. The parameter cache

The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (1R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBs are the memory number and the 7 LSBs are the address within this memory.

MEMORY NUMBER ADDRESS
4 bits 7 bits

The PA generates the parameter cache addresses as the positions come from the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
number field wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT_7 (a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shader is exporting 8
parameters per vertex (VS_EXPORT_COUNT_7 = 8). The first position received is going to have the PC address
00000000000 the second one 00010000000, third one 00100000000 and so on up to 11110000000. Then the next
position received (the 17“‘) is going to have the address 00000001000, the 18" 00010001000, the 19" 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful about is that if the
SX doesn't send you a full group of positions (<64} then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add
2*'VS_EXPORT_COUNT_7to Current_Location and reset the memory count to 0 before the next vector begins).
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18. Vertex position exporting |

On clause 3 the vertex shader can export to the PA both the vertex position and the point sprite. It can also do so at
clause 7 if not done at clause 3. The storage needed to perform the position export is at least 64x128 memories for
the position and 64x32 memories for the sprite size. It is going to be taken in the pixel output fifo from the SX blocks.
The clause where the position export occurs is specified by the EXPORT_LATE register. If turned on, it means that
the export is going to occur at ALU clause 7 if unset position export occurs at clause 3.

35 of 50 '

19. Exporting Arbitration

Here are the rules for co-issuing exporting ALU clauses.
1) Position exports and position exports cannot be co-issued.

All other types of exports can be co-issued as long as there is place in the receiving buffer.
{ISSUE: Do we move the parameter caches to the SX7}

20. Export Types

The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Here is a list of all possible export modes:

20.1 Vertex Shading

0:15 - 16 parameter cache
16:31 - Empty (Reserved?)
32:43 - 12 vertex exports to the frame buffer and index

44:47 - Empty

48:59 - 12 debug export (interpret as normal vertex export)
60 - export addressing mode

61 - Empty

62 - position

63 - sprite size export that goes with position export

(point_h,point_w,edgeflag, misc)

20.2 Pixel Shading

- Color for buffer O (primary)
- Color for buffer 1
- Color for buffer 2
- Color for buffer 3
7 - Empty
- Buffer 0 Color/Fog (primary)
- Buffer 1 Color/Fog
10 - Buffer 2 Color/Fog
11 - Buffer 3 Color/Fog
12:15 - Empty
16:31 - Empty (Reserved?)
32:43 - 12 exports for multipass pixel shaders.

O©ohwhN-~QO

44:47 - Empty

48:59 - 12 debug exports (interpret as normal pixel export)
60 - export addressing mode

61.62 -Empty

63 - Z for primary buffer (Z exported to ‘alpha’ component)
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| 21. Special Interpolation modes

21.1 Real time commands

We are unable to use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type 0 packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
other is rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important (true only if we map Microsoft's high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This mode is triggered by the primitive type: REAL TIME. The actual memories are in the in
the 8X blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

21.2 Sprites/ XY screen coordinates/ FB information

When working with sprites, one may want to overwrite the parameter 0 with SC generated data. Also, XY screen
coordinates may be needed in the shader program. This functionality is controlled by the gen_I0 register (in SQ) in
conjunction with the SND_XY register (in SC). Also it is possible to send the faceness information (for OGL front/back
special operations) to the shader using the same control register. Here is a list of all the modes and how they interact
together:

Gen_st is a bit taken from the interface between the SC and the SQ. This is the MSB of the primitive type. If the bit is
set, it means we are dealing with Point AA, Line AA or sprite and in this case the vertex values are going to generated
between 0 and 1.

Param_Gen_l0 disable, snd_xy disable, no gen_st — |10 = No modification

Param_Gen_I0 disable, snd_xy disable, gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy enable, no gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy enable, gen_st — 10 = No modification

Param_Gen_l0 enable, snd_xy disable, no gen_st — 10 = garbage, garbage, garbage, faceness
Param_Gen_l0 enable, snd_xy disable, gen_st — |10 = garbage, garbage, s, t

Param_Gen_l0 enable, snd_xy enable, no gen_st — |10 = screen x, screen y, garbage, faceness
Param_Gen_l0 enable, snd_xy enable, gen_st — |0 = screen x, screeny, s, t

21.3 Auto generated counters

In the cases we are dealing with multipass shaders, the sequencer is going to generate a vector count to be able to
both use this count to write the 1% pass data to memory and then use the count to retrieve the data on the 2 pass.
The count is always generated in the same way but it is passed to the shader in a slightly different way depending on
the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEX register. The sequencer is going to
keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
GPRs the counter is incremented. Every time a state change is detected, the corresponding counter is reset. While
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for
all elements in the vector.

21.3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEX is set, the data will be put into the x field of the third register (it means
that the compiler must allocate 3 GPRs in all multipass vertex shader modes).

21.3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEX is set and Param_Gen_I0 is enabled, the data will be put in the x field of
the 2™ register (R1.x), else if GEN_INDEX is set the data will be put into the x field of the 1 register (R0.x).
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COUNT

STG1

’ AUTO COUNT 000000 |

¥ The Auto Count Value is
MUX / broadcast to all GPRs. It is
loaded into a register wich has
its LSBs hardwired to the
GPR number (O thru 63). Then
if GEN_INDEX is high, the
¥ mux selects the auto-count
value and it is loaded into the
GPRs to be either used to
retrieve data using the TP or
GPRO sent to the SX for the RB to
use it to write the data to
memory

Figure 13: GPR input mux Control

22. State management

Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

22.1 Parameter cache synchronization

In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencer will keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to 0 and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vector of pixels with the SC_SQ_new_vector bit asserted, the sequencer will first check if
the count is greater than 0 before accepting the transmission (it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group of pixels to the interpolators. Every time the state changes, the new state counter is initialized to 0.

23. XY Address imports

The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the IJs (to the |J
buffer) with XY writes (to the XY buffer). Then when writing the data to the GPRs, the sequencer is going to
interpolate the 1J data or pass the XY data thru a Fix—float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 21.2 for details on how to control the interpolation in this mode.

23.1 Vertex indexes imports

In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded one line at a time by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.
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| 24. Regtster
24.1 Control

REG_DYNAMIC
REG_SIZE_PIX

REG_SIZE_VTX

ARBITRATION_POLICY
INST_STORE_ALLOC

INST_BASE_VTX

INST_BASE_PIX
ONE_THREAD
ONE_ALU

INSTRUCTION

CONSTANTS
CONSTANTS_RT
CONSTANT_EO_RT

TSTATE_EO_RT

EXPORT_LATE

242 Context

VS_FETCH_{0...7}
VS_ALU_{0...7}
PS_FETCH_{0...7}
PS_ALU_{0...7}
PS_BASE
VS_BASE
VS_CF_SIZE
PS_CF_SIZE
PS_SIZE
VS_SIZE
PS_NUM_REG
VS_NUM_REG
PARAM_SHADE

PROVO_VERT
PARAM_WRAP

PS_EXPORT_MODE

WS- EARORT-MAS]

Dynamic allocation (pixel/vertex) of the register file on or off.

Size of the register file's pixel portion (minimal size when dynamic allocation turned
on)

Size of the register file's vertex portion (minimal size when dynamic allocation turned
on)

policy of the arbitration between vertexes and pixels

interleaved, separate

start point for the vertex instruction store (RT always ends at vertex_base and

Begins at 0)

start point for the pixel shader instruction store

debug state register. Only allows one program at a time into the GPRs

debug state register. Only allows one ALU program at a time to be executed (instead
of 2)

This is where the CP puts the base address of the instruction writes and type (auto-
incremented on reads/writes) Register mapped

512*4 ALU constants + 32"6 Texture state 32 bits registers (logically mapped)

256*4 ALU constants + 32*6 texture states? (physically mapped)

This is the size of the space reserved for real time in the constant store (from 0 to
CONSTANT_EO_RT). The re-mapping table operates on the rest of the memory
This is the size of the space reserved for real time in the fetch state store (from 0O to
TSTATE_EO_RT). The re-mapping table operates on the rest of the memory
Controls whether or not we are exporting position from clause 3. If set, position
exports occur at clause 7.

eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
base pointer for the pixel shader in the instruction store

base pointer for the vertex shader in the instruction store

size of the vertex shader (# of instructions in control program/2)

size of the pixel shader (# of instructions in control program/2)

size of the pixel shader (cntl+instructions)

size of the vertex shader (cntl+instructions)

number of GPRs to aliocate for pixel shader programs

number of GPRs to allocate for vertex shader programs

One 16 bit register specifying which parameters are to be gouraud shaded (0 = flat, 1
= gouraud)

0 vertex 0, 1: vertex 1, 2: vertex 2, 3. Last vertex of the primitive

64 bits: for which parameters (and channels (xyzw)) do we do the cyl wrapping
(O=linear, 1=cylindrical).

Oxxxx : Normal mode

Txxxx . Multipass mode

If normal, bbbz where bbb is how many colors (0-4) and z is export z or not

If multipass 1-12 exports for color.

VS_EXPORT_MODE
VS_EXPORT
_COUNT_{0...6}

PARAM_GEN_I0

Exhibit 2025 docR400_Sequencer.dos
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0: position (1 vector), 1. position (2 vectors), 3:multipass

Six 4 bit counters representing the # of interpolated parameters exported in clause 7
(located in VS_EXPORT_COUNT_6) OR
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GEN_INDEX Auto generates an address from 0 to XX. Puts the results into R0-1 for pixel shaders ‘
and R2 for vertex shaders

CONST_BASE_VTX (9 bits)Logical Base address for the constants of the Vertex shader

CONST_BASE_PIX (9 bits) Logical Base address for the constants of the Pixel shader

CONST_SIZE_PIX (8 bits) Size of the logical constant store for pixel shaders

CONST_SIZE_VTX (8 bits) Size of the logical constant store for vertex shaders

INST_PRED_OPTIMIZE  Turns on the predicate bit optimization (if of, conditional_execute_predicates is
always executed).

CF_BOOLEANS 256 boolean bits

CF_LOOPF_COUNT 32x8 bit counters (number of times we traverse the loop)
CF_LOOP_START 32x8 bit counters (init value used in index computation)
CF_LOOP_STEP 32x8 bit counters (step value used in index computation)

25. DEBUG Registers
25.1 Context

DB_PROB_ADDR instruction address where the first problem occurred
DB_PROB_COUNT number of problems encountered during the execution of the program
DB_PROB_BREAK break the clause if an error is found.

DB_INST_COUNT instruction counter for debug method 2

DB_BREAK_ADDR break address for method number 2

DB_CLAUSE

_MODE_ALU_{0...7} clause mode for debug method 2 (0: normal, 1: addr, 2: kill)

DB_CLAUSE

_MODE_FETCH_{0...7} clause mode for debug method 2 (0: normal, 1. addr, 2: kill)
25.2 Control

DB_ALUCST_MEMSIZE Size of the physical ALU constant memory

DB_TSTATE_MEMSIZE Size of the physical texture state memory

26. Interfaces

26.1 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—S8Px it means that SQ is going to broadcast the same information to all SP instances.

26.1.1 SCto SQ : IJ Control bus

This is the control information sent to the sequencer in order to control the |J fifos and all other information needed to
execute a shader program on the sent pixels. This information is sent over 2 clocks, if SENDXY is asserted the next
control packet is going to be ignored and XY information is going to be sent on the IJ bus (for the quads that where
just sent). All pixels from the group of quads are from the same primitive, all quads of a vector are from the same
render state.
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Name Direction Bits | Description
SC_SQ_g_wr_mask SC—SQ 4 Quad Write mask left to right
SC_SQ_Jlod_correct SC—SQ 24 LOD correction per quad (6 bits per quad)
SC_SQ_param_ptr0 SC—-SQ 11 P Store pointer for vertex 0
SC_SQ_param_ptr1 SC—-SQ 11 P Store pointer for vertex 1
SC_SQ_param_ptr2 SC—-SQ 11 P Store pointer for vertex 2
SC_SQ_end_of_vect SC—-SQ 1 End of the vector
SC_SQ_store_dealloc SC—8Q 1 Deallocation token for the P Store
SC_SQ_state SC—-SQ 3 State/constant pointer
SC_SQ_valid_pixel SC—-8Q 16 Valid bits for all pixels
SC_SQ_null_prim SC—-8Q 1 Null Primitive (for PC deallocation purposes)
SC_SQ_end_of _prim 5C—8Q 1 End Of the primitive
SC_SQ_send_xy SC—S8Q 1 Sending XY information [XY information is going to be

sent on the next clock]

SC_SQ_prim_type SC—8Q 3 Real time command need to load tex cords from
alternate buffer. Line AA, Point AA and Sprite reads
their parameters from GEN_T and GEN_S GPRs.

000 : Normal

011 : Real Time

100 : Line AA

101 : Point AA

110 : Sprite

SC_SQ_new_vector SC—3Q 1 This primitive comes from a new vector of vertices.
Make sure that the corresponding vertex shader has
finished before starting the group of pixels.

SC_SQ_RTRn SQ—8C 1 Stalls the PA in n clocks
SC_SQ_RTS SC—8Q 1 SC ready to send data
26.1.2 SQ to SP: Interpolator bus
Name Direction Bits | Description
SQ_SPx_interp_prim_type SQ—SPx 3 Type of the primitive
000 : Normal
011 : Real Time
100 : Line AA
101 : Point AA
110 : Sprite
SQ_SPx_interp_ijline SQ—8Px 2 Line in the IJ/XY buffer to use to interpolate
SQ SPx interp mode SQ—-8Px 1 0: Use centroid buffer
1. Use center buffer
SQ_SPx_interp_buff_swap SQ—-SPx 1 Swap the IJ/XY buffers at the end of the interpolation
SQ_SPx_interp_gen_I0 SQ—-SPx 1 Generate 10 or not. This tells the interpolators not to

use the parameter cache but rather overwrite the data
with interpolated 1 and 0. Overwrite if gen_|0 is high.

26.1.3 SQ to SX: Interpolator bus

Name Direction Bits | Description
SQ_SPx_interp_flat_vix SQ—SPx 2 Provoking vertex for flat shading
SQ_SPx_interp_flat_gouraud | SQ—SPx 1 Flat or gouraud shading
SQ_SPx_interp_cyl wrap SQ-—S8SPx 4 Wich channel needs to be cylindrical wrapped
|| SQ_SXx_ptrimuxd SQ—5Xx 11 Parameter Cache Pointer
|| SQ_SXx_ptr2munct SQ—-8Xx 11 Parameter Cache Pointer
|| SQ_SXx_ptr3rmux2 SQ—-8Xx 11 Parameter Cache Pointer
SQ_SXx_RT_switch SQ—SXx 1 Selects between RT and Normal data
|| SQ_SXx_pc wr en SQ-—8Xx 1 Write enable for the PC memories
| SQ _SXx _pc wr_addr SQ-—>SXx 7 Write address for the PCs
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26.1.4 SQ to SP: Staging Register Data

This is a broadcast bus that sends the VSISR information to the staging registers of the shader pipes.

Name Direction Bits | Description

SQ_SPx_vgt_vsisr_data SQ—8Px 96 Pointers of indexes or HOS surface information
SQ_SPx_vgt vsisr_double SQ—SPx 1 0: Normal 96 bits per vert 1: double 192 bits per vert
SQ_SP0_data_valid SQ—SP0 1 Data is valid

SQ_SP1_data_valid SQ—SP1 1 Data is valid

SQ_SP2_data_valid SQ—S8P2 1 Data is valid

SQ_SP3_data_valid SQ—SP3 1 Data is valid

26.1.5 PA to SQ : Vertex interface
26.1.5.1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the
VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format. The VGT can transmit up to six 32-bit

floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96

bits wide.

Name Bits Description

PA_SQ_vgt vsisr_data 96 Pointers of indexes or HOS surface information

PA_SQ vgt vsisr_double 1 0: Normal 96 bits per vert 1: double 192 bits per vert

PA_SQ_vgt_end_of_vector 1 Indicates the last VSISR data set for the current process vector (for double vector
data, "end_of_vector” is set on the second vector)

PA_SQ_vgt vsisr_valid 1 Vsisr data is valid

PA_SQ_vgt_state 3 Render State (6*3+3 for constants). This signal is guaranteed to be correct when

“PA_SQ_vgt end_of vector” is high.

PA_SQ_vgt_send

Data on the VGT_SQ is valid receive (see write-up for standard R400 SEND/RTR
interface handshaking)

SQ_PA_vgt_rtr

Ready to
handshaking)

receive (see write-up for standard R400 SEND/RTR interface

26.1.5.2 Interface Diagrams

Exhibit 2025 docR400_Seguencerdoc

7e30 Bytes*** @ ATI Confidential. Reference Copyright Notice on Cover Page © »*»

AMD1044_0257223

ATI Ex. 2107
IPR2023-00922
Page 89 of 260



=+ @ 9bed 19n0D uo aonoN 1YBIADOD 90UDISIOY [RIUDPHUOD LY © ##+soHa0801L  sopuecuenbas™ooyyd0p G20 TG

ATI Ex. 2107
IPR2023-00922

Page 90 of 260

AMD1044_0257224

1SHS 154S
0 Hid > o34 131 2ba wd B8 i > o3 7 MM ¢ >
¥
e oanzs | 02 4 puss ba 05 wd | OO0 7 aNEs Y
ALAWE S
¥ION3INOIS
H3avHs % 5 e BERE - TR REENL e o
o o b OTES ALYLE e g T2s ejels 1ba 08 ¥d o Z 198 AIVLE
H3ddng
anis
sl . s <
o vxiol e Torom a0 ] o7 [ T Togoon 1o pus JbA G5 wa | oo [ 7 ¥OLDIA IO AN
il <l il il
- o Tianod worea | oY [ T otqnop T5TeA aba o5 wa | oo [ ¢ w1000 4SISA
. i ) l
o o Tovivad dsioa | DY [ b5 ®iED ISTSA 3bA 05 vd O3y =& 7 YLYd MSISA
IARAG AT R A
ogiocy &tGL0¢ 1equisides ¢ L0OZ “tequisideg ¢z
3ovd uoneayioads 1e0uenbas 00vY 31va 11a3 31va ALYNIDINO

TVIMHLVIN d4dd0 JALLOHLOYUd




wx @ 9BBd 19100 U0 9o1j0N WBLAdOD SoUSIDIRY "[BIUBPYUOD | LY © #xsoa0ssiL  sopuestenbes™00y:Sop G207 HAKS

B0BlIBIU] DA DS vd Jol WEIBeI( [eolbo| pajiereq | aInbig

NOISSIWSNYYL 5d0LS dHANHES

NOISSINSNYIL SIdVLS—-Hd YHATHDOHY
NOISSINSNYIL Sd0Ls dHATHDHEY

)

-

oy 0dTd
ALAWH OATd

IND OdT1d

INO YIVA 0414

v YIVd

7 ANFS
¢ YINda

¢ NS
7 Y¥Iva

Z aNgs

SId I9A

7 9Id 08
T ¥Id 08

0 ¥Id 08

¥Id 0%

osiocy
JOvVd

YATH-XXXXXO-NIO
WAN 'AFH-LNIWND0d

TVOOIC 9 LA

8EGL0C Tequisides &
31vd 1d4d

100T ‘tequieides 2
31vd 3LYNIOIFHO

TVIMHLVIN d4dd0 JALLOHLOYUd

AMD1044_0257225

ATI Ex. 2107
IPR2023-00922
Page 91 of 260



URIGINATE DAITE U DATE

24 September, 2001 4 September, 201518

44 of 50

all]

A by DDA B

R400 Sequencer Specification [ FALE

ey

| 26.1.6 SQ to CP: State report

Name Direction Bits | Description
SQ_CP_vrtx_ state SEQ—CP 3 Oldest vertex state still in the pipe
SQ_CP_pix_state SEQ-—-CP 3 Oldest pixel state still in the pipe
26.1.7 SQ to SX: Control bus
Name Direction Bits | Description
SQ_SXx_exp_Pixel SQ—SXx 1 1: Pixel
0: Vertex
SQ_SXx_exp_Clause SQ—8Xx 3 Clause number, which is needed for vertex clauses
SQ_SXx_exp_State SQ—5Xx 3 State ID
8Q_SXx_exp_exportlD SQ—8Xx 1 ALU ID

These fields are sent synshronoushwith-BF-expor-data

cribed-in-8R20 KO-k seevery time the sequenc

picks an exporting clause for execution.

26.1.8 SXto SQ : Output file control

er

Name Direction Bits | Description

SXx_SQ_Export_count_rdy SXx—8Q 1 Raised by SXO0 to indicate that the following two fields
reflect the result of the most recent export

SXx_SQ_Export_Position SXx—8Q 1 Specifies whether there is room for another position.

SXx_SQ_Export_Buffer SXx—8Q 7 Specifies the space available in the output buffers.

0: buffers are full
1. 2K-bits available (32-bits for each of the 64
pixels in a clause)

64: 128K-bits available (16 128-bit entries for each of
64 pixels)
65-127: RESERVED

26.1.9 SQ to TP: Control bus

Once every clock, the fetch unit sends to the sequencer on which clause it is now working and if the data in the GPRs
is ready or not. This way the sequencer can update the fetch counters for the reservation station fifos. The sequencer
also provides the instruction and constants for the fetch to execute and the address in the register file where to write

the fetch return data.

Name Direction Bits | Description

TPx_SQ_data_rdy TPx— 8Q 1 Data ready

TPx_SQ_clause_num TPx— 8Q 3 Clause number

TPx_SQ_Type TPx— 8Q 1 Type of data sent (0:PIXEL, 1:VERTEX)
SQ_TPx_const SQ—-TPx 48 Fetch state sent over 4 clocks (192 bits total)
SQ_TPx_instuct SQ—TPx 24 Fetch instruction sent over 4 clocks
SQ_TPx_end_of clause SQ—-TPx 1 Last instruction of the clause

SQ_TPx_Type SQ—-TPx 1 Type of data sent (0:PIXEL, 1:VERTEX)
SQ_TPx_phase SQ—-TPx 2 Wirite phase signal

SQ_TPO_lod_correct SQ—-TPO 6 LOD correct 3 bits per comp 2 components per quad
SQ_TPO_pmask SQ—TPO 4 Pixel mask 1 bit per pixel

SQ_TP1_lod_correct SQ—-TP1 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP1_pmask SQ—-TP1 4 Pixel mask 1 bit per pixel

SQ_TP2 lod_correct SQ—-TP2 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP2_pmask SQ—-TP2 4 Pixel mask 1 bit per pixel

SQ_TP3 lod correct SQ—-TP3 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP3_pmask SQ—-TP3 4 Pixel mask 1 bit per pixel
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SQ_TPx_clause_num SQ—TPx 3 | Clause number ‘
SQ_TPx_write_gpr_index SQ->TPx 7 | Index into Register file for write of returned Fetch Data

26.1.10 TP to SQ: Texture stall

The TP sends this signal to the SQ when its input buffer is full. The SQ is going to send it to the SP X clocks after
reception (maximum of 3 clocks of pipeline delay).

SQ_SP_fetch_Stall

\
SQ_SP_wr_addr
— SuUo
1
Su2
|
|
SuU3 }
Name Direction Bits | Description
TP_SQ_fetch_stall TP— 8Q 1 Do not send more texture request if asserted
26.1.11 SQ to SP: Texture stall
Name Direction Bits | Description
SQ_8Px_fetch_stall SQ—S8Px 1 Do not send more texture request if asserted

26.1.12 SQ to SP: GPR; RParametercache-control-and auto counter ‘

Name Direction Bits | Description

SQ_SPx_gpr wr_addr SQ—S8Px 7 Write address |

SQ_SPx_gpr_rd_addr SQ—SPx 7 Read address

SQ_SPx_gpr_red_addren SQ—SPx 1 Read Enable ‘

SQ_SPx_gpr_wewr addren | SQoSPx 1 Write Enable for the GPRs

SQ_SPx_gpr_phase_mux SQ—S8Px 2 The phase mux (arbitrates between inputs, ALU SRC
reads and writes)

SQ_SPx_channel_mask SQ—SPx 4 The channel mask

SQ_SPO_pixel_mask SQ—SP0 4 The pixel mask

SQ_SP1_pixel_mask SQ—S8SP1 4 The pixel mask

SQ_SP2_pixel_mask SQ—SP2 4 The pixel mask

SQ_SP3_pixel_mask SQ—S8P3 4 The pixel mask

SQ_SPx_gpr_input_mux SQ—S8Px 2 When the phase mux selects the inputs this tells from
which source to read from: Interpolated data, VTXO,
VTX1, autogen counter.

SQ_SPx_index_count SQ—SPx 127 | Index count, common for all shader pipes
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l 26.1.13 SQ to SPx: Instructions
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Name Direction Bits | Description
SQ_SPx_instruct_start SQ—SPx 1 Instruction start
SQ_SP_instruct SQ—SPx 21 Transferred over 4 cycles
0: SRC A Select 2:0
SRC A Argument Modifier 3.3
SRC A swizzle 11:4
VectorDst 17:12
Unused 20:18
1: SRC B Select 2:0
SRC B Argument Modifier 3:3
SRC B swizzle 114
ScalarDst 17:12
Unused 20:18
2: SRC C Select 2:0
SRC C Argument Modifier 3:3
SRC C swizzle 11:4
Unused 20:12
3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 11:11
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20:17
| SQ SPx exp exportlD SQ-—+SPx 1 ALUID
SQ_SPx_stall SQ—SPx 1 Stall signal
SQ_SPx_export_count SQ—S8Px 3 Each set of four pixels or vectors is exported over

eight clocks. This field specifies where the SP is in
that sequence.

SQ_SPx_export_last SQ—SPx 1 Asserted on the first shader count of the last export
of the clause
SQ_SPO_export_pvalid SQ—S8P0 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per

clock

SQ_SPO_export_wvalid SQ—8P0 2 Specifies whether to write low and/or high 32-bit word
of the 64-bit export data from each of the 16 pixels or
vectors

SQ_SP1_ export_pvalid SQ—SP1 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per

clock

SQ_SP1_ export_wvalid SQ—SP1 2 Specifies whether to write low and/or high 32-bit word
of the 64-bit export data from each of the 16 pixels or
vectors

SQ_SP2_ export_pvalid SQ—-8P2 4 Result of pixel kill in the shader pipe, which must be

output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per

clock

SQ_SP2_ export_wvalid 5Q—-8P2 2 Specifies whether to write low and/or high 32-bit word
of the 64-bit export data from each of the 16 pixels or
vectors

SQ_SP3_ export_pvalid SQ—8P3 4 Result of pixel kill in the shader pipe, which must be
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output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per

SQ_SP3_ export_wvalid

SQ—-SP3

vectors

Specifies whether to write low and/or high 32-bit word
of the 64-bit export data from each of the 16 pixels or

26.1.14 SP to SQ: Constant address load/ Predicate Set

Name Direction Bits | Description
SPO_SQ_const_addr SP0—S8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP0_SQ_valid SP0—8Q 1 Data valid
SP1_SQ_const_addr SP1-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP1_SQ_valid SP1-8Q 1 Data valid
SP2_SQ_const_addr SP2—-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP2_8SQ_valid SP2—-8Q 1 Data valid
SP3_SQ_const_addr SP3-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP3_SQ_valid SP3-8Q 1 Data valid
26.1.15 SQ to SPx: constant broadcast
Name Direction Bits | Description
SQ_SPx_constant SQ—SPx 128 | Constant broadcast
26.1.16 SPO to SQ: Kill vector load
Name Direction Bits | Description
SP0O_SQ_Kkill_vect SP0—8Q 4 Kill vector load
SP1_SQ_Kkill_vect SP1-8Q 4 Kill vector load
SP2_SQ_Kkill_vect SP2—-8Q 4 Kill vector load
SP3_SQ_kill_vect SP3—-8Q 4 Kill vector load
26.1.17 SQ to CP: RBBM bus
Name Direction Bits | Description
SQ_RBB_rs 5Q—CP 1 Read Strobe
SQ_RBB_rd SQ—CP 32 Read Data
SQ_RBBM_nrtrtr SQ—CP 1 Optional
SQ_RBBM_rtr SQ—CP 1 Real-Time (Optional)
26.1.18 CP to SQ: RBBM bus
Name Direction Bits | Description
rbbm_we CP—8Q 1 Write Enable
rbbm_a CP—8Q 15 Address -- Upper Extent is TBD (16:2)
rbbm_wd CP—SQ 32 Data
rbbm_be CP—8Q 4 Byte Enables
rbbm re CP—S8Q 1 Read Enable
rbb_rs0 CP—8Q 1 Read Return Strobe 0
rbb_rs1 CP—SQ 1 Read Return Strobe 1
rbb_rd0 CP—SQ 32 Read Data 0
rbb_rd1 CP—8Q 32 Read Data 0
RBBM_SQ_soft_reset CP—S8Q 1 Soft Reset
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| 27. Examples of program executions
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27.1.1 Sequencer Control of a Vector of Vertices

1. PA sends a vector of 64 vertices (actually vertex indices — 32 bits/index for 2048 bit total) to the RE’s Vertex FIFO
e state pointer as well as tag into position cache is sent along with vertices
e space was allocated in the position cache for transformed position before the vector was sent
e also before the vector is sent to the RE, the CP has loaded the global instruction store with the vertex
shader program (using the MH?)
e The vertex program is assumed to be loaded when we receive the vertex vector.
¢ the SEQ then accesses the IS base for this shader using the local state pointer (provided to all
sequencers by the RBBM when the CP is done loading the program)

2. SEQ arbitrates between the Pixel FIFO and the Vertex FIFO — basically the Vertex FIFO always has priority
e at this point the vector is removed from the Vertex FIFO
e the arbiter is not going to select a vector to be transformed if the parameter cache is full unless the pipe as
nothing else to do (ie no pixels are in the pixel fifo).

3. SEQ allocates space in the SP register file for index data plus GPRs used by the program
e the number of GPRs required by the program is stored in a local state register, which is accessed using the
state pointer that came down with the vertices
e SEQ will not send vertex data until space in the register file has been allocated

4. SEQ sends the vector to the SP register file over the RE_SP interface (which has a bandwidth of 2048 bits/cycle)
e the 64 vertex indices are sent to the 64 register files over 4 cycles
e RFO0 of SUQ, SU1, SU2, and SU3 is written the first cycle
e RF1of SUQ, SU1, SU2, and SU3 is written the second cycle
e RF2of SUQ, SU1, SU2, and SU3 is written the third cycle
e RF3 of SUQ, SU1, SU2, and SU3 is written the fourth cycle
e the index is written to the least significant 32 bits (floating point format?) (what about compound indices)
of the 128-bit location within the register file (w), the remaining data bits are setto zero (x, y, z)

5. SEQ constructs a control packet for the vector and sends it to the first reservation station (the FIFO in front of
fetch state machine 0, or TSMO FIFO)
e the control packet contains the state pointer, the tag to the position cache and a register file base pointer.

6. TSMO accepts the control packet and fetches the instructions for fetch clause 0 from the global instruction store
e TSMO was first selected by the TSM arbiter before it could start

7. all instructions of fetch clause 0 are issued by TSMO

the control packet is passed to the next reservation station (the FIFO in front of ALU state machine 0, or ASMO

FIFO)

e TSMO does not wait for requests made to the Fetch Unit to complete; it passes the register file write index for
the fetch data to the TU, which will write the data to the RF as it is received

e once the TU has written all the data to the register files, it increments a counter that is associated with ASMO
FIFO; a count greater than zero indicates that the ALU state machine can go ahead start to execute the ALU
clause

9. ASMO accepts the control packet (after being selected by the ASM arbiter) and gets the instructions for ALU
clause O from the global instruction store

10. all instructions of ALU clause O are issued by ASMO, then the control packet is passed to the next reservation
station (the FIFO in front of fetch state machine 1, or TSM1 FIFO)
11. the control packet continues to travel down the path of reservation stations until all clauses have been executed
e position can be exported in ALU clause 3 (or 47); the data (and the tag) is sent over a position bus (which is
shared with all four shader pipes) back to the PA’s position cache
e A parameter cache pointer is also sent along with the position data. This tells to the PA where the data is
going to be in the parameter cache.
e there is a position export FIFO in the SP that buffers position data before it gets sent back to the PA
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12.

s the ASM arbiter will prevent a packet from starting an exporting clause if the position export FIFO is full ]
e parameter data is exported in clause 7 (as well as position data if it was not exported earlier)
e parameter data is sent to the Parameter Cache over a dedicated bus
¢ the SEQ allocates storage in the Parameter Cache, and the SEQ deallocates that space when there is no
longer a need for the parameters (it is told by the PA when using a token).
e the ASM arbiter will prevent a packet from starting on ASM7 if the parameter cache (or the position buffer
if position is being exported) is full

after the shader program has completed, the SEQ will free up the GPRs so that they can be used by another
shader program

27.1.2 Sequencer Control of a Vector of Pixels

1.

10.

11

12.

13.

As with vertex shader programs, pixel shaders are loaded into the global instruction store by the CP
s At this point it is assumed that the pixel program is loaded into the instruction store and thus ready to be read.

the RE’s Pixel FIFO is loaded with the barycentric coordinates for pixel quads by the detailed walker
s the state pointer and the LOD correction bits are also placed in the Pixel FIFO
s the Pixel FIFO is wide enough to source four quad’s worth of barycentrics per cycle

SEQ arbitrates between Pixel FIFO and Vertex FIFO — when there are no vertices pending OR there is no space
left in the register files for vertices, the Pixel FIFO is selected

SEQ allocates space in the SP register file for all the GPRs used by the program

e the number of GPRs required by the program is stored in a local state register, which is accessed using the
state pointer

e SEQ will not allow interpolated data to be sent to the shader until space in the register file has been allocated

SEQ controls the transfer of interpolated data to the SP register file over the RE_SP interface (which has a
bandwidth of 2048 bits/cycle). See interpolated data bus diagrams for details.

SEQ constructs a control packet for the vector and sends it to the first reservation station (the FIFO in front of
fetch state machine 0, or TSMO FIFO)

s note that there is a separate set of reservation stations/arbiters/state machines for vertices and for pixels
s the control packet contains the state pointer, the register file base pointer, and the LOD correction bits

s all other information (such as quad address for example) travels in a separate FIFO

TSMO accepts the control packet and fetches the instructions for fetch clause 0 from the global instruction store
s TSMO was first selected by the TSM arbiter before it could start

all instructions of fetch clause 0 are issued by TSMO

the control packet is passed to the next reservation station (the FIFO in front of ALU state machine 0, or ASMO

FIFO)

e TSMO does not wait for fetch requests made to the Fetch Unit to complete; it passes the register file write
index for the fetch data to the TU, which will write the data to the RF as it is received

e once the TU has written all the data for a particular clause to the register files, it increments a counter that is
associated with the ASMO FIFO; a count greater than zero indicates that the ALU state machine can go
ahead and pop the FIFO and start to execute the ALU clause

ASMO accepts the control packet (after being selected by the ASM arbiter) and gets the instructions for ALU
clause O from the global instruction store

all instructions of ALU clause 0 are issued by ASMO, then the control packet is passed to the next reservation
station (the FIFO in front of fetch state machine 1, or TSM1 FIFO)

the control packet continues to travel down the path of reservation stations until all clauses have been executed
e pixel data is exported in the last ALU clause (clause 7)

e tis sentto an output FIFO where it will be picked up by the render backend

e the ASM arbiter will prevent a packet from starting on ASM7 if the output FIFO is full

after the shader program has completed, the SEQ will free up the GPRs so that they can be used by another
shader program
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l 27.1.3 Notes

URIGINATE DATE CUHE DATE R400 Sequencer Specification l FALE l

14. The state machines and arbiters will operate ahead of time so that they will be able to immediately start the real
threads or stall.

15. The register file base pointer for a vector needs to travel with the vector through the reservation stations, but the
instruction store base pointer does not — this is because the RF pointer is different for all threads, but the IS
pointer is only different for each state and thus can be accessed via the state pointer.

28. Open issues

Need to do some testing on the size of the register file as well as on the register file allocation method (dynamic VS
static).

Saving power?
Parameter caches in SX?

Using both IJ buffers for center + centroid interpolation?
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1. Qverview

The sequencer is based on the R300 design. It chooses two ALU clauses and a fetch clause to execute, and
executes all of the instructions in a clause before looking for a new clause of the same type. Two ALU clauses are
executed interleaved to hide the ALU latency. Each vector will have eight fetch and eight ALU clauses, but clauses do
not need to contain instructions. A vector of pixels or vertices ping-pongs along the sequencer FIFO, bouncing from
fetch reservation station to alu reservation station. A FIFO exists between each reservation stage, holding up vectors
until the vector currently occupying a reservation station has left. A vector at a reservation station can be chosen to
execute. The sequencer looks at all eight alu reservation stations to choose an alu clause to execute and all eight
fetch stations to choose a fetch clause to execute. The arbitrator will give priority to clauses/reservation stations
closer to the bottom of the pipeline. It will not execute an alu clause until the fetch fetches initiated by the previous
fetch clause have completed. There are two separale sets of reservation stations, one for pixel vectors and one for
vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, control flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRs it needs to execute. The sequencer will not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram

vertex/pixel vector arbitrator

A
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g

I?‘
e
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Figure 2: Reservation stations and arbiters
There are two sets of the above figure, one for vertices and one for pixels.
Depending on the arbitration state, the sequencer will either choose a vertex or a pixel packet. The control packet

consists of 3 bits of state, 7 bits for the base address of the Shader program and some information on the coverage to
determine fetch LOD plus other various small state bits.
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F) A BA

o
On receipt of a packet, the input state machine (not pictured but just before the first FIFO) allocated enough space in
the GPRs to store the interpolated values and temporaries. Following this, the barycentric coordinates (and XY
screen position if needed) are sent to the interpolator, which will use them to interpolate the parameters and place the
results into the GPRs. Then, the input state machine stacks the packet in the first FIFO.

On receipt of a command, the level O fetch machine issues a fetch request to the TP and corresponding GPR
address for the fetch address (ta). A small command (tcmd) is passed to the fetch system identifying the current level
number (0) as well as the GPR write address for the fetch return data. One fetch request is sent every 4 clocks
causing the texturing of sixteen 2x2s worth of data (or 64 vertices). Once all the requests are sent the packet is put in
FIFO 1.

Upon receipt of the return data, the fetch unit writes the data to the register file using the write address that was
provided by the level O fetch machine and sends the clause number (0) to the level O fetch state machine to signify
that the write is done and thus the data is ready. Then, the level 0 feich machine increments the counter of FIFO 1 to
signify to the ALU O that the data is ready to be processed.

On receipt of a command, the level 0 ALU machine first decrements the input FIFO 1 counter and then issues a
complete set of level 0 shader instructions. For each instruction, the ALU state machine generates 3 source
addresses, one destination address and an instruction. Once the last instruction has been issued, the packet is put
into FIFO 2.

There will always be two active ALU clauses at any given time (and two arbiters). One arbiter will arbitrate
over the odd instructions (4 clocks cycles) and the other one will arbitrate over the even instructions (4
clocks cycles). The only constraints between the two arbiters is that they are not allowed to pick the same
clause number as the other one is currently working on if the packet is not of the same type (render state).

If the packet is a vertex packet, upon reaching ALU clause 3, it can export the position if the position is ready. So the
arbiter must prevent ALU clause 3 to be selected if the positional buffer is full (or can't be accessed). Along with the
positional data, if needed the sprite size and/or edge flags can also be sent.

A special case is for multipass vertex shaders, which can export 12 parameters per last 6 clauses to the output
buffer. If the output buffer is full or doesn't have enough space the sequencer will prevent such a vertex group to
enter an exporting clause.

Multipass pixel shaders can export 12 parameters to memory from the last clause only (7).

All other clauses process in the same way until the packet finally reaches the last ALU machine (7).

Only one pair of interleaved ALU state machines may have access to the register file address bus or the instruction
decode bus at one time. Similarly, only one fetch state machine may have access to the register file address bus at
one time. Arbitration is performed by three arbiter blocks (two for the ALU state machines and one for the fetch state

machines). The arbiters always favor the higher number state machines, preventing a bunch of half finished jobs from
clogging up the register files.
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1Y) Tata
The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip).
1.3 Control Graph
Clause # + Rdy
WrAddr IS SEQ CcsT WrAddr
CMD
csT
L
Phess oMD éST'CSTiCS% IBX A B CWec
RdAddr | L A WiSeal yragar
¥ k4 ¥ V k 4 V V
|
FETCH SP “ OF
WrAddr s

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector

Figure 4: Sequencer Control interfaces

control interface and in purple is the output file control interface.

2. Interpolated data bus

The interpolators contain an IJ buffer to pack the information as much as possible before writing it to the register file.
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84
Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packed in the IJ
buffer 4 quads at a time or two clocks. The sequencer allows at any given time as many as four quads to interpolate a
parameter. They all have to come from the same primitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

i TRV Y & o S opntroid-a ach i o Lo

3. Instruction Store

There is going to be only one instruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mapped registers.

The next picture shows the various modes the CP can load the memory. The Sequencer has to keep track of the
loading modes in order to wrap around the correct boundaries. The wrap-around points are arbitrary and they are
specified in the VS_BASE and PIX_BASE control registers. The VS_BASE and PS_BASE context registers are used
to specify for each context where its shader is in the instruction memory.

For the Real time commands the story is quite the same but for some small differences. There are no wrap-around

points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.
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4. Sequencer Instructions

All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV PV, PS PS) if they have nothing else to do.

5. Constant Stores

5.1 Memory organizations

A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shader is 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 128182 320x96 bits (128 fexture slates
for reqular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn't sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a change in the control flow constants. lts size is 320*32 because it must hold 8
copies of the 32 dwords of control flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.

5.2 Management of the Control Flow Constants

The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
5Q decodes the address and writes to the block pointed by its current base pointer (CF_WR_BASE). On the read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the control flow block. This register is copied whenever there is a state change. Should the CP write to CF after the
state change, the base register is updated with the (current pointer number +1 )% number of states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

5.3 Management of the re-mapping tables

5.3.1 R400 Constant management

The sequencer is responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver), the sequencer will broadside copy the contents of its re-mapping tables to a
new one. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
between the two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUST be at least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
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is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

532 Proposal for R400LE constant management

To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROL packet of state + 1, the
sequencer would check for SQ_IDLE and PA_IDLE and if both are idle will erase the content of state to replace it with
the new state (this is depicted in Figure 9: De-allocation mechanismFigure-8:-De-allocation-mechanismFigure-8:-De
allocation-mechaniem). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
the first report.

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the new state to
reuse these physical addresses if needed).
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5.3.3 Dirty bits

Two sets of dirty bits will be maintained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a new context is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If it is set and the context dirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incoming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the same logical address between context changes. NOTE: It is important to detect and prevent this, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked each time a physical block is needed, and if the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.

Storage of a free list big enough to store all physical block addresses.

Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the free list
like a ring.

The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_ptr will be advanced.

The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_ptr does not equal the stop_ptr and the IFC is at its maximum count.
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} 5.3.5 De-allocate Block

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. It is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advance the write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any number of blocks in one clock.

5.3.6 Operation of Incremental model

The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the free list
counter because its not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical address is hit that has its dirty bits set while in the same context, both dirty
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
When the first draw command of the context is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set states come in for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointer if read_ptr != to stop_ptr .

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has not free list entries available (counter at max and stop_ptr == read_ptr). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-mapping table is written to the correct re-mapping table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the number of blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However, if the updates are large, less contexts will be stored and potentially performance will be degraded.
Although it will still perform as well as a ring could in this case.

5.4 Constant Store Indexing

In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer (9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shader pipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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&
between the time the sequencer is loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1.X,R2X /I Loads the sequencer with the content of R2.X, also copies the content of R2.X into R1.X
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don't really care about what is in the brackets because we use the state from the MOVA instruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencer in order to support this feature is 2*64*9 bits = 1152 bits.

5.5 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers aliocated for RT. It
works is the same way than when dealing with regular constant loads BUT in this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RT control register. Similarly,
for the fetch state, the boundary between the two zones is defined by the TSTATE_EO_RT control register.

5.6 Constant Waterfalling

In order to have a reasonable performance in the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps 8 bits (one per render state) and sets the bits whenever the last render state is written to memory
and clears the bit whenever a state is freed.

CONST_EO_RT

RT SECTON
(Reads/Writes are direct)

REGULAR SECTION
(Reads/Writes are passing
thru a remaping table)

Figure 10: The instruction store
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| 6. Looping and Branches

Loops and branches are planned to be supported and will have to be dealt with at the sequencer level. We plan on
supporting constant loops and branches using a control program.

6.1 The controlling state.

The R400 controling state consists of:

Boolean[256:0]
Loop_count[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.
We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program

Examples of control flow programs are located in the R400 programming guide document.
The basic model is as follows:

The render state defined the clause boundaries:

Vertex_shader_fetch[7:0][7:0] // eight 8 bit pointers to the location where each clauses control program is located
Vertex_shader_alu[7:0][7:0] / eight 8 bit pointers to the location where each clauses control program is located
Pixel_shader_fetch[7:0][7:0] /I eight 8 bit pointers to the location where each clauses control program is located
Pixel_shader_alu[7:0])[7:0] // eight 8 bit pointers to the location where each clauses control program is located

A pointer value of FF means that the clause doesn’t contain any instructions.
The control program for a given clause is executed to completion before moving to another clause, (with the

exception of the pick two nature of the alu execution). The control program is the only program aware of the clause
boundaries.

The control program has nine basic instructions:

Execute

Conditional_execute
Conditional_Execute_Predicates
Conditional_jump
Conditionnal_Call

Return

Loop_start

Loop_end

NOP

Execute, causes the specified number of instructions in instruction store to be executed.

Conditional_execute checks a condition first, and if true, causes the specified number of instructions in instruction
store to be executed.

Loop_start resets the corresponding loop counter to the start value on the first pass after it checks for the end
condition and if met jumps over to a specified address.

Loop_end increments (decrements?) the loop counter and jumps back the specified number of instructions.
Conditionnal_Call jumps to an address and pushes the IP counter on the stack if the condition is met. On the return
instruction, the IP is popped from the stack.
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Conditional_execute_Predicates executes a block of instructions if all bits in the predicate vectors meet the condition.
Conditional_jumps jumps to an address if the condition is met.
NOP is a regular NOP

NOTE THAT ALL JUMPS MUST JUMP TO EVEN CFP ADDRESSES since there are two control flow instructions per
memory line. Thus the compiler must insert NOPs where needed to align the jumps on even CFP addresses.

Also if the jump is logically bigger than pshader_cntl_size (or vshader_cntl_size) we break the program (clause) and
set the debug registers. If an execute or conditional_execute is lower than cntl_size or bigger than size we also break
the program (clause) and set the debug registers.

We have to fit instructions into 48 bits in order to be able to put two control flow instruction per line in the instruction
store.

A value of 1 in the Addressing means that the address specified in the Exec Address field (or in the jump address
field) is an ABSOLUTE address. If the addressing field is cleared (should be the default) then the address is relative
to the base of the current shader program.

Note that whenever a field is marked as RESERVED, it is assumed that all the bits of the field are cleared (0).

Execute
47 46...42 | 41 40...24 23...12 11..0
Addressing 00001 Last RESERVED Instruction | Exec Address
count

Execute up to 4k instructions at the specified address in the instruction memory. If Last is set, this is the last group of
instructions of the clause.

NOP

47 [46 ... 42 41 | 40...0
Addressing | 00010 | Last | RESERVED

This is a regular NOP. If Last is set, this is the last instruction of the clause.

Conditional_Execute

47 46...42 | 41 40 40.39 .. 3231 3130 ... 24 23 .12 11...0 s

3332 -

Addressing | 00011 Last | RESERVED | Boolean | Condition | RESERVED Instruction Exec [
address count Address |

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 4k instructions). If Last is set, then if the condition is met, this is the last group of instructions to be
executed in the clause. If the condition is not met, we go on to the next control flow instruction.

Conditional_Execute_Predicates
47 46 ...42 | 41 4040 ... 3433 ... 3231 31.30... 24 23 .12 11...0
3534 3332
Addressing 00100 Last | RESERVED | Predicate | Condition | RESERVED | Instruction | Exec Address
vector count

Check the AND/OR of all current predicate bits. If AND/OR matches the condition execute the specified humber of
instructions. We need to AND/OR this with the kill mask in order not to consider the pixels that aren’t valid. If Last is
set, then if the condition is met, this is the last group of instructions to be executed in the clause. If the condition is not
met, we go on to the next control flow instruction.

Loop_Start E
47 |46 .42 | 41 .17 [ 16...12 | 11..0 o
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00101 RESERVED loop ID Jump address
Addressing

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop.

Loop_End
47 46 ... 42 41 .17 16 .12 11..0
00110 RESERVED loop ID start address
Addressing

Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop.

The way this is described does not prevent nested loops, and the inclusion of the loop id make this easy to do.

Conditionnal_Call

47 46 ... 42 41 ... 3534 3433 ... 312 34-30...12 11...0
3332
00111 RESERVED Predicate | Condition RESERVED Jump address
Addressing vector

If the condition is met, jumps to the specified address and pushes the control flow program counter on the stack.

Return

47 46 ... 42 41..0

01000 RESERVED

Addressing

Pops the topmost address from the stack and jumps to that address. If nothing is on the stack, the program will just
continue to the next instruction.

Conditionnal_Jump

47 46 ... 42 41...40% 40-39 ... 3231 3130 30-29...12 11...0
3332
01001 RESERVED Boolean | Condition | FWonly | RESERVED Jump address
Addressing address

If condition met, jumps to the address. FORWARD jump only allowed if bit 31 set. Bit 31 is only an optimization for the
compiler and should NOT be exposed to the AP

To prevent infinite loops, we will keep 9 bits loop iterators instead of 8 (we are only able to loop 256 times). If the
counter goes higher than 255 then the loop_end or the loop_start instruction is going to break the loop and set the
debug GPRs.

6.3 Data dependant predicate instructions

Data dependant conditionals will be supported in the R400. The only way we plan to support those is by supporting
three vector/scalar predicate operations of the form:

PRED_SETE_# - similar to SETE except that the result is ‘exported’ to the sequencer.
PRED_SETNE_# - similar to SETNE except that the result is 'exported’ to the sequencer.
PRED_SETGT_# - similar to SETGT except that the result is 'exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE except that the result is 'exported’ to the sequencer

For the scalar operations only we will also support the two following instructions:
PRED_SETEO_# — SETEQO
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PRED_SETE1_# - SETE1

The export is a single bit - 1 or O that is sent using the same data path as the MOVA instruction. The sequencer will
maintain 4 sets of 64 bit predicate vectors (in fact 8 sets because we interieave two programs but only 4 will be
exposed) and use it to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. The first bit is a conditional execute “on” bit and the second bit tells us if
we execute on 1 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whose predicate bit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

{Issue: do we have to have a NOP between PRED and the first instruction that uses a predicate?}

6.4 HW Detection of PV,PS

Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencer will
insert NOPs wherever there is a dependant read/write.

The sequencer will also have to insert NOPs between PRED_SET and MOVA instructions and their uses.

6.5 Register file indexing

Because we can have loops in fetch clause, we need to be able to index into the register file in order to retrieve the
data created in a fetch clause loop and use it into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit7 Bit8

0 0 ‘absolute register’
0 1 ‘relative register'
1 0 ‘previous vector'
1 1 ‘previous scalar

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we add to it the loop_index and this becomes our new address that we give to the shader pipe.

The sequencer is going to keep a loop index computed as such:
Index = Loop_iterator*Loop_step + Loop_start.

We loop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of
range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangements.

6.6 Predicated Instruction support for Texture clauses

For texture clauses, we support the following optimization: we keep 1 bit (thus 4 bits for the four predicate vectors)
per predicate vector in the reservation stations. A value of 1 means that one ore more elements in the vector have a
value of one (thus we have to do the texture fetches for the whole vector). A value of 0 means that no elements in the
vector have his predicate bit set and we can thus skip over the texture fetch. We have to make sure the invalid
pixels aren’t considered with this optimization.
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6.7 Debugging the Shaders

In order to be able to debug the pixelivertex shaders efficiently, we provide 2 methods.

6.7.1 Method 1: Debugging registers

Current plans are to expose 2 debugging, or error notification, registers:
1. address register where the first error occurred
2. count of the number of errors

The sequencer will detect the following groups of errors:
- count overflow

- constant indexing overflow

- register indexing overflow

Compiler recognizable errors:
- jump errors
relative jump address > size of the control flow program
- call stack
call with stack full
return with stack empty

A jump error will always cause the program to break. In this case, a break means that a clause will halt execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only break if
the DB_PROB_BREAK register is set.

If indexing outside of the constant or the register range, causing an overflow error, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}
6.7.2 Method 2: Exporting the values in the GPRs (12)

The sequencer will have a count register and an address register for this mode and 3 bits per clause specifying the
execution mode for each clause. The modes can be :

1) Normal

2) Debug Kill

3) Debug Addr + Count
Under the normal mode execution follows the normal course. Under the kill mode, all control flow instructions are
executed but all normal shader instructions of the clause are replaced by NOPs. Only debug_export instructions of
clause 7 will be executed under the debug kill setting. Under the other mode, normal execution is done until we reach
an address specified by the address register and instruction count (useful for loops) specified by the count register.
After we have hit the instruction n times (n=count) we switch the clause to the kill mode.

Under the debug mode (debug kill OR debug Addr + count), it is assumed that clause 7 is always exporting 12 debug
vectors and that all other exports to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by
the sequencer (even if they occur before the address stated by the ADDR debug register).

7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch
requests and allow the shader pipe to kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
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8. Multipass vertex shaders (HOS)

Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.

9. Register file allocation

The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and

PIXEL_REG_SIZE for pixels.
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Above is an example of how the algorithm works. Vertices come in from top to bottom; pixels come in from bottom to
top. Vertices are in orange and pixels in green. The blue line is the tail of the vertices and the green line is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index 0 and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the 8 potentially pending fetch clauses to be executed. The choice is made
by looking at the fifos from 7 to 0 and picking the first one ready to execute. Once chosen, the clause state machine
will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch instructions of the clause
are sent. This means that there cannot be any dependencies between two fetches of the same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handie up to X(?) in flight fetches and thus there can be a fair number of active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
8 potentially pending ALU clauses to be executed. The choice is made by looking at the fifos from 7 to O and picking
the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for the odd clocks. For
example, here is the sequencing of two interleaved ALU clauses (E and O stands for Even and Odd sets of 4 clocks):

EinstO Oinst0 Einst1 Oinst1 Einst2 Oinst2 Einst0 Oinst3 Einst1 Oinst4 Einst2 Oinst0...
Proceeding this way hides the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across
clause boundaries.
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12. Handling Stalls

When the output file is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the output file. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering the exporting clause (3?). The
sequencer will set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFQOs

The reservation FIFOs contain the state of the vector of pixels and vertices. We have two sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, some bits
for LOD correction and coverage mask information in order to fetch fetch for only valid pixels, the quad address.

14. The Quiput File

The output file is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x128 (and there are 16 of those on the whole chip).

15. 1J Format

The lJ information sent by the PA is of this format on a per quad basis:

We have a vector of IJ's (one 1J per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). The interpolation is done at a different precision across the 2x2. The upper left pixel's parameters are
always interpolated at full 20x24 mantissa precision. Then the result of the interpolation along with the difference in IJ
in reduced precision is used to interpolate the parameter for the other three pixels of the 2x2. Here is how we do it:

Assuming PO is the interpolated parameter at Pixel O having the barycentric coordinates 1(0), J(0) and so on for P1,P2
and P3. Also assuming that A is the parameter value at VO (interpolated with 1), B is the parameter value at V1
(interpolated with J) and C is the parameter value at V2 (interpolated with (1-I-J).

A0 =I(H-1(0)
AOLT =J()-J(0)
AO2f =1(2)-1(0) PO P1
AO2J = J(2)-J(0)
AO3T =1(3)-1(0)
A03J =J(3)-J(0) P2 P3

PO=C+I(0)*(A-C)+J(0)*(B-C)

Pl=P0+A01I*(4A-C)+A0LJ *(B-C)
P2 =P0+A02I *(A-C)+A02J *(B-C)
P3=P0+A03]*(A-C)+A03J *(B-C)

PO is computed at 20x24 mantissa precision and P1 to P3 are computed at 8X24 mantissa precision. So far no visual
degradation of the image was seen using this scheme.

Multiplies (Full Precision): 2
Multiplies (Reduced precision): 6
Subtracts 19x24 (Parameters): 2
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FORMAT OF PU's IJ :  Mantissa 20 Exp 4 for | + Sign
Mantissa 20 Exp 4 for J + Sign

FORMAT of Deltas (x3): Mantissa 8 Exp 4 for | + Sign
Mantissa 8 Exp 4 for J + Sign

Total number of bits : 20*2 + 8*6 + 4*8 + 4*2 = 128

All numbers are kept using the un-normalized floating point convention: if exponent is different than O the number is
normalized if not, then the number is un-normalized. The maximum range for the 1Js (Full precision) is +/- 63 and the
range for the Deltas is +/- 127.

15.1 Interpolation of constant attributes

Because of the floating point imprecision, we need to take special provisions if all the interpolated terms are the same
or if two of the barycentric coordinates are the same.

We start with the premise that if A= B and B =C and C = A, then P0,1,2,3 = A. Since one or more of the IJ terms
may be zero, so we extend this to:

if (A=B and B=C and C=A)
P0,1,23=A;
else if (I=0)or (4 =0)) and
((J =0)or (1-I-J =0)) and
((1-4-1=0)or (1=0) {
if(1 1= 0) {
PO =A;
Yelse if(d 1= 0) {
PO =B;
}else {
PO=C;

/frest of the quad interpolated normally

}

else

{
}

normal interpolation

16. Staging Registers

In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER by the
VGT for it to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789101112131415]]161718192021222324252627282930313233343536373839
40414243444546471|48495051525354555657 585960616263

The sequencer will re-arrange them in this fashion:

0123161718193233343548495051(/4567202122233637383952535455(/89101124252627
404142435657 5859|1213 14 1528 29 30 31 44 45 46 47 60 61 62 63

The || markers show the SP divisions. In the event a shader pipe is broken, the VGT will send padding to account for
the missing pipe. For example, if SP1 is broken, vertices 4 56 7 20 21 22 23 36 37 38 39 52 53 54 55 will still be sent
by the VGT to the SQ BUT will not be processed by the SP and thus should be considered invalid (by the SU and
VGT).
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The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure 12Figure-12Figure-12. The area of the fixed-to-float converters and the VSISRs for this method is roughly

estimated as 0.759sgmm using the R300 process. The gate count estimate is shown in Figure 11FEigure-14Figure-14.

Basis for 8-deep Latch Memory (from R300)

8x24-bit 116312 60.57813 u” per bit
Area of 96x8-deep Latch Memory 46524 2
Area of 24-bit Fix-to-float Converter 4712 per converter
Method 1 Block Quantity Area
F2F 3 14136
8x96 Latch 16 744384

Figure 11:Area Estimate for VGT to
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VGT BLOCK
(IN PA)

VECTOR ENGINE

VECTOR ENGINE

Figure 12:VGT to Shader Interface

17. The parameter cache

The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (1R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBs are the memory number and the 7 LSBs are the address within this memory.

MEMORY NUMBER ADDRESS

\
4 bits ‘ 7 bits |

The PA generates the parameter cache addresses as the positions come from the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
number field wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT_7 (a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shader is exporting 8
parameters per vertex (VS_EXPORT_COUNT_7 = 8). The first position received is going to have the PC address
00000000000 the second one 00010000000, third one 00100000000 and so on up to 11110000000. Then the next
position received (the 17"‘) is going to have the address 00000001000, the 18" 00010001 000, the 19" 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful about is that if the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add
2*VS_EXPORT_COUNT_7to Current_Location and reset the memory count to 0 before the next vector begins).
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18. Vertex position exporting

On clause 3 the vertex shader can export to the PA both the vertex position and the point sprite. It can also do so at
clause 7 if not done at clause 3. The storage needed to perform the position export is at least 64x128 memories for
the position and 64x32 memories for the sprite size. It is going to be taken in the pixel output fifo from the SX blocks.
The clause where the position export occurs is specified by the EXPORT_LATE register. If turned on, it means that
the export is going to occur at ALU clause 7 if unset position export occurs at clause 3.

19. Exporting Arbitration

Here are the rules for co-issuing exporting ALU clauses.
1) Position exports and position exports cannot be co-issued.

All other types of exports can be co-issued as long as there is place in the receiving buffer.

1SS UE: Do-we-moy e-para

20. Exporting Rules

20.1 Parameter caches exports

We support masking and out of order exports to the parameter caches. So one can export multiple times to the same
PC line using different masks.

20.2 Memory exports .

Memory exports don't support masking. However, you can export oul of order to memory locations.

20.3 Position exports T

Position exports have to be done IN ORDER and don’t support masking.

20.21. Export Types

The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Here is a list of all possible export modes:

20421.1 Vertex Shading 1

0:15 - 16 parameter cache
16:31 - Empty (Reserved?)
32:43 - 12 vertex exports to the frame buffer and index
44:47 - Empty
48:59 - 12 debug export (interpret as normal vertex export)
60 - export addressing mode
61 - Empty
62 - position
63 - sprite size export that goes with position export
(point_h,point_w,edgeflag,misc)
20.221.2 Pixel Shading 1
o} - Color for buffer O (primary)
1 - Color for buffer 1
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2 - Color for buffer 2

3 - Color for buffer 3

4:7 - Empty

8 - Buffer 0 Color/Fog (primary)

9 - Buffer 1 Color/Fog

10 - Buffer 2 Color/Fog

11 - Buffer 3 Color/Fog

12:15 - Empty

16:31 - Emptly (Reserved?)
32:43 - 12 exports for multipass pixel shaders.

44:47 - Empty

48:59 - 12 debug exports (interpret as normal pixel export)
60 - export addressing mode

61:62 - Empty

63 - Z for primary buffer (Z exported to ‘alpha’ component)

-

“/‘ ‘[_I;;;matted; Bullets and Numbérinﬁ ‘ j
2122 Special Interpolation modes -

21122 1 Real time commands

We are unable to use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type 0 packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering aliowing one to be loaded, while the
other is rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important (true only if we map Microsoft’s high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This mode is triggered by the primitive type: REAL TIME. The actual memories are in the in
the SX blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register

mapped memory. s
— ,;“{‘ Formatted: Bullets and Numbering ]

21222 2 Sprites/ XY screen coordinates/ FB information

When working with sprites, one may want to overwrite the parameter O with SC generated data. Also, XY screen
coordinates may be needed in the shader program. This functionality is controlied by the gen_lI0 register (in SQj) in
conjunction with the SND_XY register (in SC). Also it is possible to send the faceness information (for OGL front/back
special operations) to the shader using the same control register. Here is a list of all the modes and how they interact
together:

Gen_st is a bit taken from the interface between the SC and the SQ. This is the MSB of the primitive type. If the bit is
set, it means we are dealing with Point AA, Line AA or sprite and in this case the vertex values are going to generated
between O and 1.

Param_Gen_l0 disable, snd_xy disable, no gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy disable, gen_st — |0 = No modification

Param_Gen_lO disable, snd_xy enable, no gen_st ~ 10 = No modification

Param_Gen_|0 disable, snd_xy enable, gen_st — |0 = No modification

Param_Gen_|0 enable, snd_xy disable, no gen_st -~ I0 = garbage, garbage, garbage, faceness
Param_Gen_l0 enable, snd_xy disable, gen_st — I0 = garbage, garbage, s, t

Param_Gen_l0 enable, snd_xy enable, no gen_st — [0 = screen x, screen y, garbage, faceness
Param_Gen_l0 enable, snd_xy enable, gen_st — 10 = screen x, screeny, s, t

21322 3 Auto generated counters

In the cases we are dealing with multipass shaders, the sequencer is going to generate a vector count to be able to
both use this count to write the 1% pass data to memory and then use the count to retrieve the data on the o pass.
The count is always generated in the same way but it is passed to the shader in a slightly different way depending on

— /—-[ Formatted: Bullets a\nd ‘Nq‘m‘bering _ )
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the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEX register. The sequencer is going to

keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
GPRs the counter is incremented. Every time a state change is detected, the corresponding counter is reset. While
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for

all elements in the vector.

213122 3.1 Vertex shaders

In the case of vertex shaders, if GEN_INDEX is set, the data will be put into the x field of the third register (it means

that the compiler must allocate 3 GPRs in all multipass vertex shader modes).

213222 3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEX is set and Param_Gen_|O is enabled, the data will be put in the x field of
the 2" register (R1.x), else if GEN_INDEX is set the data will be put into the x field of the 1% register (R0.x).

AUTO

STGO

COUNT

STGH

INTERPOLATORS

3

| AUTO COUNT | 000000

3

MUX /

GPRO ‘
|
|
i
i

The Auto Count Value is
broadcast to all GPRs. ltis
loaded into a register wich has
its LSBs hardwired to the
GPR number (0 thru 63). Then
if GEN_INDEX is high, the
mux selects the auto-count
value and it is loaded into the
GPRs to be either used to
retrieve data using the TP or
sent to the SX forthe RB to
use it to write the data to

memory

Figure 13: GPR input mux Control

22723, State management

Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the

programs as they enter the last ALU clause.

22123 1 Parameter cache synchronization

In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the

sequencer will keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to 0 and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vector of pixels with the SC_SQ_new_vector bit asserted, the sequencer will first check if
the count is greater than O before accepting the transmission (it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group of pixels to the interpolators. Every time the state changes, the new state counter is initialized to 0.
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2324 XY Address imports“

The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the IJs (to the IJ
buffer) with XY writes (to the XY buffer). Then when writing the data to the GPRs, the sequencer is going to
interpolate the |J data or pass the XY data thru a Fix—float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 22.221:2 for details on how to control the interpolation in this mode.

23-124.1 Vertex indexes imports

In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded one line at a time by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.

2425 Registers
24125 1 Control

e j{ Formatted: Bullets and Numbering

: ;Qj{ Formatted: Bullets and Numbering

P

REG_DYNAMIC
REG_SIZE_PIX

REG_SIZE_VTX

ARBITRATION_POLICY
INST_STORE_ALLOC
INST_BASE_VTX

INST_BASE_PIX
ONE_THREAD
ONE_ALU

INSTRUCTION

CONSTANTS
CONSTANTS_RT
CONSTANT_EO_RT

TSTATE_EO_RT

EXPORT_LATE

24225 2 Context

VS_FETCH_{0...7}
VS_ALU_{0...7}
PS_FETCH_{0...7}
PS_ALU_{0...7}
PS_BASE
VS_BASE
VS_CF_SIZE
PS_CF_SIZE
PS_SIZE

VS_SIZE
PS_NUM_REG
VS_NUM_REG
PARAM_SHADE

PROVO_VERT

Exhibit 2026 docR400

Dynamic allocation (pixel/vertex) of the register file on or off.

Size of the register file's pixel portion (minimal size when dynamic allocation turned
on)

Size of the register file's vertex portion (minimal size when dynamic allocation turned
on)

policy of the arbitration between vertexes and pixels

interleaved, separate

start point for the vertex instruction store (RT always ends at vertex_base and

Begins at 0)

start point for the pixel shader instruction store

debug state register. Only allows one program at a time into the GPRs

debug state register. Only allows one ALU program at a time to be executed (instead
of 2)

This is where the CP puts the base address of the instruction writes and type (auto-
incremented on reads/writes) Register mapped

512*4 ALU constants + 32*6 Texture state 32 bits registers (logically mapped)

256*4 ALU constants + 32*6 texture states? (physically mapped)

This is the size of the space reserved for real time in the constant store (from O to
CONSTANT_EO_RT). The re-mapping table operates on the rest of the memory
This is the size of the space reserved for real time in the fetch state store (from O to
TSTATE_EO_RT). The re-mapping table operates on the rest of the memory
Controls whether or not we are exporting position from clause 3. If set, position
exports occur at clause 7.

- ,}[ Formatted: Bullets and Numbering

eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
base pointer for the pixel shader in the instruction store

base pointer for the vertex shader in the instruction store

size of the vertex shader (# of instructions in control program/2)

size of the pixel shader (# of instructions in control program/2)

size of the pixel shader (cntl+instructions)

size of the vertex shader (cntl+instructions)

number of GPRs to allocate for pixel shader programs

number of GPRs to allocate for vertex shader programs

One 16 bit register specifying which parameters are to be gouraud shaded (0 = flat, 1
= gouraud)

0:vertex 0, 1: vertex 1, 2: vertex 2, 3: Last vertex of the primitive
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RA AR
PARAM_WRAP 64 bits: for which parameters (and channels (xyzw)) do we do the ¢yl wrapping
(O=linear, 1=cylindrical).
PS_EXPORT_MODE Oxxxx : Normal mode

xxxx : Multipass mode
If normal, bbbz where bbb is how many colors (0-4) and z is export z or not
If multipass 1-12 exports for color.

A4 _‘F‘YD QT.—M!AQL( apdad s £ ALl el oy el rhine {rm 1 ‘:«\go Patiy i
VS_EXPORT_MODE 0: position (1 vector), 1: position (2 vectors), 3:multipass

VS_EXPORT

_COUNT_{0...6} Six 4 bit counters representing the # of interpolated parameters exported in clause 7

(located in VS_EXPORT_COUNT_6) OR
# of exported vectors to memory per clause in multipass mode (per clause)
PARAM_GEN_IO Do we overwrite or not the parameter 0 with XY data and generated T and S values
GEN_INDEX Auto generates an address from 0 to XX. Puts the resuits into RO-1 for pixel shaders
and R2 for vertex shaders
CONST_BASE_VTX (9 bits)Logical Base address for the constants of the Vertex shader
CONST_BASE_PIX (9 bits) Logical Base address for the constants of the Pixel shader
CONST_SIZE_PIX (8 bits) Size of the logical constant store for pixel shaders
CONST_SIZE_VTX (8 bits) Size of the logical constant store for vertex shaders
INST_PRED_OPTIMIZE  Turns on the predicate bit optimization (if of, conditional_execute_predicates is
always executed).

CF_BOOLEANS 256 boolean bits

CF_LOOP_COUNT 32x8 bit counters (number of times we traverse the loop)
CF_LOOP_START 32x8 bit counters (init value used in index computation)
CF_LOOP_STEP 32x8 bit counters (step value used in index computation)

,/‘{ Formatted: Bullets and Numbering

25.26. DEBUG Regqisters

25-126.1 Context

DB_PROB_ADDR instruction address where the first problem occurred
DB_PROB_COUNT number of problems encountered during the execution of the program
DB_PROB_BREAK break the clause if an error is found.

DB_INST_COUNT instruction counter for debug method 2

DB_BREAK_ADDR break address for method number 2

DB_CLAUSE

_MODE_ALU_{0...7} clause mode for debug method 2 (0: normal, 1: addr, 2: kill)

DB_CLAUSE

_MODE_FETCH_{0...7} clause mode for debug method 2 (0: normal, 1: addr, 2: kill)

- ,: :;f Formatted: Bullets and Numbering

25:226.2 Control T

DB_ALUCST_MEMSIZE Size of the physical ALU constant memory

DB_TSTATE_MEMSIZE Size of the physical texture state memory

- 7| Formatted: Bullets and Numbering ]:

2627 Interfaces

261271 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPx it means that SQ is going to broadcast the same information to all SP instances.

272 SC to SP Interfaces

- ,f{ Formatted: Bullets and Numbering J
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2721 SC SP# v

There is one of these interfaces at front of each of the SP (buffer to stage pixel interpolators). This interface transmits
the 1.J data for pixel interpolation. For the entire system, two guads per clock are transferred o the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.
The actual data which is transferred per quad is

Ref P | => 84 20 Floating Point | value

Ref P J => 84 20 Floating Point J value

Delta Pix | (x3) => 84 8 Floaling Poirt Delta | value

Delta P J (x3) => 84 .8 Floating Point Delta J value
This equates to a total of 128 bits which transferred over 2 clocks
and therefor needs an interface 64 bits wide

Additionally, XY data (12-bit unsigned fixed) is conditionally sent across this data bus over the same wires in an
additionsl clock, The XY data is sent on the lower 24 bits of the data bus with faceness in the msb,
Transfers across these interfaces are synchronized with the SC $Q 1J Control Bus fransfers,

The data transfer across each of these busses is controlled by a IJ BUF INUSE COUNT in the S8C. Each time the
SC has sent a pixel vector's worth of data to the SPs, he will increment the IJ BUF INUSE COUNT count. Prior to
sending the next pixel vectors data, he will check to make sure the count is less than MAX _BUFER MINUS 2 if not
the SC will stall until the 8Q returns a pipelined pulse to decrement the count when he has scheduled a buffer free,
Note: We could/may optimize for the case of only sending only IJ to use all the buffers to pre-load more. Currently
it is planned for the SP to hold 2 double buffers of |.J data and two buffers of XY data, so if either X,Y or Centers and
Centroids are on, then the SC can send two Buffers,

In _at least the initial version, the 8C shall send 16 guads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (We may revisit this for both the SX 8P 8Q and add a
EndOfVector signal on all interfaces to quit early. We opted for the simple mode first with a belief that only the end of
packet and mulliple new vector signals should cause a parlial vector and that this would not really be significant

performance hit.)

Name Bits | Description
SC SP# data 64 Winformation sent over 2 clocks (or XY in 24 L.8Bs with faceness in upper bif)
Type 0 or 1, First clock |, second clic J
Field ULeC URC LLC LRC
Bits 63,39 38:26 [25:13 12:0
Format SE4M20 SE4MS SE4M8 SE4MS
Type 2
Field Face X Y
Bits 63 [23:12 11:01
Format Bit Unsigned  Unsigned
SC_SP# valid 1 Valid
SC_SP# last quad 1 This bit will be set on the last transfer of data per quad.
SC_SP# type 2 0 -» Indicates centroids
1.-> Indicates centers
2 -> Indicates XY Data and faceness on data bus
The SC shall look at state data o determine how many types to send for the
interpolation process.

The # is included for clarity in the spec and will be replaced with a prefix of u# _in the verilog module statement for
the 8C and the 8P block will have neither because the instantiation will insert the prefic,

2722 8C 8Q

This is the control information sent fo the segquencer in order to synchronize and control the interpolation and/or
loading data into the GPRs needed to execute a shader program on the sent pixels. This data will be sent over two
clocks per transfer with 1 to 16 transfers. Therefore the bus (approx 92 bits) could be folded in half to approx 46 bits.

- Formatted: Bullets and Numbering
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Bits | Description

8C _8Q data

48 Control Data sent to the 8Q

1 clk transfers
Event

-~ valid data consist of event id and

state id. Instruct SQ to post an

event vector to send state id and

event id through request fifo

and onto the reservation stations

making sure state id and/or event id

gels back to the CP. Evenis only

follow end of packets so no pixel

vectors will be in progress.

Empty Quad Mask ~ Transfer Control data

consisting of pc_dealloc

or new vector. Receiptofthisisto

transfer pc_dealloc or new vector

without any valid guad data. New

vector will always be posted fo

request fifo and pc_dealioc will be

attached to any pixel vector

outstanding or posted in request fifo

if no valid quad outstanding.

2 cliktransfers

Quad Data Valid ~ Sending quad daia with or

without new_vector or pc_dealloc,

New vector will be posted to request

fifo with or without a pixel vector and

¢ dealloc will be posted with a pixel

vector uniess none is in progress. In

this case the pc_dealloc will be

posted in the request gueye,

Filler quads will be transferred with

The Quad mask sef but the pixel

corresponding pixel mask set to

ZEVr0.

SC_8Q valid

Y

SC sending valid data, 2™ clk could be all zeroes

8C_8Q data ~ first clock and second clock transfers are shown in the table below.

Naime } BitField I Bits | Description
! |
[ Clock Transfer
8C_8Q event sl 1 This transfer is a 1 clock event vector
Force quad _mask = new vector=pc_dealloc=0
SC 8Q event id 21 2 This field identifies the event
0 => denotes an End Of State Event
1==TBD
8C_8Q pe dealloc 3 1 Deallocation token for the Parameter Cache
SC_5Q new vector 4 1 The 8Q must wait for Vertex shader done count > 0 and after
dispatching the Pixel Vector the SQ will decrement the count.
SC 8Q guad mask 8:5] 4 Quad Write mask left o right SP0O => 8P3
8C_8Q end of prim 9 1 End Of the primitive
8C 80 state id 12101 13 State/constant pointer (6*3+3)
8C_8Q_pix_mask 28131 18 Yalid bils for all pixels SP0O=»8P3 (UL URLLLR)
SC _8Q prim type [31:28] ' 3 Stippled line and Real time command need to load tex cords from
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B4 DDA BE i
alternate buffer
000: Normal
100: Realtime
101: Line AA
110 Point AA (Sprite)
8C_8Q pec ptr0 42:32]1 | 11 Parameter Cache pointer for vertex 0
|t 2nd Clock Transfer
SC 5Q pe pirt 10:0 11 Parameter Cache pointer for vertex 1
8C _8Q pc ptr2 21410 1At Parameter Cache pointer for vertex 2
8C 80 lod correct 45221 124 LOD correction per quad (6 bits per guad)
Name Bits | Description
SQ_8C free buff 1 Pipelined bit that instructs SC to decrement count of buffers in use.
8Q _8C dec cntr ent 1 Pipelined bit that instructs SC to decrement count of new vector and/or event
sent to prevent SC from overflowing 8Q interpolator/Reservation request fifo,

The scan converter will submit a partial vector whenever:

1.3 He gets a primitive marked with an end of packet signal.

2. A current pixel vector is being assembled with at least one or more valid guads and the vector has been

-* ':f *‘{ Formatted: Bullets and Numbering

marked for deallocate when a primitive marked new_vector arrives. The Scan Converter will submit a partial

vector (up to 16quads with zero pixel mask fo fill out the vector)

prior fo submitting the new vecior

marker'primitive,

(This will prevert a hang which can be demonstrated when all primitives in a packet three vectors are culled

except for a one quad primitive that

eis _marked pc dealloc (vertices maximum size). In this case two

new_vectors are submitted and processed, but then one valid guad with the pc dealloc creates a vector and then

the new would wait for another vertex vector to be

rocessed, but the one being waited for could never export

until the pc_dealloc signal made it through and thus the hang.)

= ‘[ Formatted: Bullets and Numbering

This is a broadcast bus that sends the VSISR information to the staging registers of the shader pipes.

6. C to-SQ IJ-Controlbus
igs by !n 4 mt {"x f' rd %, nrn!z Xfear{ !n EF ""?”f‘ o k7
exesuie-a-shaderpregraro sept-pheale-This-tnformation ¢ ) H-SEMDM Y Js-assertad-the
kel eleot i rpires g, rreyy ry N i feviy dm evenieses Fey e menind o e o (Fr i sathary
g El & ¥ -} El * = 4
jue nt-All-pixele-from-the p-of de-are-from-the-sam imitive—all de-of a-voctorare-from-4 a
repder-state.
ﬂ’ F &d:BIIis dN:b‘
6-1-2-8Q to-SP-Interpolatorbus N {orT e J
26-1-327.2.3 SQ to SX: Interpolator bus
Name Direction Bits | Description
[ SQ_SEEX interp_flat_vix S5Q--»8Px 2 Provoking vertex for flat shading
|| SQ_SPXx_interp_flat_gourau | SQ—SPx 1 Flat or gouraud shading
d
SQ_SEXx_interp_cyl_wrap 5Q--»8Px 4 Wich channel needs to be cylindrical wrapped
SQ_SX0x_plrimud SQ—-8SXx 11 Parameter Cache Pointer
SQ_SXx_ptrermut SQ--»SXx 11 Parameter Cache Pointer
SQ_SXx_ptr3muxd SQ—8Xx 11 Parameter Cache Pointer
SQ_S8Xx_RT_switchit sel SQ--»8Xx 1 Selects between RT and Normal data
SQ 8Xx pc wr en SQ--8Xx 1 Write enable for the PC memories
SQ 8Xx pc wr addr SQ--8Xx 7 Write address for the PCs
[ 3Q_S8Xx_pc_cmask | 50 »SXx 4 Channel mask o e
) R - /—[ Formatted: Bullets and Numbering
26-1-427.2 4 SQ to SP: Staging Register Data N = T

[ Name

| Direction

| Bits | Description

I Exhibit 2026 docR400
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¥ N A
SQ_SPx_vgt-vsisrvsr_data SQ—-SPx 96 Pointers of indexes or HOS surface information
SQ_SPx_wvgt-wsisrvgr double SQ—SPx 1 0: Normal 96 bits per vert 1: double 192 bits per vert
SQ_SP0O_ data-valid SQ-»SP0 1 Data is valid
SQ_S8P1_ data-valid SQ—-SP1 1 Data is valid
SQ_8P2_ data-valid SQ-8P2 1 Data is valid
SQ_8P3_ data_valid SQ--SP3 1 Data is valid
26-1.527 2.5 BAVGT to SQ : Vertex inferface -

2615127 2 5 1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant compilicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the

VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format. The VGT can transmit up to six 32-bit

floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96

bits wide.

Name Bits

Description

PAVGT SQ_-vgt-vsisr_data | 96

Painters of indexes or HOS surface information

VGTRA_SQ_-vgt-vsisr_doubl | 1
e

0: Normal 96 bits per vert 1: double 192 bits per vert

VGTPA.- 8Q_-vgt-end_of v |1
ector

Indicates the last VSISR data set for the current process vector (for double vector
data, "end_of vector" is set on the second vector)

VGTRA_SQ_-vgt-vsisrindx_v
alid

-

Vsisr data is valid

VYGTRA SQ_-—vgt-state 3 Render State (6*3+3 for constants). This signal is guaranteed to be correct when
“BAVGT SQ_vgt end_of vector” is high.

YGTRA SQ_-—vet-send 1 Data on the VGT_S8Q is valid receive (see write-up for standard R400 SEND/RTR
interface handshaking)

SQ_VGT PA-vgtrtr 1 Ready to receive (see write-up for standard R400 SEND/RTR interface
handshaking)

2615227 252 Interface Diagrams -

Exhibit 6. docRA00
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26-1-627.2.6 3SQ to CP: State report ST
Name Direction Bits | Description
SQ_CP_vrix__ state SEQ-CP 3 Oldest vertex state still in the pipe
SQ_CP_pix_state SEQ-CP 3 Oldest pixel state still in the pipe : = G
s f;*{Formatted: Bullets and Numbering }
26-1-727.2.7 8Q to SX: Controf bus T here— T
Name Direction Bits | Description
|| SQ_SXx_exp_Rixelpix SQSXX 1 1: Pixel
0: Vertex
SQ_S8Xx_exp_cClause SQ—-SXx 3 Clause number, which is needed for vertex clauses
SQ_SXx_exp_sState SQ—->8Xx 3 State ID
SQ_SXx_exp_exportibalu id | SQ-8Xx 1 ALUID
These fields are sent synehronoushy-wi P.axpert-data ibed-in-5R interfaceevery fime the sequencer
picks an exporting clause for execulion,
. - Formatted: Bullets and Numbering
l 26-1-827 2.8 SXto SQ : Output file control {Fo T
Name Direction Bits | Description
| SXx_SQ_Expertexp count_rdy SXx—8Q 1 Raised by SXO0 to indicate that the following two
fields reflect the result of the most recent export
l SXx_SQ_Exportexp Pposition_spac | SXx—8Q 1 Specifies whether there is room for another
2 position.
! SXx_SQ_expExpert_bBuffer_space SXx—8Q 7 Specifies the space available in the output
buffers.

0: buffers are full
pixels in a clause)
64: 128K-bits available (16 128-bit entries for

each of 64 pixels)
65-127: RESERVED

1: 2K-bits available (32-bits for each of the 64

261927 2 9 8Q fo TP: Control bus

Once every clock, the fetch unit sends to the sequencer on which clause it is now working and if the data in the GPRs
is ready or not. This way the sequencer can update the fetch counters for the reservation station fifos. The sequencer
also provides the instruction and constants for the fetch to execute and the address in the register file where to write

the fetch return data.

. G f[ Formatted: Bullets and Numbering

Name Direction Bits | Description

TPx_SQ_data_rdy TPx— §Q 1 Data ready

TPx_SQ_clause_num TPx— SQ 3 Clause number

TPx_SQ_tType TPx— S$Q 1 Type of data sent (O:PIXEL, 1:VERTEX)
SQ_TPx_send SQ--TFx 1 Sending valid data

SQ_TPx_const SQ--»TPx 48 Fetch state sent over 4 clocks (192 bits total)
SQ_TPx_instuctinstr SQ—>TPx 24 Fetch instruction sent over 4 clocks
SQ_TPx_end_of _clause SQ--TPx 1 Last instruction of the clause

SQ_TPx_Type SQ-TPx 1 Type of data sent (O:PIXEL, 1:VERTEX)
SQ_TPx_phase SQ--TPx 2 Write phase signal

SQ_TPO_lod_correct SQ--»TPO 6 LOD correct 3 bits per comp 2 components per quad
SQ_TPO_pmask SQ-TPO 4 Pixel mask 1 bit per pixel

SQ_TP1_lod_correct SQ--TP1 8 LOD correct 3 bits per comp 2 components per quad
SQ_TP1_pmask SQ-TP1 4 Pixel mask 1 bit per pixel

SQ_TP2_lod_correct SQ-TP2 8 LOD correct 3 bits per comp 2 components per quad
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SQ_TP2_pmask SQ-TP2 4 Pixel mask 1 bit per pixel
SQ_TP3 lod_correct SQ-TP3 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP3 pmask SQ--TP3 4 Pixel mask 1 bit per pixel
SQ_TPx_clause_num SQ—-TPx 3 Clause number
SQ_TPx_write_gpr_index SQ->TPx 7 | Index into Register file for write of returned Fetch Data

26-11627.2.10 TP to SQ: Texture stall <~ {Formatted: buets and Numbering

The TP sends this signal to the SQ when its input buffer is full. The SQ is going to send it to the SP X clocks after
reception (maximum of 3 clocks of pipeline delay).

SQ_SP_fetch_Stall

SQ_SP_wr_addr

—_— sUo F
L st

—

51973 "
I

SU3 |
[ Name | Direction | Bits | Description {;
| TP_SQ_fetch_stall | TP—SQ 1 | Do not send more texture request if asserted ¥
. . Y i /’[ Formatted: Bullets and Numbering

26-1-H272.11 S5Q to SP: Texture stall * T —}

[ Name [ Direction [ Bits | Description -
| SQ_SPx_fetch_stall | SQ-SPx 1 | Do not send more texture request if asserted E

4,,.1 /t = ;[ Formatted: Bullets and Numbering

26-1-1227.2 12 8Q to SP: GFPR; RParametercache-contrel-and auto counter

Name Direction Bits | Description L
SQ_SPx_gpr wr_addr SQ-»>8Px 7 Write address [
SQ_SPx_gpr_rd_addr SQ—-SPx 7 Read address
SQ_SPx_gpr_red_addren SQ—>SPx 1 Read Enable [ 3
SQ_SPx_gpr_wewr_addren | SQ-->SPx 1 Write Enable for the GPRs [
SQ_SPx_gpr_phase_mux SQ—-SPx 2 The phase mux (arbitrates between inputs, ALU SRC | .

reads and writes)

SQ_SPx_channel_mask SQ--»SPx 4 The channel mask

SQ_SP0_pixel_mask SQ—-SPO 4 The pixel mask

SQ_SP1_pixel_mask SQ—-8P1 4 The pixel mask

SQ_8P2_pixel_mask SQ--SP2 4 The pixel mask

SQ_8P3_pixel_mask SQ—-SP3 4 The pixel mask

SQ_SPx_gpr_input_mux SQ—-SPx 2 When the phase mux selects the inputs this tells from

which source to read from: Interpolated data, VTXO,
VTX1, autogen counter. il
SQ_SPx_irdexauto_count SQ—-SPx 127 | ladex-Auto count_generated by the 8Q, common for all [ :
shader pipes ¢
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2611327 2 13 SQ to SPx: Instructions

-{ Formatted: Bullets and Numbering j

Name Direction Bits | Description
SQ_SPx_instruct_start SQ—SPx 1 Instruction start
SQ_SP_instrust SQ—SPx 21 Transferred over 4 cycles
0: SRC A Select 2:0
SRC A Argument Modifier 3:3
SRC A swizzle 114
VectorDst 1712
Unused 20:18
1: SRC B Select 2:0
SRC B Argument Modifier 3:3
SRC B swizzle 11:4
ScalarDst 17:12
Unused 20:18
2: SRC C Select 2:0
SRC C Argument Modifier 3.3
SRC C swizzle 11:4
Unused 20:12
3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 111
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20117
SQ _8Px exp alu id SQ--8Px 1 ALU D
SQ _SPx_exporting 5Q-—-8Px 2 0: Not Exporting
1: Vector Exporting
2: Scalar Exporting
SQ_SPx_stall SQ--»8Px 1 Stall signal
SQ_SP0_expert_pvalid SQ—-SPO 4 Resuit of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP1_ expert_pvalid SQ—-8P1 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP2_ export_pvalid SQ—-SP2 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP3_ expert_pvalid SQ—SP3 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

2611427 2 .14 SP to SQ: Constant address load/ Predicate Set

Name Direction Bits | Description

SPO_SQ_const_addr SP0O—-SQ 36 Constant address load / predicate vector load (4 bits only)
to the sequencer

SP0O_SQ_valid SP0--8Q 1 Data valid

SP1_SQ_const_addr SP1-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
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SP1_8Q_valid SP1-8Q 1 Data valid
SP2_SQ_const_addr SP2-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP2_8Q_valid SP2--8Q 1 Data valid
SP3_SQ_const_addr SP3-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP3_8Q_valid SP3--8Q 1 Data valid
26-1-1527.2.15 SQ to SPx: constant broadcast +|- - {rormatted: buletsand Numbering__]
[ Name | Direction | Bits | Description
| SQ_SPx_consttant | SQ-8Px | 128 | Constant broadcast S L
264-4627.2.16_SPO to SQ: Kill vector load  E o TTT .
Name Direction Bits | Description
SPO_SQ_kill_vect SP0—-8Q 4 Kill vector load
SP1_8Q_kill_vect SP1-8Q 4 Kill vector load
SP2_8Q_kill_vect SP2-8Q 4 Kill vector load
SP3_SQ kill_vect SP3-8Q 4 Kill vector load S . S .
. = {Formatted: Bullets and Numbering }i
26-4-4727.2.17 SQ to CP: RBBM bus T e <
Name Direction Bits | Description e 5
SQ_RBB_rs SQ—-CP 1 Read Strobe
SQ_RBB_rd SQ--CP 32 Read Data
SQ_RBBM_nrtrtr SQ—-CP 1 Optional
SQ_RBBM_rir SQ--CP 1 Real-Time (Optional) E_ : S G !
. ) ) | = -| Formatted: Bullets and Numbering }
26118272 18 CPto SQ: RBBM bus *l e :
Name Direction Bits | Description
rbbm_we CP-8Q 1 Write Enable
rbbm_a CP—-8Q 15 Address -- Upper Extent is TBD (16:2)
rbbm_wd CP--5Q 32 Data
rbbm_be CP—-8Q 4 Byte Enables
rbbm_re CP-5Q 1 Read Enable
rbb_rs0 CP—-8Q 1 Read Return Strobe 0
rbb_rs1 CP-8Q 1 Read Return Strobe 1
rbb_rd0 CP—-8Q 32 Read Data O
rbb_rd1 CP-8Q 32 Read Data O
RBBM_SQ_soft_reset CP-8Q 1 Soft Reset

;;‘[Formatted: Bullets and Numbering J
PR e SR

27.28  Examples of program executions

27412811 Sequencer Control of a Vector of Vertices

1. PA sends a vector of 64 vertices (actually vertex indices — 32 bits/index for 2048 bit total) to the RE’s Vertex FIFO
e state pointer as well as tag into position cache is sent along with vertices
¢ space was allocated in the position cache for transformed position before the vector was sent
* also before the vector is sent to the RE, the CP has loaded the global instruction store with the vertex
shader program (using the MH?)
¢ The vertex program is assumed to be loaded when we receive the vertex vector.
¢ the SEQ then accesses the IS base for this shader using the local state pointer (provided to all
sequencers by the RBBM when the CP is done loading the program)

2. SEQ arbitrates between the Pixel FIFO and the Vertex FIFO — basically the Vertex FIFO always has priority
o at this point the vector is removed from the Vertex FIFO
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10.

11.

12.

¢ the arbiter is not going to select a vector to be transformed if the parameter cache is full unless the pipe as
nothing else to do (ie no pixels are in the pixel fifo).

SEQ allocates space in the SP register file for index data plus GPRs used by the program

¢ the number of GPRs required by the program is stored in a local state register, which is accessed using the
state pointer that came down with the vertices

e  SEQ will not send vertex data until space in the register file has been allocated

SEQ sends the vector to the SP register file over the RE_SP interface (which has a bandwidth of 2048 bits/cycle)
¢ the 64 vertex indices are sent to the 64 register files over 4 cycles
¢ RFO of SUQ, SU1, SU2, and SU3 is written the first cycle
¢ RF10of SUQ, SU1, SU2, and SU3 is written the second cycle
¢ RF2of SUQ, SU1, SU2, and SU3 is written the third cycle
¢ RF3of SUQ, SUT, SU2, and SU3 is written the fourth cycle
e the index is written to the least significant 32 bits (floating point format?) (what about compound indices)
of the 128-bit location within the register file (w); the remaining data bits are set to zero (x, v, z)

SEQ constructs a control packet for the vector and sends it to the first reservation station (the FIFO in front of
fetch state machine 0, or TSMO FIFO)
¢ the control packet contains the state pointer, the tag to the position cache and a register file base pointer.

TSMO accepts the control packet and fetches the instructions for fetch clause 0 from the global instruction store
e TSMO was first selected by the TSM arbiter before it could start

all instructions of fetch clause O are issued by TSMO

the control packet is passed to the next reservation station (the FIFO in front of ALU state machine 0, or ASMO

FIFO)

¢ TSMO does not wait for requests made to the Fetch Unit to complete; it passes the register file write index for
the fetch data to the TU, which will write the data to the RF as it is received

¢ once the TU has written all the data to the register files, it increments a counter that is associated with ASMO
FIFO; a count greater than zero indicates that the ALU state machine can go ahead start to execute the ALU
clause

ASMO accepts the control packet (after being selected by the ASM arbiter) and gets the instructions for ALU
clause O from the global instruction store

all instructions of ALU clause 0 are issued by ASMO, then the control packet is passed to the next reservation
station (the FIFO in front of fetch state machine 1, or TSM1 FIFO)

the control packet continues to travel down the path of reservation stations until all clauses have been executed
e position can be exported in ALU clause 3 (or 47); the data (and the tag) is sent over a position bus (which is
shared with all four shader pipes) back to the PA’s position cache
¢ A parameter cache pointer is also sent along with the position data. This tells to the PA where the data is
going to be in the parameter cache.
¢ there is a position export FIFO in the SP that buffers position data before it gets sent back to the PA
¢ the ASM arbiter will prevent a packet from starting an exporting clause if the position export FIFO is full
e parameter data is exported in clause 7 (as well as position data if it was not exported earlier)
e parameter data is sent to the Parameter Cache over a dedicated bus
¢ the SEQ allocates storage in the Parameter Cache, and the SEQ deallocates that space when there is no
longer a need for the parameters (it is told by the PA when using a token).
¢« the ASM arbiter will prevent a packet from starting on ASM7 if the parameter cache (or the position buffer
if position is being exported) is full

after the shader program has completed, the SEQ will free up the GPRs so that they can be used by another
shader program

27122812 Sequencer Control of a Vector of Pixels

1.

As with vertex shader programs, pixel shaders are loaded into the global instruction store by the CP

e Atthis point it is assumed that the pixel program is loaded into the instruction store and thus ready to be read.
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2. the RE's Pixel FIFO is loaded with the barycentric coordinates for pixel quads by the detailed walker
¢ the state pointer and the LOD correction bits are also placed in the Pixel FIFO
¢ the Pixel FIFO is wide enough to source four quad’s worth of barycentrics per cycle

3. SEQ arbitrates between Pixel FIFO and Vertex FIFO — when there are no vertices pending OR there is no space
left in the register files for vertices, the Pixel FIFO is selected

4. SEQ allocates space in the SP register file for all the GPRs used by the program
¢ the number of GPRs required by the program is stored in a local state register, which is accessed using the
state pointer
o  SEQ will not allow interpolated data to be sent to the shader until space in the register file has been allocated

5. SEQ controls the transfer of interpolated data to the SP register file over the RE_SP interface (which has a
bandwidth of 2048 bits/cycle). See interpolated data bus diagrams for details.

6. SEQ constructs a control packet for the vector and sends it to the first reservation station (the FIFO in front of
fetch state machine 0, or TSMO FIFO)
¢ note that there is a separate set of reservation stations/arbiters/state machines for vertices and for pixels
¢ the control packet contains the state pointer, the register file base pointer, and the LOD correction bits
¢ all other information (such as quad address for example) travels in a separate FIFO

7. TSMO accepts the control packet and fetches the instructions for fetch clause 0 from the global instruction store
¢ TSMO was first selected by the TSM arbiter before it could start

all instructions of fetch clause O are issued by TSMO

© ®

the control packet is passed to the next reservation station (the FIFO in front of ALU state machine 0, or ASMO

FIFO)

» TSMO does not wait for fetch requests made to the Fetch Unit to complete; it passes the register file write
index for the fetch data to the TU, which will write the data to the RF as it is received

¢« once the TU has written all the data for a particular clause to the register files, it increments a counter that is
associated with the ASMO FIFO; a count greater than zero indicates that the ALU state machine can go
ahead and pop the FIFO and start to execute the ALU clause

10. ASMO accepts the control packet (after being selected by the ASM arbiter) and gets the instructions for ALU
clause 0 from the global instruction store

11. all instructions of ALU clause 0 are issued by ASMO, then the control packet is passed to the next reservation
station (the FIFO in front of fetch state machine 1, or TSM1 FIFO)

12. the control packet continues to travel down the path of reservation stations until all clauses have been executed
e pixel data is exported in the last ALU clause (clause 7)
e jtis sent to an output FIFO where it will be picked up by the render backend
e the ASM arbiter will prevent a packet from starting on ASM7 if the output FIFO is full

13. after the shader program has completed, the SEQ will free up the GPRs so that they can be used by another
shader program

i /(Formatted: Bullets and Numbering

274-328.1.3 Notes v

14. The state machines and arbiters will operate ahead of time so that they will be able to immediately start the real
threads or stall.

15. The register file base pointer for a vector needs to travel with the vector through the reservation stations, but the
instruction store base pointer does not — this is because the RF pointer is different for all threads, but the IS
pointer is only different for each state and thus can be accessed via the state pointer.

- : ‘ { Formatted: Bullets and ‘Nu;’nbe‘ring
28-29. Open issues —— <

Need to do some testing on the size of the register file as well as on the register file allocation method (dynamic VS
static).
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} Saving power?
Parameter caches in SX?
Using both IJ buffers for center + centroid interpolation?
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Changed the interfaces to reflect the changes in the
SP. Added some details in the arbitration section.
Reviewed the Sequencer spec after the meeting on
August 3, 2001.

Added the dynamic allocation method for register
file and an example (written in part by Vic) of the
flow of pixels/vertices in the sequencer.

Added timing diagrams (Vic)

Changed the spec to reflect the new R400
architecture. Added interfaces.

Added constant store management, instruction
store management, control flow management and
data dependant predication.

Changed the control flow method to be more
flexible. Also updated the external interfaces.
Incorporated changes made in the 10/18/01 control
flow meeting. Added a NOP instruction, removed
the conditional_execute_or_jump. Added debug
registers.

Refined interfaces to RB. Added state registers.

Added SEQ-»SP0O interfaces. Changed delta
precision. Changed VGT—SPO interface. Debug
Methods added.

Interfaces greatly refined. Cleaned up the spec.

Added the different interpolation modes.

Added the auto incrementing counters. Changed
the VGT—8Q interface. Added content on constant
management. Updated GPRs.

Removed from the spec all interfaces that weren't
directly tied to the SQ. Added explanations on
constant management. Added PA—-SQ
synchronization fields and explanation.

Added more details on the staging register. Added
detail about the parameter caches. Changed the
call instruction to a Conditionnal_call instruction.
Added details on constant management and
updated the diagram.

Added Real Time parameter control in the SX
interface. Updated the control flow section.

New interfaces to the SX block. Added the end of
clause modifier, removed the end of clause
instructions.

Rearangement of the CF instruction bits in order to
ensure byte alignement.

Updated the interfaces and added a section on
exporting rules.

Added CP state report interface. Last version of the
spec with the old control flow scheme
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1. Qverview

The sequencer is based on the R300 design. It chooses two ALU clauses and a fetch clause to execute, and
executes all of the instructions in a clause before looking for a new clause of the same type. Two ALU clauses are
executed interleaved to hide the ALU latency. Each vector will have eight fetch and eight ALU clauses, but clauses do
not need to contain instructions. A vector of pixels or vertices ping-pongs along the sequencer FIFO, bouncing from
fetch reservation station to alu reservation station. A FIFO exists between each reservation stage, holding up vectors
until the vector currently occupying a reservation station has left. A vector at a reservation station can be chosen to
execute. The sequencer looks at all eight alu reservation stations to choose an alu clause to execute and all eight
fetch stations to choose a fetch clause to execute. The arbitrator will give priority to clauses/reservation stations
closer to the bottom of the pipeline. It will not execute an alu clause until the fetch fetches initiated by the previous
fetch clause have completed. There are two separale sets of reservation stations, one for pixel vectors and one for
vertices vectors. This way a pixel can pass a vertex and a vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, control flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRs it needs to execute. The sequencer will not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram

vertex/pixel vector arbitrator

A
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Figure 2: Reservation stations and arbiters
There are two sets of the above figure, one for vertices and one for pixels.
Depending on the arbitration state, the sequencer will either choose a vertex or a pixel packet. The control packet

consists of 3 bits of state, 7 bits for the base address of the Shader program and some information on the coverage to
determine fetch LOD plus other various small state bits.
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On receipt of a packet, the input state machine (not pictured but just before the first FIFO) allocated enough space in
the GPRs to store the interpolated values and temporaries. Following this, the barycentric coordinates (and XY
screen position if needed) are sent to the interpolator, which will use them to interpolate the parameters and place the
results into the GPRs. Then, the input state machine stacks the packet in the first FIFO.

On receipt of a command, the level O fetch machine issues a fetch request to the TP and corresponding GPR
address for the fetch address (ta). A small command (tcmd) is passed to the fetch system identifying the current level
number (0) as well as the GPR write address for the fetch return data. One fetch request is sent every 4 clocks
causing the texturing of sixteen 2x2s worth of data (or 64 vertices). Once all the requests are sent the packet is put in
FIFO 1.

Upon receipt of the return data, the fetch unit writes the data to the register file using the write address that was
provided by the level O fetch machine and sends the clause number (0) to the level O fetch state machine to signify
that the write is done and thus the data is ready. Then, the level 0 feich machine increments the counter of FIFO 1 to
signify to the ALU O that the data is ready to be processed.

On receipt of a command, the level 0 ALU machine first decrements the input FIFO 1 counter and then issues a
complete set of level O shader instructions. For each instruction, the ALU state machine generates 3 source
addresses, one destination address and an instruction. Once the last instruction has been issued, the packet is put
into FIFO 2.

There will always be two active ALU clauses at any given time (and two arbiters). One arbiter will arbitrate
over the odd instructions (4 clocks cycles) and the other one will arbitrate over the even instructions (4
clocks cycles). The only constraints between the two arbiters is that they are not allowed to pick the same
clause number as the other one is currently working on if the packet is not of the same type (render state).

If the packet is a vertex packet, upon reaching ALU clause 3, it can export the position if the position is ready. So the
arbiter must prevent ALU clause 3 to be selected if the positional buffer is full (or can't be accessed). Along with the
positional data, if needed the sprite size and/or edge flags can also be sent.

A special case is for multipass vertex shaders, which can export 12 parameters per last 6 clauses to the output
buffer. If the output buffer is full or doesn't have enough space the sequencer will prevent such a vertex group to
enter an exporting clause.

Multipass pixel shaders can export 12 parameters to memory from the last clause only (7).
All other clauses process in the same way until the packet finally reaches the last ALU machine (7).

Only one pair of interleaved ALU state machines may have access to the register file address bus or the instruction
decode bus at one time. Similarly, only one fetch state machine may have access to the register file address bus at
one time. Arbitration is performed by three arbiter blocks (two for the ALU state machines and one for the fetch state
machines). The arbiters always favor the higher number state machines, preventing a bunch of half finished jobs from
clogging up the register files.
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The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip).
1.3 Control Graph
Clause # + Rdy
WrAddr IS SEQ CcsT WrAddr
CMD
csT
-
Phess oMD éST'CSTiCS% IBX A B CWec
RdAddr | L A WiSeal yragar
¢ + v v
|
FETCH SP ) OF
WrAddr s

Figure 4: Sequencer Control interfaces

In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the output file control interface.

2. Interpolated data bus

The interpolators contain an IJ buffer to pack the information as much as possible before writing it to the register file.
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packed in the IJ
buffer 4 quads at a time or two clocks. The sequencer allows at any given time as many as four quads to interpolate a
parameter. They all have to come from the same primitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

3. Instruction Store

There is going to be only one instruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mapped registers.

he-next-picture-shows-the-various the-CR-san-load-the-memeryTh guenscerhas-to-keep-track-of

loadino modes.i relar. to.sa around.-th o t-boundaties.—h g iy e nitrans mnd fheor ars

F L
spescified-in-the VS-BASE-and-RI-BASE-controlregisters—The VS_BASE and PS_BASE context registers are used
to specify for each context where its shader is in the instruction memory.

For the Real time commands the story is quite the same but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.
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54 Sequencer Instructions

All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV PV, PS PS) if they have nothing else to do.

&5. Constant Stores

6-15.1 Memory organizations

A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shader is 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 320x96 bits (128 texture states for
regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn't sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a change in the control flow constants. Its size is 320*32 because it must hold 8
copies of the 32 dwords of control flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.

6-25.2 Management of the Control Flow Constants

The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
5Q decodes the address and writes to the block pointed by its current base pointer (CF_WR_BASE). On the read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the control flow block. This register is copied whenever there is a state change. Should the CP write to CF after the
state change, the base register is updated with the (current pointer number +1 )% number of states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

6-35.3 Management of the re-mapping tables

6315 3.1 R400 Constant management

The sequencer is responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver), the sequencer will broadside copy the contents of its re-mapping tables to a
new one. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
between the two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUST be at least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
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is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

6-3-25 3.2 Proposal for R400LE constant management

To make this scheme work with only 512+256 = 768 entries, upon reception of a CONTROL packet of state + 1, the
sequencer would check for SQ_IDLE and PA_IDLE and if both are idle will erase the content of state to replace it with
the new state (this is depicted in Figure 8: De-allocation mechanismFigure-8:-De-allocation-mechanismFigure-8:-De
allocation-mechaniem). Note that in the case a state is cleared a value of 0 is written to the corresponding de-
allocation counter location so that when the SQ is going to report a state change, nothing will be de-allocated upon
the first report.

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the new state to
reuse these physical addresses if needed).
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Figure §9: De-allocation mechanism for R460LE

6:3-35.3.3 Dirty bits

Two sets of dirty bits will be maintained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a new context is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If it is set and the context dirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incoming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the same logical address between context changes. NOTE: It is important to detect and prevent this, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

63453 4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked each time a physical block is needed, and if the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.

Storage of a free list big enough to store all physical block addresses.

Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the free list
like a ring.

The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_ptr will be advanced.

The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_ptr does not equal the stop_ptr and the IFC is at its maximum count.
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l 6355 3.5 De-allocate Block

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. It is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advance the write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any number of blocks in one clock.

i 63-65 3.6 Operation of Incremental model

The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the free list
counter because its not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical address is hit that has its dirty bits set while in the same context, both dirty
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
When the first draw command of the coniext is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set states come in for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointer if read_ptr != to stop_ptr .

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has not free list entries available (counter at max and stop_ptr == read_ptr). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-mapping table is written to the correct re-mapping table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the number of blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However, if the updates are large, less contexts will be stored and potentially performance will be degraded.
Although it will still perform as well as a ring could in this case.

645 4 Constant Store Indexing

In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer (9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shader pipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)
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between the time the sequencer is loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1.X,R2X /I Loads the sequencer with the content of R2.X, also copies the content of R2.X into R1.X
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don't really care about what is in the brackets because we use the state from the MOVA instruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencer in order to support this feature is 2*64*9 bits = 1152 bits.

6-55.5 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers aliocated for RT. It
works is the same way than when dealing with regular constant loads BUT in this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RT control register. Similarly,
for the fetch state, the boundary between the two zones is defined by the TSTATE_EO_RT control register.

6-65.6_Constant Waterfalling

In order to have a reasonable performance in the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps 8 bits (one per render state) and sets the bits whenever the last render state is written to memory
and clears the bit whenever a state is freed.

CONST_EO_RT

RT SECTON
(Reads/Writes are direct)

REGULAR SECTION
(Reads/Writes are passing
thru a remaping table)

Figure 918: The instruction store
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7.6. Looping and Branches

Loops and branches are planned to be supported and will have to be dealt with at the sequencer level. We plan on
supporting constant loops and branches using a control program.

7-16.1 The controlling state.

The R400 controling state consists of:

Boolean[256:0]
Loop_count[7:0][31:0]
Loop_Start[7:0][31:0]
Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.
We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

7-26.2 The Control Flow Program

Examples of control flow programs are located in the R400 programming guide document.
The basic model is as follows:

The render state defined the clause boundaries:

Vertex_shader_fetch[7:0][7:0] // eight 8 bit pointers to the location where each clauses control program is located
Vertex_shader_alu[7:0][7:0] /I eight 8 bit pointers to the location where each clauses control program is located
Pixel_shader_fetch[7:0][7:0] /I eight 8 bit pointers to the location where each clauses control program is located
Pixel_shader_alu[7:0}[7:0] // eight 8 bit pointers to the location where each clauses control program is located

A pointer value of FF means that the clause doesn’t contain any instructions.
The control program for a given clause is executed to completion before moving to another clause, (with the

exception of the pick two nature of the alu execution). The control program is the only program aware of the clause
boundaries.

The control program has nine basic instructions:

Execute

Conditional_execute
Conditional_Execute_Predicates
Conditional_jump
Conditionnal_Call

Return

Loop_start

Loop_end

NOP

Execute, causes the specified number of instructions in instruction store to be executed.

Conditional_execute checks a condition first, and if true, causes the specified number of instructions in instruction
store to be executed.

Loop_start resets the corresponding loop counter to the start value on the first pass after it checks for the end
condition and if met jumps over to a specified address.

Loop_end increments (decrements?) the loop counter and jumps back the specified number of instructions.
Conditionnal_Call jumps to an address and pushes the IP counter on the stack if the condition is met. On the return
instruction, the IP is popped from the stack.
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Conditional_execute_Predicates executes a block of instructions if all bits in the predicate vectors meet the condition.
Conditional_jumps jumps to an address if the condition is met.
NOP is a regular NOP

NOTE THAT ALL JUMPS MUST JUMP TO EVEN CFP ADDRESSES since there are two control flow instructions per
memory line. Thus the compiler must insert NOPs where needed to align the jumps on even CFP addresses.

Also if the jump is logically bigger than pshader_cntl_size (or vshader_cntl_size) we break the program (clause) and
set the debug registers. If an execute or conditional_execute is lower than cntl_size or bigger than size we also break
the program (clause) and set the debug registers.

We have to fit instructions into 48 bits in order to be able to put two control flow instruction per line in the instruction
store.

A value of 1 in the Addressing means that the address specified in the Exec Address field (or in the jump address
field) is an ABSOLUTE address. If the addressing field is cleared (should be the default) then the address is relative
to the base of the current shader program.

Note that whenever a field is marked as RESERVED, it is assumed that all the bits of the field are cleared (0).

Execute
47 46...42 | 41 40 ... 24 23...12 11...0
Addressing 00001 Last RESERVED Instruction | Exec Address
count

Execute up to 4k instructions at the specified address in the instruction memory. If Last is set, this is the last group of
instructions of the clause.

NOP

47 |46 ... 42 41 | 40...0

Addressing | 00010 | Last | RESERVED

This is a regular NOP. If Last is set, this is the last instruction of the clause.

Conditional_Execute

47 46 ...42 | 41 40 39..32 31 30..24 23...12 11...0
Addressing | 00011 Last | RESERVED | Boolean | Condition | RESERVED Instruction Exec
address count Address

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified
instructions (up to 4k instructions). If Last is set, then if the condition is met, this is the last group of instructions to be
executed in the clause. If the condition is not met, we go on to the next control flow instruction.

Conditional_Execute_Predicates

47 46 ...42 | 41 40 ... 34 33..32 31 30..24 23..12 11..0
Addressing 00100 Last | RESERVED | Predicate | Condition | RESERVED | Instruction | Exec Address
vector count

Check the AND/OR of all current predicate bits. If AND/OR matches the condition execute the specified number of
instructions. We need to AND/OR this with the kill mask in order not to consider the pixels that aren't valid. If Last is
set, then if the condition is met, this is the last group of instructions to be executed in the clause. If the condition is not
met, we go on to the next control flow instruction.

Loop_Start
47 46 ... 42 41 .17 16 ... 12 11..0
00101 RESERVED loop ID Jump address
Addressing
Exhibit 2027 docRAG0_ ¥ 63205 Byes*™** © ATI Confidential. Reference Copyright Notice on Cover Page © »*

AMD1044_0257309

ATI Ex. 2107
IPR2023-00922
Page 175 of 260



ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE

24 September, 2001 4 September, 201518 26 of 52
i A

H A
Loop Start. Compares the loop iterator with the end value. If loop condition not met jump to the address. Forward
jump only. Alsc computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop.

Loop_End
47 46 ... 42 41...17 18...12 11..0
00110 RESERVED loop ID start address
Addressing

Loop end. Increments the counter by one, compares the loop count with the end value. If loop condition met,
continue, else, jump BACK to the start of the loop.

The way this is described does not prevent nested loops, and the inclusion of the loop id make this easy to do.

Conditionnal_Call

47 46 ... 42 41..34 33..32 31 30...12 11...0
00111 RESERVED Predicate | Condition RESERVED Jump address
Addressing vector

If the condition is met, jumps to the specified address and pushes the control flow program counter on the stack.

Return

47 46 ... 42 41..0

01000 RESERVED

Addressing

Pops the topmost address from the stack and jumps to that address. If nothing is on the stack, the program will just
continue to the next instruction.

Conditionnal_Jump

47 46 ... 42 41... 40 39..32 31 30 29...12 11..0
01001 RESERVED Boolean | Condition | FWonly | RESERVED Jump address
Addressing address

If condition met, jumps to the address. FORWARD jump only allowed if bit 31 set. Bit 31 is only an optimization for the
compiler and should NOT be exposed to the APIL.

To prevent infinite loops, we will keep 9 bits loop iterators instead of 8 (we are only able to loop 256 times). If the
counter goes higher than 255 then the loop_end or the loop_start instruction is going to break the loop and set the
debug GPRs.

7-36.3 Data dependant predicate instructions

Data dependant conditionals will be supported in the R400. The only way we plan to support those is by supporting
three vector/scalar predicate operations of the form:

PRED_SETE_# - similar to SETE except that the result is 'exported’ to the sequencer.
PRED_SETNE_# - similar to SETNE except that the result is 'exported' to the sequencer.
PRED_SETGT_# - similar to SETGT except that the result is 'exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE except that the result is ‘exported' to the sequencer

For the scalar operations only we will also support the two following instructions:
PRED_SETEO_# -~ SETEO
PRED_SETE1_# -~ SETE1

The export is a single bit - 1 or O that is sent using the same data path as the MOVA instruction. The sequencer will
maintain 4 sets of 64 bit predicate vectors (in fact 8 sets because we interleave two programs but only 4 will be
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exposed) and use it to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. The first bit is a conditional execute “on” bit and the second bit tells us if
we execute on 1 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whose predicate bit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

{Issue: do we have to have a NOP between PRED and the first instruction that uses a predicate?} e
7-46.4 HW Detection of PV,PS l L
Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non- S
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by

comparing the read address and the write address of consecutive instructions. For masked writes, the sequencer will
insert NOPs wherever there is a dependant read/write.

The sequencer will also have to insert NOPs between PRED_SET and MOVA instructions and their uses.

7-56.5 Register file indexing

Because we can have loops in fetch clause, we need to be able to index into the register file in order to retrieve the
data created in a fetch clause loop and use it into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit7 Bit6

0 0 ‘absolute register’
0 1 ‘relative register’
1 s} ‘previous vector'
1 1 ‘previous scalar

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we add to it the loop_index and this becomes our new address that we give to the shader pipe.

The sequencer is going to keep a loop index computed as such:
Index = Loop_iterator*Loop_step + Loop_start.

We loop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of
range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangements.

7-66.6 Predicated Instruction support for Texture clauses

For texture clauses, we support the following optimization: we keep 1 bit (thus 4 bits for the four predicate vectors)
per predicate vector in the reservation stations. A value of 1 means that one ore more elements in the vector have a
value of one (thus we have to do the texture fetches for the whole vector). A value of 0 means that no elements in the
vector have his predicate bit set and we can thus skip over the texture fetch. We have to make sure the invalid
pixels aren’t considered with this optimization.

7-76.7 Debugging the Shaders l .

In order to be able to debug the pixelivertex shaders efficiently, we provide 2 methods.
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1671 Method 1: Debugging registers

Current plans are to expose 2 debugging, or error notification, registers:
1. address register where the first error occurred
2. count of the number of errors

The sequencer will detect the following groups of errors:
- count overflow

- constant indexing overflow

- register indexing overflow

Compiler recognizable errors:
- jump errors
relative jump address > size of the control flow program
- call stack
call with stack full
return with stack empty

A jump error will always cause the program to break. In this case, a break means that a clause will hait execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only break if
the DB_PROB_BREAK register is set.

If indexing outside of the constant or the register range, causing an overflow error, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}
++-26.77.2 Method 2: Exporting the values in the GPRs (12)

The sequencer will have a count register and an address register for this mode and 3 bits per clause specifying the
execution mode for each clause. The modes can be :

1) Normal

2) Debug Kill

3) Debug Addr + Count
Under the normal mode execution follows the normal course. Under the kill mode, all control flow instructions are
executed but all normal shader instructions of the clause are replaced by NOPs. Only debug_export instructions of
clause 7 will be executed under the debug kill setting. Under the other mode, normal execution is done until we reach
an address specified by the address register and instruction count (useful for loops) specified by the count register.
After we have hit the instruction n times (n=count) we switch the clause to the kill mode.

Under the debug mode (debug kill OR debug Addr + count), it is assumed that clause 7 is always exporting 12 debug
vectors and that all other exports to the SX block (position, color, z, ect) will been turned off (changed into NOPs) by
the sequencer (even if they occur before the address stated by the ADDR debug register).

8.7, Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch
requests and allow the shader pipe to kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
MASK_SETGTE
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9.8 Multipass vertex shaders (HOS)

Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.

109 Regqister file allocation

The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and

PIXEL_REG_SIZE for pixels.
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Above is an example of how the algorithm works. Vertices come in from top to bottom; pixels come in from bottom to
top. Vertices are in orange and pixels in green. The blue line is the tail of the vertices and the green line is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index 0 and goes up to the top at
index 127.

11-10. Fetch Arbitration

The fetch arbitration logic chooses one of the 8 potentially pending fetch clauses to be executed. The choice is made
by looking at the fifos from 7 to 0 and picking the first one ready to execute. Once chosen, the clause state machine
will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch instructions of the clause
are sent. This means that there cannot be any dependencies between two fetches of the same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handie up to X(?) in flight fetches and thus there can be a fair number of active clauses waiting for their
fetch return data.

12-11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
8 potentially pending ALU clauses to be executed. The choice is made by looking at the fifos from 7 to O and picking
the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for the odd clocks. For
example, here is the sequencing of two interleaved ALU clauses (E and O stands for Even and Odd sets of 4 clocks):

EinstO Oinst0 Einst1 Oinst1 Einst2 Oinst2 Einst0 Oinst3 Einst1 Oinst4 Einst2 Oinst0...
Proceeding this way hides the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across
clause boundaries.
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13-12. Handling Stalls

When the output file is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the output file. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering the exporting clause (3?). The
sequencer will set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

14-13. Content of the reservation station FIFOs

The reservation FIFOs contain the state of the vector of pixels and vertices. We have two sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, some bits
for LOD correction and coverage mask information in order to fetch fetch for only valid pixels, the quad address.

15-14. The QOutput File

The output file is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x128 (and there are 16 of those on the whole chip).

16-15. |J Format

The lJ information sent by the PA is of this format on a per quad basis:

We have a vector of IJ's (one 1J per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). The interpolation is done at a different precision across the 2x2. The upper left pixel's parameters are
always interpolated at full 20x24 mantissa precision. Then the result of the interpolation along with the difference in IJ
in reduced precision is used to interpolate the parameter for the other three pixels of the 2x2. Here is how we do it:

Assuming PO is the interpolated parameter at Pixel O having the barycentric coordinates 1(0), J(0) and so on for P1,P2
and P3. Also assuming that A is the parameter value at VO (interpolated with 1), B is the parameter value at V1
(interpolated with J) and C is the parameter value at V2 (interpolated with (1-I-J).

A0 =I(H-1(0)
AOLT =J()-J(0)
AO2f =1(2)-1(0) PO P1
AO2J = J(2)-J(0)
AO3T =1(3)-1(0)
A03J =J(3)-J(0) P2 P3

PO=C+I(0)*(A-C)+J(0)*(B-C)

Pl=P0+A01I*(4A-C)+A0LJ *(B-C)
P2 =P0+A02I *(A~C)+A02J *(B-C)
P3=P0+A03I*(A~C)+A03J *(B-C)

PO is computed at 20x24 mantissa precision and P1 to P3 are computed at 8X24 mantissa precision. So far no visual
degradation of the image was seen using this scheme.

Multiplies (Full Precision): 2
Multiplies (Reduced precision): 6
Subtracts 19x24 (Parameters): 2
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Adds: 8

FORMAT OF PU's IJ :  Mantissa 20 Exp 4 for | + Sign
Mantissa 20 Exp 4 for J + Sign

FORMAT of Deltas (x3): Mantissa 8 Exp 4 for | + Sign
Mantissa 8 Exp 4 for J + Sign

Total number of bits : 20*2 + 8*6 + 4*8 + 4*2 = 128

All numbers are kept using the un-normalized floating point convention: if exponent is different than O the number is
normalized if not, then the number is un-normalized. The maximum range for the 1Js (Full precision) is +/- 63 and the
range for the Deltas is +/- 127.

+6-115.1 Interpolation of constant attributes

Because of the floating point imprecision, we need to take special provisions if all the interpolated terms are the same
or if two of the barycentric coordinates are the same.

We start with the premise that if A= B and B =C and C = A, then P0,1,2,3 = A. Since one or more of the IJ terms
may be zero, so we extend this to:

if (A=B and B=C and C=A)
P0,1,23=A;
else if (I=0)or (4 =0)) and
((J =0)or (1-I-J =0)) and
((1-4-1=0)or (1=0) {
if(1 1= 0) {
PO =A;
Yelse if(d 1= 0) {
PO =B;
}else {
PO=C;

/frest of the quad interpolated normally

}

else

{
}

normal interpolation

3216, Staging Registers

In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER by the
VGT for it to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789101112131415]]161718192021222324252627282930313233343536373839
40414243444546471|48495051525354555657 585960616263

The sequencer will re-arrange them in this fashion:

0123161718193233343548495051(/4567202122233637383952535455(/89101124252627
404142435657 5859|1213 14 1528 29 30 31 44 45 46 47 60 61 62 63

The || markers show the SP divisions. In the event a shader pipe is broken, the VGT will send padding to account for
the missing pipe. For example, if SP1 is broken, vertices 4 56 7 20 21 22 23 36 37 38 39 52 53 54 55 will still be sent
by the VGT to the SQ BUT will not be processed by the SP and thus should be considered invalid (by the SU and
VGT).
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The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure 11Eigure-12Figure-12. The area of the fixed-to-float converters and the VSISRs for this method is roughly
estimated as 0.759sgmm using the R300 process. The gate count estimate is shown in Figure 10Eigure-11Figure-14.

)

Basis for 8-deep Latch Memory (from R300)

8x24-bit 116312 60.57813 u” per bit
Area of 96x8-deep Latch Memory 46524 2
Area of 24-bit Fix-to-float Converter 4712 per converter
Method 1 Block Quantity Area
F2F 3 14136
8x96 Latch 16 744384

Figure 101t:Area Estimate for VGT to Shader Interface
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VECTOR ENGINE

Figure 1132:VGT to Shader Interface

18-17. The parameter cache

The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (1R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBs are the memory number and the 7 LSBs are the address within this memory.

MEMORY NUMBER | ADDRESS \
4 bits | 7 bits |

The PA generates the parameter cache addresses as the positions come from the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
number field wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT_7 (a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shader is exporting 8
parameters per vertex (VS_EXPORT_COUNT_7 = 8). The first position received is going to have the PC address
00000000000 the second one 00010000000, third one 00100000000 and so on up to 11110000000. Then the next
position received (the 17"‘) is going 1o have the address 00000001000, the 18" 00010001 000, the 19™ 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful about is that if the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add
2*VS_EXPORT_COUNT_7to Current_Location and reset the memory count to 0 before the next vector begins).
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19-18. Vertex position exporting

On clause 3 the vertex shader can export to the PA both the vertex position and the point sprite. It can also do so at
clause 7 if not done at clause 3. The storage needed to perform the position export is at least 64x128 memories for
the position and 64x32 memories for the sprite size. It is going to be taken in the pixel output fifo from the SX blocks.
The clause where the position export occurs is specified by the EXPORT_LATE register. If turned on, it means that
the export is going to occur at ALU clause 7 if unset position export occurs at clause 3.

20-19. Exporting Arbitration

Here are the rules for co-issuing exporting ALU clauses.
1) Position exports and position exports cannot be co-issued.

All other types of exports can be co-issued as long as there is place in the receiving buffer.

21-20. Exporting Rules

21-120.1 Parameter caches exports

We support masking and out of order exports to the parameter caches. So one can export multiple times to the same
PC line using different masks.

212202 Memory exports

Memory exports don't support masking. However, you can export out of order to memory locations.

21.320.3 Position exports

Position exports have to be done IN ORDER and don't support masking.

22.21. Export Types

The export type (or the location where the data should be put) is specified using the destination address field in the
ALU instruction. Here is a list of all possible export modes:

22-121.1 Vertex Shading

0:15 - 16 parameter cache

16:3131 - Empty (Reserved?)

32 - Export Address

3233:43--40 - 12-8 vertex exports to the frame buffer and index
444147 - Empty

48:5955 - 12-8 debug export (interpret as normal vertex export)
60 - export addressing mode

61 - Empty

62 - position

63 - sprite size export that goes with position export

(point_h,point_w,edgeflag,misc)

22.221.2 Pixel Shading

o} - Color for buffer O (primary)
1 - Color for buffer 1
2 - Color for buffer 2
3 - Color for buffer 3
4:7 - Empty
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8 - Buffer O Color/Fog (primary)

9 - Buffer 1 Color/Fog

10 - Buffer 2 Color/Fog

11 - Buffer 3 Color/Fog

12:15 - Empty

16:3431 - Empty (Reserved?)

32 - Export Address

3233:4340 - 42-8 exports for multipass pixel shaders.

4441:47 - Empty

48:5855 - 42-8 debug exports (interpret as normal pixel export)

60 - export addressing mode

61.62 - Empty

63 - Z for primary buffer (Z exported to ‘alpha’ component)

2322 Special Interpolation modes

23-122 1 Real time commands

We are unable to use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type O packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
other is rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important (true only if we map Microsoft’s high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This mode is triggered by the primitive type: REAL TIME. The actual memories are in the in
the SX blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

23.222 2 Sprites/ XY screen coordinates/ FB information

When working with sprites, one may want to overwrite the parameter O with SC generated data. Also, XY screen
coordinates may be needed in the shader program. This functionality is controlled by the gen_l0 register (in SQ) in
conjunction with the SND_XY register (in SC). Also it is possible to send the faceness information (for OGL front/back
special operations) to the shader using the same control register. Here is a list of all the modes and how they interact
together:

Gen_st is a bit taken from the interface between the SC and the SQ. This is the MSB of the primitive type. If the bit is
set, it means we are dealing with Point AA, Line AA or sprite and in this case the vertex values are going to generated
between O and 1.

Param_Gen_lO disable, snd_xy disable, no gen_st — 10 = No modification

Param_Gen_IO disable, snd_xy disable, gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy enable, no gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy enable, gen_st — |0 = No modification

Param_Gen_l0 enable, snd_xy disable, no gen_st - I0 = garbage, garbage, garbage, faceness
Param_Gen_l0 enable, snd_xy disable, gen_st — 10 = garbage, garbage, s, t

Param_Gen_l0 enable, snd_xy enable, no gen_st — [0 = screen x, screen y, garbage, faceness
Param_Gen_l0 enable, snd_xy enable, gen_st — 10 = screen x, screeny, s, t

23-322.3 Auto generated counters

In the cases we are dealing with multipass shaders, the sequencer is going to generate a vector count to be able to
both use this count to write the 1% pass data to memory and then use the count to retrieve the data on the 2 pass.
The count is always generated in the same way but it is passed to the shader in a slightly different way depending on
the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEX register. The sequencer is going to
keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
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GPRs the counter is incremented. Every time a state change is detected, the corresponding counter is reset. While
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for
all elements in the vector.

2331272 31 Vertex shaders

In the case of vertex shaders, if GEN_INDEX is set, the data will be put into the x field of the third register (it means
that the compiler must allocate 3 GPRs in all multipass vertex shader modes).

233292 3.2 Pixel shaders

In the case of pixel shaders, if GEN_INDEX is set and Param_Gen_|0 is enabled, the data will be put in the x field of
the 2 register (R1.x), else if GEN_INDEX is set the data will be put into the x field of the 1 register (RO.x).

STG O
AUTO INTERPOLATORS

COUNT

STG1

¥
‘ AUTO COUNT | 000000 |

¥ k. The Auto Count Value is
MUX / broadcast to all GPRs. ltis
loaded into a register wich has
its LSBs hardwired to the
GPR number (0 thru 63). Then
if GEN_INDEX is high, the
mux selects the auto-count
value and it is loaded into the
GPRs to be either used to
retrieve data using the TP or
GPRO sent to the SX forthe RB to
use it to write the data to
memory

Figure 1243: GPR input mux Control

2423 State management

Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

24-123 1 Parameter cache synchronization

In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencer will keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to 0 and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vector of pixels with the SC_SQ_new_vector bit asserted, the sequencer will first check if
the count is greater than 0 before accepting the transmission (it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group of pixels to the interpolators. Every time the state changes, the new state counter is initialized to 0.

2524 XY Address imports

The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the IJs (to the IJ
buffer) with XY writes (to the XY buffer). Then when writing the data to the GPRs, the sequencer is going to
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interpolate the |J data or pass the XY data thru a Fix—float converter and expander and write the converted values to
the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 22.2 for details on how to control the interpolation in this mode.

25124.1 Vertex indexes imports

In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded one line at a time by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.

26-25. Registers
261251 Control

REG_DYNAMIC
REG_SIZE_PIX

REG_SIZE_VTX

ARBITRATION_POLICY
INST STORE.ALLD

Dynamic allocation (pixel/ivertex) of the register file on or off.

Size of the register file's pixel portion (minimal size when dynamic allocation turned
on)

Size of the register file's vertex portion (minimal size when dynamic allocation turned
on)

policy of the arbitration between vertexes and pixels

eriooy &

INST_BASE_VTX

INST_BASE_PIX
ONE_THREAD
ONE_ALU

INSTRUCTION

CONSTANTS
CONSTANTS_RT
CONSTANT_EO_RT

TSTATE_EO_RT

EXPORT_LATE

262252 Context

VS_FETCH_{0...7}
VS_ALU_{0...7}
PS_FETCH_{0...7}
PS_ALU_{0...7}
PS_BASE
VS_BASE
VS_CF_SIZE
PS_CF_SIZE
PS_SIZE

VS_SIZE
PS_NUM_REG
VS_NUM_REG
PARAM_SHADE

PROVO_VERT
PARAM_WRAP

PS_EXPORT_MODE
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start point for the vertex instruction store (RT always ends at vertex_base and

Begins at Q)

start point for the pixel shader instruction store

debug state register. Only allows one program at a time into the GPRs

debug state register. Only allows one ALU program at a time to be executed (instead
of 2)

This is where the CP puts the base address of the instruction writes and type (auto-
incremented on reads/writes) Register mapped

512*4 ALU constants + 32*6 Texture state 32 bits registers (logically mapped)

256*4 ALU constants + 32*6 texture states? (physically mapped)

This is the size of the space reserved for real time in the constant store (from O to
CONSTANT_EO_RT). The re-mapping table operates on the rest of the memory
This is the size of the space reserved for real time in the feich state store (from O to
TSTATE_EO_RT). The re-mapping table operates on the rest of the memory
Controls whether or not we are exporting position from clause 3. If set, position
exports occur at clause 7.

eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
eight 8 bit pointers to the location where each clauses control program is located
base pointer for the pixel shader in the instruction store

base pointer for the vertex shader in the instruction store

size of the vertex shader (# of instructions in control program/2)

size of the pixel shader (# of instructions in control program/2)

size of the pixel shader (cntl+instructions)

size of the vertex shader (cntl+instructions)

number of GPRs to allocate for pixel shader programs

number of GPRs to allocate for vertex shader programs

One 16 bit register specifying which parameters are to be gouraud shaded (0 = flat, 1
= gouraud)

0 :vertex O, 1: vertex 1, 2: vertex 2, 3: Last vertex of the primitive

64 bits: for which parameters (and channels (xyzw)) do we do the cyl wrapping
(O=linear, 1=cylindrical).

300 : Normal mode

Ixxxx : Multipass mode
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If normal, bbbz where bbb is how many colors (0-4) and z is export z or not
If multipass 1-12 exports for color.

VS_EXPORT_MODE 0: position (1 vector), 1: position (2 vectors), 3:multipass
VS_EXPORT
_COUNT_{0...6} Six 4 bit counters representing the # of interpolated parameters exported in clause 7
(located in VS_EXPORT_COUNT_6) OR
# of exported vectors to memory per clause in multipass mode (per clause)
PARAM_GEN_IO Do we overwrite or not the parameter O with XY data and generated T and S values
GEN_INDEX Auto generates an address from 0 to XX, Puts the results into R0-1 for pixel shaders

and R2 for vertex shaders
CONST_BASE_VTX (9 bits)Logical Base address for the constants of the Vertex shader
CONST_BASE_PIX (9 bits) Logical Base address for the constants of the Pixel shader
CONST_SIZE_PIX (8 bits) Size of the logical constant store for pixel shaders
CONST_SIZE_VTX (8 bits) Size of the logical constant store for vertex shaders
INST_PRED_OPTIMIZE  Turns on the predicate bit optimization (if of, conditional_execute_predicates is
always executed).

CF_BOOLEANS 256 boolean bits

CF_LOOP_COUNT 32x8 bit counters (number of times we traverse the loop)
CF_LOOP_START 32x8 bit counters (init value used in index computation)
CF_LOOP_STEP 32x8 bit counters (step value used in index computation)

27.26. DEBUG Reqisters

27.126.1 Context

DB_PROB_ADDR instruction address where the first problem occurred
DB_PROB_COUNT number of problems encountered during the execution of the program
DB_PROB_BREAK break the clause if an error is found.

DB_INST_COUNT instruction counter for debug method 2

DB_BREAK_ADDR break address for method number 2

DB_CLAUSE

_MODE_ALU_{0...7} clause mode for debug method 2 (0: normal, 1: addr, 2: kill)
DB_CLAUSE

_MODE_FETCH_{0...7} clause mode for debug method 2 (0: normal, 1: addr, 2: kill)

272262 Control

DB_ALUCST_MEMSIZE Size of the physical ALU constant memory
DB_TSTATE_MEMSIZE Size of the physical texture state memory

28-27. Interfaces
281271 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPx it means that SQ is going to broadcast the same information to all SP instances.

282272 SC to SP Interfaces

28212721 SC_SP#

There is one of these interfaces at front of each of the SP (buffer to stage pixel interpolators). This interface transmits
the 1,J data for pixel interpolation. For the entire system, two quads per clock are transferred to the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.
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} The actual data which is transferred per quad is
Ref Pix | => 84.20 Floating Point | value
Ref Pix J => $4.20 Floating Point J value
Delta Pix | (x3) => 84.8 Floating Point Delta | value
Delta Pix J (x3) => S4.8 Floating Point Delta J value
This equates to a total of 128 bits which transferred over 2 clocks
and therefor needs an interface 64 bits wide

Additionally, X)Y data (12-bit unsigned fixed) is conditionally sent across this data bus over the same wires in an
additional clock. The XY data is sent on the lower 24 bits of the data bus with faceness in the msb.
Transfers across these interfaces are synchronized with the SC_SQ IJ Control Bus transfers.

The data transfer across each of these busses is controlied by a [J_BUF_INUSE_COUNT in the SC. Each time the
SC has sent a pixel vector's worth of data to the SPs, he will increment the IJ_BUF_INUSE_COUNT count. Prior to
sending the next pixel vectors data, he will check to make sure the count is less than MAX_BUFER_MINUS_2, if not
the SC will stall until the SQ returns a pipelined puise to decrement the count when he has scheduled a buffer free.
Note: We could/may optimize for the case of only sending only 1J to use all the buffers to pre-load more. Currently
it is planned for the SP to hold 2 double buffers of |,J data and two buffers of XY data, so if either X)Y or Centers and
Centroids are on, then the SC can send two Buffers.

In at least the initial version, the SC shall send 16 quads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (We may revisit this for both the SX,SP,8Q and add a
EndOfVector signal on all interfaces to quit early. We opted for the simple mode first with a belief that only the end of
packet and multiple new vector signals should cause a partial vector and that this would not really be significant
performance hit.)

Name Bits | Description

SC_SP#_data 64 IJ information sent over 2 clocks (or X,Y in 24 LSBs with faceness in upper bit)
Type 0 or 1, First clock |, second clk J
Field uLc URC LLC LRC

Bits  [63:39] [38:26]  [25:13]  [12:0]
Format SE4M20  SE4M8  SE4M8  SE4MS

Type 2
Field Face X Y
Bits [63] [23:12) [11:Q)
Format Bit Unsigned Unsigned
SC_SP# valid 1 Valid
[ SC_SP#_last_quad_data 1 This bit will be set on the last transfer of data per quad.
SC_SP#_type 2 0 -» Indicates centroids

1 -> Indicates centers

2 -> Indicates X,Y Data and faceness on data bus

The SC shall look at state data to determine how many types to send for the
interpolation process.

The # is included for clarity in the spec and will be replaced with a prefix of u#_ in the verilog module statement for
the SC and the SP block will have neither because the instantiation will insert the prefix.

28222722 SC_SQ

This is the control information sent to the sequencer in order to synchronize and control the interpolation and/or
loading data into the GPRs needed to execute a shader program on the sent pixels. This data will be sent over two
clocks per transfer with 1 to 16 transfers. Therefore the bus (approx 92 bits) could be folded in half to approx 46-47
bits.

Name Bits | Description
SC_SQ_data 46 Control Data sent to the SQ
1 clk transfers
Event — valid data consist of event_id and
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state_id. Instruct SQ to post an
event vector to send state id and
event_id through request fifo

and onto the reservation stations
making sure state id and/or event_id
gets back to the CP. Events only
follow end of packets so no pixel
vectors will be in progress.

Empty Quad Mask — Transfer Control data
consisting of pc_dealloc
or new_vector. Receipt of this is to
transfer pc_dealloc or new_vector
without any valid quad data. New
vector will always be posted to
request fifo and pc_dealloc will be
attached to any pixel vector
outstanding or posted in request fifo
if no valid quad outstanding.

2 clk transfers

Quad Data Valid — Sending quad data with or
without new_vector or pc_dealloc.
New vector will be posted to request
fifo with or without a pixel vector and
pc_dealloc will be posted with a pixel
vector unless none is in progress. In
this case the pc_dealloc will be
posted in the request queue.
Filler quads will be transferred with
The Quad mask set but the pixel
corresponding pixel mask set to
zero.

SC_8Q_valid 1 SC sending valid data, 2™ clk could be all zeroes

SC_SQ_data - first clock and second clock transfers are shown in the table below.

Name BitField Bits | Description

1 Clock Transfer

SC_SQ_event 0 1 This transfer is a 1 clock event vector S
Force quad_mask = new_vector=pc_dealloc=0 -
SC_8Q_event_id [2:1] 2 This field identifies the event =
0 => denotes an End Of State Event L
1=>TBD =
SC_8Q_pc_dealloc 532 31 Deallocation token for the Parameter Cache |
8C_SQ_new_vector 84 1 The SQ must wait for Vertex shader done count > O }i :

and after dispatching the Pixel Vector the SQ will
decrement the count.

SC_8Q_quad_mask [108:78] 4 Quad Write mask left to right SPO => 8P3 ( =

SC_38Q_end_of prim 118 1 End Of the primitive I S ;

SC_S8Q_state_id [142:128] 3 State/constant pointer (6*3+3) S

SC_SQ_pix_mask [3028:153] 16 Valid bits for all pixels SP0=>8P3 (UL,UR LLLR) S

SC_8Q_prim_type [334:3128] 3 Stippled line and Real time command need fo load fex i :
cords from alternate buffer A
000: Normal :
100010: Realtime [
101: Line AA
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110: Point AA (Sprite)

SC_8Q provok vix8C-S5Q-pe-p 35:34142:321 | 244 | Provoking vertex for flat shadingParameter—Cache
o :
SC 8Q pc phD A6:36] 11 Pareéme‘cer Cache pointer for vertex O
2nd Clock Transfer
SC_SQ_pc_ptrt [10:0] 11 Parameter Cache pointer for vertex 1
SC_SQ_pec_ptr2 [21:11] 11 Parameter Cache pointer for vertex 2
8C_8Q_lod_correct [45:22] 24 LOD correction per quad (6 bits per quad)
Name Bits | Description

SQ_8C_free_buff

Pipelined bit that instructs SC to decrement count of buffers in use.

8Q_SC_dec_cntr_cnt

Pipelined bit that instructs SC to decrement count of new vector and/or event
sent to prevent SC from overflowing SQ interpolator/Reservation request fifo.

The scan converter will submit a partial vector whenever:
1.) He gets a primitive marked with an end of packet signal.
2.) A current pixel vector is being assembled with at least one or more valid quads and the vector has been
marked for deallocate when a primitive marked new_vector arrives. The Scan Converter will submit a partial
vector (up to 16quads with zero pixel mask to fill out the vector) prior to submitting the new_vector

marker\primitive.

(This will prevent a hang which can be demonstrated when all primitives in a packet three vectors are culled
except for a one quad primitive that gets marked pc_dealloc (vertices maximum size). In this case two
new_vectors are submitted and processed, but then one valid quad with the pc_dealloc creates a vector and then
the new would wait for another vertex vector to be processed, but the one being waited for could never export
until the pc_dealloc signal made it through and thus the hang.)

28232723 8Q to SX: Interpolator bus

Name Direction Bits | Description
SQ_SXx_interp_flat_vix SQ-SPx 2 Provoking vertex for flat shading
SQ_SXx_interp_flat_gouraud | SQ—>5Px 1 Flat or gouraud shading
SQ_SXx_interp_cyl_wrap 5Q—-8Px 4 Wich channel needs to be cylindrical wrapped
SQ_SXx_pc_ptr01 SQ—-S8Xx 11 Parameter Cache Pointer
SQ_SXx_pc_ptri2 SQ--»8Xx 11 Parameter Cache Pointer
SQ_SXx_pc_ptr23 SQ—->8Xx 11 Parameter Cache Pointer
SQ_SXx_rt_sel S5Q--»>8Xx 1 Selects between RT and Normal data
SQ_SXx_pc_wr_en SQ--»SXx 1 Write enable for the PC memories
SQ_SXx_pc_wr_addr SQ—>SXx 7 Write address for the PCs
SQ_SXx_pc_channel_mask | SQ—-SXx 4 Channel mask

282427 2.4 SQ fo SP: Staging Register Data

This is a broadcast bus that sends the VSISR information to the staging registers of the shader pipes.

Name Direction Bits | Description

SQ_SPx vsr_data SQ—-SPx 96 Pointers of indexes or HOS surface information
SQ_SPx_vsr_double SQ--SPx 1 0: Normal 96 bits per vert 1: double 192 bits per vert
SQ_SP0O_ vsr valid SQ—-S8PO 1 Data is valid

SQ_SP1_vsr_valid SQ--SP1 1 Data is valid

SQ_SP2_ vsr_valid SQ—-SP2 1 Data is valid

SQ_SP3_vsr_valid 80-8P3 1 Data is valid

SQ 8Px vsr read SQ--8Px 1 Increment the read pointers

28280725 VGT to SQ : Vertex interface

2825127 2 5 1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the
VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format. The VGT can transmit up to six 32-bit
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floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96
bits wide.
Name Bits Description
VGT_SQ_vsisr_data 96 Pointers of indexes or HOS surface information
VGT_SQ_vsisr_double 1 0: Normal 96 bits per vert 1: double 192 bits per vert
VGT_SQ_end_of_vector 1 Indicates the last VSISR data set for the current process vector (for double vector
data, "end_of vector" is set on the second first vector)
VGT_SQ_indx_valid 1 Vsisr data is valid
VGT_SQ_state 3 Render State (6"3+3 for constants). This signal is guaranteed to be correct when
“VGT_SQ_vgt end_of vector” is high.
VGT_SQ_send 1 Data on the VGT_SQ is valid receive (see write-up for standard R400 SEND/RTR
interface handshaking)
SQ_VGT_rtr 1 Ready to receive (see write-up for standard R400 SEND/RTR interface
handshaking)

2825227 2 52 Interface Diagrams
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27-2727.2.6 SQ to SX: Control bus
Name Direction Bits | Description
SQ_SXx_exp_pix SQ—8Xx 1 1: Pixel
0: Vertex
SQ_SXx_exp_clause SQ—->8Xx 3 Clause number, which is needed for vertex clauses
SQ_SXx_exp_state SQ--»>SXx 3 State ID
SQ_SXx_exp_alu_id 5Q-—-8Xx 1 ALUID
|| SQ_SXx_exp_valid SQ-»SXx 1 Valid bit

These fields are sent every time the sequencer picks an exporting clause for execution.

272827 2.7 SXto SQ : Output file control

_f[Formatted: Bullets and Numbering ]

Name Direction Bits | Description

SXx_SQ_exp_count_rdy SXx—8Q 1 Raised by SXO to indicate that the following two
fields reflect the result of the most recent export

SXx_SQ_exp_position_avallspas | SXx—5Q 1 Specifies whether there is rocom for another

e position.

SXx_SQ_exp_buifer_availspace SXx—8Q 7 Specifies the space available in the output buffers.

0: buffers are full
1: 2K-bits available (32-bits for each of the 64
pixels in a clause)

64: 128K-bits available (16 128-bit entries for each
of 64 pixels)
65-127: RESERVED

272927 28 8Q to TP: Control bus

- = f&ornilatted: Bullets and Numbering‘

Once every clock, the fetch unit sends to the sequencer on which clause it is now working and if the data in the GPRs

is ready or not. This way the sequencer can update the fetch counters for the reservation station fifos. The sequencer
also provides the instruction and constants for the fetch to execute and the address in the register file where to write

the fetch return data.

Name Direction Bits | Description

TPx_SQ_data_rdy TPx-> $Q 1 Data ready

TPx_SQ_clause_num TPx— SQ 3 Clause number

TPx_SQ_type TPx-» 8Q 1 Type of data sent (0:PIXEL, 1:VERTEX)
SQ_TPx_send SQ-TPx 1 Sending valid data

SQ_TPx_const SQ--TPx 48 Fetch state sent over 4 clocks (192 bits total)
SQ_TPx_instr SQ—-TPx 24 Fetch instruction sent over 4 clocks
SQ_TPx_end_of clause SQ-TPx 1 Last instruction of the clause

SQ_TPx_Type SQ--»TPx 1 Type of data sent (0:PIXEL, 1:VERTEX)
SQ_TPx_gpr phase SQ—-TPx 2 Write phase signal

SQ_TPO_lod_correct SQ--»TPO 6 LOD correct 3 bits per comp 2 components per quad
SQ_TPO_pix_mask SQ—-TPO 4 Pixel mask 1 bit per pixel

SQ_TP1_lod_correct SQ--TP1 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP1_pix_mask SQ-TP1 4 Pixel mask 1 bit per pixel

SQ_TP2 lod_correct SQ-TP2 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP2 pix_mask SQ--TP2 4 Pixel mask 1 bit per pixel

SQ_TP3 lod_correct SQ-TP3 6 LOD correct 3 bits per comp 2 components per quad
SQ_TP3_pix_mask SQ-TP3 4 Pixel mask 1 bit per pixel

SQ_TPx_clause_num SQ-»TPx 3 Clause number
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I SQ_TPx_write_gpr_index | $Q->TPx |7 | Index into Register file for write of returned Fetch Data ! o SN : S =
272102729 TP to SQ: Texture stall . 1.3»{ Formatted: Bullets and Numbering -
The TP sends this signal to the SQ_and the SPs when its input buffer is full. The-SQ-ie-going-to-send-i - - -
clooks Prrrn:&ina’m v e 3 lees of. iyfj{p Ala}_

TP_SP_fetch_Stall

SQ_SP_wr_addr

— SuUo =
1 su1 +

. |
suz -
SU3 1
[ Name | Direction | Bits | Description
| TP_SQ_fetch_stall | TP—8Q 1 | Do not send more texture request if asserted
Y . 8 ’{ Formatted: Bullets and Numbering j
27214272 10 SQ to SP: Texture stall e e
[ Name | Direction | Bits | Description
| SQ_SPx_fetch_stall | SQ-»8Px 1 | Do not send more texture request if asserted
) .. i ‘[ Formatted: Bullets and Numbering
27242272 11 85Q to SP: GPR and auto counter N e
Name Direction Bits | Description
SQ_SPx_gpr_wr_addr SQ—SPx 7 Write address
SQ_SPx_gpr_rd_addr SQ—-SPx 7 Read address
SQ_SPx_gpr_rd_en SQ-+8SPx 1 Read Enable
SQ_SPx_gpr_wr_en SQ—->SPx 1 Write Enable for the GPRs - S
SQ_SPx_gpr_phase—msx SQ—->SPx 2 The phase mux (arbitrates between inputs, ALU SRC [:5 : -

reads and writes)

SQ_8Px_channel_mask SQ-->SPx 4 The channel mask

SQ_SPx_gpr_input_muxsel | SQ—-SPx 2 When the phase mux selects the inputs this tells from [1 .
which source to read from: Interpolated data, VTXO,
VTX1, autogen counter.

SQ_SPx_auto_count SQ—-8Px 127 | Auto count generated by the SQ, common for all shader
pipes
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243272 12 SQ fo SPx: Instructions -
Name Direction Bits | Description
SQ_SPx_instr_start SQ—SPx 1 Instruction start
SQ_SP_instr SQ—SPx 21 Transferred over 4 cycles
0: SRC A Select 2:0
SRC A Argument Modifier 3:3
SRC A swizzle 114
VectorDst 1712
Unused 20:18
1: SRC B Select 2:0
SRC B Argument Modifier 3:3
SRC B swizzle 11:4
ScalarDst 17:12
Unused 20:18
2: SRC C Select 2:0
SRC C Argument Modifier 3.3
SRC C swizzle 11:4
Unused 20:12
3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 1111
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20:17
SQ_SPx_exp_alu_id SQ—SPx 1 ALUID
SQ_SPx_exporting SQ—->SPx 2 0: Not Exporting
1: Vector Exporting
2: Scalar Exporting
SQ_SPx_stall SQ--»SPx 1 Stall signal
SQ_SPO_exp-pvalidwrite mas | SQ—-SPO 4 Result of pixel kill in the shader pipe, which must be
k output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP1_ SQ—-SP1 4 Result of pixel kill in the shader pipe, which must be
write maskexp-pyvalid output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP2_ 5Q—-S8P2 4 Result of pixel kill in the shader pipe, which must be
write _maskexp-pvalid output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP3_ SQ—-SP3 4 Result of pixel kill in the shader pipe, which must be
write_maskexp--pvalid output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
2721427 2 13 SP to SQ: Constant address load/ Predicate Set T
Name Direction Bits | Description e
SPO_SQ_const_addr SP0O—-SQ 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SPO_SQ_valid SP0-5Q 1 Data valid
SP1_SQ_const_addr SP1-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
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SP1_8Q_valid SP1-8Q 1 Data valid
SP2_SQ_const_addr SP2-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP2_8Q_valid SP2--8Q 1 Data valid
SP3_SQ_const_addr SP3-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP3_8Q_valid SP3--8Q 1 Data valid
27.2.1527.2.14 SQ to SPx: constant broadcast o {Formatted: pulets and Mumbering____J
[ Name | Direction | Bits | Description . - -
| SQ_SPx_const | 8Q—-SPx | 128 | Constant broadcast g .-
27.21627.2.15 SPO to SQ: Kill vector load *’1 - {Fomattnd S _J
Name Direction Bits | Description S S Sl
SPO_SQ_kill_vect SP0—-8Q 4 Kill vector load
SP1_8Q_kill_vect SP1-8Q 4 Kill vector load
SP2_SQ_kill_vect SP2-8Q 4 Kill vector load
SP3_SQ_Kkill_vect SP3-8Q 4 Kill vector load SOl R SEE
. = { Formatted: Bullets and Numbering
2724927216 SQ to CP: RBBM bus 1 0 T
Name Direction Bits | Description :
SQ_RBB_rs SQ—-CP 1 Read Strobe
SQ_RBB_rd 5Q—-CP 32 Read Data
SQ_RBBM_nrtrtr SQ—-CP 1 Optional
SQ_RBBM_rir SQ-»CP 1 Real-Time (Optional) G niE G W :
. . - *f Formatted: Bullets and Numbering ]
272148272 17 CPto SQ: RBBM bus ‘I e ‘
Name Direction Bits | Description s
rbbm_we CP-8Q 1 Wiite Enable
rbbm_a CP—-8Q 15 Address -- Upper Extent is TBD (16:2)
rbbm_wd CP-8Q 32 Data
rbbm_be CP—-8Q 4 Byte Enables
rbbm_re CP—5Q 1 Read Enable
rbb_rs0 CP—-8Q 1 Read Return Strobe 0
rbb_rs1 CP-8Q 1 Read Return Strobe 1
rbb_rd0 CP—-8Q 32 Read Data O
rbb_rd1 CP-8Q 32 Read Data 0
RBBM_SQ_soft_reset CP--5Q 1 Soft Reset - e
. ~ ,» ‘[ Formatted: Bullets and Numbering
27.2.18 SQ to CP: State report T
Name Direction Bits | Description
8Q _CP vs event 8Q—-CP 1 Yertex Shader Event
8Q _CP vs _eventld SQ—-CP 2 Vertex Shader Event 1D
8Q CP ps event 8Q—CP 1 Pixel Shader Event
8Q CP ps eventid 8Q--CP 2 Pixel Shader Event 1D

eventid = 0 =» *sEndOfState (i.e. VsEndOfState
eventid = 1 => *sDone {i.e. VsDone

S0, the CP will assume the Vs is done with a state whenever it gefs a pulse on the SQ _CP_vs event
and the 8Q CP vs eventid = 0,

Exkibit 2027 docRAGO- ¥ 68205 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © »

AMD1044_0257333

ATI Ex. 2107
IPR2023-00922
Page 199 of 260



ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE
24 September, 2001 | 4 September, 201518 50 of 52 e
Al NS BB v {Formatted: Bullets and Numbering }
EEE I E l— R SN 3 0 T i
1.PA sends-a-vectorof 84-verti actuallyvertex-indi bite/index-for 2048 bit-total)y-to-the RE's Verex-EIEQ
sstate-pointer-as-well-as tag-into-position-cache-is-sent-along with-vertices
‘eea%%%u%aad i ot rne't' 1 e lf:» neform d it afor t reotorans. ¥y

»also-before-the vestoris-sent-to-the RE; the CP-has-loaded-the global-instruction-store with-the vertex

shader Cram

Ll |
oty orog
L

by, Elithan
et

ina-the k2
& ?

Th 13 ssumed-io.beload e coive-th oex. Voot

base-forthis-shaderusing the-local-state-pointer(orovided :

he-]
o

by BBM-w £

{w 31 oy clino.t
54 +

DrOGESMY
ProgT 7

Gr-arbitrates-bebw rihe B LEEO and-the Mertex B i 1Y fa? By ol B

@b
sat-this-point-the-vector-is-removed-from-the Verdex FIFO
th i

isnobaol io-soleg v 7o

fully

transformed-itthe-par er-cac

fifoy-

nothin o-liep reden b i

inthe SP reqister file-forind

data-plus-GPRs-used-by-the-program

Q allocates-sp
4 et et B g,r i e I ! i ta& g L ioh

ofGRERs reguite

S@E* AL A h h i
«SECQ-will-not-send verdex-data-until-space-intheregisterfile-has-been-allocated

Grsendeth rto-the SR registerfile-ov inter:

ot Elymtd nms e

s

he-84-vertex-indices-are-sen &84 registerfiles-over4-6)

RED 6FSUD-SUL-SU2 and-SUZ s written-the-first cyol
UO-SU4. SU2 and SUZ iswrilten-the-s
o SU1 - SU2 _and third-oy

WA R H’QIH' } oY

of ol o

] g WX 3 173 is apurittonn fhy

written-to-the

petructs-a ] 7y

which-has-a-bandwidth-o£ 2048 bits/oy

8.1

it
stal MO E ﬁ}

maching. 0
FHF 5

#» control o oantai
£ ro-p LEHY +

MO acocantsthe by

F-a

naoket and. fo o
P

TEMO was-fi sel F=¥s ) h,/ Y]

Hastructions-of felch-cla G-are-i Mo

TSMO-doss notwalt-forreou madet
fetch-data-to-the- TU - which-will-write-th

moa-the- Tl -has {3k tato-d

the-Felch-Unit-to-complate he-regist
ata-fo-the RE.asitis-r iy

oeiad

: file-write-index-forthe

=i 'r\st
cladse

3 ante b bred 172

gie_te;_fu L STaYa FRTaY At i
7 eI
2y

riha indicates-that the-ALL state-machin

with-ASMO

10.all-inst

11ihe-control-packet-continues to-travel down-the-path-of reservation-stations-unti-all-clal h b

Exhibit 2027 docR400_Secquencer.doc

O.frn he alobalingt
)

Hey of Al 3 dioih %

ion

Q.ar ved-by ASMO, the o Loacketi
station-{the FIEC- in-front-of felch-state-machine 1-or TSMAEIEQ)

aailion £ acin Al bl ol

pe-S-Lord2y the da tan
o-the-PA's-position

theta it
inpelba

shared-wi Lfoursh
sA-parametercache pointeris-also-sent-along-with-the-p

deor oy

o
sition data. This tel

to-be-in-the parameter cache.

hera.is wh LB by

12 At

data-is-going

£

{<T-Y. itHon 14 Ffe itiey 3 heafore. i

68205 Bytes*** @ ATI Confidential. Reference Copyright Notice on Cover Page © »»+

AMD1044_0257334

ATI Ex. 2107
IPR2023-00922
Page 200 of 260



ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE
24 September, 2001 4 September, 201519 GEN-CXXXXX-REVA 510f52
Awil AIE B A
sthe-ASM-arbiter-willpreventap ot-from-starting-an orting-clause-ifthe-position-export FIEO s-full
® a-is-expnortedincla Lz Las it atadf il oy nodead i
L ¥
PYar-te r.odata-is-sentioth 3 et he. 4 adicated b
(4
wthe SEQLa ss-storage-inthe Para ache-and-the SEQ deallocates that space-when there is-no
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12-after the-shader program-has-completed, the BEQ will free-up the GPRs so-that they-can be-used-by-another
shader-program

WWWW i 7 i W&MWMW i i
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for-the data-to-the-TU -which-willwrite-the-data-to-the as-itisreceied
LY B TS b saipithes 1§ 3 2y for pﬁ' TS VRIS NE Tk & o raifrm . mants o countor ik
oointadasith dhe & A0 EIEC: a countgreateri o indicatas-thatthe-AlLllsiale T o
7 k)
b, and o FlEO and.start he ALl
10 ASMO &ty ontrolnacket {afin iry lmotodd by e AQRA o elnit Ag fe 4 iyt e Fiy
o e froumdhe olobalinet ior-ad
14.allinstruction ALL clause 0 are issued by ASMO, then the control packet is passed to the next reservation
cg'nh\% =y in front of felo o machi ‘I{ r TSM1 = )
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2813 Notes
TFhe-state-mschinas-and-arbiers-wil ate-ahead-of bme-so-that-they-willbe-able-lo-lmmedistely-slartthereal
threade-orstalk
4 = inter file nointerforgveo et VL i vactorthrouah dhe reservation siat bk iy
. i poi § By i hrought va ; b

instruction store-base pointerdoes not—thisis- because the RE pointeris different forall threads, but the 18

us-can be accessed via the state pointer.

pointer-is-only-different for-each-state-and

2928 Open issues

Need to do some testing on the size of the register file as well as on the register file allocation method (dynamic VS

static).
Saving power?

Parameter-caches in-SX7?

Using-both-l)-buffers-for center+centroid-interpolation?
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First draft.

Changed the interfaces to reflect the changes in the
SP. Added some details in the arbitration section.
Reviewed the Sequencer spec after the meeting on
August 3, 2001.

Added the dynamic allocation method for register
file and an example (written in part by Vic) of the
flow of pixels/vertices in the sequencer.

Added timing diagrams (Vic)

Changed the spec to reflect the new R400
architecture. Added interfaces.

Added constant store management, instruction
store management, control flow management and
data dependant predication.

Changed the control flow method to be more
flexible. Also updated the external interfaces.
Incorporated changes made in the 10/18/01 control
flow meeting. Added a NOP instruction, removed
the conditional_execute_or_jump. Added debug
registers.

Refined interfaces to RB. Added state registers.

Added SEQ-»SP0O interfaces. Changed delta
precision. Changed VGT—SPO interface. Debug
Methods added.

Interfaces greatly refined. Cleaned up the spec.

Added the different interpolation modes.

Added the auto incrementing counters. Changed
the VGT—8Q interface. Added content on constant
management. Updated GPRs.

Removed from the spec all interfaces that weren't
directly tied to the SQ. Added explanations on
constant management. Added PA—SQ
synchronization fields and explanation.

Added more details on the staging register. Added
detail about the parameter caches. Changed the
call instruction to a Conditionnal_call instruction.
Added details on constant management and
updated the diagram.

Added Real Time parameter control in the SX
interface. Updated the control flow section.

New interfaces to the SX block. Added the end of
clause modifier, removed the end of clause
instructions.

Rearangement of the CF instruction bits in order to
ensure byte alignement.

Updated the interfaces and added a section on
exporting rules.

Added CP state report interface. Last version of the
spec with the old control flow scheme

New control flow scheme
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Overview
SgLen ig-b d-on-the-R300-design-liThe sequencer chooses two ALU ¢lauses-threads and a fetch slause

hread to execute, and executes all of the instructions in a elause-block before looking for a new clause of the same
type. Two ALU clauses-threads are executed interleaved to hide the ALU latency. Eaeweewu}av&eeg?m

and-eight-A ALBESbi auses-do-not-need-t stain-4 stione.—A-veot fp otk ping-pengs
al ng i que p r:r\' houn lng o Sat orsabiog abetio o ol sarvation-stetion-A-EIED iste-heby r
& £ rating ateo ‘hndjrp I oot pakil Fhy 4 ourrant L ines o py st ation-has-lefA ote
at.a e eabioy ebodi hosenio-execuie-Th OLIBI0 ke {3 Hm‘gh? roasorsation.stali AVaYaY

an-ah-claduse-to ard-all-sight-felch-slations-to-¢ fetch-clause ecute—The arbitrator will give
priority to clauses/ ryath tatiops-clo the-bottorm-ol-the-plpelinaolder threads. will-pob-exesute-an-aly
clause-until-the-fetch-fetches-ipitiated Fed toh-clause-hav mpleted—-There are two separate sets-of

reservation stations, one for pixel vectors and one for vertices vectors. This way a pixel can pass a vertex and a
vertex can pass a pixel.

To support the shader pipe the sequencer also contains the shader instruction cache, constant store, control flow
constants and texture state. The four shader pipes also execute the same instruction thus there is only one
sequencer for the whole chip.

The sequencer first arbitrates between vectors of 64 vertices that arrive directly from primitive assembly and vectors
of 16 quads (64 pixels) that are generated in the scan converter.

The vertex or pixel program specifies how many GPRs it needs to execute. The sequencer will not start the next
vector until the needed space is available in the GPRs.
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1.1 Top Level Block Diagram
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3. Talaiel
Input Arbiter T
v
= VTX RS PIX RS -
Exec Arbiter
ALU Texture E—
Exhibit 2028 docRAGS_ ¥ 73201 yes™* ©® ATI Confidential. Reference Copyright Notice on Cover Page © »*

AMD1044_0257346

ATI Ex. 2107
IPR2023-00922
Page 212 of 260



ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

24 September, 2001 4 September, 201519 GEN-CXXXXK-REVA 11 0f 58
i o)
A
vertex/pixel vector arbitrator
Possible delay for available GPR’s <
A
FIFO
fereaion siaton |
> FIFO |ag
ALU clause 0
lagl——teservation station
—>| FIFO » .
Texture clause 1
reservation station
P FIFO g
a— LU clanse 1 exture arbitrator
eservation station
—>I FIFO f o —
exture arbitrator Cexture clause 2
eservation station
i L ETEQ L
«g— LU clause 2 il |
eservation station
,»i FIFO &_.. i -
[Pexture clause 3
eservation station
FIFO
L g—ALU clause 3 <« <«
eservation station
>l FIFO t_ — S
[Texture clause 4
reservation station
- FIFO g
legg—ALU clause 4
eservation station
B FIFC B -
[Texture clause 5
eservation station
> FIFO >
leg—ALU clause 5
eservation station
. S—. FIFO | — B>l
[Fexture clause &
eservation station
i FIFO o
g ALU clause 6
reservation station
>l FIFO B i
[Texture clause 7
eservation station
- FIFO >
gt LU clause 7
eservation station

\
Figure 2: Reservation stations and arbiters

oro-are-hwo-sete-ofth re-figure-one-forverdices-an forpixels-
Depending-on-the-arbitrati tate -t eauencer-will-either choos vertex-or-a-pixel-packet-The-con =
o Ihite nf e ; it ribhe bhae ciel ofth byzries program ol e i f ion.on A g k?
doterminefotoh LOD Fhpny Pt smallstate-bits.
ﬁn, int.nf p . i"}{-} i eé“n "}H” yay pi £ Yol i itist. 3 e m t 15 . i catoied e by in
£ Fininiy ¥ o intarnnloted ynlome amed o] Fnlmud i 4 Y, rybrd rdinates—{and

terp f 2 ) o R : £
2 an nositine if n eh-ar ¢ fom by devben ater asdie s Iy irvtopemtobe Fe mnespey ety opmed g io e by
2 i : ; e re-a

results-into-t Re.Then. the-inputsta ine-stacks-the-packetin-the-first EIEO.
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Under this new scheme, the sequencer (SQ) will only use one global state management machine per vector type
{pixel, vertex) that we call the reservation station (RS).
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Figure 3: The shader Pipe
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The gray area represents blocks that are replicated 4 times per shader pipe (16 times on the overall chip).
1.3 Control Graph
Clause # + Rdy
WrAddr IS SEQ CcsT WrAddr
CMD
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In green is represented the Fetch control interface, in red the ALU control interface, in blue the Interpolated/Vector
control interface and in purple is the output file control interface.

Figure 4: Sequencer Control interfaces

2. Interpolated data bus

The interpolators contain an IJ buffer to pack the information as much as possible before writing it to the register file.
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Above is an example of a tile the sequencer might receive from the SC. The write side is how the data get stacked
into the XY and IJ buffers, the read side is how the data is passed to the GPRs. The IJ information is packed in the IJ
buffer 4 quads at a time or two clocks. The sequencer allows at any given time as many as four quads to interpolate a
parameter. They all have to come from the same primitive. Then the sequencer controls the write mask to the GPRs
to write the valid data in.

3. Instruction Store

There is going to be only one instruction store for the whole chip. It will contain 4096 instructions of 96 bits each.

It is likely to be a 1 port memory; we use 1 clock to load the ALU instruction, 1 clocks to load the Fetch instruction, 1
clock to load 2 control flow instructions and 1 clock to write instructions.

The instruction store is loaded by the CP thru the register mapped registers.

The VS_BASE and PS_BASE context registers are used to specify for each context where its shader is in the
instruction memory.

For the Real time commands the story is quite the same but for some small differences. There are no wrap-around
points for real time so the driver must be careful not to overwrite regular shader data. The shared code (shared
subroutines) uses the same path as real time.

4. Sequencer Instructions

All control flow instructions and move instructions are handled by the sequencer only. The ALUs will perform NOPs
during this time (MOV PV PV, PS PS) if they have nothing else to do.

5. Constant Stores

5.1 Memory organizations

A likely size for the ALU constant store is 1024x128 bits. The read BW from the ALU constant store is 128 bits/clock
and the write bandwidth is 32 bits/clock (directed by the CP bus size not by memory ports).

The maximum logical size of the constant store for a given shader is 256 constants. Or 512 for the pixel/vertex shader
pair. The size of the re-mapping table is 128 lines (each line addresses 4 constants). The write granularity is 4
constants or 512 bits. It takes 16 clocks to write the four constants. Real time requires 256 lines in the physical
memory (this is physically register mapped).

The texture state is also kept in a similar memory. The size of this memory is 320x96 bits (128 texture states for
regular mode, 32 states for RT). The memory thus holds 128 texture states (192 bits per state). The logical size
exposes 32 different states total, which are going to be shared between the pixel and the vertex shader. The size of
the re-mapping table to for the texture state memory is 32 lines (each line addresses 1 texture state lines in the real
memory). The CP write granularity is 1 texture state lines (or 192 bits). The driver sends 512 bits but the CP ignores
the top 320 bits. It thus takes 6 clocks to write the texture state. Real time requires 32 lines in the physical memory
(this is physically register mapped).

The control flow constant memory doesn't sit behind a renaming table. It is register mapped and thus the driver must
reload its content each time there is a change in the control flow constants. Its size is 320*32 because it must hold 8
copies of the 32 dwords of control flow constants and the loop construct constants must be aligned.

The constant re-mapping tables for texture state and ALU constants are logically register mapped for regular mode
and physically register mapped for RT operation.

Exhibit 2028 docRAGO- ¥ 73201 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © »

AMD1044_0257353

ATI Ex. 2107
IPR2023-00922
Page 219 of 260



ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE
24 September, 2001 4 September, 201519 18 of 58
A Fal

5.2 Management of the Control Flow Constants

The control flow constants are register mapped, thus the CP writes to the according register to set the constant, the
5Q decodes the address and writes to the block pointed by its current base pointer (CF_WR_BASE). On the read
side, one level of indirection is used. A register (SQ_CONTEXT_MISC.CF_RD_BASE) keeps the current base pointer
to the control flow block. This register is copied whenever there is a state change. Should the CP write to CF after the
state change, the base register is updated with the (current pointer number +1 )% number of states. This way, if the
CP doesn't write to CF the state is going to use the previous CF constants.

5.3 Management of the re-mapping tables

5.3.1 R400 Constant management

The sequencer is responsible to manage two re-mapping tables (one for the constant store and one for the texture
state). On a state change (by the driver), the sequencer will broadside copy the contents of its re-mapping tables to a
new one. We have 8 different re-mapping tables we can use concurrently.

The constant memory update will be incremental, the driver only need to update the constants that actually changed
between the two state changes.

For this model to work in its simplest form, the requirement is that the physical memory MUST be at least twice as
large as the logical address space + the space allocated for Real Time. In our case, since the logical address space
is 512 and the reserved RT space can be up to 256 entries, the memory must be of sizes 1280 and above. Similarly
the size of the texture store must be of 32*2+32 = 96 entries and above.

5.3.2 Proposal for R400LE constant management

To make this scheme work with only 5124256 = 768 entries, upon reception of a CONTROL packet of state + 1, the
sequencer would check for SQ_IDLE and PA_IDLE and if both are idle will erase the content of state to replace it with
the new state (this is depicted in Figure 8: De-allocation mechanismFigure-8:-De-allocation-mechanism). Note that in
the case a state is cleared a value of 0 is written to the corresponding de-allocation counter location so that when the
5Q is going to report a state change, nothing will be de-allocated upon the first report.

The second path sets all context dirty bits that were used in the current state to 1 (thus allowing the new state to
reuse these physical addresses if needed).
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5.3.3 Dirty bits

Two sets of dirty bits will be maintained per logical address. The first one will be set to zero on reset and set when
the logical address is addressed. The second one will be set to zero whenever a new context is written and set for
each address written while in this context. The reset dirty is not set, then writing to that logical address will not
require de-allocation of whatever address stored in the renaming table. If it is set and the context dirty is not set, then
the physical address store needs to be de-allocated and a new physical address is necessary to store the incoming
data. If they are both set, then the data will be written into the physical address held in the renaming for the current
logical address. No de-allocation or allocation takes place. This will happen when the driver does a set constant
twice to the same logical address between context changes. NOTE: It is important to detect and prevent this, failure
to do it will allow multiple writes to allocate all physical memory and thus hang because a context will not fit for
rendering to start and thus free up space.

5.3.4 Free List Block

A free list block that would consist of a counter (called the IFC or Initial Free Counter) that would reset to zero and
incremented every time a chunk of physical memory is used until they have all been used once. This counter would
be checked each time a physical block is needed, and if the original ones have not been used up, us a new one, else
check the free list for an available physical block address. The count is the physical address for when getting a
chunk from the counter.

Storage of a free list big enough to store all physical block addresses.

Maintain three pointers for the free list that are reset to zero. The first one we will call write_ptr. This pointer will
identify the next location to write the physical address of a block to be de-allocated. Note: we can never free more
physical memory locations than we have. Once recording address the pointer will be incremented to walk the free list
like a ring.

The second pointer will be called stop_ptr. The stop_ptr pointer will be advanced by the number of address chunks
de-allocates when a context finishes. The address between the stop_ptr and write_ptr cannot be reused because
they are still in use. But as soon as the context using then is dismissed the stop_ptr will be advanced.

The third pointer will be called read_ptr. This pointer will point will point to the next address that can be used for
allocation as long as the read_ptr does not equal the stop_ptr and the IFC is at its maximum count.
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5.3.5 De-allocate Block

This block will maintain a free physical address block count for each context. While in current context, a count shall
be maintained specifying how many blocks were written into the free list at the write_ptr pointer. This count will be
reset upon reset or when this context is active on the back and different than the previous context. It is actually a
count of blocks in the previous context that will no longer be used. This count will be used to advance the write_ptr
pointer to make available the set of physical blocks freed when the previous context was done. This allows the
discard or de-allocation of any number of blocks in one clock.

5.3.6 Operation of Incremental model

The basic operation of the model would start with the write_ptr, stop_ptr, read_ptr pointers in the free list set to zero
and the free list counter is set to zero. Also all the dirty bits and the previous context will be initialized to zero. When
the first set constants happen, the reset dirty bit will not be set, so we will allocate a physical location from the free list
counter because its not at the max value. The data will be written into physical address zero. Both the additional
copy of the renaming table and the context zeros of the big renaming table will be updated for the logical address that
was written by set start with physical address of 0. This process will be repeated for any logical address that are not
dirty until the context changes. If a logical address is hit that has its dirty bits set while in the same context, both dirty
bits would be set, so the new data will be over-written to the last physical address assigned for this logical address.
When the first draw command of the coniext is detected, the previous context stored in the additional renaming table
will be copied to the larger renaming table in the current (new) context location. Then the set constant logical
address with be loaded with a new physical address during the copy and if the reset dirty was set, the physical
address it replaced in the renaming table would be entered at the write_ptr pointer location on the free list and the
write_ptr will be incremented. The de-allocation counter for the previous context (eight) will be incremented. This as
set states come in for this context one of the following will happen:

1.) No dirty bits are set for the logical address being updated. A line will be allocated of the free-list counter or
the free list at read_ptr pointer if read_ptr != to stop_ptr .

2.) Reset dirty set and Context dirty not set. A new physical address is allocated, the physical address in the
renaming table is put on the free list at write_ptr and it is incremented along with the de-allocate counter for
the last context.

3.) Context dirty is set then the data will be written into the physical address specified by the logical address.

This process will continue as long as set states arrive. This block will provide backpressure to the CP whenever he
has not free list entries available (counter at max and stop_ptr == read_ptr). The command stream will keep a count
of contexts of constants in use and prevent more than max constants contexts from being sent.

Whenever a draw packet arrives, the content of the re-mapping table is written to the correct re-mapping table for the
context number. Also if the next context uses less constants than the current one all exceeding lines are moved to the
free list to be de-allocated later. This happens in parallel with the writing of the re-mapping table to the correct
memory.

Now preferable when the constant context leaves the last ALU clause it will be sent to this block and compared with
the previous context that left. (Init to zero) If they differ than the older context will no longer be referenced and thus
can be de-allocated in the physical memory. This is accomplished by adding the number of blocks freed this context
to the stop_ptr pointer. This will make all the physical addresses used by this context available to the read_ptr
allocate pointer for future allocation.

This device allows representation of multiple contexts of constants data with N copies of the logical address space. It
also allows the second context to be represented as the first set plus some new additional data by just storing the
delta’s. It allows memory to be efficiently used and when the constants updates are small it can store multiple
context. However, if the updates are large, less contexts will be stored and potentially performance will be degraded.
Although it will still perform as well as a ring could in this case.

5.4 Constant Store Indexing

In order to do constant store indexing, the sequencer must be loaded first with the indexes (that come from the
GPRs). There are 144 wires from the exit of the SP to the sequencer (9 bits pointers x 16 vertexes/clock). Since the
data must pass thru the Shader pipe for the float to fixed conversion, there is a latency of 4 clocks (1 instruction)

Exhibit 2028 docRAGO- ¥ 73201 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © »

AMD1044_0257357

ATI Ex. 2107
IPR2023-00922
Page 223 of 260



ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE

24 September, 2001 4 September, 201519 22 of 58

A T
" between the time the sequencer is loaded and the time one can index into the constant store. The assembly will look
like this

MOVA R1.X,R2X /I Loads the sequencer with the content of R2.X, also copies the content of R2.X into R1.X
NOP // latency of the float to fixed conversion
ADD R3,R4,CO[R2.X]// Uses the state from the sequencer to add R4 to CO[R2.X] into R3

Note that we don't really care about what is in the brackets because we use the state from the MOVA instruction.
R2.X is just written again for the sake of simplicity and coherency.

The storage needed in the sequencer in order to support this feature is 2*64*9 bits = 1152 bits.

5.5 Real Time Commands

The real time commands constants are written by the CP using the register mapped registers aliocated for RT. It
works is the same way than when dealing with regular constant loads BUT in this case the CP is not sending a logical
address but rather a physical address and the reads are not passing thru the re-mapping table but are directly read
from the memory. The boundary between the two zones is defined by the CONST_EO_RT control register. Similarly,
for the fetch state, the boundary between the two zones is defined by the TSTATE_EO_RT control register.

5.6 Constant Waterfalling

In order to have a reasonable performance in the case of constant store indexing using the address register, we are
going to have the possibility of using the physical memory port for read only. This way we can read 1 constant per
clock and thus have a worst-case waterfall mode of 1 vertex per clock. There is a small synchronization issue related
with this as we need for the SQ to make sure that the constants where actually written to memory (not only sent to the
sequencer) before it can allow the first vector of pixels or vertices of the state to go thru the ALUs. To do so, the
sequencer keeps 8 bits (one per render state) and sets the bits whenever the last render state is written to memory
and clears the bit whenever a state is freed.

CONST_EO_RT

RT SECTON
(Reads/Writes are direct)

REGULAR SECTION
(Reads/Writes are passing
thru a remaping table)

Figure 918: The instruction store
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6. Looping and Branches

Loops and branches are planned to be supported and will have to be dealt with at the sequencer level. We plan on
supporting constant loops and branches using a control program.

6.1 The controlling state.

The R400 controling state consists of:

Boolean[256:0]

Loop_count[7:0][31:0]

Loop_Start[7:0][31:0]

Loop_Step[7:0][31:0]

That is 256 Booleans and 32 loops.

We have a stack of 4 elements for nested calls of subroutines and 4 loop counters to allow for nested loops.

This state is available on a per shader program basis.

6.2 The Control Flow Program

We'd like to be able to code up a program of the form:

1 Loop

2: Exec  TexFeich
3: TexFetch
4: ALY

5: ALY

6: TexFetch
7 End Loop

8: ALY Export

But realize that 3: may be dependent on 2: and 4. is almost certainly dependent on 2: and 3., Without clausing
these dependencies need to be expressed in the Control Flow instructions.  Additionally, without separate texture
clauses' and 'ALU clauses' we need o know which instructions to dispatch to the Texture Unit and which fo the ALU
unit. This information will be encapsulated in the flow control instructions.

Each control flow instruction will contain 2 bits of information for each (non-control flow) instruction:
ay ALU or Texture
b) Serialize Execution

{b) would force the thread to stop execution at this point (before the instruction is executed) and wait until all textures
have been feiched.  Given the allocation of reserved bits, this would mean that the count of an 'Exec’ instruction
would be limited to about 8 (non-control-flow) instructions. If more than this were needed a second Exec (with the
same conditions) would be issued.

Anpther function that relies upon 'clauses’ is allocation and order of execution.  We need to assure that pixels and
vertices are exported in the correct order (even if not all execution is ordered) and that space in the output buffers are
allocated in order. Additionally data can't be exporied uniil space is allocated. A new conirol flow instruction;

Alloc <buffer select -- position,parameter, pixel or vertex memory. And the size required>.

would be created to mark where such allocation needs to be done. To assure allocation is done in order, the actual
allocation for a given thread can not be performed unless the equivalent allocation for all previous threads is already
completed. The implementation would also assure that execution of instruclion(s) following the serialization due fo the
Alloc will oceur in order - at least untll the next serializalion or change from ALU to Texture. In most cases this will
allow the expors to occur without any further synchronization. Only 'final’ allocations or position allocations are
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guaranteed to be ordered. Because strict ordering is required for pixels, parameters and positions, this implies only
a single alloc for these struclures. Vertex exporis to memory do not require ordering during allocation and so multiple

‘allocs’ may be done,

6.2.1 Control flow instructions table

Here is the revised control flow instruction set.

Note that whenever a field is marked as RESERVED, it is assumed that all the bits of the field are cleared (0).

— e ‘{ Formatted: Bullets and Numbering

Execule
47 48... 43 40 ... 34 33..16 15...12 11...0
Addressing 0001 RESERVED Instructions type + serialize (9 Count Exec Address
instructions)

Execute up to 8 instructions at the specified address in the instruction memory, The Instruction type field tells the
sequencer the type of the instruction (LSB) (1 = Texiure, 0 = ALU and whether fo serialize or nof the execution (MSB
(1 = Serialize, 0 = Non-Serialized).

NOP

47 [46 ... 43 ] 42 .0

Addressing | 0010 | RESERVED

This is a reqular NOP.

Conditional Execute

47 46 ... 43 42 41 ...34 33 .16 15 .12 11...0
Addressing 0011 Condition | Boolean | Instructions type + serialize (9 Count Exec Address

address

instructions)

If the specified Boolean (8 bits can address 256 Booleans) meets the specified condition then execute the specified

instructions (up to 9 instructions). If the condition is not met, we go on to the next control flow instruction.

Conditional_Execute Predicales

47 46 ... 43 42 41...36 35..34 33...16 15..12 11..0
Addressing 0010 Condition | RESERVED | Predicate Instructions Count Exec Address
vector type + serialize
(9 instructions)

Check the AND/OR of all current predicate bits If AND/OR matches the condition execute the specified number of
instructions. We need to ANDJ/OR this with the kill mask in order not fo consider the pixels that aren't valid, If the
condition is not met, we go on to the next control flow instruction,

Loop Start
47 146 . 43 | 42 .17 [ 1612 | 11..0
Addressing | 0101 | RESERVED | loop D | Jump address

Loop Start. Compares the loop iterator with the end value. If loop condition not met jump fo the address. Forward
iump only. Also computes the index value. The loop id must match between the start to end, and also indicates which
control flow constants should be used with the loop.
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Loop End
47 (46 .. 43 | 42 . 2047 19.. 17 [16..12 | 11..0
Addressing | 0011 | RESERVED Predicate break | loop D | start address

Loop end. Increments the counter by one, compares the loop count with the end value, If loop condifion met
continue, else, ump BACK to the star of the loop. If predicate brealk = O, then compares predicate veclor n
(specified by predicate break number). if all bits cleared then break the loop.

The way this is described does not prevent nested loops, and the inclusion of the loop id make this easy fo do.

Conditionnal Call
47 46 ... 43 42 41 .37 35..34 33..12 11...0
Addressing o111 Condition RESERVED Predicate vector RESERVED Jump address

If the condition is met, jumps fo the specified address and pushes the control flow program counter on the stack.

Return

47 46 .43 | 42 .0

Addressin 1000 | RESERVED

Pops the topmost address from the stack and jumps to that address. If nothing is on the stack, the program will just
continue to the next instruction.

47 46 ... 43 42 41...34 33 32..12 11...0
Addressing 1001 Condition | Boolean | FWonly RESERVED Jump address
address
Allocate
47 | 46 .43 | 42..41 [ 40... 4 | 3.0
Debu | 1010 | Buffer Select | RESERVED | Allocation size

Buffer Select takes a value of the following;

01 ~ position export (ordered export)

10 - parameter cache or pixel export (ordered export)
11 — pass thru (out of order exports).

If debug is set this is a debug alloc (ignore if debug DB_ON register is set to off).

End Of Program

47 [ 4643 ] 42..0

RESERVED | 1011 | RESERVED

Marks the end of the program.

6.3 Implementation

The envisioned implementation has a buffer that maintains the stale of each thread. A thread lives in a given
location in the buffer during its entire life, but the buffer has FIFO qualities in that threads leave in the order that they
enter. Actually two buffers are maintained -- one for Vertices and one for Pixels. The intended implementation
would allow for:

16 entries for vertices
48 eniries for pixels,
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A
From each buffer, arbitration logic attempts to select 1 thread for the texture unit and 1 (interleaved) thread for the
ALU unit. Once a thread is selected it is read out of the buffer, marked as invalid, and submitted to appropriate
execution unit. It is returned to the buffer (at the same place) with its status updated once all possible sequential
instructions have been executed. A switch from ALU o TEX or visa-versa or a Serialize Execution modifier forces
the thread to be returned to the buffer.

Each entry in the buffer will be stored across two physical pieces of memory - most bits will be stored ina 1 read port
device. Only bits needed for thread arbitration will be stored in a highly multi-ported structure. The bits kept in the 1
read port device will be termed ‘state’. The bits kept in the multi-read ported device will be fermed 'status’,

‘State Bits' needed include:

Control Flow Instruction Pointer (12 bits i
Execution Count Marker 4 bits) ;
Loop lterators (4x9 bits),
Call return pointers (4x12 bits
Predicate Bits(4x64 bits

. Export 1D (1 bit)
7. Parameter Cache base Pir (7 bits),
8. GPR Base Pir (8 bits)
9. Context Plr (3 bits).
10. LOD corrections (6x16 bits

Formatted: Bullets and Numbering

SREIENTRYNTE

Absent from this list are 'Index’ pointers. These are costly enough that I'm presuming that they are instead stored in
the GPRs, The first seven fields above (Control Flow Ptr, Execution Count, Loop Counts, call return pirs, Predicate
bits, PC base plr and expert 1D} are updated every time the thread is returned to the buffer based on how much
progress has been mode on thread execulion. GPR Base Pir, Context Pir and LOD corrections are unchanged
throughout execution of the thread.

'Status Bits' needed include:

e Valid Thread

Formatted: Bullets and Numbering

Texture/ALU engine needed

Texture Reads are oulstanding

Waiting on Texture Read fo Complete

Allocation Wait (2 bits)

00 ~ No allocation needed

01 ~ Position export allocation needed (ordered export
10 - Parameler or pixel export needed (ordered export)
11 — pass thru (out of order export)

»  Allocation Size (4 bits)

e Position Allocated

o First thread of a new context

e Eventihread (NULL thread that needs fo trickle down the pipe
e Last (1 bit)

All of the above fields from all of the entries go into the arbitration circuitry.  The arbitration circuitry will select a
winner for both the Texture Engine and for the ALU engine. There are actually two sets of arbitration -- one for
pixels and one for vertices. A final selection is then done beitween the two. But the rest of this implementation
summary only considers the 'first’ level selection which is similar for both pixels and vertices,

Texture arbitration reguires no allocation or ordering so it is purely based on selecling the ‘oldest thread that requires
the Texture Engine.

ALU arbitration is a litle more complicated. First, only threads where either of Texture Reads oulstanding or
Waiting on_Texture Read to Complete are 'O’ are considered, Then if Allocation Wait is active, these threads are
further filtered based on whether space is available.  If the allocation is position aliocation, then the thread is only

Exhibit 2028 docRAGS_ ¥ 73201 Byes™** ©® ATI Confidential. Reference Copyright Notice on Cover Page © »*

AMD1044_0257362

ATI Ex. 2107
IPR2023-00922
Page 228 of 260



ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE
24 September, 2001 4 September, 201518 GEN-CXXXXX-REVA 27 of 58
s TaTa

considered if all 'older’ threads have already done their position allocation (position allocated bits sel). If the
allocation is parameler or pixel allocation, then the thread is only considered if it is the oldest thread. Also a thread is
not considered if it is a parameter or pixel or position allocation, has its First thread of a new context bit set and
would cause ALU interleaving with another thread performing the same parameter or pixel or position allocation.
Finally the 'oldest’ of the threads that pass through the above filters is selected. If the thread needed to allocate, then
at this time the allocation is done, based on Allocation Size. If a thread has its “last” bit set, then it is also removed
from the buffer, never to return.

If | now redefine 'clauses’ o mean 'how many times the thread is removed from the thread buffer for the purpose of
exection by either the ALU or Texture engine’, then the minimum number of clauses needed is 2 - one to perform
the allocation for exports (execulion automatically halls after an 'Alloc’ instruction) (but doesn't performs the actual
allocation) and one for the actual ALU/export instructions. As the "Alloc’ instruction could be parf of a texiure clause
(presumably the final instruction in such a clause), a thread could still execule in this minimal number of 2 clauges
even if it involved texture fetching.

The Texiure Reads Outstanding bit must be updated by the sequencer, based on keeping track of how many
Texture Clauses have been executed by a given thread that have not vet had there dafa returned. Any number
above O results in this bl being set, We could consider forcing synchronization such that two texture clauses fora
given thread may not be outstanding at any fime (that would be myv preference for simplicity reasons and because it
would require only very little change in the fexiure pipe interface). This would allow the sequencer to set the biton
execution of the texiure clause, and allow the texture unit to return a pointer to the thread buffer on completion that
clears the bit.

Examples-ofconttol-flow-programs-are-located-in-the-RAC0 programming-guide-dosumen
[ = g = 4
basi doli follows:

he-render-state-defined the clause-boundares:

Vertex_shader fetoh[Z:0[Z:01 /L sight 8 bit pointers-to-the location- where each-clay ontrol- program-is tad

Vertex_shaderalu[7Z:0)17:0] L eight-8-bit-pointers-to-th ation sach-clauses-control program-is-Jocat

Pix ader fetchlZ:007Z:01 L eight-8-bit-pointers-to-the-location-where-each-clauses controlprogram-is-Jocated
- s L ] L L

=1 aderalul 70070} L eight-8-bit-pointers-fo-the location where-each-clauses-control-progtam-is ed

A-peintervalue of FR-means-that the clause doesn’t contain-any-instructions.

The-control-program-for-a-given-clause-is-executed-to-completion-before--moving-to--another-clause;(with-the
excention-of the pick bve- 11 of-the-aly cutiony o ntrol-orocram-is-th i program f the clau

ick u he-aly ) trol-program Y hy-p r-aware-of
boundaries.

The-control-program-has-pine-basie-instructions:

Execute

Conditional-execute
Conditional-Execute- Predicales
Conditional-jump
Conditionnal-Call

Return

Loop. start

Loop.-end

NP

Execute, causes-the-specified-number-of instructions-in-instruction-store to-be-executed.:
Conditional-execute-checks-a-condition-first,-and-if-true,-causes-the-specified-number-of-instructions-in-instruction
store-to-be-executed.

Loop.statt-resets-the-corresponding -loop-counter-to-the-start-value-on-the -first-pass-after-it-checks-for-the-end

r\né'l\ ndif‘(\("h Tel 1.5 p 'f”A“d .
Loop-endincrements (decrements?)-the loop-counterand-jumps-back the specified numberofi ions.

Conditionnal-Call-jumps-to-an-address-and-pushes-the-1P-counter-on-the-stack-if- the-condition-is-met-On-the retum
instruction; the-1P-is-popped-from-the-stack.
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Condiional-exesute—Predicate 2 } instructions-i-all-bite-in-the-predicate-ved eet-the-condition:
Conditienaltumps-lurmpse-to-an-address-ithecondiionle-meb
MNOTE THAT AL A ] MUST JUMPRTO EVEN CERADDRES e} thn ra-hain nirol flow - insbuction =
RSN ine-Thus-th ombilermi insert-MMORs where-needed liorsthe-i P naven-OFR add
A i ihe-d Wégiﬂ i, h;gn r4 oaha P % 4 S Ve el 4 TN b 12y 7atatasYas) 2 !
4 L ! e e e -
sotihodebug Sgedens £ oo i oot i a oy T owra igg Y 1 ate) g o-brasle
& - } - : el igger-iha reak
the-program-fola and-set-the-debug-registers:
We-have-fo-fitinstructions-into-48-bits-in-orderto-be-able-to-putt ntrol-flowcinstruction line-in-the-instruction
slara.
3 o34 he-Add ‘:t aans-that-the-addres: sacified-in-the oS .| - Feld rin-tha-ium ddress
fimh n ARG T dd L da i"‘g ieldds (eh 7] a-defaub-thenthe-add H It

to-the-base-of the-currentshader-prograrm.

Note that whenevera-field-is-marked-as RESERVED it is-assumed-that all the bits-of the field-are cleared (0}

Execute-up-to-dk-instuctions-at-the-specified-address-in-the-instruction-memory.- I Last-is-setl;-this-is-the-last-group-of

instructions-of the-claus

This-ig-a-recy By aat s nie s tha laat instruction the olaus
g A 5 ¥ a3 f ¥

H-the-specified-Boolean-(8 bits-can-address-256-Booleans)-meets-the-specified-condition-then-execute-the-specified
instructions-(up-to-4k-instructions).-H Last-Is-set;-then-if the-condition-is-met;-this-is-the-last group-of instructions-to-be
e ted-in-the-clause. i the condition-is-not-met; we-go-on-to-the-next-control-flow-instruction.

Check-the-ANDIOR-of-all-current-predicate-bits.- i AND/OR-matches-the-condition-execule-the-specified-number-of
instructions-\We-need-to-ANDI/GR-this-with-the-kill- mask-in-order-not-to-consider-the-pixels-that-arent-valid-f-Lastis
set, - then-if the-condition-is-met, this-is the-last group-of instructions-to-be-executed-in-the-clause - - the-condition-is-not
met-we-go-on-to-the-next-control-flow-instruction.

Ln Qtﬁr‘(‘mp ohl nitraérxghinn 1§n‘il d}t +"f‘.‘{v’"}}3 th d ~EOR }'"
jump-only-Also-computes-the-index-value-The loop-ld-must-mateh-betwesn the slartlo-end, and also-indicates-which
control-flow-constants-should-be-used-with-the-loop-

Loop-end.Increments-the-counter-by-one;-compares-the-loop-count-with-the-end-value.f-loop-condition-met;
continue,-else, jump-BACK to-the-start-of the-loop.

The way-this-i ibed-do not-nreven stad-) and-thei usion-ofthe | i this-easyio-do-

H-the-condition-is-metljumps-to-the-specified-address-and-pushes-the-control - flow-program-counter-on-the-stack:

Pops-the-topmost-address-from-the-stack-and-jumps-to-that-address. Hf-nothing-is-on-the-stack;- the-program-will-just
continue-to-the-next-instruction:

f-condition-met-jumps-to-the-address-FORWARD-jump-only-all if-bit-31-set-Bit-31-is-only-an-optimization for
compiler-and-should-NO exposed-to-the AP
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k=] | g o 3 L4
debug-GRRe-
; . . . e Formatted: Bullets and Numbering E
6-36.4 Data dependant predicate instructions = SEEE s J

Data dependant conditionals will be supported in the R400. The only way we plan to support those is by supporting
three vector/scalar predicate operations of the form:

PRED_SETE_# - similar to SETE except that the result is 'exported’ to the sequencer.
PRED_SETNE_# - similarto SETNE except that the resuit is ‘exported’ to the sequencer.
PRED_SETGT_# - similar to SETGT except that the result is 'exported’ to the sequencer
PRED_SETGTE_# - similar to SETGTE except that the result is ‘exported' to the sequencer

For the scalar operations only we will also support the two following instructions:
PRED_SETEO_# - SETEO
PRED_SETE1_# — SETE1

The export is a single bit - 1 or O that is sent using the same data path as the MOVA instruction. The sequencer will
maintain 4 sets of 64 bit predicate vectors (in fact 8 sets because we interleave two programs but only 4 will be
exposed) and use it to control the write masking. This predicate is not maintained across clause boundaries. The #
sign is used to specify which predicate set you want to use 0 thru 3.

Then we have two conditional execute bits. The first bit is a conditional execute “on” bit and the second bit tells us if
we execute on 1 or 0. For example, the instruction:

PO_ADD_# RO,R1,R2

Is only going to write the result of the ADD into those GPRs whose predicate bit is 0. Alternatively, P1_ADD_# would
only write the results to the GPRs whose predicate bit is set. The use of the PO or P1 without precharging the
sequencer with a PRED instruction is undefined.

{Issue: do we have to have a NOP between PRED and the first instruction that uses a predicate?}

6-46.5 HW Detection of PV,PS

Because of the control program, the compiler cannot detect statically dependant instructions. In the case of non-
masked writes and subsequent reads the sequencer will insert uses of PV,PS as needed. This will be done by
comparing the read address and the write address of consecutive instructions. For masked writes, the sequencer will
insert NOPs wherever there is a dependant read/write.

*'l , = fLF_ormatted: Bullets and qube‘ring —

The sequencer will also have to insert NOPs between PRED_SET and MOVA instructions and their uses.

. " B . i ,» Formatted: Bullets and Numbering

6:56.6 Register file indexing 1 i e —
Because we can have loops in fetch clause, we need to be able to index into the register file in order to retrieve the : - S
data created in a fetch clause loop and use it into an ALU clause. The instruction will include the base address for
register indexing and the instruction will contain these controls:

Bit7 Bit6

0 0 ‘absolute register'
0 1 ‘relative register’
1 0 ‘previous vector'

1 1 ‘previous scalar’

In the case of an absolute register we just take the address as is. In the case of a relative register read we take the
base address and we add to it the loop_index and this becomes our new address that we give to the shader pipe.
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The sequencer is going to keep a loop index computed as such:
Index = Loop_iterator*Loop_step + Loop_start.

We loop until loop_iterator = loop_count. Loop_step is a signed value [-128...127]. The computed index value is a 10
bit counter that is also signed. Its real range is [-256,256]. The tenth bit is only there so that we can provide an out of
range value to the “indexing logic” so that it knows when the provided index is out of range and thus can make the
necessary arrangements.

Predi ao-lnstryet ooort-f lauss
d } £ p f 1
F -3 £ L LYr v followd ook iono s i buie-d-bite f ks fi oraci aoto
pp . p : keep-1-bi ‘ f : v
perpradicat orir-the-resenation-stations—A-val 1 rreans-that ore-ore-more-elerments-in-the-vector hav
value-of fthus-we-have-to-do-the-& fate rihe whole vestor).-A-val £04 that-no inthe

vector-have-his-predicate-bit-set-and-we-can-thus-skip-over-the-texture-feleh.-We-have-to-make-sure-the-invalid
pixels-aren’t-considered-with-this-oplimization.

6-66.7 Debugging the Shaders

In order to be able to debug the pixelivertex shaders efficiently, we provide 2 methods.

6:6-16.7.1 Method 1: Debugging registers

Current plans are to expose 2 debugging, or error notification, registers:
1. address register where the first error occurred
2. count of the number of errors

The sequencer will detect the following groups of errors:
- count overflow

- constant indexing overflow

- register indexing overfiow

Compiler recognizable errors:
- jump errors
relative jump address > size of the control flow program
- call stack
call with stack full
return with stack empty

A jump error will always cause the program to break. In this case, a break means that a clause will hait execution, but
allowing further clauses to be executed.

With all the other errors, program can continue to run, potentially to worst-case limits. The program will only break if
the DB_PROB_BREAK register is set.

If indexing outside of the constant or the register range, causing an overflow error, the hardware is specified to return
the value with an index of 0. This could be exploited to generate error tokens, by reserving and initializing the Oth
register (or constant) for errors.

{ISSUE : Interrupt to the driver or not?}
6:6-20.7.2 Method 2: Exporting the values in the GPRs {12}

The sequencer will have a debug active, count register and an address register for this mode-and-3-bils-per-clause
ecifying-the-execution-rode-for ause.-Fhe-modes-can-be-:
MNeormal

Debug-Addr+-Count
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Under the normal mode execution follows the normal course. the-kill-m . trol-flow-instructions-ar
Naotiba b (g 3 L«M (nimgn‘nnfh LS renbae y L) . hi-debua. o nﬁ‘p{ ot o
clause-Z-willbe-executed-underthe-debug-kill-setling- rthe othermode; mal-e tion-is-done-unti-we-reach
an-address-spacifi vthe-add reaister-and-instryction Ai-fuseful-for-loops)-specified-by-the-count register-
Afte son bymasses Inib dlves dpmeden pndion ey Rievs {rmemis lr) 30 sl $i, fog s by, lmode.
Under the debug mode—{ Kil-GR--dabug-Addr unb); it is assumed that the programeclause-7 is always

exporting 42-n_debug vectors and that all other exports to the SX block (position, color, z, ect) will been turned off
(changed into NOPs) by the sequencer (even if they occur before the address stated by the ADDR debug register).

7. Pixel Kill Mask

A vector of 64 bits is kept by the sequencer per group of pixels/vertices. Its purpose is to optimize the texture fetch
requests and allow the shader pipe to kill pixels using the following instructions:

MASK_SETE
MASK_SETNE
MASK_SETGT
MASK_SETGTE

8. Multipass vertex shaders (HOS)

Multipass vertex shaders are able to export from the 6 last clauses but to memory ONLY.

9. Register file allocation

The register file allocation for vertices and pixels can either be static or dynamic. In both cases, the register file in
managed using two round robins (one for pixels and one for vertices). In the dynamic case the boundary between
pixels and vertices is allowed to move, in the static case it is fixed to 128-VERTEX_REG_SIZE for vertices and
PIXEL_REG_SIZE for pixels.
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Above is an example of how the algorithm works. Vertices come in from top to bottom; pixels come in from bottom to
top. Vertices are in orange and pixels in green. The blue line is the tail of the vertices and the green line is the tail of
the pixels. Thus anything between the two lines is shared. When pixels meets vertices the line turns white and the
boundary is static until both vertices and pixels share the same “unallocated bubble”. Then the boundary is allowed to
move again. The numbering of the GPRs starts from the bottom of the picture at index 0 and goes up to the top at
index 127.

10. Fetch Arbitration

The fetch arbitration logic chooses one of the 8 potentially pending fetch clauses to be executed. The choice is made
by looking at the fifos from 7 to 0 and picking the first one ready to execute. Once chosen, the clause state machine
will send one 2x2 fetch per clock (or 4 fetches in one clock every 4 clocks) until all the fetch instructions of the clause
are sent. This means that there cannot be any dependencies between two fetches of the same clause.

The arbitrator will not wait for the fetches to return prior to selecting another clause for execution. The fetch pipe will
be able to handie up to X(?) in flight fetches and thus there can be a fair number of active clauses waiting for their
fetch return data.

11. ALU Arbitration

ALU arbitration proceeds in almost the same way than fetch arbitration. The ALU arbitration logic chooses one of the
8 potentially pending ALU clauses to be executed. The choice is made by looking at the fifos from 7 to O and picking
the first one ready to execute. There are two ALU arbiters, one for the even clocks and one for the odd clocks. For
example, here is the sequencing of two interleaved ALU clauses (E and O stands for Even and Odd sets of 4 clocks):

EinstO Oinst0 Einst1 Oinst1 Einst2 Oinst2 Einst0 Oinst3 Einst1 Oinst4 Einst2 Oinst0...
Proceeding this way hides the latency of 8 clocks of the ALUs. Also note that the interleaving also occurs across
clause boundaries.
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12. Handling Stalls

When the output file is full, the sequencer prevents the ALU arbitration logic from selecting the last clause (this way
nothing can exit the shader pipe until there is place in the output file. If the packet is a vertex packet and the position
buffer is full (POS_FULL) then the sequencer also prevents a thread from entering the exporting clause (3?). The
sequencer will set the OUT_FILE_FULL signal n clocks before the output file is actually full and thus the ALU arbiter
will be able read this signal and act accordingly by not preventing exporting clauses to proceed.

13. Content of the reservation station FIFQOs

The reservation FIFOs contain the state of the vector of pixels and vertices. We have two sets of those: one for
pixels, and one for vertices. They contain 3 bits of Render State 7 bits for the base address of the GPRs, some bits
for LOD correction and coverage mask information in order to fetch fetch for only valid pixels, the quad address.

14. The Quiput File

The output file is where pixels are put before they go to the RBs. The write BW to this store is 256 bits/clock. Just
before this output file are staging registers with write BW 512 bits/clock and read BW 256 bits/clock. The staging
registers are 4x128 (and there are 16 of those on the whole chip).

15. 1J Format

The lJ information sent by the PA is of this format on a per quad basis:

We have a vector of IJ's (one 1J per pixel at the centroid of the fragment or at the center of the pixel depending on the
mode bit). The interpolation is done at a different precision across the 2x2. The upper left pixel's parameters are
always interpolated at full 20x24 mantissa precision. Then the result of the interpolation along with the difference in 1J
in reduced precision is used to interpolate the parameter for the other three pixels of the 2x2. Here is how we do it:

Assuming PO is the interpolated parameter at Pixel O having the barycentric coordinates 1(0), J(0) and so on for P1,P2
and P3. Also assuming that A is the parameter value at VO (interpolated with 1), B is the parameter value at V1
(interpolated with J) and C is the parameter value at V2 (interpolated with (1-I-J).

A0 =I(H-1(0)
AOLT =J()-J(0)
AO2f =1(2)-1(0) PO P1
AO2J = J(2)-J(0)
AO3T =1(3)-1(0)
A03J =J(3)-J(0) P2 P3

PO=C+I(0)*(A-C)+J(0)*(B-C)

Pl=P0+A01I*(4A-C)+A0LJ *(B-C)
P2 =P0+A02I *(A~C)+A02J *(B-C)
P3=P0+A03I*(A~C)+A03J *(B-C)

PO is computed at 20x24 mantissa precision and P1 to P3 are computed at 8X24 mantissa precision. So far no visual
degradation of the image was seen using this scheme.

Multiplies (Full Precision): 2
Multiplies (Reduced precision): 6
Subtracts 19x24 (Parameters): 2

Exhibit 2028 docRAGO- ¥ 73201 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © »

AMD1044_0257369

ATI Ex. 2107
IPR2023-00922
Page 235 of 260



ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE

24 September, 2001 4 September, 201518 34 of 58
A i Tl

" Adds: 8

FORMAT OF PU's IJ :  Mantissa 20 Exp 4 for | + Sign
Mantissa 20 Exp 4 for J + Sign

FORMAT of Deltas (x3): Mantissa 8 Exp 4 for | + Sign
Mantissa 8 Exp 4 for J + Sign

Total number of bits : 20*2 + 8*6 + 4*8 + 4*2 = 128

All numbers are kept using the un-normalized floating point convention: if exponent is different than O the number is
normalized if not, then the number is un-normalized. The maximum range for the 1Js (Full precision) is +/- 63 and the
range for the Deltas is +/- 127.

15.1 Interpolation of constant attributes

Because of the floating point imprecision, we need to take special provisions if all the interpolated terms are the same
or if two of the barycentric coordinates are the same.

We start with the premise that if A= B and B =C and C = A, then P0,1,2,3 = A. Since one or more of the IJ terms
may be zero, so we extend this to:

if (A=B and B=C and C=A)
P0,1,23=A;
else if (I=0)or (4 =0)) and
((J =0)or (1-I-J =0)) and
((1-4-1=0)or (1=0) {
if(1 1= 0) {
PO =A;
Yelse if(d 1= 0) {
PO =B;
}else {
PO=C;

/frest of the quad interpolated normally

}

else

{
}

normal interpolation

16. Staging Registers

In order for the reuse of the vertices to be 14, the sequencer will have to re-order the data sent IN ORDER by the
VGT for it to be aligned with the parameter cache memory arrangement. Given the following group of vertices sent by
the VGT:

0123456789101112131415]]161718192021222324252627282930313233343536373839
40414243444546471|48495051525354555657 585960616263

The sequencer will re-arrange them in this fashion:

0123161718193233343548495051(/4567202122233637383952535455(/89101124252627
404142435657 5859|1213 14 1528 29 30 31 44 45 46 47 60 61 62 63

The || markers show the SP divisions. In the event a shader pipe is broken, the VGT will send padding to account for
the missing pipe. For example, if SP1 is broken, vertices 4 56 7 20 21 22 23 36 37 38 39 52 53 54 55 will still be sent
by the VGT to the SQ BUT will not be processed by the SP and thus should be considered invalid (by the SU and
VGT).
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The most straightforward, non-compressed interface method would be to convert, in the VGT, the data to 32-bit
floating point prior to transmission to the VSISRs. In this scenario, the data would be transmitted to (and stored in) the
VSISRs in full 32-bit floating point. This method requires three 24-bit fixed-to-float converters in the VGT.
Unfortunately, it also requires and additional 3,072 bits of storage across the VSISRs. This interface is illustrated in
Figure 11Figure-12. The area of the fixed-to-float converters and the VSISRs for this method is roughly estimated as

0.759sqmm using the R300 process. The gate count estimate is shown in Figure 10Figure-11.

Basis for 8-deep Latch Memory (from R300)

8x24-bit 116312 60.57813 u” per bit
Area of 96x8-deep Latch Memory 46524 2
Area of 24-bit Fix-to-float Converter 4712 per converter
Method 1 Block Quantity Area
F2F 3 14136
8x96 Latch 16 744384

Figure 101t:Area Estimate for VGT to Shader Interface
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VGT BLOCK
(IN PA)

VECTOR ENGINE

VECTOR ENGINE

Figure 1132:VGT to Shader Interface

17. The parameter cache

The parameter cache is where the vertex shaders export their data. It consists of 16 128x128 memories (1R/1W).
The reuse engine will make it so that all vertexes of a given primitive will hit different memories. The allocation
method for these memories is a simple round robin. The parameter cache pointers are mapped in the following way:
4MSBs are the memory number and the 7 LSBs are the address within this memory.

MEMORY NUMBER
4 bits

ADDRESS 1

7 bits |

The PA generates the parameter cache addresses as the positions come from the SQ. All it needs to do is keep a
Current_Location pointer (7 bits only) and as the positions comes increment the memory number. When the memory
number field wraps around, the PA increments the Current_Location by VS_EXPORT_COUNT-% (a snooped register
from the SQ). As an example, say the memories are all empty to begin with and the vertex shader is exporting 8
parameters per vertex (VS_EXPORT_COUNT--Z = 8). The first position received is going to have the PC address
00000000000 the second one 00010000000, third one 00100000000 and so on up to 11110000000. Then the next
position received (the 17“‘) is going to have the address 00000001000, the 18" 00010001 000, the 19™ 00100001000
and so on. The Current_location is NEVER reset BUT on chip resets. The only thing to be careful about is that if the
SX doesn't send you a full group of positions (<64) then you need to fill the address space so that the next group
starts correctly aligned (for example if you receive only 33 positions then you need to add 2*VS_EXPORT_COUNT
—#to Current_Location and reset the memory count to O before the next vector begins).
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17.1 Export restrictions

17.1.1 Pixel exports:

Pixels can export 1,2.3 or 4 color buffers to the SX{ +z). The exports will be done in order. The PRED OPTIMIZE
function has to be turned of if the exports are done using interleaved predicated instructions. The exports will always
be ordered to the §X.

17.1.2 Vertex exports: 1

Position or parameter caches can be exported in anv order in the shader program. It is always betler fo export
posistion as soon as possible. Position has to be exported in a single export block (no texture instructions can be
placed between the exports). Parameter cache exports can be done in any order with texiure instructions interleaved.
The PRED OPTIMIZE function has to be turned of if the expors are done using interleaved predicated instructions to

{ Formatted: Bullets and Numbering J

{ Formatted: Bullets and Numbering

the Parameter cache (see Arbitration restrictions for details). The exports will always be allocated in order to the 8X.

17.1.3 Pass thru exports:

Pass thru exports have to be done in groups of the form:

They cannot have texture instructions interleaved in the export block These exports are not guaranteed to be
ordered.

Also, when doing a pass thru export, Position MUST be exported AFTER all pass thru exports. This position export is
used to synchronize the chip when doing a transition from pass thru shader to reqular shader and vice versa.

17.2 Arbitration restrictions

Here are the Sequencer arbifration restrictions:

1) Cannot execule a seriglized thread if the corresponding texture pending bit is set -
Cannot allocate position if any older thread has not allocated position
3) I last thread is marked as not valid AND marked as last and we are about to execute the second to oldest
thread also marked last then:
a._Both threads must be from the same context (cannot allow a first thread)
b. Must turn off the predicate optimization for the second thread
4y Cannot execute a texture clause if texiure reads are pending
5y Cannot execute last if texture pending (even if not serial)

18\ i _

Qn clause-3-the-vertex-shader-can-export-to-the PA-both-the verex-position-and-the point-sprite- It can-also-do-so-at

ise-7-i-not-done-at-clause-3. The-storage-needed-to-perform-the-position-export-is-at-least-64x 128 -memories-fo
i ition-and 32-memories-for-the sprite-size. Itis-going-to-be taken-in-the-pixel-output-fifo-from-the-SX-blocks.
lause-whe the-position- fad ORI ocif h’ e RO LATE g I i1 el it ne-tha
f i b kAT E- - H-turned-on;-it ns-tha
th - O to-o t-ALL-clau WA BT position-exnort e £ ol e
b herulos for i Tatel Liolais
£ : g g
1iRPosit & ar itiey v vyt el -y, ]

Adlothertypes-ofexpeds-canb isewad-as-long-as-there-e-place-inth bring-buffer:
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PC-liry ing-different

Memory-exports don't support-masking. However, youcan-exportout-of order to memory locations.

3 Posili

Position rha by
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21-18. Export Types

The export type (or the location where the data should be put) is specified using the destination address field in the

ALU instruction. Here is a list of all possible export modes:

21+-1+18.1 Vertex Shading

0:15
16:31
32
33:40
41:47
48:55
60

61

62

63

- 16 parameter cache

- Empty (Reserved?)

- Export Address

- 8 vertex exports to the frame buffer and index

- Empty

- 8 debug export (interpret as normal vertex export)

- export addressing mode

- Empty

- position

- sprite size export that goes with position export
(point_h,point_w,edgeflag,misc)

212182 Pixel Shading

o]

1

2

3

4:7

8

9

10

11
12:15
16:31
32
33:40
41:47
48:55
60
61:62
63

Exhibit 2028 docR400

- Color for buffer O (primary)

- Color for buffer 1

- Color for buffer 2

- Color for buffer 3

- Empty

- Buffer 0 Color/Fog (primary)

- Buffer 1 Color/Fog

- Buffer 2 Color/Fog

- Buffer 3 Color/Fog

- Empty

- Empty (Reserved?)

- Export Address

- 8 exports for multipass pixel shaders.

- Empty

- 8 debug exports (interpret as normal pixel export)
- export addressing mode

- Empty

- Z for primary buffer (Z exported to ‘aipha’ component)
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22.19. Special Interpolation modes

22.119.1 Real time commands

We are unable to use the parameter memory since there is no way for a command stream to write into it. Instead we
need to add three 16x128 memories (one for each of three vertices x 16 interpolants). These will be mapped onto the
register bus and written by type O packets, and output to the the parameter busses (the sequencer and/or PA need to
be able to address the reatime parameter memory as well as the regular parameter store. For higher performance we
should be able able to view them as two banks of 16 and do double buffering allowing one to be loaded, while the
other is rasterized with. Most overlay shaders will need 2 or 4 scalar coordinates, one option might be to restrict the
memory to 16x64 or 32x64 allowing only two interpolated scalars per cycle, the only problem | see with this is, if we
view support for 16 vector-4 interpolants important (true only if we map Microsoft’s high priority stream to the realtime
stream), then the PA/sequencer need to support a realtime-specific mode where we need to address 32 vectors of
parameters instead of 16. This mode is triggered by the primitive type: REAL TIME. The actual memories are in the in
the SX blocks. The parameter data memories are hooked on the RBBM bus and are loaded by the CP using register
mapped memory.

22.219.2 Sprites/ XY screen coordinates/ FB information

When working with sprites, one may want to overwrite the parameter O with SC generated data. Also, XY screen
coordinates may be needed in the shader program. This functionality is controlled by the gen_l0 register (in SQ) in
conjunction with the SND_XY register (in SC). Also it is possible to send the faceness information (for OGL front/back
special operations) to the shader using the same control register. Here is a list of all the modes and how they interact
together:

e «\’[i Formatted: Bullets and Numbering

Gen_st is a bit taken from the interface between the SC and the SQ. This is the MSB of the primitive type. If the bit is
set, it means we are dealing with Point AA, Line AA or sprite and in this case the vertex values are going to generated
between O and 1.

Param_Gen_lO disable, snd_xy disable, no gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy disable, gen_st — |0 = No modification

Param_Gen_l0 disable, snd_xy enable, no gen_st — 10 = No modification

Param_Gen_l0 disable, snd_xy enable, gen_st — [0 = No modification

Param_Gen_l0 enable, snd_xy disable, no gen_st -~ I0 = garbage, garbage, garbage, faceness
Param_Gen_l0 enable, snd_xy disable, gen_st — I0 = garbage, garbage, s, t

Param_Gen_l0 enable, snd_xy enable, no gen_st — [0 = screen x, screen y, garbage, faceness
Param_Gen_l0 enable, snd_xy enable, gen_st — 10 = screen x, screeny, s, t

22-319.3 Auto generated counters

In the cases we are dealing with multipass shaders, the sequencer is going to generate a vector count to be able to
both use this count to write the 1% pass data to memory and then use the count to retrieve the data on the 2™ pass. .
The count is always generated in the same way but it is passed to the shader in a slightly different way dependingon ==
the shader type (pixel or vertex). This is toggled on and off using the GEN_INDEX register. The sequencer is going to ;
keep two counters, one for pixels and one for vertices. Every time a full vector of vertices or pixels is written to the
GPRs the counter is incremented. Every time a state change is detected, the corresponding counter is reset. While
there is only one count broadcast to the GPRs, the LSB are hardwired to specific values making the index different for
all elements in the vector.

22-3-119.3.1 Vertex shaders ﬂ

. ’[ Formatted: Bullets and Numbering

i *[ Formatted: Bullets and Numbering

In the case of vertex shaders, if GEN_INDEX is set, the data will be put into the x field of the third register (it means
that the compiler must allocate 3 GPRs in all multipass vertex shader modes).

2232193 2 Pixel shaders

In the case of pixel shaders, if GEN_INDEX is set and Param_Gen_|0 is enabled, the data will be put in the x field of
the 2™ register (R1.x), else if GEN_INDEX is set the data will be put into the x field of the 1% register (R0.x).

-, ’[ Formatted: Bullets and Numbering }
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STG O
AUTO INTERPOLATORS
COUNT
STG1 |

¥
‘
‘ AUTO COUNT | 000000 |

[] The Auto Count Value is
\ MUX broadcast to all GPRs. ltis
loaded into a register wich has
its LSBs hardwired to the
GPR number (0 thru 63). Then
if GEN_INDEX is high, the
mux selects the auto-count
value and it is loaded into the
GPRs to be either used to
retrieve data using the TP or
GPRO sent to the SX forthe RB to
use it to write the data to
memory

Figure 1213: GPR input mux Control

/ { Forlﬁatted: Blﬂlets énd ‘Numbe‘rir‘\g J
23-20. State management -

Every clock, the sequencer will report to the CP the oldest states still in the pipe. These are the states of the
programs as they enter the last ALU clause.

23-120.1 Parameter cache synchronization

In order for the sequencer not to begin a group of pixels before the associated group of vertices has finished, the
sequencer will keep a 6 bit count per state (for a total of 8 counters). These counters are initialized to 0 and every
time a vertex shader exports its data TO THE PARAMETER CACHE, the corresponding pointer is incremented.
When the SC sends a new vector of pixels with the SC_SQ_new_vector bit asserted, the sequencer will first check if
the count is greater than 0 before accepting the transmission (it will in fact accept the transmission but then lower its
ready to receive). Then the sequencer waits for the count to go to one and decrements it. The sequencer can then
issue the group of pixels to the interpolators. Every time the state changes, the new state counter is initialized to 0.

e «‘{ Formatted: Bullets and Numbering

-

;. ‘[ Formatted: Bullets and Numbering ]
24-21. XY Address imports IR SRR N

The SC will be able to send the XY addresses to the GPRs. It does so by interleaving the writes of the IJs (to the IJ
buffer) with XY writes (to the XY buffer). Then when writing the data to the GPRs, the sequencer is going to
interpolate the |J data or pass the XY data thru a Fix—float converter and expander and write the converted values to

the GPRs. The Xys are currently SCREEN SPACE COORDINATES. The values in the XY buffers will wrap. See
section 19,2222 for details on how to control the interpolation in this mode.

24-121.1 Vertex indexes imports

In order to import vertex indexes, we have 16 8x96 staging registers. These are loaded one line at a time by the VGT
block (96 bits). They are loaded in floating point format and can be transferred in 4 or 8 clocks to the GPRs.

— = 4‘{ Formatted: Bullets and Numbering
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2522 Registers

25122 1 Control

REG_DYNAMIC
REG_SIZE_PIX

REG_SIZE_VTX

ARBITRATION_POLICY
INST_BASE_VTX

INST_BASE_PIX
ONE_THREAD
ONE_ALU
INSTRUCTION
CONSTANTS
CONSTANTS_RT
CONSTANT_EO_RT

TSTATE_EO_RT

o

Dynamic allocation (pixel/vertex) of the register file on or off.

Size of the register file's pixel portion (minimal size when dynamic allocation turned
on)

Size of the register file's vertex portion (minimal size when dynamic allocation turned
on)

policy of the arbitration between vertexes and pixels

start point for the vertex instruction store (RT always ends at vertex_base and

Begins at 0)

start point for the pixel shader instruction store

debug state register. Only allows one program at a time into the GPRs

debug state register. Only allows one ALU program at a time to be executed (instead
of 2)

This is where the CP puts the base address of the instruction writes and type (auto-
incremented on reads/writes) Register mapped

512*4 ALU constants + 32*6 Texture state 32 bits registers (logically mapped)

2564 ALU constants + 32*6 texture states? (physically mapped)

This is the size of the space reserved for real time in the constant store (from O to
CONSTANT_EO_RT). The re-mapping table operates on the rest of the memory
This is the size of the space reserved for real time in the fetch state store (from O to

TSTATE_EO_RT). The re-mapping table operates on the rest of the memory
EXPORT._LATEControls-whet or-not-we-are-exporting-position-from-clause set,-position exports-ocour-a
clause-7Z.
23 Formatted: Bullets and Numberin

25222 2 Context - {Formated: Btesand umberng_

V8. FETCH. 0. ig bit-pointers-to-the-location- wher ch-clau trol-program-islocated

VS ALY 0.7} eiaht-8 bi inters-to-the location-whe 3 lauses-control prograum-is-located

PS_FETCH. {0...7} eight 8 bit pointers to the-location where each-claus trol program-is-located

PS_ALU_{0,..7} eight 8 bit pointers to the location where sach clau ontrol-program-is-located

PS_BASE base pointer for the pixel shader in the instruction store

VS_BASE base pointer for the vertex shader in the instruction store

VS_CF_SIZE size of the vertex shader (# of instructions in control program/2)

PS_CF_SIZE size of the pixel shader (# of instructions in control program/2)

PS_SIZE size of the pixel shader (cntl+instructions)

VS_SIZE size of the vertex shader (cntl+instructions)

PS_NUM_REG number of GPRs to allocate for pixel shader programs

VS_NUM_REG number of GPRs to allocate for vertex shader programs

PARAM_SHADE One 16 bit register specifying which parameters are to be gouraud shaded (0 = flat, 1

= gouraud)
PROV ERT 0-rvertex-0,1:verex 1, 2. vett t vert fthe-primiti
PARAM_WRAP 64 bits: for Whlch parameters (and channels (xyzw)) do we do the cyl wrapping

PS_EXPORT_MODE

VS_EXPORT_MODE
VS_EXPORT

_COUNT___Number of !ocatlons ex orted by the VS (and thus number of interpolated

PARAM_GEN_I0
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(O=linear, 1=cylindrical).

Oxxxx : Normal mode

Ixxxx : Multipass mode

If normal, bbbz where bbb is how many colors (0-4) and z is export z or not
If multipass 1-12 exports for color.

0: position (1 vector), 1: position (2 vectors), 3:multipass

parameters)-{0...6} rs-representin # of interpolated
parametersexgoy{e in-clause 7.4 ated-in) W DT LIN R =]

—#-of-exported-vectors-fo-memory-perclause-in mumpass mode {pe; clause)
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! GEN_INDEX Auto generates an address from O to XX, Puts the results into R0-1 for pixel shaders

and R2 for vertex shaders
CONST_BASE_VTX (9 bits)Logical Base address for the constants of the Vertex shader
CONST_BASE_PIX (9 bits) Logical Base address for the constants of the Pixel shader
CONST_SIZE_PIX (8 bits) Size of the logical constant store for pixel shaders
CONST_SIZE_VTX (8 bits) Size of the logical constant store for vertex shaders
INST_PRED_OPTIMIZE  Turns on the predicate bit optimization (if of, conditional_execute_predicates is
always executed).

CF_BOOLEANS 2586 boolean bits

CF_LOOP_COUNT 32x8 bit counters (number of times we traverse the loop)
CF_LOOP_START 32x8 bit counters (init value used in index computation)
CF_LOOP_STEP 32x8 bit counters (step value used in index computation)

S { Formatted: Bullets and Numbering }

-

26-23. DEBUG Reqisters

26-123.1 Context

DB_PROB_ADDR instruction address where the first problem occurred
DB_PROB_COUNT number of problems encountered during the execution of the program
DB_PROB_BREAK break the clause if an error is found.

DB ON turns on an off debug method 2

DB_INST_COUNT instruction counter for debug method 2

DB_BREAK_ADDR break address for method number 2

DB-CLALSE

A Al i) LIS odefordebio taaTa¥al O nommal-doadd : ;”_}
e s P 2] g 0] T T g
DB-CLAUBE

MODE. FETOM. L defordebucs-mell 2 A0 novmal-deaddr i(m}
s - o i3 g T o

— ,—{ Formatted: Bullets and Numbering

26223 2 Control

DB_ALUCST_MEMSIZE Size of the physical ALU constant memory
DB_TSTATE_MEMSIZE Size of the physical texture state memory

Formatted: Bullets and Numbering }

2724 Interfaces

27124 1 External Interfaces

Whenever an x is used, it means that the bus is broadcast to all units of the same name. For example, if a bus is
named SQ—SPx it means that SQ is going to broadcast the same information to all SP instances.

. [Formatted: Bullets and Numbering }

27224 2 SC to SP Interfaces =

=] Formatted: Bullets and Numberin
27212421 SC_SP# < { Formatiad butes and Murberng
There is one of these interfaces at front of each of the SP (buffer to stage pixel interpolators). This interface transmits
the 1,J data for pixel interpolation. For the entire system, two quads per clock are transferred to the 4 SPs, so each of
these 4 interfaces transmits one half of a quad per clock. The interface below describes a half of a quad worth of
data.
The actual data which is transferred per quad is

Ref Pix | => 84.20 Floating Point | value

Ref Pix J => §4.20 Floating Point J value

Delta Pix | (x3) => 54.8 Floating Point Delta | value

Delta Pix J (x3) => 84.8 Floating Point Delta J value
This equates to a total of 128 bits which transferred over 2 clocks
and therefor needs an interface 64 bits wide
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Additionally, X)Y data (12-bit unsigned fixed) is conditionally sent across this data bus over the same wires in an
additional clock. The XY data is sent on the lower 24 bits of the data bus with faceness in the msb.
Transfers across these interfaces are synchronized with the SC_SQ IJ Control Bus transfers.

The data transfer across each of these busses is controlled by a IJ_BUF_INUSE_COUNT in the 8C. Each time the
SC has sent a pixel vector's worth of data to the SPs, he will increment the IJ_BUF_INUSE_COUNT count. Prior to
sending the next pixel vectors data, he will check to make sure the count is less than MAX_BUFER_MINUS_2, if not
the SC will stall until the SQ returns a pipelined pulse to decrement the count when he has scheduled a buffer free.
Note: We could/may optimize for the case of only sending only |J to use all the buffers to pre-load more. Currently
it is planned for the SP to hold 2 double buffers of I,J data and two buffers of XY data, so if either X,Y or Centers and
Centroids are on, then the SC can send two Buffers.

In at least the initial version, the SC shall send 16 quads per pixel vector even if the vector is not full. This will
increment buffer write address pointers correctly all the time. (We may revisit this for both the SX,SP,8Q and add a
EndOfVector signal on all interfaces to quit early. We opted for the simple mode first with a belief that only the end of
packet and multiple new vector signals should cause a partial vector and that this would not really be significant
performance hit.)

Name Bits | Description

SC_SP#_data 64 IJ information sent over 2 clocks (or X,Y in 24 LSBs with faceness in upper bit)
Type 0 or 1, First clock |, second clk J
Field ULc URC LLC LRC

Bits  [63:39] [38:26]  [25:13]  [12:0]
Format SE4M20  SE4M8  SE4M8  SE4MS

Type 2

Field Face X Y

Bits [63] [23:12) [11:0]

Format Bit Unsigned Unsigned
SC_SP# valid 1 Valid
SC_SP# last_quad_data 1 This bit will be set on the last transfer of data per quad.
SC_SP# type 2 0 -> Indicates centroids

1 -> Indicates centers

2 -> Indicates X,Y Data and faceness on data bus

The SC shall look at state data to determine how many types to send for the
interpolation process.

The # is included for clarity in the spec and will be replaced with a prefix of u#_ in the verilog module statement for
the SC and the SP block will have neither because the instantiation will insert the prefix.

. 4— ~ {Formatted: Bullets and Numbering
272224272 SC_SQ il S
This is the control information sent to the sequencer in order to synchronize and control the interpolation and/or =

loading data into the GPRs needed to execute a shader program on the sent pixels. This data will be sent over two
clocks per transfer with 1 to 16 transfers. Therefore the bus (approx 92 bits) could be folded in half to approx 47 bits.

Name Bits | Description
SC_8Q_data 48 Control Data sent to the SQ
1 clk transfers
Event - valid data consist of event_id and
state_id. Instruct SQ to postan
event vector to send state id and
event_id through request fifo
and onto the reservation stations
making sure state id and/or event_id
gets back to the CP. Events only
follow end of packets so no pixel
vectors will be in progress.
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Empty Quad Mask - Transfer Control data
consisting of pc_dealloc
or new_vector. Receipt of this is to
transfer pc_dealloc or new_vector
without any valid quad data. New
vector will always be posted to
request fifo and pc_dealloc will be
attached to any pixel vector
outstanding or posted in request fifo
if no valid quad outstanding.

2 clk transfers

Quad Data Valid — Sending quad data with or
without new_vector or pc_dealloc.
New vector will be posted to request
fifo with or without a pixel vector and
pc_dealloc will be posted with a pixel
vector unless none is in progress. In
this case the pc_dealloc will be
posted in the request queue.
Filler quads will be transferred with
The Quad mask set but the pixel
corresponding pixel mask set to
zero.

SC_8Q_valid

1 SC sending valid data, 2™ clk could be all zeroes

SC_8Q_data - first clock and second clock transfers are shown in the table below.

Name

BitField | Bits | Description

1 Clock Transfer

SC_8Q_event 0 1 This transfer is a 1 clock event vector
Force quad_mask = new_vector=pc_dealloc=0
SC_8Q_event_id [2:1] 2 This field identifies the event
0 => denotes an End Of State Event
1=>TBD
SC_SQ_pc_dealloc [5:3] 3 Deallocation token for the Parameter Cache
SC_SQ_new_vector 6 1 The SQ must wait for Vertex shader done count > 0 and after

dispatching the Pixel Vector the SQ will decrement the count.

SC_8Q_quad_mask [10:7] 4 Quad Write mask left to right SPO => SP3
SC_8Q_end_of_prim 11 1 End Of the primitive
SC_SQ_state_id [14:121 | 3 State/constant pointer (6*3+3)
SC_8Q_pix_mask [30:15] | 18 Valid bits for all pixels SPO=>3P3 (UL,UR LLLR)
SC_8Q_prim_type [33:31] |3 Stippled line and Real time command need to load tex cords from
alternate buffer
000: Normal
010: Realtime
101: Line AA

110: Point AA (Sprite)

SC_8Q_provok_vix

[35:34] | 2 Provoking vertex for flat shading

SC_8Q_pc_ptr0

[46:36] | 11 Parameter Cache pointer for vertex 0

2nd Clock Transfer

SC_SQ_pc_ptr1

[10:0] 11 Parameter Cache pointer for vertex 1

SC_8SQ_pc_ptr2

[21:11] 11 Parameter Cache pointer for vertex 2

SC_8Q_lod_correct

[45:22] | 24 LOD correction per quad (6 bits per quad)

Name

Bits | Description
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SQ_8C_free_buff 1 Pipelined bit that instructs SC to decrement count of buffers in use.

SQ_SC_dec_cntr_cnt 1 Pipelined bit that instructs SC to decrement count of new vector and/or event

sent to prevent SC from overflowing SQ interpolator/Reservation request fifo.

The scan converter will submit a partial vector whenever:

1.) He gets a primitive marked with an end of packet signal.

2.) A current pixel vector is being assembled with at least one or more valid quads and the vector has been
marked for deallocate when a primitive marked new_vector arrives. The Scan Converter will submit a partial
vector (up to 16quads with zero pixel mask to fill out the vector)

marker\primitive.

(This will prevent a hang which can be demonstrated when all primitives in a packet three vectors are culied
except for a one quad primitive that gets marked pc_dealloc (vertices maximum size).
new_vectors are submitted and processed, but then one valid quad with the pc_dealloc creates a vector and then
the new would wait for another vertex vector to be processed, but the one being waited for could never export

until the pc_dealloc signal made it through and thus the hang.)

272324 2.3 8Q to SX: Interpolator bus

prior to submitting the new_vector

In this case two

Formatted: Bullets and Numbering

Name Direction Bits | Description
SQ_SXx_interp_flat_vix SQ—-SPx 2 Provoking vertex for flat shading
SQ_8Xx_interp_flat_gouraud | SQ--»8Px 1 Flat or gouraud shading
SQ_SXx_interp_cyl_wrap SQ—SPx 4 Wich channel needs to be cylindrical wrapped
SQ_8Xx_pc_ptr0 SQ-8Xx 11 Parameter Cache Pointer
SQ_SXx_pc_ptr1 SQ-SXx 1 Parameter Cache Pointer
SQ_SXx_pc_ptr2 SQ--»>8Xx 11 Parameter Cache Pointer
SQ_SXx_rt_sel SQ—-8Xx 1 Selects between RT and Normal data
SQ_SXx_pc_wr_en SQ—-8Xx 1 Write enable for the PC memories
SQ_SXx_pc_wr_addr SQ--»8Xx 7 Write address for the PCs
5Q_8Xx_pc_channel_mask | $Q-»8Xx 4 Channel mask

272424 2 4 SQ fo SP: Staging Register Data

This is a broadcast bus that sends the VSISR information to the staging registers of the shader pipes.

e ”[ Formatted: Bullets and Numbering

Name Direction Bits | Description

SQ_SPx_vsr_data SQ—8Px 96 Pointers of indexes or HOS surface information
SQ_SPx_vsr_double SQ—-S8Px 1 0: Normal 96 bits per vert 1: double 192 bits per vert
SQ_SPO_ vsr_valid SQ-SPO 1 Data is valid

SQ_SP1_vsr_ valid SQ—-SP1 1 Data is valid

SQ_SP2_vsr_ valid SQ--SP2 1 Data is valid

SQ_SP3_ vsr_ valid SQ—-SP3 1 Data is valid

SQ_8Px_vst_read SQ--SPx 1 Increment the read pointers

2725242 5 VGT to SQ : Vertex interface

27251242 5.1 Interface Signal Table

The area difference between the two methods is not sufficient to warrant complicating the interface or the state
requirements of the VSISRs. Therefore, the POR for this interface is that the VGT will transmit the data to the

e

= = f[ Formatted: Bullets and Numbering )

VSISRs (via the Shader Sequencer) in full, 32-bit floating-point format. The VGT can transmit up to six 32-bit

floating-point values to each VSISR where four or more values require two transmission clocks. The data bus is 96

bits wide.
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Name Bits Description
VGT_SQ_vsisr_data 96 Pointers of indexes or HOS surface information
VGT_SQ_vsisr_double 1 0: Normal 96 bits per vert 1: double 192 bits per vert
VGT_SQ_end_of_vector 1 Indicates the last VSISR data set for the current process vector (for double vector
data, "end_of vector" is set on the first vector)
VGT _SQ_indx_valid 1 Vsisr data is valid
VGT_SQ_state 3 Render State (6*3+3 for constants). This signal is guaranteed to be correct when
“VGT_SQ_vgt end_of vector” is high.
VGT_SQ_send 1 Data on the VGT_SQ is valid receive (see write-up for standard R400 SEND/RTR
interface handshaking)
SQ_VGT_rtr 1 Ready to receive (see write-up for standard R400 SEND/RTR interface
handshaking)

2725224 252 Interface Diagrams
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2726242 6 8Q to SX: Control bus

. ﬂ«‘f Formatted: Bullets and Numbering

Depending on the type the number of export location changes:

* Type 00 : Pixels without Z

o 00 =1 buffer
01 = 2 buffers

10 = 3 buffers
o 11 =4 buffer

s Type 01: Pixels with Z
o 00 = 2 Buffers (color +2)

01 = 3 buffers (2 color + Z

10 = 4 buffers (3 color + Z)

11 =5 buffers (4 color + 2

+  Type 10 : Position export

o 00 =1 position
o 01 =2 positions
o 11X = Undefined

e Type11: Pass Thry

o 00 =4 buffers
s 01 = 8 buffers
o 10 =12 buffers
o 11 = Undefined

Below the thick black line is the end of transfer packet that tells the SX that a given export is finished. The report
packet will always arrive either before or at the same time than the next export to the same ALU id These fields

are avang i k3 SAOLIA ¥ orbiryes oo for.aveoution

e : et = G b

2FR2T24.2.7 SX to SQ : Quiput file control “

Name Direction Bits | Description

SXx_SQ_exp_count_rdy SXx—8Q 1 Raised by SXO0 to indicate that the following two fields
reflect the result of the most recent export

SXx_8Q_exp_pos_avail SXx-»8Q 1 Specifies whether there is room for another position.

SXx_SQ_exp_buf_avail SXx—8Q 7 Specifies the space available in the output buffers.

0O: buffers are full
1: 2K-bits available (32-bits for each of the 64
pixels in a clause)

64 128K-bits available (16 128-bit entries for each of
64 pixels)
65-127: RESERVED

Exhibit 20208 docR400_

73201 Bytes*** @ ATl Confidential.
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Name Direction Bits | Description
508X exp iype SQ-»8SXx 2 00; Pixel without z (1 to 4 buffers
01. Pixel withz (1 to 4 buffers)
10; Position (1 or 2 results)
11: Pass thru (4.8 or 12 results aligned)
SQ_SXx_exp number 2 Number of locations needed in the export buffer || =
{encoding depends on the type see bellow).
SQ _SxXx exp_alu id 1 ALUID _ - -| Formatted
SQ 8SX exp valid 1 Valid bit 1o { Formatted ]
S0 8Xx _exp siate 3 State Context .
e S ) e = Stm— 7| Formatted ]
SQ SX free done L1 _ | Pulse to indicate that the previous export is finished ||
{ihis can be sent with or without the other fields of the || | Formatted . ]
interface S - -
SQ_SXx_free alu id SQ5Xx 1 TAUD { Formatted )

y ;f | Formatted: Bullets and Numbering

B { Formatted: Bullets and Numbering }
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2728242 8 SQ to TP: Control bus

Once every clock, the fetch unit sends to the sequencer on which clause-RS line it is now working and if the data in
the GPRs is ready or not. This way the sequencer can update the fetch valid bits counters-flags for the reservation
station-fifes. The sequencer also provides the instruction and constants for the fetch to execute and the address in

the register file where to write the fetch return data.

EE { Formatted: Bullets and Numbering

Name Name DirectionDirection | BitsBits DescriptionDescription
TPx _8Q data rdyTPx- 80 data_rdy TPx—  8QTPx— | 11 Data readyData ready
B3Q : :
JPx _SQ rs line num¥Px-8Q-slause_num IPx-— SQFPx— | 63 Line  number  in _ the | . {Formatted
280 Reservation stationClause T
number
TPx_SQ typeTPx-8Q-type TPx— _ SQTPx— | 11 Type of data sent (ORPIXEL
8Q IVERTEX Type--of-datasent
(GRPIXEL-BVERTEG
B0 TPx _sendSG-TRx-send SQ--TPx80--TRx | 14 Sending valid dataSending
valid-data
80 TPx constS8C-TPx_const SQ--TPx80--Thx | 4848 Fetch state sent over 4 clocks
{192 bits total)Felch slate sent
over 4 clocks (192 bi tal)
SQ _TPx_instr8Q-TRx-ipstr SQ-TPx8Q—-TPx | 2424 Fetch instruction sent over 4
clock i tion £
Q TPx_end of group8Q-TPx—end-ef-clause SQ-TPx8Q—FPx | 14 Last  instruction of the | \‘[Formatted };
groupkast-instruction—of-the | i e T
clause i
SQ _TPx_TypeSQ-Thx-Type SQ-TPx8Q--FRx | 14 Type of data sent (O:PIXEL
TVERTEX) Fype—of-data-sent
SQ TPx_gpr phaseSQ-TPx-gpr-phase SQ—-TPx8Q—TRx | 22 Write phase signalWrite phase
signal
S5Q TPO lod correctSG-TRO-Jod-correet SQ—-TPOSQ-—-TRD | 66 LOD correct 3 bits per comp 2
components per duad LGB
cou ffo—por rp—2
8Q _TPO pix_maskSQ-TRO-pix-mask 8Q-TPOSQ—TRO | 44 Pixel mask 1 bit per pixelPixel
mask-1-bit perpixel
8Q TP1 lod correct8G-TR-Jod-correect SQ-TP180-—TRY | 66 LOD correct 3 bits per comp 2
components per quad LGB
oo 3--bits—per—comp—2
compenenis-perguad
8GQ TP pix_maskSQ-TR1 phcmask 8Q--TP18Q—TRY | 44 Pixel mask 1 bit per pixelPixel
mask-1-bitper-pix
SQ _TP2 lod correct8Q.TR2 Jod.correct 8Q-TP28Q--TP2 | 66 LOD correct 3 bits per comp 2
components per quad LOD
correct--3--bits—per—comp--2
compenenis per-quad
SQ _TP2 pix maskSQ-FR2-pix— SQ-TP28Q--TR2 | 44 Pixel mask 1 bit per pixelPixel
SQ _TP3 lod correct8QTR3 Jod.correct 8Q-—-TP35Q--TP3 | 66 LOD correct 3 bils per comp 2
components per quad LOD
correc itspercomp.2
components per-quad
8Q TP3 pix maskSQ-TR3-pix—mask SQ-TP38Q--TR3 | 44

Pixel mask 1 bit per pixelPixel
> :
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SQ TPx 1s line numSQTPx clause_num | 8A-TPx8Q—TPx | 63 Line  number  in _ the || ﬂFormatted }
Reservation stationClause || S T
rumber
S0 TPx_write gpr index8GQ- TR viite-gpr-ind SQ->TPx8Q-=Thx | 77 Index_into Register file for write
* of returned Fetch Datalndex
i =] it m ites £
relurned-Feteh-Dala

242924 2.9 TP to SQ: Texture stall
The TP sends this signal to the SQ and the SPs when its input buffer is full.

TP_SP_fetch_Stall

e 4[ Formatted: Bullets and Numbering

SQ_SP_wr_addr
R sUo L
\—b S r
| Y
su2 L
\
sUs }

i
[ Name | Direction | Bits | Description
| TP_SQ_fetch_stall | TP— SQ 1 | Do not send more texture request if asserted |

2721024 2. 10 SQ to SP: Texture stall

{Formatted: Bullets and Numbering

| Name [ Direction [ Bits | Description

| SQ_SPx_fetch_stall | SQ-»8Px 11 | Do not send more texture request if asserted

211242 11 8Q to SP: GPR and auto counter

kl ,« *[ lformatted; Bullets a\nd Numper?ng

Name Direction Bits | Description

SQ_S8Px_gpr_wr_addr SQ--SPx 7 Write address

SQ_SPx_gpr_rd_addr SQ—-SPx 7 Read address

SQ_SPx_gpr_rd_en SQ—SPx 1 Read Enable

SQ_SPx_gpr_wr_en SQ-»SPx 1 Wirite Enable for the GPRs

SQ_SPx_gpr_phase SQ—-SPx 2 The phase mux (arbitrates between inputs, ALU SRC
reads and writes)

SQ_SPx_channel_mask SQ-»8Px 4 The channel mask

SQ_SPx_gpr_input_sel SQ—-SPx 2 When the phase mux selects the inputs this tells from
which source to read from: Interpolated data, VTXO,
VTX1, autogen counter.

SQ_SPx_auto_count SQ—-8Px 127 | Auto count generated by the SQ, common for all shader
pipes

Exhibit 20208 docR400_

73201 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © »

AMD1044_0257387

ATI Ex. 2107
IPR2023-00922
Page 253 of 260



ORIGINATE DATE EDIT DATE R400 Sequencer Specification PAGE
24 September, 2001 4 September, 201518 52 of 58
24224 2 12 SQ fo SPx: Instructions -
Name Direction Bits | Description
SQ_SPx_instr_start SQ—SPx 1 Instruction start
SQ_SP_instr SQ—8Px 21 Transferred over 4 cycles
0: SRC A Select 2:0
SRC A Argument Modifler 3:3
SRC A swizzle 114
VectorDst 17112
Unused 20:18
1: SRC B Select 2:0
SRC B Argument Modifier 3:3
SRC B swizzle 11:4
ScalarDst 17:12
Unused 20:18
2: SRC C Select 2:0
SRC C Argument Modifier 3:3
SRC C swizzle 114
Unused 20:12
3: Vector Opcode 4:0
Scalar Opcode 10:5
Vector Clamp 1111
Scalar Clamp 12:12
Vector Write Mask 16:13
Scalar Write Mask 20:17
SQ_SPx_exp_alu_id SQ—SPx 1 ALUID
SQ_SPx_exporting SQ—->SPx 2 0: Not Exporting
1: Vector Exporting
2: Scalar Exporting
SQ_SPx_stall SQ--»SPx 1 Stall signal
SQ_SP0_write_mask SQ—-SPO 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP1_ write_mask SQ—-8P1 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP2_ write_mask SQ—-SP2 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock
SQ_SP3_ write_mask SQ—-S8P3 4 Result of pixel kill in the shader pipe, which must be
output for all pixel exports (depth and all color
buffers). 4x4 because 16 pixels are computed per
clock

2721324 2 13 SP to SQ: Constant address load/ Predicate Set

Name

Direction Bits | Description

SPO_SQ_const_addr

SP0—-SQ 36

Constant address load / predicate vector load (4 bits only)
to the sequencer

SP0O_SQ_valid

SP0--8Q 1

Data valid

SP1_SQ_const_addr

SP1-8Q 36

Constant address load / predicate vector load (4 bits only)
to the sequencer
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SP1_8Q_valid SP1-8Q 1 Data valid
SP2_SQ_const_addr SP2-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP2_8Q_valid SP2--8Q 1 Data valid
SP3_SQ_const_addr SP3-8Q 36 Constant address load / predicate vector load (4 bits only)
to the sequencer
SP3_8Q_valid SP3--8Q 1 Data valid
224424 2 14 SQ to SPx: constant broadcast 1 1 Fomatte Brlets nd tumema_ )
[ Name | Direction | Bits | Description FE
| SQ_SPx_const | sQ-8Px | 128 | Constant broadcast rFr SR
27-21524.2.15 SPO to SQ: Kill vector load *'1 - Bt Y
Name Direction Bits | Description :
SPO_SQ_Kkill_vect SP0—-8Q 4 Kill vector load
SP1_8Q_kill_vect SP1-8Q 4 Kill vector load
SP2_SQ_kill_vect SP2-8Q 4 Kill vector load
SP3_SQ_Kkill_vect SP3-8Q 4 Kill vector load 2 3 S S
§ i} ) :{Formatted: Bullets and Numbering _J
27216242 16 SQ to CP: RBBM bus M = T
Name Direction Bits | Description
SQ_RBB_rs SQ—-CP 1 Read Strobe
SQ_RBB_rd SQ--CP 32 Read Data
SQ_RBBM_nrirtr SQ—-CP 1 Optional
SQ_RBBM_rir $Q--CP 1 Real-Time (Optional) S S _}
. . ji= ‘4{ Formatted: Bullets and Numbering
2724724 2 17 CP to SQ: RBBM bus *l T e
Name Direction Bits | Description i
rbbm_we CP-8Q 1 Write Enable
rbbm_a CP—-8Q 15 Address -- Upper Extent is TBD (16:2)
rbbm_wd CP-8Q 32 Data
rbbm_be CP—8Q 4 Byte Enables
rbbm_re CP-8Q 1 Read Enable
rbb_rs0 CP—-8Q 1 Read Return Strobe 0
rbb_rs1 CP-8Q 1 Read Return Strobe 1
rbb_rd0 CP—-8Q 32 Read Data O
rbb_rd1 CP-8Q 32 Read Data O
RBBM_SQ_soft_reset CP-8Q 1 Soft Reset = :
. . ~ _« f{ Formatted: Bullets and Numbering
2721824 2 18 SQ to CP: State report il
Name Direction Bits | Description
3Q_CP_vs_event SQ—CP 1 Vertex Shader Event
SQ_CP_vs_eventid SQ—-CP 2 Vertex Shader Event ID
SQ_CP_ps_event SQ—-CP 1 Pixel Shader Event
8Q_CP_ps_eventid SQ—-CP 2 Pixel Shader Event ID

eventid = 0 => *sEndOfState (i.e. VsEndOfState)
eventid = 1 => *sDone (i.e. VsDone)

So, the CP will assume the Vs is done with a state whenever it gets a pulse on the SQ_CP_vs_event
and the SQ_CP_vs_eventid = 0.
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24 3 Example of control flow program execution

We now provide some examples of execution to better illustrate the new design.

Given the program:

Alloc Position 1 buffer
Alu 8 Export

Tex 4

Alloc Parameter 3 buffers
Alu 9 Export O

Tex 5

Alu 10 Serfal Export 2
Alu 11 Export 1 End

Would be converted into the following CF instructions:

And the execution of this program would look like this:

Put thread in Vertex RS:

Control Flow Instruction Pointer (12 bits), (CFP
Execution Count Marker (3 or 4 bits), (ECM)
Loop Merators (4xD bits), (L]

Call return pointers (4x12 bits), (CRF)
Predicate Bits(4x84 bits), (PB)

Export 1D (1 bity, (EXID)

GPR Base Plr (8 bits), (GPR

Export Base Pir (7 bits) (EB)

Context Ptr (3 bits).(CPTR)

LOD correction bits (16x6 bits) (LOD

P

e “[ Formatted: Bullets and Numbering ]

State Bits
CRP PB

o o

Valid Thread (VALID)

Texture/ALU engine needed (TYPE)

Texture Reads are oulstanding (PENDING
Waiting on Texture Read to Complete (SERIAL)
Allocation Wall (2 bits) (ALLOC)

Exhibit 2028 docR400

73201 Byres*** @ ATI Confidential. Reference Copyright Notice on Cover Page © »

AMD1044_0257390

ATI Ex. 2107
IPR2023-00922
Page 256 of 260



ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE
24 September, 2001 4 September, 201519 GEN-CXXXXX-REVA 55 of 58
A

YL

00 — No allocation needed
01 ~ Position export allocation needed {ordered expor!
10~ Parameler or pixel export needed (ordered export)
11~ pass thru (oul of order export)

Allocation Size (4 bits) (BIZE

Position Allocated (POS ALLOC

First thread of a new context (FIRST)

Last (1 bit), (LAST

Status Bits
VALID TYPE PENDING SERIAL ALLOC SIZE | POS ALLOC FIRST LAST e
L1 | ALY 1o 1o |0 lo 1o 11 |0 i

Then the thrgad is pigked up for the execution of the ﬁrst control flow iﬁstruction:

Execute Alu 0 Alu 0 Tex ex O Alu vl Tex O

It executes the first two ALU instructions and goes back o the RS for a resource request change. Here is the
state returned to the RS:

State Bits

CFP ECM Ll CRP PB {EXID GPR EB | CPTR LOD
[0 2 o |10 10 |0 |0 ] 1o |0 |
Status Bits

VALID TYPE PENDING SERIAL ALLOC SIZE | POS ALLOC FIRST LAST o
[1 | TEX 10 L0 |0 ] o i1 I i

Then when the texiure pipe frees up, the arbiter picks up the thread to issue the texture reads. The thread comes
back in this state;

State Bits

Status Bits =

VALID TYPE | PENDING SERIAL ALLOC SIZE | POS_ALLOC FIRST LAST i
L1 [ ALU 1 ] 0 lo 1o L1 o |

Because of the serial bit the arbiter must wait for the texiure to return and clear the PENDING bit before it can
pick the thread up. Lets say that the texture reads are complete, then the arbiter picks up the thread and returns it in
this state:

State Bits

Status Bits Il -

VALID TYPE PENDING | SERIAL | ALLOC | SIZE | POS ALLOC | FIRST | LAST
L1 | TEX ‘g ‘9 9 lo [0 i1 [0

Again the TP frees up, the arbiter picks up the thread and executes. It returns in this state:
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.
State Bits
Ll C PB EXID EB
[0 L7 o Lo 10 10 [0 o 10 ]
Status Bits
VALID TYPE PENDING SERIAL ALLOC SIZE | POS ALLOC FIRST LAST
[1 | ALU 11 o |0 lo o L1 [0

Now, even if the texiure has not returned we can still pick up the thread for ALU execution because the serial bit

is not set. The thread will however come back o the RS for the second ALU instruction because it has the serial bit

set.

State Bits
| CFP ECM L CRP

GPR

EB

LOD

Lo '8 10 o

PB EXID
1o 10

[0

10

CPTR
S

IS]

Status Bits
VALID TYPE | PENDING

SERIAL ALLOC

SIZE | POS_ALLOC

FIRST

LAST

L1 [ ALY L1

i1

o

o

o

1

[ o

As soon as the TP clears the pending bit the thread is picked up and returns:

State Bits

Status Bits
VALID TYPE | PENDING

SERIAL ALLOC
i

SIZE

FIRST

LAST

| TEX 0

|
‘0

Y]

o

POS _ALLOC
0

5

o

Picked up by the TP and returmns:

State Bits ]
[CFP ECM Ll CRP PB EXID GPR EB CPTR LOD g

L1 0 10 ] 10 10 10 |0 10 10
Status Bils

| VALID TYPE | PENDING SERIAL ALLOC SIZE | POS _ALLOC | FIRST LAST
L1 [ALU L1 0 o [0 |o K o

Picked up by the ALU and returns (lets say the TP has not returned yet):

State Bits
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Status Bits
VALID TYPE PENDING SERIAL ALLOC SIZE | POS ALLOC FIRST LAST
1 [ ALU 1 o o1 1 1o K o

If the $X has the place for the export, the SQ is going to allocate and pick up the thread for execution. It returns fo
the RS in this state:

State Bits

CFP ECM L CRP FB EXID GPR EB CPTR LoD
[3 1 10 o o 10 [0 [0 10 o
Status Bits

VALID TYPE PENDING SERIAL ALLOC SIZE | POS ALLOC FIRST LAST
[1 | TEX 1 lo o o 11 [ [o

Now, since the TP has not returned vet, we must wait for it to return because we cannot issue multiple texiure
reguests. The TP returns, clears the PENDING bit and we proceed;

State Bits

Status Bits
VALID TYPE | PENDING SERIAL ALLOC SIZE | POS ALLOC FIRST LAST
L1 [ ALY 1 ‘o 10 ] [1 1 o

Once again the SQ makes sure the 8X has enough room in the Parameter cache before it can pick up this
thread.

State Bits

Status Bits 1
VALID TYPE PENDING SERIAL ALLOC SIZE | POS ALLOC FIRST LAST
[1 | TEX 11 o o lo 1[4 [ |0 |

This executes on the TP and then refurns:

State Bits

Status Bits |
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VALID TYPE | PENDING | SERIAL ALLOC SIZE | POS ALLOC FIRST LABT i
K [ ALU 1 L1 10 lo 11 L1 11 |

Waits for the TP to refurn because of the textures reads are pending (and SERIAL in this case). Then exscutes
and does not return to the RS because the LAST bit is set. This is the end of this thread and before dropping it on the
floor, the 8Q notifies the SX of export completion,

5 /[ Formatted:‘ Bullets and Numberir‘lg‘
28.25. Open issues ~ e

Need to do some testing on the size of the register file as well as on the register file allocation method (dynamic VS
static).

Saving power?
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