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1. Overview

The sequencer first arbitrates between vectors of 16 vertices that arrive directly from primitive assembly and vectors
of 8 quads (32 pixels) that are generated in the raster engine.

The vertex or pixel program specifies how many GPR’s it needs to execute. The sequencer will not start the next
vector until the needed space is available.

The sequencer is based on the R300 design. It chooses an ALU clause and a texture clause to execute, and execute
all of the instructions in a clause before looking for a new clause of the same type. Each vector will have eight texture
and eight alu clauses, but clauses do not need to contain instructions. A vector of pixels or vertices ping-pongs along
the sequencer FIFO, bouncing from texture reservation station to alu reservation station. A FIFO exists between each
reservation stage, holding up vectors until the vector currently occupying a reservation station has left. A vector at a
reservation station can be chosen to execute. The sequencer looks at all eight alu reservation stations to choose an
alu clause to execute and all eight texture stations to choose a texture clause to execute. The arbitrator will give
priority to clauses/reservation stations closer to the top of the pipeline. It will not execute an alu clause until the
texture fetches initiated by the previous texture clause have completed.

To support the shader pipe the raster engine also contains the shader instruction cache and constant store.
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1.1 Top Level Block Diagram
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The rasterizer always checks the vertices FIFO first and if allowed by the sequencer sends the data to the shader. If
the vertex FIFO is empty then, the rasterizer takes the first entry of the pixel FIFO (a vector of 32 pixels) and sends it

to the interpolators. Then the sequencer takes control of the packet.

On receipt of a packet, the input state machine (not pictured but just before the first FIFO) allocated enough space in
the registers to store the interpolatoted values and temporaries. Following this, the input state machine stacks the
packetin the first FIFO.

On receipt of a command, the level 0 texture machine issues a texure request and corresponding register address for
the texture address (ta). A small command (tcmd) is passed to the texture system identifying the current level number
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(0) as well as the register set being used. One texture request is sent every 4 clocks causing the texturing of four
2x2s worth of data.

Uppon recept of the return data (identified by the tcmd containing the level number 0), the level 0 texture machine
issues a register address for the return value (td). Then, it puts the finished packetin FIFO 1.

On receipt of a command, the level 0 ALU machine issues a complete set of level 0 shader instructions. For each
instruction, the state machine generates 3 source addresses, one destination address (2 cycles later) and an
instruction id wich is used to index into the instruction store. Once the last instruction as been issued, the packet is
put into FIFO 2. Note that in the case of a pixel packet, the two vectors of 16 pixels are interleaved in order to hide the
latency of the ALUs (8 cycles).

All other level process in the same way until the packet finally reaches the last ALU machine (8). On completion of the
level 8 ALU clause, a valid bit is sent to the Render Backend wich picks up the color data. This requires that the last
instruction writes to the output register — a condition that is almost always true. If the packet was a vertex packet,
instead of sending the valid bit to the RB, it is sent to the PA, which picks up the data a puts it into the vertex store.

Only one ALU state machine may have access to the SRAM address bus or the instruction decode bus at one time.
Similarly, only one texture state machine may have access to the SRAM address bus at one time. Arbitration is
performed by two arbitrer blocks (one for the ALU state machines and one for the texture state machines). The
arbitrers always favor the higher number state machines, preventing a bunch of half finished jobs from clogging up
the SRAMS.

Each state machine maintains an address pointer specifying where the 16 (or 32) entries vector is located in the
SRAM (the texture machine has two pointers one for the read address and one for the write). Upon completion of its
job, the address pointer is incremented by a predefined amount equal to the total number of registers required by the
shading code. A comparison of the address pointer for the first state machine in the chain (the input state machine),
and the last machine in the chain (the level 8 ALU machine), gives an indication of how much unallocated SRAM
memory is available. When this number falls below a preset watermark, the input state machine will stall the rasterizer
preventing new data from entering the chain.
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