
Texture Fetch Instruction
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit 96 RD bit
0 OPCODE 0 0 0 DST_SEL_W 1 1 10 USE_COMP_LOD 0 1 28 unused 5 2 14 1 0 5
1 OPCODE 1 0 1 DST_SEL_W 1 1 11 USE_REG_LOD 0 1 29 unused 6 2 15 1 0 6
2 OPCODE 2 0 2 MAG_FILTER 0 1 12 USE_REG_LOD 1 1 30 OFFSET_X 0 2 16 1 0 7
3 OPCODE 3 0 3 MAG_FILTER 1 1 13 unused - 1 31 OFFSET_X 1 2 17 1 0 8
4 OPCODE 4 0 4 MIN_FILTER 0 1 14 USE_REG_GRADIENTS 0 2 0 OFFSET_X 2 2 18 1 0 9
5 FETCH_VALID_ONLY 0 0 19 MIN_FILTER 1 1 15 SAMPLE_LOCATION 0 2 1 OFFSET_X 3 2 19 1 0 10
6 TX_COORD_DENORM 0 0 25 MIP_FILTER 0 1 16 LOD_BIAS 0 2 2 OFFSET_X 4 2 20 1 0 11
7 SAMPLE_LOCATION 0 0 26 MIP_FILTER 1 1 17 LOD_BIAS 1 2 3 OFFSET_Y 0 2 21 1 0 12
8 DST_SEL_X 0 1 0 ANISO_FILTER 0 1 18 LOD_BIAS 2 2 4 OFFSET_Y 1 2 22 1 0 13
9 DST_SEL_X 1 1 1 ANISO_FILTER 1 1 19 LOD_BIAS 3 2 5 OFFSET_Y 2 2 23 1 0 14
10 DST_SEL_X 2 1 2 ANISO_FILTER 2 1 20 LOD_BIAS 4 2 6 OFFSET_Y 3 2 24 1 0 15
11 DST_SEL_Y 0 1 3 ARBITRARY_FILTER 0 1 21 LOD_BIAS 5 2 7 OFFSET_Y 4 2 25 1 0 16
12 DST_SEL_Y 1 1 4 ARBITRARY_FILTER 1 1 22 LOD_BIAS 6 2 8 OFFSET_Z 0 2 26 1 0 17
13 DST_SEL_Y 2 1 5 ARBITRARY_FILTER 2 1 23 unused 0 2 9 OFFSET_Z 1 2 27 1 0 18
14 DST_SEL_Z 0 1 6 VOL_MAG_FILTER 0 1 24 unused 1 2 10 OFFSET_Z 2 2 28 1 0 20
15 DST_SEL_Z 1 1 7 VOL_MAG_FILTER 1 1 25 unused 2 2 11 OFFSET_Z 3 2 29 1 0 21
16 DST_SEL_Z 2 1 8 VOL_MIN_FILTER 0 1 26 unused 3 2 12 OFFSET_Z 4 2 30 1 0 22
17 DST_SEL_W 0 1 9 VOL_MIN_FILTER 1 1 27 unused 4 2 13 unused - unused - 1 0 23

1 0 26
Vertex Fetch Instruction 1 0 27

Cycle 0 Cycle 1 Cycle 2 Cycle 3 1 0 28
SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit 1 0 29

0 OPCODE 0 0 0 DST_SEL_W 1 1 10 EXP_ADJUST_ALL 4 1 28 OFFSET_X 6 2 14 1 0 30
1 OPCODE 1 0 1 DST_SEL_W 1 1 11 EXP_ADJUST_ALL 5 1 29 OFFSET_X 7 2 15 1 0 31
2 OPCODE 2 0 2 FORMAT_COMP_ALL 0 1 12 unused - 1 30 OFFSET_X 8 2 16 1 1 31
3 OPCODE 3 0 3 NUM_FORMAT_ALL 0 1 13 unused - 1 31 OFFSET_X 9 2 17 1 2 31
4 OPCODE 4 0 4 SIGNED_RF_MODE_ALL 0 1 14 STRIDE 0 2 0 OFFSET_X 10 2 18 70
5 FETCH_VALID_ONLY 0 0 19 INDEX_ROUND 0 1 15 STRIDE 1 2 1 OFFSET_X 11 2 19
6 CONST_INDEX_SEL 0 0 25 DATA_FORMAT 0 1 16 STRIDE 2 2 2 OFFSET_X 12 2 20
7 CONST_INDEX_SEL 1 0 26 DATA_FORMAT 1 1 17 STRIDE 3 2 3 OFFSET_X 13 2 21
8 DST_SEL_X 0 1 0 DATA_FORMAT 2 1 18 STRIDE 4 2 4 OFFSET_X 14 2 22
9 DST_SEL_X 1 1 1 DATA_FORMAT 3 1 19 STRIDE 5 2 5 OFFSET_X 15 2 23
10 DST_SEL_X 2 1 2 DATA_FORMAT 4 1 20 STRIDE 6 2 6 OFFSET_X 16 2 24
11 DST_SEL_Y 0 1 3 DATA_FORMAT 5 1 21 STRIDE 7 2 7 OFFSET_X 17 2 25
12 DST_SEL_Y 1 1 4 unused - 1 22 OFFSET_X 0 2 8 OFFSET_X 18 2 26
13 DST_SEL_Y 2 1 5 unused - 1 23 OFFSET_X 1 2 9 OFFSET_X 19 2 27
14 DST_SEL_Z 0 1 6 EXP_ADJUST_ALL 0 1 24 OFFSET_X 2 2 10 OFFSET_X 20 2 28
15 DST_SEL_Z 1 1 7 EXP_ADJUST_ALL 1 1 25 OFFSET_X 3 2 11 OFFSET_X 21 2 29
16 DST_SEL_Z 2 1 8 EXP_ADJUST_ALL 2 1 26 OFFSET_X 4 2 12 OFFSET_X 22 2 30
17 DST_SEL_W 0 1 9 EXP_ADJUST_ALL 3 1 27 OFFSET_X 5 2 13 unused - unused -
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Texture Fetch Constant Fields
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 unused - 3 0 BASE_ADDRESS 4 4 16 NUM_FORMAT_ALL 0 6 0 LOD_BIAS 4 7 16
1 unused - 3 1 BASE_ADDRESS 5 4 17 DST_SEL_X 0 6 1 LOD_BIAS 5 7 17
2 FORMAT_COMP_X 0 3 2 BASE_ADDRESS 6 4 18 DST_SEL_X 1 6 2 LOD_BIAS 6 7 18
3 FORMAT_COMP_X 1 3 3 BASE_ADDRESS 7 4 19 DST_SEL_X 2 6 3 LOD_BIAS 7 7 19
4 FORMAT_COMP_Y 0 3 4 BASE_ADDRESS 8 4 20 DST_SEL_Y 0 6 4 LOD_BIAS 8 7 20
5 FORMAT_COMP_Y 1 3 5 BASE_ADDRESS 9 4 21 DST_SEL_Y 1 6 5 LOD_BIAS 9 7 21
6 FORMAT_COMP_Z 0 3 6 BASE_ADDRESS 10 4 22 DST_SEL_Y 2 6 6 GRAD_EXP_ADJUST_H 0 7 22
7 FORMAT_COMP_Z 1 3 7 BASE_ADDRESS 11 4 23 DST_SEL_Z 0 6 7 GRAD_EXP_ADJUST_H 1 7 23
8 FORMAT_COMP_W 0 3 8 BASE_ADDRESS 12 4 24 DST_SEL_Z 1 6 8 GRAD_EXP_ADJUST_H 2 7 24
9 FORMAT_COMP_W 1 3 9 BASE_ADDRESS 13 4 25 DST_SEL_Z 2 6 9 GRAD_EXP_ADJUST_H 3 7 25
10 CLAMP_X 0 3 10 BASE_ADDRESS 14 4 26 DST_SEL_W 0 6 10 GRAD_EXP_ADJUST_H 4 7 26
11 CLAMP_X 1 3 11 BASE_ADDRESS 15 4 27 DST_SEL_W 1 6 11 GRAD_EXP_ADJUST_V 0 7 27
12 CLAMP_X 2 3 12 BASE_ADDRESS 16 4 28 DST_SEL_W 2 6 12 GRAD_EXP_ADJUST_V 1 7 28
13 CLAMP_Y 0 3 13 BASE_ADDRESS 17 4 29 EXP_ADJUST_ALL 0 6 13 GRAD_EXP_ADJUST_V 2 7 29
14 CLAMP_Y 1 3 14 BASE_ADDRESS 18 4 30 EXP_ADJUST_ALL 1 6 14 GRAD_EXP_ADJUST_V 3 7 30
15 CLAMP_Y 2 3 15 BASE_ADDRESS 19 4 31 EXP_ADJUST_ALL 2 6 15 GRAD_EXP_ADJUST_V 4 7 31
16 CLAMP_Z 0 3 16 SIZE 0 5 0 EXP_ADJUST_ALL 3 6 16 BORDER_COLOR 0 8 0
17 CLAMP_Z 1 3 17 SIZE 1 5 1 EXP_ADJUST_ALL 4 6 17 BORDER_COLOR 1 8 1
18 CLAMP_Z 2 3 18 SIZE 2 5 2 EXP_ADJUST_ALL 5 6 18 FORCE_BC_W_TO_MAX 0 8 2
19 SIGNED_RF_MODE_ALL 0 3 19 SIZE 3 5 3 MAG_FILTER 0 6 19 TRI_JUICE 0 8 3
20 DIM 0 3 20 SIZE 4 5 4 MAG_FILTER 1 6 20 TRI_JUICE 1 8 4
21 DIM 1 3 21 SIZE 5 5 5 MIN_FILTER 0 6 21 unused - 8 5
22 PITCH 0 3 22 SIZE 6 5 6 MIN_FILTER 1 6 22 unused - 8 6
23 PITCH 1 3 23 SIZE 7 5 7 MIP_FILTER 0 6 23 unused - 8 7
24 PITCH 2 3 24 SIZE 8 5 8 MIP_FILTER 1 6 24 unused - 8 8
25 PITCH 3 3 25 SIZE 9 5 9 ANISO_FILTER 0 6 25 unused - 8 9
26 PITCH 4 3 26 SIZE 10 5 10 ANISO_FILTER 1 6 26 unused - 8 10
27 PITCH 5 3 27 SIZE 11 5 11 ANISO_FILTER 2 6 27 MIP_PACKING 0 8 11
28 PITCH 6 3 28 SIZE 12 5 12 ARBITRARY_FILTER 0 6 28 MIP_ADDRESS 0 8 12
29 PITCH 7 3 29 SIZE 13 5 13 ARBITRARY_FILTER 1 6 29 MIP_ADDRESS 1 8 13
30 PITCH 8 3 30 SIZE 14 5 14 ARBITRARY_FILTER 2 6 30 MIP_ADDRESS 2 8 14
31 TILED 0 3 31 SIZE 15 5 15 BORDER_SIZE 0 6 31 MIP_ADDRESS 3 8 15
32 DATA_FORMAT 0 4 0 SIZE 16 5 16 VOL_MAG_FILTER 0 7 0 MIP_ADDRESS 4 8 16
33 DATA_FORMAT 1 4 1 SIZE 17 5 17 VOL_MIN_FILTER 0 7 1 MIP_ADDRESS 5 8 17
34 DATA_FORMAT 2 4 2 SIZE 18 5 18 MIN_MIP_LEVEL 0 7 2 MIP_ADDRESS 6 8 18
35 DATA_FORMAT 3 4 3 SIZE 19 5 19 MIN_MIP_LEVEL 1 7 3 MIP_ADDRESS 7 8 19
36 DATA_FORMAT 4 4 4 SIZE 20 5 20 MIN_MIP_LEVEL 2 7 4 MIP_ADDRESS 8 8 20
37 DATA_FORMAT 5 4 5 SIZE 21 5 21 MIN_MIP_LEVEL 3 7 5 MIP_ADDRESS 9 8 21
38 ENDIAN_SWAP 0 4 6 SIZE 22 5 22 MAX_MIP_LEVEL 0 7 6 MIP_ADDRESS 10 8 22
39 ENDIAN_SWAP 1 4 7 SIZE 23 5 23 MAX_MIP_LEVEL 1 7 7 MIP_ADDRESS 11 8 23
40 REQUEST_SIZE 0 4 8 SIZE 24 5 24 MAX_MIP_LEVEL 2 7 8 MIP_ADDRESS 12 8 24
41 REQUEST_LATENCY 0 4 9 SIZE 25 5 25 MAX_MIP_LEVEL 3 7 9 MIP_ADDRESS 13 8 25
42 unused - 4 10 SIZE 26 5 26 MAG_ANISO_WALK 0 7 10 MIP_ADDRESS 14 8 26
43 NEAREST_CLAMP_POLICY 0 4 11 SIZE 27 5 27 MIN_ANISO_WALK 0 7 11 MIP_ADDRESS 15 8 27
44 BASE_ADDRESS 0 4 12 SIZE 28 5 28 LOD_BIAS 0 7 12 MIP_ADDRESS 16 8 28
45 BASE_ADDRESS 1 4 13 SIZE 29 5 29 LOD_BIAS 1 7 13 MIP_ADDRESS 17 8 29
46 BASE_ADDRESS 2 4 14 SIZE 30 5 30 LOD_BIAS 2 7 14 MIP_ADDRESS 18 8 30
47 BASE_ADDRESS 3 4 15 SIZE 31 5 31 LOD_BIAS 3 7 15 MIP_ADDRESS 19 8 31

AMD1044_0207649

ATI Ex. 2066 
IPR2023-00922 

Page 2 of 291



Vertex Fetch Constant Fields
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 unused - 3 0 SIZE 14 4 16 ENDIAN_SWAP 0 6 0 BASE_ADDRESS 14 7 16
1 unused - 3 1 SIZE 15 4 17 ENDIAN_SWAP 1 6 1 BASE_ADDRESS 15 7 17
2 BASE_ADDRESS 0 3 2 SIZE 16 4 18 SIZE 0 6 2 BASE_ADDRESS 16 7 18
3 BASE_ADDRESS 1 3 3 SIZE 17 4 19 SIZE 1 6 3 BASE_ADDRESS 17 7 19
4 BASE_ADDRESS 2 3 4 SIZE 18 4 20 SIZE 2 6 4 BASE_ADDRESS 18 7 20
5 BASE_ADDRESS 3 3 5 SIZE 19 4 21 SIZE 3 6 5 BASE_ADDRESS 19 7 21
6 BASE_ADDRESS 4 3 6 SIZE 20 4 22 SIZE 4 6 6 BASE_ADDRESS 20 7 22
7 BASE_ADDRESS 5 3 7 SIZE 21 4 23 SIZE 5 6 7 BASE_ADDRESS 21 7 23
8 BASE_ADDRESS 6 3 8 SIZE 22 4 24 SIZE 6 6 8 BASE_ADDRESS 22 7 24
9 BASE_ADDRESS 7 3 9 SIZE 23 4 25 SIZE 7 6 9 BASE_ADDRESS 23 7 25
10 BASE_ADDRESS 8 3 10 CLAMP_X 0 4 26 SIZE 8 6 10 BASE_ADDRESS 24 7 26
11 BASE_ADDRESS 9 3 11 BORDER_COLOR 0 4 27 SIZE 9 6 11 BASE_ADDRESS 25 7 27
12 BASE_ADDRESS 10 3 12 REQUEST_SIZE 0 4 28 SIZE 10 6 12 BASE_ADDRESS 26 7 28
13 BASE_ADDRESS 11 3 13 REQUEST_SIZE 1 4 29 SIZE 11 6 13 BASE_ADDRESS 27 7 29
14 BASE_ADDRESS 12 3 14 CLAMP_DISABLE 0 4 30 SIZE 12 6 14 BASE_ADDRESS 28 7 30
15 BASE_ADDRESS 13 3 15 unused - 4 31 SIZE 13 6 15 BASE_ADDRESS 29 7 31
16 BASE_ADDRESS 14 3 16 unused - 5 0 SIZE 14 6 16 ENDIAN_SWAP 0 8 0
17 BASE_ADDRESS 15 3 17 unused - 5 1 SIZE 15 6 17 ENDIAN_SWAP 1 8 1
18 BASE_ADDRESS 16 3 18 BASE_ADDRESS 0 5 2 SIZE 16 6 18 SIZE 0 8 2
19 BASE_ADDRESS 17 3 19 BASE_ADDRESS 1 5 3 SIZE 17 6 19 SIZE 1 8 3
20 BASE_ADDRESS 18 3 20 BASE_ADDRESS 2 5 4 SIZE 18 6 20 SIZE 2 8 4
21 BASE_ADDRESS 19 3 21 BASE_ADDRESS 3 5 5 SIZE 19 6 21 SIZE 3 8 5
22 BASE_ADDRESS 20 3 22 BASE_ADDRESS 4 5 6 SIZE 20 6 22 SIZE 4 8 6
23 BASE_ADDRESS 21 3 23 BASE_ADDRESS 5 5 7 SIZE 21 6 23 SIZE 5 8 7
24 BASE_ADDRESS 22 3 24 BASE_ADDRESS 6 5 8 SIZE 22 6 24 SIZE 6 8 8
25 BASE_ADDRESS 23 3 25 BASE_ADDRESS 7 5 9 SIZE 23 6 25 SIZE 7 8 9
26 BASE_ADDRESS 24 3 26 BASE_ADDRESS 8 5 10 CLAMP_X 0 6 26 SIZE 8 8 10
27 BASE_ADDRESS 25 3 27 BASE_ADDRESS 9 5 11 BORDER_COLOR 0 6 27 SIZE 9 8 11
28 BASE_ADDRESS 26 3 28 BASE_ADDRESS 10 5 12 REQUEST_SIZE 0 6 28 SIZE 10 8 12
29 BASE_ADDRESS 27 3 29 BASE_ADDRESS 11 5 13 REQUEST_SIZE 1 6 29 SIZE 11 8 13
30 BASE_ADDRESS 28 3 30 BASE_ADDRESS 12 5 14 CLAMP_DISABLE 0 6 30 SIZE 12 8 14
31 BASE_ADDRESS 29 3 31 BASE_ADDRESS 13 5 15 unused - 6 31 SIZE 13 8 15
32 ENDIAN_SWAP 0 4 0 BASE_ADDRESS 14 5 16 unused - 7 0 SIZE 14 8 16
33 ENDIAN_SWAP 1 4 1 BASE_ADDRESS 15 5 17 unused - 7 1 SIZE 15 8 17
34 SIZE 0 4 2 BASE_ADDRESS 16 5 18 BASE_ADDRESS 0 7 2 SIZE 16 8 18
35 SIZE 1 4 3 BASE_ADDRESS 17 5 19 BASE_ADDRESS 1 7 3 SIZE 17 8 19
36 SIZE 2 4 4 BASE_ADDRESS 18 5 20 BASE_ADDRESS 2 7 4 SIZE 18 8 20
37 SIZE 3 4 5 BASE_ADDRESS 19 5 21 BASE_ADDRESS 3 7 5 SIZE 19 8 21
38 SIZE 4 4 6 BASE_ADDRESS 20 5 22 BASE_ADDRESS 4 7 6 SIZE 20 8 22
39 SIZE 5 4 7 BASE_ADDRESS 21 5 23 BASE_ADDRESS 5 7 7 SIZE 21 8 23
40 SIZE 6 4 8 BASE_ADDRESS 22 5 24 BASE_ADDRESS 6 7 8 SIZE 22 8 24
41 SIZE 7 4 9 BASE_ADDRESS 23 5 25 BASE_ADDRESS 7 7 9 SIZE 23 8 25
42 SIZE 8 4 10 BASE_ADDRESS 24 5 26 BASE_ADDRESS 8 7 10 CLAMP_X 0 8 26
43 SIZE 9 4 11 BASE_ADDRESS 25 5 27 BASE_ADDRESS 9 7 11 BORDER_COLOR 0 8 27
44 SIZE 10 4 12 BASE_ADDRESS 26 5 28 BASE_ADDRESS 10 7 12 REQUEST_SIZE 0 8 28
45 SIZE 11 4 13 BASE_ADDRESS 27 5 29 BASE_ADDRESS 11 7 13 REQUEST_SIZE 1 8 29
46 SIZE 12 4 14 BASE_ADDRESS 28 5 30 BASE_ADDRESS 12 7 14 CLAMP_DISABLE 0 8 30
47 SIZE 13 4 15 BASE_ADDRESS 29 5 31 BASE_ADDRESS 13 7 15 unused - 8 31
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SQ_TP_thread_id
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 SQ_TP_thread_id 0 - - SQ_TP_thread_id 2 - - SQ_TP_thread_id 4 - - SQ_TP_end_of_clause 0 - -
1 SQ_TP_thread_id 1 - - SQ_TP_thread_id 3 - - SQ_TP_thread_id 5 - - unused - - -

SQ_TP_gpr_wr_addr
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 SQ_TP_type 0 - - SQ_TP_gpr_wr_addr 1 - - SQ_TP_gpr_wr_addr 3 - - SQ_TP_gpr_wr_addr 5 - -
1 SQ_TP_gpr_wr_addr 0 - - SQ_TP_gpr_wr_addr 2 - - SQ_TP_gpr_wr_addr 4 - - SQ_TP_gpr_wr_addr 6 - -
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Texture Fetch Instruction
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit 96 DWORD bit
0 OPCODE 0 0 0 DST_SEL_W 1 1 10 USE_COMP_LOD 0 1 28 LOD_BIAS_V 6 2 14 1 0 5
1 OPCODE 1 0 1 DST_SEL_W 1 1 11 USE_REG_LOD 0 1 29 LOD_BIAS_V 7 2 15 1 0 6
2 OPCODE 2 0 2 MAG_FILTER 0 1 12 USE_REG_LOD 1 1 30 SAMPLE_SHIFT_X 0 2 16 1 0 7
3 OPCODE 3 0 3 MAG_FILTER 1 1 13 unused - 1 31 SAMPLE_SHIFT_X 1 2 17 1 0 8
4 OPCODE 4 0 4 MIN_FILTER 0 1 14 LOD_BIAS_H 0 2 0 SAMPLE_SHIFT_X 2 2 18 1 0 9
5 FETCH_VALID_ONLY 0 0 19 MIN_FILTER 1 1 15 LOD_BIAS_H 1 2 1 SAMPLE_SHIFT_X 3 2 19 1 0 10
6 TX_COORD_NUM 0 0 25 MIP_FILTER 0 1 16 LOD_BIAS_H 2 2 2 SAMPLE_SHIFT_X 4 2 20 1 0 11
7 unused - 0 26 MIP_FILTER 1 1 17 LOD_BIAS_H 3 2 3 SAMPLE_SHIFT_Y 0 2 21 1 0 12
8 DST_SEL_X 0 1 0 ANISO_FILTER 0 1 18 LOD_BIAS_H 4 2 4 SAMPLE_SHIFT_Y 1 2 22 1 0 13
9 DST_SEL_X 1 1 1 ANISO_FILTER 1 1 19 LOD_BIAS_H 5 2 5 SAMPLE_SHIFT_Y 2 2 23 1 0 14
10 DST_SEL_X 2 1 2 ANISO_FILTER 2 1 20 LOD_BIAS_H 6 2 6 SAMPLE_SHIFT_Y 3 2 24 1 0 15
11 DST_SEL_Y 0 1 3 ARBITRARY_FILTER 0 1 21 LOD_BIAS_H 7 2 7 SAMPLE_SHIFT_Y 4 2 25 1 0 16
12 DST_SEL_Y 1 1 4 ARBITRARY_FILTER 1 1 22 LOD_BIAS_V 0 2 8 SAMPLE_SHIFT_Z 0 2 26 1 0 17
13 DST_SEL_Y 2 1 5 ARBITRARY_FILTER 2 1 23 LOD_BIAS_V 1 2 9 SAMPLE_SHIFT_Z 1 2 27 1 0 18
14 DST_SEL_Z 0 1 6 VOL_MAG_FILTER 0 1 24 LOD_BIAS_V 2 2 10 SAMPLE_SHIFT_Z 2 2 28 1 0 20
15 DST_SEL_Z 1 1 7 VOL_MAG_FILTER 1 1 25 LOD_BIAS_V 3 2 11 SAMPLE_SHIFT_Z 3 2 29 1 0 21
16 DST_SEL_Z 2 1 8 VOL_MIN_FILTER 0 1 26 LOD_BIAS_V 4 2 12 SAMPLE_SHIFT_Z 4 2 30 1 0 22
17 DST_SEL_W 0 1 9 VOL_MIN_FILTER 1 1 27 LOD_BIAS_V 5 2 13 unused - unused - 1 0 23

1 0 26
Vertex Fetch Instruction 1 0 27

Cycle 0 Cycle 1 Cycle 2 Cycle 3 1 0 28
SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit 1 0 29

0 OPCODE 0 0 0 DST_SEL_W 1 1 10 EXP_ADJUST_ALL 4 1 28 unused - 2 14 1 0 30
1 OPCODE 1 0 1 DST_SEL_W 1 1 11 EXP_ADJUST_ALL 5 1 29 unused - 2 15 1 0 31
2 OPCODE 2 0 2 FORMAT_COMP_ALL 0 1 12 unused - 1 30 OFFSET 0 2 16 1 1 31
3 OPCODE 3 0 3 NUM_FORMAT_ALL 0 1 13 unused - 1 31 OFFSET 1 2 17 1 2 31
4 OPCODE 4 0 4 SIGNED_RF_MODE_ALL 0 1 14 STRIDE 0 2 0 OFFSET 2 2 18 70
5 unused - 0 19 unused - 1 15 STRIDE 1 2 1 OFFSET 3 2 19
6 CONST_INDEX_SEL 0 0 25 DATA_FORMAT 0 1 16 STRIDE 2 2 2 OFFSET 4 2 20
7 CONST_INDEX_SEL 1 0 26 DATA_FORMAT 1 1 17 STRIDE 3 2 3 OFFSET 5 2 21
8 DST_SEL_X 0 1 0 DATA_FORMAT 2 1 18 STRIDE 4 2 4 OFFSET 6 2 22
9 DST_SEL_X 1 1 1 DATA_FORMAT 3 1 19 STRIDE 5 2 5 OFFSET 7 2 23
10 DST_SEL_X 2 1 2 DATA_FORMAT 4 1 20 STRIDE 6 2 6 unused - 2 24
11 DST_SEL_Y 0 1 3 DATA_FORMAT 5 1 21 STRIDE 7 2 7 unused - 2 25
12 DST_SEL_Y 1 1 4 unused - 1 22 unused - 2 8 unused - 2 26
13 DST_SEL_Y 2 1 5 unused - 1 23 unused - 2 9 unused - 2 27
14 DST_SEL_Z 0 1 6 EXP_ADJUST_ALL 0 1 24 unused - 2 10 unused - 2 28
15 DST_SEL_Z 1 1 7 EXP_ADJUST_ALL 1 1 25 unused - 2 11 unused - 2 29
16 DST_SEL_Z 2 1 8 EXP_ADJUST_ALL 2 1 26 unused - 2 12 unused - 2 30
17 DST_SEL_W 0 1 9 EXP_ADJUST_ALL 3 1 27 unused - 2 13 unused - unused -

Texture Fetch Constant Fields
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 unused - 3 0 BASE_ADDRESS 4 4 16 NUM_FORMAT_ALL 0 6 0 LOD_BIAS_H 6 7 16
1 unused - 3 1 BASE_ADDRESS 5 4 17 DST_SEL_X 0 6 1 LOD_BIAS_H 7 7 17
2 FORMAT_COMP_X 0 3 2 BASE_ADDRESS 6 4 18 DST_SEL_X 1 6 2 LOD_BIAS_H 8 7 18
3 FORMAT_COMP_X 1 3 3 BASE_ADDRESS 7 4 19 DST_SEL_X 2 6 3 LOD_BIAS_H 9 7 19
4 FORMAT_COMP_Y 0 3 4 BASE_ADDRESS 8 4 20 DST_SEL_Y 0 6 4 LOD_BIAS_V 0 7 20
5 FORMAT_COMP_Y 1 3 5 BASE_ADDRESS 9 4 21 DST_SEL_Y 1 6 5 LOD_BIAS_V 1 7 21
6 FORMAT_COMP_Z 0 3 6 BASE_ADDRESS 10 4 22 DST_SEL_Y 2 6 6 LOD_BIAS_V 2 7 22
7 FORMAT_COMP_Z 1 3 7 BASE_ADDRESS 11 4 23 DST_SEL_Z 0 6 7 LOD_BIAS_V 3 7 23
8 FORMAT_COMP_W 0 3 8 BASE_ADDRESS 12 4 24 DST_SEL_Z 1 6 8 LOD_BIAS_V 4 7 24
9 FORMAT_COMP_W 1 3 9 BASE_ADDRESS 13 4 25 DST_SEL_Z 2 6 9 LOD_BIAS_V 5 7 25
10 CLAMP_X 0 3 10 BASE_ADDRESS 14 4 26 DST_SEL_W 0 6 10 LOD_BIAS_V 6 7 26
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11 CLAMP_X 1 3 11 BASE_ADDRESS 15 4 27 DST_SEL_W 1 6 11 LOD_BIAS_V 7 7 27
12 CLAMP_X 2 3 12 BASE_ADDRESS 16 4 28 DST_SEL_W 2 6 12 LOD_BIAS_V 8 7 28
13 CLAMP_Y 0 3 13 BASE_ADDRESS 17 4 29 EXP_ADJUST_ALL 0 6 13 LOD_BIAS_V 9 7 29
14 CLAMP_Y 1 3 14 BASE_ADDRESS 18 4 30 EXP_ADJUST_ALL 1 6 14 DIM_3D 0 7 30
15 CLAMP_Y 2 3 15 BASE_ADDRESS 19 4 31 EXP_ADJUST_ALL 2 6 15 unused - 7 31
16 CLAMP_Z 0 3 16 SIZE 0 5 0 EXP_ADJUST_ALL 3 6 16 BORDER_COLOR 0 8 0
17 CLAMP_Z 1 3 17 SIZE 1 5 1 EXP_ADJUST_ALL 4 6 17 BORDER_COLOR 1 8 1
18 CLAMP_Z 2 3 18 SIZE 2 5 2 EXP_ADJUST_ALL 5 6 18 FORCE_BC_W_TO_MAX 0 8 2
19 SIGNED_RF_MODE_ALL 0 3 19 SIZE 3 5 3 MAG_FILTER 0 6 19 unused - 8 3
20 DIM 0 3 20 SIZE 4 5 4 MAG_FILTER 1 6 20 unused - 8 4
21 DIM 1 3 21 SIZE 5 5 5 MIN_FILTER 0 6 21 unused - 8 5
22 PITCH 0 3 22 SIZE 6 5 6 MIN_FILTER 1 6 22 unused - 8 6
23 PITCH 1 3 23 SIZE 7 5 7 MIP_FILTER 0 6 23 unused - 8 7
24 PITCH 2 3 24 SIZE 8 5 8 MIP_FILTER 1 6 24 unused - 8 8
25 PITCH 3 3 25 SIZE 9 5 9 ANISO_FILTER 0 6 25 unused - 8 9
26 PITCH 4 3 26 SIZE 10 5 10 ANISO_FILTER 1 6 26 unused - 8 10
27 PITCH 5 3 27 SIZE 11 5 11 ANISO_FILTER 2 6 27 unused - 8 11
28 PITCH 6 3 28 SIZE 12 5 12 ARBITRARY_FILTER 0 6 28 MIP_ADDRESS 0 8 12
29 PITCH 7 3 29 SIZE 13 5 13 ARBITRARY_FILTER 1 6 29 MIP_ADDRESS 1 8 13
30 PITCH 8 3 30 SIZE 14 5 14 ARBITRARY_FILTER 2 6 30 MIP_ADDRESS 2 8 14
31 TILED 0 3 31 SIZE 15 5 15 BORDER_SIZE 0 6 31 MIP_ADDRESS 3 8 15
32 DATA_FORMAT 0 4 0 SIZE 16 5 16 VOL_MAG_FILTER 0 7 0 MIP_ADDRESS 4 8 16
33 DATA_FORMAT 1 4 1 SIZE 17 5 17 VOL_MIN_FILTER 0 7 1 MIP_ADDRESS 5 8 17
34 DATA_FORMAT 2 4 2 SIZE 18 5 18 MIN_MIP_LEVEL 0 7 2 MIP_ADDRESS 6 8 18
35 DATA_FORMAT 3 4 3 SIZE 19 5 19 MIN_MIP_LEVEL 1 7 3 MIP_ADDRESS 7 8 19
36 DATA_FORMAT 4 4 4 SIZE 20 5 20 MIN_MIP_LEVEL 2 7 4 MIP_ADDRESS 8 8 20
37 DATA_FORMAT 5 4 5 SIZE 21 5 21 MIN_MIP_LEVEL 3 7 5 MIP_ADDRESS 9 8 21
38 unused - 4 6 SIZE 22 5 22 MAX_MIP_LEVEL 0 7 6 MIP_ADDRESS 10 8 22
39 unused - 4 7 SIZE 23 5 23 MAX_MIP_LEVEL 1 7 7 MIP_ADDRESS 11 8 23
40 unused - 4 8 SIZE 24 5 24 MAX_MIP_LEVEL 2 7 8 MIP_ADDRESS 12 8 24
41 unused - 4 9 SIZE 25 5 25 MAX_MIP_LEVEL 3 7 9 MIP_ADDRESS 13 8 25
42 unused - 4 10 SIZE 26 5 26 LOD_BIAS_H 0 7 10 MIP_ADDRESS 14 8 26
43 unused - 4 11 SIZE 27 5 27 LOD_BIAS_H 1 7 11 MIP_ADDRESS 15 8 27
44 BASE_ADDRESS 0 4 12 SIZE 28 5 28 LOD_BIAS_H 2 7 12 MIP_ADDRESS 16 8 28
45 BASE_ADDRESS 1 4 13 SIZE 29 5 29 LOD_BIAS_H 3 7 13 MIP_ADDRESS 17 8 29
46 BASE_ADDRESS 2 4 14 ENDIAN_SWAP 0 5 30 LOD_BIAS_H 4 7 14 MIP_ADDRESS 18 8 30
47 BASE_ADDRESS 3 4 15 ENDIAN_SWAP 1 5 31 LOD_BIAS_H 5 7 15 MIP_ADDRESS 19 8 31

Vertex Fetch Constant Fields
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 unused - 3 0 LIMIT_ADDRESS 14 4 16 ENDIAN_SWAP 0 6 0 BASE_ADDRESS 14 7 16
1 unused - 3 1 LIMIT_ADDRESS 15 4 17 ENDIAN_SWAP 1 6 1 BASE_ADDRESS 15 7 17
2 BASE_ADDRESS 0 3 2 LIMIT_ADDRESS 16 4 18 LIMIT_ADDRESS 0 6 2 BASE_ADDRESS 16 7 18
3 BASE_ADDRESS 1 3 3 LIMIT_ADDRESS 17 4 19 LIMIT_ADDRESS 1 6 3 BASE_ADDRESS 17 7 19
4 BASE_ADDRESS 2 3 4 LIMIT_ADDRESS 18 4 20 LIMIT_ADDRESS 2 6 4 BASE_ADDRESS 18 7 20
5 BASE_ADDRESS 3 3 5 LIMIT_ADDRESS 19 4 21 LIMIT_ADDRESS 3 6 5 BASE_ADDRESS 19 7 21
6 BASE_ADDRESS 4 3 6 LIMIT_ADDRESS 20 4 22 LIMIT_ADDRESS 4 6 6 BASE_ADDRESS 20 7 22
7 BASE_ADDRESS 5 3 7 LIMIT_ADDRESS 21 4 23 LIMIT_ADDRESS 5 6 7 BASE_ADDRESS 21 7 23
8 BASE_ADDRESS 6 3 8 LIMIT_ADDRESS 22 4 24 LIMIT_ADDRESS 6 6 8 BASE_ADDRESS 22 7 24
9 BASE_ADDRESS 7 3 9 LIMIT_ADDRESS 23 4 25 LIMIT_ADDRESS 7 6 9 BASE_ADDRESS 23 7 25
10 BASE_ADDRESS 8 3 10 LIMIT_ADDRESS 24 4 26 LIMIT_ADDRESS 8 6 10 BASE_ADDRESS 24 7 26
11 BASE_ADDRESS 9 3 11 LIMIT_ADDRESS 25 4 27 LIMIT_ADDRESS 9 6 11 BASE_ADDRESS 25 7 27
12 BASE_ADDRESS 10 3 12 LIMIT_ADDRESS 26 4 28 LIMIT_ADDRESS 10 6 12 BASE_ADDRESS 26 7 28
13 BASE_ADDRESS 11 3 13 LIMIT_ADDRESS 27 4 29 LIMIT_ADDRESS 11 6 13 BASE_ADDRESS 27 7 29
14 BASE_ADDRESS 12 3 14 LIMIT_ADDRESS 28 4 30 LIMIT_ADDRESS 12 6 14 LIMIT_ADDRESS 29 7 30
15 BASE_ADDRESS 13 3 15 LIMIT_ADDRESS 29 4 31 LIMIT_ADDRESS 13 6 15 BASE_ADDRESS 29 7 31
16 BASE_ADDRESS 14 3 16 unused - 5 0 LIMIT_ADDRESS 14 6 16 ENDIAN_SWAP 0 8 0

AMD1044_0207649

ATI Ex. 2066 
IPR2023-00922 

Page 6 of 291



17 BASE_ADDRESS 15 3 17 unused - 5 1 LIMIT_ADDRESS 15 6 17 ENDIAN_SWAP 1 8 1
18 BASE_ADDRESS 16 3 18 BASE_ADDRESS 0 5 2 LIMIT_ADDRESS 16 6 18 LIMIT_ADDRESS 0 8 2
19 BASE_ADDRESS 17 3 19 BASE_ADDRESS 1 5 3 LIMIT_ADDRESS 17 6 19 LIMIT_ADDRESS 1 8 3
20 BASE_ADDRESS 18 3 20 BASE_ADDRESS 2 5 4 LIMIT_ADDRESS 18 6 20 LIMIT_ADDRESS 2 8 4
21 BASE_ADDRESS 19 3 21 BASE_ADDRESS 3 5 5 LIMIT_ADDRESS 19 6 21 LIMIT_ADDRESS 3 8 5
22 BASE_ADDRESS 20 3 22 BASE_ADDRESS 4 5 6 LIMIT_ADDRESS 20 6 22 LIMIT_ADDRESS 4 8 6
23 BASE_ADDRESS 21 3 23 BASE_ADDRESS 5 5 7 LIMIT_ADDRESS 21 6 23 LIMIT_ADDRESS 5 8 7
24 BASE_ADDRESS 22 3 24 BASE_ADDRESS 6 5 8 LIMIT_ADDRESS 22 6 24 LIMIT_ADDRESS 6 8 8
25 BASE_ADDRESS 23 3 25 BASE_ADDRESS 7 5 9 LIMIT_ADDRESS 23 6 25 LIMIT_ADDRESS 7 8 9
26 BASE_ADDRESS 24 3 26 BASE_ADDRESS 8 5 10 LIMIT_ADDRESS 24 6 26 LIMIT_ADDRESS 8 8 10
27 BASE_ADDRESS 25 3 27 BASE_ADDRESS 9 5 11 LIMIT_ADDRESS 25 6 27 LIMIT_ADDRESS 9 8 11
28 BASE_ADDRESS 26 3 28 BASE_ADDRESS 10 5 12 LIMIT_ADDRESS 26 6 28 LIMIT_ADDRESS 10 8 12
29 BASE_ADDRESS 27 3 29 BASE_ADDRESS 11 5 13 LIMIT_ADDRESS 27 6 29 LIMIT_ADDRESS 11 8 13
30 BASE_ADDRESS 28 3 30 BASE_ADDRESS 12 5 14 LIMIT_ADDRESS 28 6 30 LIMIT_ADDRESS 12 8 14
31 BASE_ADDRESS 29 3 31 BASE_ADDRESS 13 5 15 BASE_ADDRESS 28 6 31 LIMIT_ADDRESS 13 8 15
32 ENDIAN_SWAP 0 4 0 BASE_ADDRESS 14 5 16 unused - 7 0 LIMIT_ADDRESS 14 8 16
33 ENDIAN_SWAP 1 4 1 BASE_ADDRESS 15 5 17 unused - 7 1 LIMIT_ADDRESS 15 8 17
34 LIMIT_ADDRESS 0 4 2 BASE_ADDRESS 16 5 18 BASE_ADDRESS 0 7 2 LIMIT_ADDRESS 16 8 18
35 LIMIT_ADDRESS 1 4 3 BASE_ADDRESS 17 5 19 BASE_ADDRESS 1 7 3 LIMIT_ADDRESS 17 8 19
36 LIMIT_ADDRESS 2 4 4 BASE_ADDRESS 18 5 20 BASE_ADDRESS 2 7 4 LIMIT_ADDRESS 18 8 20
37 LIMIT_ADDRESS 3 4 5 BASE_ADDRESS 19 5 21 BASE_ADDRESS 3 7 5 LIMIT_ADDRESS 19 8 21
38 LIMIT_ADDRESS 4 4 6 BASE_ADDRESS 20 5 22 BASE_ADDRESS 4 7 6 LIMIT_ADDRESS 20 8 22
39 LIMIT_ADDRESS 5 4 7 BASE_ADDRESS 21 5 23 BASE_ADDRESS 5 7 7 LIMIT_ADDRESS 21 8 23
40 LIMIT_ADDRESS 6 4 8 BASE_ADDRESS 22 5 24 BASE_ADDRESS 6 7 8 LIMIT_ADDRESS 22 8 24
41 LIMIT_ADDRESS 7 4 9 BASE_ADDRESS 23 5 25 BASE_ADDRESS 7 7 9 LIMIT_ADDRESS 23 8 25
42 LIMIT_ADDRESS 8 4 10 BASE_ADDRESS 24 5 26 BASE_ADDRESS 8 7 10 LIMIT_ADDRESS 24 8 26
43 LIMIT_ADDRESS 9 4 11 BASE_ADDRESS 25 5 27 BASE_ADDRESS 9 7 11 LIMIT_ADDRESS 25 8 27
44 LIMIT_ADDRESS 10 4 12 BASE_ADDRESS 26 5 28 BASE_ADDRESS 10 7 12 LIMIT_ADDRESS 26 8 28
45 LIMIT_ADDRESS 11 4 13 BASE_ADDRESS 27 5 29 BASE_ADDRESS 11 7 13 LIMIT_ADDRESS 27 8 29
46 LIMIT_ADDRESS 12 4 14 BASE_ADDRESS 28 5 30 BASE_ADDRESS 12 7 14 LIMIT_ADDRESS 28 8 30
47 LIMIT_ADDRESS 13 4 15 BASE_ADDRESS 29 5 31 BASE_ADDRESS 13 7 15 LIMIT_ADDRESS 29 8 31

SQ_TP_clause
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 SQ_TP_clause_num 0 - - SQ_TP_clause_num 1 - - SQ_TP_clause_num 2 - - SQ_TP_end_of_clause 0 - -

SQ_TP_gpr_wr_addr
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 SQ_TP_type 0 - - SQ_TP_gpr_wr_addr 1 - - SQ_TP_gpr_wr_addr 3 - - SQ_TP_gpr_wr_addr 5 - -
1 SQ_TP_gpr_wr_addr 0 - - SQ_TP_gpr_wr_addr 2 - - SQ_TP_gpr_wr_addr 4 - - SQ_TP_gpr_wr_addr 6 - -
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Vertex Fetch Constant Fields
Cycle 0 Cycle 1 Cycle 2 Cycle 3

SQ_TP FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit FIELD bit DWORD bit
0 unused - 2 30 unused - 2 0 unused - 5 6 ENDIAN_SWAP 0 1 0
1 unused - 2 31 unused - 2 1 unused - 5 7 ENDIAN_SWAP 1 1 1
2 BASE_ADDRESS 0 0 2 unused - 2 2 unused - 5 8 LIMIT_ADDRESS 0 1 2
3 BASE_ADDRESS 1 0 3 unused - 2 3 unused - 5 9 LIMIT_ADDRESS 1 1 3
4 BASE_ADDRESS 2 0 4 unused - 2 4 unused - 5 10 LIMIT_ADDRESS 2 1 4
5 BASE_ADDRESS 3 0 5 unused - 2 5 unused - 5 11 LIMIT_ADDRESS 3 1 5
6 BASE_ADDRESS 4 0 6 unused - 2 6 unused - 5 12 LIMIT_ADDRESS 4 1 6
7 BASE_ADDRESS 5 0 7 unused - 2 7 unused - 5 13 LIMIT_ADDRESS 5 1 7
8 BASE_ADDRESS 6 0 8 unused - 2 8 unused - 5 14 LIMIT_ADDRESS 6 1 8
9 BASE_ADDRESS 7 0 9 unused - 2 9 unused - 5 15 LIMIT_ADDRESS 7 1 9
10 BASE_ADDRESS 8 0 10 unused - 2 10 unused - 5 16 LIMIT_ADDRESS 8 1 10
11 BASE_ADDRESS 9 0 11 unused - 2 11 unused - 5 17 LIMIT_ADDRESS 9 1 11
12 BASE_ADDRESS 10 0 12 unused - 2 12 unused - 5 18 LIMIT_ADDRESS 10 1 12
13 BASE_ADDRESS 11 0 13 unused - 2 13 unused - 5 19 LIMIT_ADDRESS 11 1 13
14 BASE_ADDRESS 12 0 14 unused - 2 14 unused - 5 20 LIMIT_ADDRESS 12 1 14
15 BASE_ADDRESS 13 0 15 unused - 2 15 unused - 5 21 LIMIT_ADDRESS 13 1 15
16 BASE_ADDRESS 14 0 16 unused - 2 16 unused - 5 22 LIMIT_ADDRESS 14 1 16
17 BASE_ADDRESS 15 0 17 unused - 2 17 unused - 5 23 LIMIT_ADDRESS 15 1 17
0 BASE_ADDRESS 16 0 18 unused - 2 18 unused - 5 24 LIMIT_ADDRESS 16 1 18

x Fetch Instr BASE_ADDRESS 17 0 19 unused - 2 19 unused - 4 2 LIMIT_ADDRESS 17 1 19
0 BASE_ADDRESS 18 0 20 unused - 2 20 unused - 4 3 LIMIT_ADDRESS 18 1 20

SQ_TP BASE_ADDRESS 19 0 21 unused - 2 21 unused - 4 4 LIMIT_ADDRESS 19 1 21
0 BASE_ADDRESS 20 0 22 unused - 2 22 unused - 4 5 LIMIT_ADDRESS 20 1 22
1 BASE_ADDRESS 21 0 23 unused - 2 23 unused - 4 6 LIMIT_ADDRESS 21 1 23
2 BASE_ADDRESS 22 0 24 unused - 2 24 unused - 4 7 LIMIT_ADDRESS 22 1 24
3 BASE_ADDRESS 23 0 25 unused - 2 25 unused - 4 8 LIMIT_ADDRESS 23 1 25
4 BASE_ADDRESS 24 0 26 unused - 2 26 unused - 4 9 LIMIT_ADDRESS 24 1 26
5 BASE_ADDRESS 25 0 27 unused - 2 27 unused - 4 10 LIMIT_ADDRESS 25 1 27
6 BASE_ADDRESS 26 0 28 unused - 2 28 unused - 4 11 LIMIT_ADDRESS 26 1 28
7 BASE_ADDRESS 27 0 29 unused - 2 29 unused - 4 12 LIMIT_ADDRESS 27 1 29
8 BASE_ADDRESS 28 0 30 BASE_ADDRESS 18 0 20 unused - 4 13 LIMIT_ADDRESS 28 1 30
9 BASE_ADDRESS 29 0 31 BASE_ADDRESS 19 0 21 unused - 4 14 LIMIT_ADDRESS 29 1 31
10 unused - 5 0 unused - 4 30 unused - 4 15 unused - 3 31
11 unused - 5 1 unused - 3 19 unused - 4 16 unused - 5 2
12 unused - 3 0 unused - 3 20 unused - 4 17 unused - 5 25
13 unused - 3 1 unused - 3 21 unused - 4 18 unused - 5 26
14 unused - 3 2 unused - 3 22 unused - 4 19 unused - 5 27
15 unused - 3 3 unused - 3 23 unused - 4 20 unused - 5 28
16 unused - 3 4 unused - 3 24 unused - 4 21 unused - 5 29
17 unused - 3 5 unused - 3 25 unused - 4 22 unused - 5 30
0 unused - 3 6 unused - 3 26 unused - 4 23 unused - 5 31

Fetch Const unused - 3 7 unused - 3 27 unused - 4 24 unused - 3 13
0 unused - 3 8 unused - 3 28 unused - 4 25 unused - 3 14

SQ_TP unused - 3 9 unused - 3 29 unused - 4 26 unused - 3 15
0 unused - 3 10 unused - 3 30 unused - 4 27 unused - 3 16
1 unused - 3 11 unused - 4 0 unused - 4 28 unused - 3 17
2 unused - 3 12 unused - 4 1 unused - 4 29 unused - 3 18

Vertex Fetch Constant Fields (Straightforward Packing)
1 2.65625 9 4.15625 1 5.65625 9 7.15625

6 FORMAT_COMP_Z 0 2.6875 6 BASE_ADDRESS 10 4.1875 22 DST_SEL_Y 2 5.6875 6 AD_EXP_ADJUST_H 0 7.1875 22
7 BASE_ADDRESS 0 0 2 LIMIT_ADDRESS 15 1 17 unused - 3 0 unused - 4 15
8 BASE_ADDRESS 1 0 3 LIMIT_ADDRESS 16 1 18 unused - 3 1 unused - 4 16
9 BASE_ADDRESS 2 0 4 LIMIT_ADDRESS 17 1 19 unused - 3 2 unused - 4 17
10 BASE_ADDRESS 3 0 5 LIMIT_ADDRESS 18 1 20 unused - 3 3 unused - 4 18
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11 BASE_ADDRESS 4 0 6 LIMIT_ADDRESS 19 1 21 unused - 3 4 unused - 4 19
12 BASE_ADDRESS 5 0 7 LIMIT_ADDRESS 20 1 22 unused - 3 5 unused - 4 20
13 BASE_ADDRESS 6 0 8 LIMIT_ADDRESS 21 1 23 unused - 3 6 unused - 4 21
14 BASE_ADDRESS 7 0 9 LIMIT_ADDRESS 22 1 24 unused - 3 7 unused - 4 22
15 BASE_ADDRESS 8 0 10 LIMIT_ADDRESS 23 1 25 unused - 3 8 unused - 4 23
16 BASE_ADDRESS 9 0 11 LIMIT_ADDRESS 24 1 26 unused - 3 9 unused - 4 24
17 BASE_ADDRESS 10 0 12 LIMIT_ADDRESS 25 1 27 unused - 3 10 unused - 4 25
18 BASE_ADDRESS 11 0 13 LIMIT_ADDRESS 26 1 28 unused - 3 11 unused - 4 26
19 BASE_ADDRESS 12 0 14 LIMIT_ADDRESS 27 1 29 unused - 3 12 unused - 4 27
20 BASE_ADDRESS 13 0 15 LIMIT_ADDRESS 28 1 30 unused - 3 13 unused - 4 28
21 BASE_ADDRESS 14 0 16 LIMIT_ADDRESS 29 1 31 unused - 3 14 unused - 4 29
22 BASE_ADDRESS 15 0 17 unused - 2 0 unused - 3 15 unused - 4 30
23 BASE_ADDRESS 16 0 18 unused - 2 1 unused - 3 16 unused - 5 0
24 BASE_ADDRESS 17 0 19 unused - 2 2 unused - 3 17 unused - 5 1
25 BASE_ADDRESS 18 0 20 unused - 2 3 unused - 3 18 unused - 5 2
26 BASE_ADDRESS 19 0 21 unused - 2 4 unused - 3 19 unused - 5 6
27 BASE_ADDRESS 20 0 22 unused - 2 5 unused - 3 20 unused - 5 7
28 BASE_ADDRESS 21 0 23 unused - 2 6 unused - 3 21 unused - 5 8
29 BASE_ADDRESS 22 0 24 unused - 2 7 unused - 3 22 unused - 5 9
30 BASE_ADDRESS 23 0 25 unused - 2 8 unused - 3 23 unused - 5 10
31 BASE_ADDRESS 24 0 26 unused - 2 9 unused - 3 24 unused - 5 11
32 BASE_ADDRESS 25 0 27 unused - 2 10 unused - 3 25 unused - 5 12
33 BASE_ADDRESS 26 0 28 unused - 2 11 unused - 3 26 unused - 5 13
34 BASE_ADDRESS 27 0 29 unused - 2 12 unused - 3 27 unused - 5 14
35 BASE_ADDRESS 28 0 30 unused - 2 13 unused - 3 28 unused - 5 15
36 BASE_ADDRESS 29 0 31 unused - 2 14 unused - 3 29 unused - 5 16
37 ENDIAN_SWAP 0 1 0 unused - 2 15 unused - 3 30 unused - 5 17
38 ENDIAN_SWAP 1 1 1 unused - 2 16 unused - 3 31 unused - 5 18
39 LIMIT_ADDRESS 0 1 2 unused - 2 17 unused - 4 0 unused - 5 19
40 LIMIT_ADDRESS 1 1 3 unused - 2 18 unused - 4 1 unused - 5 20
41 LIMIT_ADDRESS 2 1 4 unused - 2 19 unused - 4 2 unused - 5 21
42 LIMIT_ADDRESS 3 1 5 unused - 2 20 unused - 4 3 unused - 5 22
43 LIMIT_ADDRESS 4 1 6 unused - 2 21 unused - 4 4 unused - 5 23
44 LIMIT_ADDRESS 5 1 7 unused - 2 22 unused - 4 5 unused - 5 24
45 LIMIT_ADDRESS 6 1 8 unused - 2 23 unused - 4 6 unused - 5 25
46 LIMIT_ADDRESS 7 1 9 unused - 2 24 unused - 4 7 unused - 5 26
47 LIMIT_ADDRESS 8 1 10 unused - 2 25 unused - 4 8 unused - 5 27
0 LIMIT_ADDRESS 9 1 11 unused - 2 26 unused - 4 9 unused - 5 28

etch Consta LIMIT_ADDRESS 10 1 12 unused - 2 27 unused - 4 10 unused - 5 29
0 LIMIT_ADDRESS 11 1 13 unused - 2 28 unused - 4 11 unused - 5 30

SQ_TP LIMIT_ADDRESS 12 1 14 unused - 2 29 unused - 4 12 unused - 5 31
0 LIMIT_ADDRESS 13 1 15 unused - 2 30 unused - 4 13 unused - unused -
1 LIMIT_ADDRESS 14 1 16 unused - 2 31 unused - 4 14 unused - unused -
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Overview: The R400 RB Depth computes stencil and depth tests on quads of pixels,

WARKING: Familiarity wih “R400 Memory Format Specification” (Perforce depot'réO0/doc_lb/designichipimemory-
R400_MemoryFormat.pah) is required.
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Revision Changes:

Rev 6.0 Jay ¢. Wilkinson Initial fevishon.
Date: June 4, 2002 TED: Basic DC diagram and RBM interface.

Rev 0.1 Jay ¢. Wilkinson Added start of depth tte calculation and detailed
Date: July 17, 2002 stencil frame buffer organization descriptions.
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4 June, 2002

Introduction
The Crayola depth logic block is one of four mapor subblocks of the Render Backend (RB). The depth logic is

responsible for performing Stencil, Depih and early alpha testing and updating the depth and stencil data in the frame

buffer Quads surviving these tests are are seni along io the Render Penn Color subblock (RBC).
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1. Architectural Requirements 
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2. Overview

The R400 has two sets of data to maintain, stencil and depih foten confusingly called ‘Z). The storage and
processing of these two pieces on information had been simple and straight forward in previous designs. The R200
brought about the advent of ‘compressed’ depih and the R400 uses a similar scheme. The R400 also provides 2X
stencil compression, a much largertile size and more depth precision,

In the R400 trame butter intonation is split between the pairs of RB&MC blocks. The R400 uses one, two or four
RESMC block pairs, dividing the frame bulfer into a sophisticated (read thal as complex) checkerboard pattem.

An additional dimension of complexity is that pixelsquadsitiles may be multi-sampled (PA_5SC_AA_CONFIG.-
MSAAENABLE XE “PASC_AACONFIG:MSAAENABLE" } and PASC_AACONFIGMSAANUMSAMPLES XE
‘PA_SC_AA_CONFIG:MSAA_NUM_SAMPLES" } = 0). The R400 supports 1, 2, 3, 4, 6 and 8X mufi-sampling. The
Stencil and depth values aré stored and processed on a per sample basis. This results in significant requirements in
frame buffer size, memory bandwidth, internal storage and processing power.

‘Compressed’ depth introduces a third sel of dala, a companion to ‘compressed’ depth. This third dala set is
depth Pmask data. Each sample within a pixel may use a sharable ‘compressed’ dep with another sample within the
same tile. The Pmask identifies for every sample the index of iis shared depth plane (plane),

In order to optimize memory read and write bandwidth the amangement of the stencil, Pmask and depth data have
several variations to pack them as tightly as possible within 32 byte blocks (the size of all memory transfers), The
packing format is stored and maintained on a like by tile basis by the Tile Logic subblock of the RB as SMASK and
ZMASK.

When one multiplies all the variations of sizes, compressions and memory packing the result is quite dizzying.
The result should be a very significant decrease in required bandwidth by the depth logic as compared fo any previous
Qfaphics designs. in the future, when even more gate and buffer space is available, much more effective
compression techniques may be used which should dramatically improve on the R400's performance especially in
multisample rendering with stencils.
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3. StencilFormats

Stencil has a few variations in where and in what fommat it's stored in iis part of the tile's depth surface. Below is
an overview of the stenca and depth partitioning within a single tile’s section of the depih surface. The case for a
single sample tile's depth surface is shown below

ZMASK = EXPANDED ZMASEK '= EXPANDED ZMASE != EXPANDED ZMASE !=

SMASK = don't care SMASK = [8.15] SMASK= [2.7] SMASK =

ry a A

# LINcompressed ¥a - ur

er l6bit 8 bit Stencil 3
E

Be pee 32 bit 28 E
¥ Depth ee ;

& gE 24 bit Depth 24 bit Depth 24 bi: =
Stencil " oF

planes planes if 
FemAChet ite Fike Fearn! Galera Chri eer oyae OTE

In ie case of a multisampled tile each section's size is multiplied by the number of samples.

3.1 No Stencil Data (Frame Buffer only)
The Ra only supports stencd with 24 bit depih (RB_DEPTH_INFO.DEPTH_FORMAT{ XE

“RB_DEPTH_INFO:-CEPTH_FORMAT* } is DEPTH246 or DEPTH248FLOAT); there is no stencil when the depih surface
is 16 bit (RB_DEPTH_INFO.DEFTH_FORMAT{ XE "RB_DEPTH_INFO:CEPTH_FORMAT™ } is DEPTH_ 16).

The R400 supports stencil being disabled (RB_DEPTHCONTROLSTENCILENABLE = O KE
"RE_DEPTHCONTROL:STENCIL_ENABLE" }) in a context. As may be expected no stencil reads or writes will occur and
the memory bandwidih requirements are, usually, lessened comespondingly, The exiremely rare exception is when
ZMASK 6 “EXPANDED”, i.e. the 24 bit depth is interleaved with the & bit stencil, ZMASK is “EXPANDED” when 2MASK Is
disabled (RE_DEPTH_INFO.ZMASK_ENABLE{ XE “RB_DEPTH_INFO:27MASK_ENABLE™ } = 0) of when the depth surface is
being converted§for|software©compatibility|(RB_TILECONTROLFAST_DEPTHEXPANDY=XE
*RB_TILECONTROL:FAST_DEPTH_EXPAND" } = 4).

3.2 Uncompressed Stencil Data
Uncompressed stencils are 8 bil unsigned integers, one per sample. Except for when 2MASK is “EXPANDED”, all

the stencil data for an & x 8 pixel tile is Stored conmiguousty at the start of a tiles depth surface. Therefore the sixty-
four pixels times eight bits per stencil-sample requires 512 bits of 64 bytes of stencil storage pertile per sample. The
result is a stencil area from 64 bytes (one sample per pixel up to $12 bytes (8% mulisampling) per tile, Stencil data is
stored uncompressed when SMASK is disabled ({RB_DEPTH_INFO.SMASK_ENABLE{ xE
"RB_DEPTH_INFO:SMASKENABLE" } = 0) or when the depth surface is being converted for software compatibility
(RE_TILECONTROLFASTDEPTHEXPAND XE "RB_TILECONTROL:FAST_OEPTH_EXPAND" } = 1).

Stencil data inside the R400's depth cache is always stored as uncompressed even when stored as compressed
in the Frame Buffer, The determination of whether to store Stencil compressed is made al the tile’s stencal flush time.

BOZO: Must stove clear and compare with cache Nine fo compress atter the contextis gone

3.3 Compressed Stencil Data (Frame Buffer only)
Compressed slenciis are zero or four bit unsigned integers per stencil-sample; typically a =50% savings over

uncompressed stencils. A depth surface may have siencil compressed if enabled (RB_DEPTH_INFO.SMASKENABLE
XE “RB_DEPTH_INFO:SMASKENABLE" }= 1). All of the stencil values within a tile are stored in the frame butter with
the same format; efter O-bil SMASK, compressed 4 bil or uncompressed § ba. Each eight by eight pixel tile is

etO Mi Depth ac sat oie@ ATI Confidential. Reference Copyright Notice on Cover Page © #**0600 9447 ou

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0208405

ATI Ex. 2066

IPR2023-00922

Page 17 of 291



ATI Ex. 2066 
IPR2023-00922 
Page 18 of 291

Vat ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM.CJ

4 June, 2002 [date Wi “d eevee, GEN-CARKAXA-REVA
independently compressible, controlled by the file's SMASK. The compressed stencil data & abvays stored
CONgUOUshy on a per tile basis. Stencil compression is nol supported when ZMASK is “EXPANDED”.

Room for uncompressed eight bits per siencil-sample is ahvays allocated in the frame buffer which becomes the
fall back format when compression fails. When compression is enabled (RB_DEPTHCONTROLSTENCIL_EMABLE = 1{ XE
"RB_DEPTHCONTROL:STENCIL_ENABLE” h and (RB_DEPTH_INFO.SMASK ENABL{ XE
"RE_DEPTHINFO:SMASK_ENABLE" }E = 1{ XE "RB_DEPTH_INFO:SMASK_ENABLE” }) and ZMASK |= "EXPANDED" and
the compression for the whole tile is successful (0010, 5 SMASK 5 0111), stencil data is stored as packed four bit
slencil data im the frame buffer, When stencil compression is enabled bul stencil compression has failed for any
stencil-sample in the tile (1001, = SMASK ¢ 1111), the result is identical to having stencil compression disabled.

The R400 azo supports “compressed” zero bit stencil values. (f all the stencil values within a tile are equal to the
stencil clear value (RB_STEMCIL_CLEAR.STENGILCLEAR[ XE "RiB_STENGIL_CLEAR:STENCIL_CLEAR™ }) then SMASK Is
sel to OOD0,. If all the stencil values within a tile are equal to ihe stencil compare value (RB_STENCIL_CLEAR.-
STENCIL_COMPARE, XE “RB_STENCIL_CLEAR:STENCIL_COMPARE™ }) then SMASK is set to 0001,. For either of these
ho cases ihe stencal values from the fran buffer aré nol read. This, of course, requires thal stencils be enabled
(RB_DEFTHCONTROL.STENCILENABLE = 1{ XE "RB_DEPTHCONTROL:STENCIL_ENABLE" }) and that SMASK be enabled
(RE_DEPTH_INFO.SMASK_ENABLE{ XE "RB_DEPTH_INFO:SMASK_ENABLE*} = 1).

Bit 0 of SMASK is used to denote when any stencils are equal to RB_STENCIL_CLEAR.STENCIL_COMPAR{ XE
“RE_STENCIL_CLEAR:STENCIL_COMPARE™ JE. Bit 1 of SMASK is used to denote when any stencils are less than
RB STENCIL CLEAR.STENCIL COMPAR XE "RB STENCIL _CLEAR:STENCIL_COMPARE’ }E. Ba 2 is used to denole when
any stencils are greater than RB_STENCIL_CLEAR.STENCILCOMPAR, XE "RB_STENCIL_CLEAR:STENCIL_COMPARE }E.

SMASK Bits Description

0000 Every stencil value in the tile is = RBSTENCIL_CLEAR.STENCIL_CLEAR{ XE
"RB_STENCIL_CLEAR:STENCIL_CLEAR* }{ XE
"RB. STENCIL CLEAR: STENCIL CLEAR"

| D001, Every stencil value in the tile is = RBSTENCIL CLEAR.STENCIL COMPARE, XE| "RB_STENCIL_CLEAR:STENCIL_COMPARE"}. i)

| 0010; Everystencilvaluein the tile is < RB_STENCIL_CLEAR.STENCIL_COMPARE{ XE“RB_STENCIL_CLEAR:STENCIL_COMPARE™ || 0011; E Every stencil value in the tile is = RB_STENCIL_CLEAR.STENCIL_COMPARE{ XE

z
8

a

8

8

8 fl

 

"RE. STENCIL CLEAR: STENCIL_COMPARE™ }.

Every stencil value in the tile is > RBSTENCILCLEARSTENCILCOMPARE, XE

“RE_STENCIL_CLEAR:STENCILCOMPARE}
Every stencil value in the tle 6 2 RESTENCILCLEAR.STENCILCOMPARE XE
“RE_STENCIL_CLEAR:STENCIL_COMPARE™ }.

Every stencil value rm thé tie i # RB_STENCIL_CLEAR.STENCIL COMPARE XEitesa 

Some stencil values <, some >, some =. |
Reserved |

Every stencil value in the tile is = RBships_CLEAR.STENCILCOMPARE, XE
Every stencil value in the tile is < RB.SeeLEARCLEAR.STENCIL COMPARE, XE|
“RE_STENCILCLEAR;STENCIL_ COMPARE")
Every stencil value in the tile is 3 RE_STENCIL_CLEAR.STENCIL_COMPARE, XE
"RB_STENCILCLEAR:STENCIL COMPARE}.

Every stencil value in the tile is > RB_STENGIL_CLEAR.STENCIL_COMPARE, XE
"RBSTENCILCLEAR:STENCIL_COMPARE™}, |
Every stencil value in the tile is = RB_STENCIL_CLEAR.STENCIL COMPARE, XE
“RBSTENCIL_CLEAR:STENCIL_COMPARE* |

1110, Every stencil value in the tile is # RB_STENCIL_CLEAR.STENCILCOMPARE, XE
"RB_STENCIL CLEAR: STENCIL COMPARE’ }. |

Wiis|8|Some stencil values <, some >, some =.

Table 1: SMASK codes

 

1100,

1101;
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3.3.1 Compressed Stencil format
Stencil values are compressed by taking advantage of value locality. All of the stencil values within a tile have a

high likelihood of having a limited range. Compression is possible wilh the introduction of an SMASK (Stencil MASK)
per tile managed and cached in the RB's subblock Tile Logic (RBT). The format of a compressed stencil-sample is a
four ba unsigned integer offset ([0...75). The value of compressed stencil is calculated by adding the four bit
compressed stencil value to the per context stencil min value (RB_DEPTH_INFO.STENCIL.MIN{ XE
*RE_DEPTH_INFO:STENCIL_MIN"=}) Therefore the value of RB_DEPTHINFOSTENCILMY XE
“RB_DEPTH_INFO:STENCIL_MINC JN musi mot change alter a surface has been intialzed. NOTE: The value of
RBDEPTHIMFO.STENCILMA XE "RB_DEPTHINFO:STENCIL_MIN" JN must mot exceed 240 (255-15) as the stencil
comparisons are all 8 bi unsigned.

All of thé stencil data for the tile is allocated and read into thé depth cache when any compressible stencil data is
required by the depth cache fora tile. This simplifies the steps required when stencil compression fails for any stencil
inthe te. When stencil compression tails for any stencil value within a tile, all stencil data in the frame bulfer must be
written with their full ¢ight ba values upon a tie depih cache flush. Stencil compression faduré is detected during the
depth cache's flushing of stencil data and the SMASK is updated. Stencil data inside the R400's depth cache is
always stored as uncompressed,

Wher stencil is compressed to 0 bis (0000. 5 SMASK § 0001.) the stencil & not stored in the Frame Buffer but
only in the tile’s SMASK.

etO Mi Depth ac sat oie@ ATI Confidential. Reference Copyright Notice on Cover Page © #**0600 9447 ou

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0208407

ATI Ex. 2066

IPR2023-00922

Page 19 of 291



ATI Ex. 2066 
IPR2023-00922 
Page 20 of 291

ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. 4 June, 2002 [date V& “d MMMM, GEN-CARKAXA-REVA

4, Depth Formats
The Depth data fora tile has several variations in what Frame Butler format it's stored in. Below in an overview of

the stencil and depth partitioning within a single-sample tile’s section of the depth surface.

 
 

ZMASK =

SEPARATE or ZMASK = ZMASK = aiEXPANDED SEPARATE EXPANDED setae: ee, 0ae

a |ti

I j e
2io =

= ge ts
iB les = E *

ti baa E 5
Bsa

nimesedt i
¥ ¥ iAARC..

ZMASK = ZMASK = AMASK, = ZMASK =

ZPLANE? ZPLANEA ZPLANES ZPLANEI6

--- atebddeethBe janeaeAEEelcopee o---MMee 555ne x
i Stencil i q Stencil it 4 Stencil f = Stencil i i
; ombyaf 24 bit sepa); e (onlyif24 bitder a ? (onlyif 24 bul depth) § 2 | (only if 24 bit depthy | a: aie oF fd bal cher : § dart of 45 Bef cia E 4 miro 18 ba chee Bile : E i push ibis E
Peacelesa) © |__Pmask|= EShor ;

Tt . rr P|
nemescel Fplancy =ae =Polanct|Zplanc§= : 

=| poeia plangYaplanes25 plane =
: edt 1 : Ninel I 3 med :
i i i : a i lane1. eeel,a 1... Et uemftee

naceton a ocifomca

na of 1B BaP chap Fis  
Note that the 2PLANE16 formal does not fit within a singlé sample tila size, therefore the formal ZPLANE(6 is

only used for mullisample surfaces.
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Mulisample depth is stored as “S' contiquous single-sample tile depth data sections pertile; where ‘S° is the
number of samples of the surface.

 

 
ZMASE =

SEPARATEof ZMASK = ZMASK = ZMASK = ZMASK = ZMASK = ZMASK =

SPUANE!=_ZPLANEZ =—-_SPILANES=—-_(PLANES=EPLANEIE
ak : a: a a ae 4

{ Stencil iF Steneil i Stencil 5 0} Stencil $0} Stemi:
1 HAS bytes oid?h bytes 6a, bytes | i iS bytes:| 164*S bytes :
i (only if tad atonly af 24a isenty if 244, i toely if 244, adonily if 24i P hit depth) P hit depth) PP bit depth) * a eth) P bit depth) 7=] ; > | :a Hb aasnee : 5

ae fr] EPP Tr
Sample II's : t42 hit

Depth i i pF z o6E¥ m j Meese Eee tf
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aid fas | ieee
enor

| 1928S i 92s. | pe = : E ie- 1 f2 1 i 1 faz a
or 325 3 6a F
(317s Bytes Ff bey Ft
32 Whit i i fF Sab ble
Depth 1 ; 1. 1
. :
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4 ? 4 F te 4 ? ?

ZMASK = ZMASE = ZMASK = ZMASK =
Z2PLANE2 ZPLANEA Z2PLANES 2PLANEIE

2 Sampie 2 Sample 2 Sampia 2 Sample

ea 58 F8 ffa
: Sencl $+ 2 Seencil 3: Stencil = | Stencil |
iG4*S bytes | iGd*S bytes] idatS betes 2 G'S bytes |

(oalw i 24 fonty ac 246 Efonly if 24 i i Corby Ww 24 ifbet pth 1 Fbit depth) FP bit depth) ? bit depth) ?SI :— a
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4.1 Depth 16-bit URF

Sixteen bit unsigned repealing fraction depth is the most basic and standard depih formal. The value of the depth
is: Depth = ((Depthyee.«(2"-1)). The value range of 16 bit URF Depth is [0... 1].

Depth, 16 bt URF
FAIADeg inet Deon 1LF

Oy nae TE
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4.2 Depth, 24 bit URF

Twenty four bit unsigned repeating fraction depth is the monmal ‘high’ precision depth format The value of the
depth is: Depth = ((Depthye:sci(2""-1)). The value range of 24 bit URF Depth is [0...1].

2 o
Deqoth, 24 bil ARF

PEOT AB Depa wae! Depth aM uaF
byeeeoT

4.3 Depth, 24 bit Floating Point
The 24 ba floating point formatis new and is designed to eliminate the need for a VW buffer. (A W buffer stoned the

reciprocal of depth, giving it the characteristic of high precision for small depth values and low precision for high depth
values. Swilching to a floating point fommal meets the requirements of high precision for small depih values while
sacrificing very little precision as compared wilh 24 bit URF.

The 24 bit floating point is based upon the IEEE 754-1985 32 bil floating point format. There is no sign and the
range of valid depth values i6 [0...2). Values greater than 1.0 are invalid and neither generated nor supporied, but the
value of 1.0 Is represented exactly, without resorting to repealing traction ‘trickery’. The mantissa is 20 bits wilh an
implied leading inleger one when the exponent is non-zero. The exponent is an unsigned integer with a bias of +15. I
the exponent is zero then subnormalized numbers ane encoded, just as in IEEE 754. The encodings for positive or
negative infiniies and NAN (Not.A Number) are NOT supported.

2a 2019 0

Exp Mantissa teasl épeye oes

= Mantissa * 2*(Exp-34)

Value in ‘24-bitFloating Point

+ LOOODODDOOOOOOs 3 2
+4000000RMRRNMIOOO00. x 2°"

al oeAVAx2
+1eeee

i? qepositive submormscasoneboenenceceotante ea|si poDooOCCOOOOON00000ND: | ZERO
Table 2: Depth, 24-bit FP Format Examples

 
44 Depth, 96 bit Zplane
The definitive definition and description of Zplanes is in the document “//depolirOO0doc_lib/design/chip/memory-

R400_MemoryFonmalpdl section “Zplane Depth Representation”.
5a a0 29 a

Slapev<23.0> (sblined<3 26>) Slopexc2d0> (sblined<3,26>)
65 84 93 62 Bt Tr aae

CenterEeBTO> (owed2)
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5. Depth Cache

The depth cache is comsiructed from three 95 x 125 SRAMs. 264 bits is a universally uselul size for a depih and
stencil cache word’. Except forthe LS8 write and read address lines the write enable and the wite and read address
lines are common to all lhree SRAMs, The depth cache's read and write pons are the full 254 bits (48 Bytes) wide
along wilh bye wrile enables,

The depth cache is logically divided into forty eight cache lines. The cache is fully associative using a 48 entry
CAM. A cache line is 766 bits (86 Bytes). A single cache line may store a tile-sample's (1 Sample * 8x8 pixels)
Pmask and stencil information, halt a tie-sample’s uncompressed depth or half a tile’s compressed depth.

wate (384 bits)
& we (46 bits)

 
MEI FEL Cet wna CthCache lreewrents

byape OSG

data (304 Esta)

Data to the RBM and from the RBM is oun through an endian swap Block. The funcionality is defined by the
context register RB_DEPTH_INFO.DEPTH ENDIAM( XE "RB_DEPTHINFO:DEPTH_ENDIAN" }. Note: It's not clear that
endian needs to be applied for any format other than 32 bit packed, as that's the only software usable format. Svan then
it may not be needed, THD,

eeeSeription

OxAABBCCOD > OxAABBCCDD
ENDIAN SIN16| OxAABBCCDD -> OxBBAADDCC

ENCORERESINSZ2|OxAABBCCOD -> OxDDCCBBAA_ENDIAN_16IN32|OxAABBCCDD -> OxCCDDAABB
 

6. Depth Cache Formats
The data cache reads and writes four data cache words per cycle. The formal of each data cache word in any

cache line is identical.

6.1 Stencil & Pmask Depth Cache Format
Stencil and Pmask data are abways stored together in the same cache line. A depih cache line stores sbdyfour

samples worth of Pimask and stencil data. Since PMASK may be stored compressed along with 2planes all of the
PMASK data for single sample and the Zplanes are stored in a separate cache line, all the PMASK data for a single
sample tile must be writable into ihe depih cache within a single write operation. A single wile operaton inte the
depth cache is % cache line. For this reason the following cache line arrangement for the stencil and PMASK data
was created:
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1 sampleyparel

~~ one half cache ine (254 bile) -

r 128 bits one 450 PMESK ie = 

   
Cache Line A (LO)

Cache Line A (HI)

Cache Line A (LO)

Cache Line A (HI)

Cache Line A (LO)

Cache Line A (HI)

PRES FG: Dare etl ChetCerialarte GL9 geome fyare deo)

6.2 Single Sample Stencil & Pmask Frame Buffer Format
The uncompressed 8 bit stencil is stored just as 8 ba pixels are stored:

one meroof 18 bets, ao sagtihed by ihe bold outine for each mecro-tke

Var a6 95 6463 = 31 0
Stencils (0..7,2)

Sipncta (0:FS} Stenols (07+h
aTStencils0-77) OT | 05

0FaClit ethlcherie Borat oyawB90

 
The compressed 4 bit stencil is stored with the same order as 8 bit stencil, just that each siencil value is half size,

a5 such:

ong mecro-tle @ 128 bets, ws signified by the bold outine foreach micro-tia

127 96 946 6463 a2 31

© Stencils (0.,7,3) Stencils (0..7,2)|Stencils (0.7,ae microtile 0
~ atencils (0.7.7) Stencils (75) Stencils (0..7,6) Stencils (0..7,4) 2| microtile 1 
PAE PA Canes eae od Aa rieprecgeke Pel rey Oey Aven BT

The 4 bil and 3 bi PMASE data is stoned wilh ihe same order and size as the compressed 4 ba stencil, The ‘3’ bit
PMASK values are always stored as 4 bit PMASK wilh a most significant 4"bit of zero.
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Oe ecpaile re 128 Ga, oe tegetheel y the bold cuties iy each sires

lat 96 95 64.63 a2 31 0

microtile 0

microtile 
PBI FAR Deep pond dl bol precede PLASet 8 Corea fy eee OTS

The 2 bit PMASK data is stored wilh ihe same onder as the compressed 4 bit stencil, Bul with just 2 bats per
sample,

et rectcehle 125 Bt, oe egrehed by Ihe bold cull for each mecro-tile

127 96 65 6463 a2 31 0

 PMASK PMASK|PMASK.) PMASK|PMASK|PMASK|PMASK. microtile 0
Oa OFS 0.7/6 O..7 497] (0.73 0..7,7 OF2 0..7,0)5

00AYE Depend 2 bd mardiRASS0 ort by ays BT

The 1 bit PMASE data is stored with the same order as the compressed 4 ba stencil, but with just 1 bit per sample,

re mrececetie: 178 babs, as gageuteed by ihe bodd cute dor each ecrtile

M2 63 3231 0
 

FaiaDean opt F dat eineOA Se oa opytee

On a multisample surface all samples for piel are contiguous in the frame buffer, Mulisample tiles consume ‘5°
cache lines of stencil and Pmask. Effectively the data element size becomes “S' bytes per pixel. For muflisample
surfaces of 1,2, 4 and 8 samples/pixel, ihe resulting mapping is fairly simple,

Here is a representation of how a single tile is spill into stencil depth cache line halves (1 depth cache line hall= 1
depth cache read = 364 bas). | have checker boarded the quads within each lile for illustrative purposes. Note that
every quad in the tile is contained wilhin a single depth cache line half no matter whether the number of samples & 1,
2,40r8. This allows stencd testing of an entire quad per cycle.

 
 

Cache Line Offset Cache Line LofHi Cache Line Number

  
4:0

Yo. Vim Mi My| | Oo 1
| Wo. Bo, Ma. My, O Ys ; ¥3 |

(Cvs, fy. Mo Mn ho| vn Med

| Yo. Yo | o>) 84 a> §
{V1 Xo,Ky, MopS Oe|fy Mo, My, MoS OK | | |

| 4 Ts. V1, Ma. Yo, Ky, Ma, 0,0 Yo. hy _0,0 x | V3, ¥y |

6 Yn. Me, My. Mala > 3, 1, Me, My, Maha b> +, Yt, he, Me, mala
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Here explicitly is ie onder of stencil information within a cache ine. Please note that the stencil order is microtiled

just as it is stored in memory. A 2 sample tile’s stencil data takes 4 mamory ops to read if uncompressed and 2
memory ops to read if compressed. Here is the case of 2 samples per pixel;

2 samples/pixel
~~ one half cache line (Sieh) =

3|2)| Cache Line A (LO)
| Cache Line A (Hi)

| = || Cache Line 6 (LO)
= | | Cache Line B (HI) 

And 4 samples per pixel. Note: Two quads can be processed per cache read.

 
4 samples!piel

= one half cache fine (284 bits) ~

t —_? 125 bits -

sn ee Cache Line A (LO)et

line Cache Line A (HI)

+
Cache Line B (LO)tae

line Cache Line B (HI)

+

a Cache Line C (LO)tae 7

lin Cache Line C (HI)

me ay|o am |ocras lege ie fe leas (ee Ss 2/2] Cache Line D (LO)cad 7 —---- —_—___-—_}---—* : — —-——- ——— - — -

—

nto /__\
by IDO OTT EEE EEE

en 4 Pmask-samples! 22a3 14/4 G'S} 4 stencil-samples!
pixel 3333 = pixel 
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And finally & samples per pixel, Note: Only one & sample quad can processed per depth cache read,
& samples/pixel

~ one half cache line (384 bits} =

q

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

_ | Cache Line A (LO)

0 il Cache Line A (HI)
+ —

one | Cache Line B (LO)cache |

ine ) | Cache Line B (HI)

‘| Cache Line C (LO)

_| Gache Line ¢ (HI)
+

one | Gache Line 0 (LO)cache “7

line | Cache Line D (HI)

_| Cache Line E (LO)
| Cache Line E (HI)

| Cache Line F (LO)

| Cache Line F (Hi)

+
one Cache Line G (LO)

cache

rm | Cache Line G (HI)

| Cache Line H (LO)

| Cache Line H (HI)
PAODRECearate) CleeCaciaSbdldatepe

Opa BTS

For multtisample surfaces of 3 or 6 samples/pimel ihe arangement causes some individual quads to span cache
limes. His for this case thal the depth cache supports a split read: i.e. not all four rams receive the same addiness.
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Here's the depth cache layout for 3 samples per pixel,

3,2 | | Cache Line B (LO)

0,4 | Cache Line B (HI)

4) | Cache Line C (LO)
NG || Cache Line C (HI)

PMIGG FIG Cheer pd Chapels Caecrig Lert SleJ paericaie

Op Ate GT  

3stencil-samples!3aeil | ‘ =pixel

Here's 6 samples/pixel.

etO Mi Depth ac sat oie@ ATI Confidential. Reference Copyright Notice on Cover Page © #**0600 9447 ou

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMODI0440205417

ATI Ex. 2066

IPR2023-00922

Page 29 of 291



ATI Ex. 2066 
IPR2023-00922 
Page 30 of 291

 Vl ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE: i 4 June, 2002 [date Wa “d MMMM, GEN-CRAAXS-REVA 21 of
& samples!pixel

—_a one hall cache line (324 bits} -

 
 

| Cache Line F (LO)

16, | Cache Line F (HI)

PAG FAG: Digger ed Chega aacorg LiteSCarr oypeer AT
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6.3 16 bit Depth Cache Word Format
The 16 bil depth fonmat is a pleasure, so easy to use. This format is ahways aligned in the frame buffer bul is only

vald with ZMASK formats “SEPARATE and “EXPANDED”. Cache lines of this format are stored in the frame buffer

with unused padding to expand them to 24 bis. This makes reading and writing of 16 bit depths within the depih
cache the same as for 24 bit depth values. A single cache line stores 32 16 bit depth values. Two cache limes store a
full single sarnpile tile's depth values

one 96 bat<i
cache word

oe)iocoic u
416 bit depth walues / cache word

AGF Deep ed Deel Cacti MAorcd 22Balceept by ape BS

one half cache line (384 bits)

A7160514 A OB rqegsgag 3,0 2,0 1,0 0,0] Cache Line A (LO)ine 2]3.2 2,2) 1,2 0,2] cache Line A (H)

~~ 75.65 55 4.513.5 25 1,5 05/7464 54 4.4/3.4 2.4 1,4 0,4) Cache Line B (LO)cache

TOG SP 4037 27 18 OF 76 66 56 4613.6 2,6 1,6 0,6) Cache Line B (Hi)
 

ling

‘ one 16 bit wl
RG AB Dee vem Cleeaera Lire 1 daches tyerED depin

The 16 bit depth surface has no stencil data and has the smallest dapih surface size. The depth data is stored in
microtiled order, Each 256 bit depth cache fill read fills just one half of a depih cache line as a single depth cache
write. Mulisample 16 bit depth surfaces store the single sample's depth valves contiquously, and then followed by the
next sample's depth values.

Total sive as 128 Bytes per sample, This is the smallest depth surface

one micro-bie is 128 bes, as sagnifed by the bold oedine for each micro-ble

127 66 95 64 63 a2 dt o

peel(2.0)|Feel0Aceh0).|Paced(4,02| Pixel(3.0)|ee——____— mtdPixel(3.1)

Pasi.Teale[Poa[PanaPuna|PuoleDTelaTalon mnt2Pasteray Pushes}Prerisay|Pastesy|Poetsa)|Prettoay|PettayPeelOarmt3
|Pivel(7,4)|Pixel(6.4)|Pixel(5.4)|Pixel(4.4)|Pixel(3.4)|Pixel(2.4)|Pixel(1.4)|Pixel(0.4)|rot4

mi

|Pixel(7,7)|Pixel(6.7)|Pixel(5.7)|Pixel(4.7)|Pixel(3.7)|Pixel(2.7)|Pixel(1.7)|Pixel(0.7)|mt7
SEDGEDip pond 1 Aadco by ewae

 
 
 
 
 

16-bitdepthdata
6.4 24 bit (URF or FP) Depth Cache Word Format
The 24 bit depih format fits well, bul the filling fram the MC and flushing to the MC involve complex shitting and

possible merging with Pmask dala. Internally it's a fairly clean arrangement. A dala cache word stores four 24 bil
depih values. A cache line stores 32 24 bit depth values. Two cache lines store a full single sample-tile’s depth
values. The 24 bit URF and 24 bit FP depth formats are indistinguishable in the depth cache.
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ore SS bat

cache word
=e 2d bats ee

% Ba et 3 a

ao (2.0) 10) (0.0)

a 424 Dit hepih walues / cache word -
ASOA Dhepgh vad Oeyath Cachan Word A Eviciepth byanew RSET

ore 25 bit a!
depth cache word

one hall cache ling (E4 Bits)

 
oe 7,1 (6,1 §,1/4,113,1 2,1/1,1/0,1)7,0'6.0/5.0 4.0/3.0 2.0 1,0 0,0] Cache Line A (LO)Cae

f.3/6,3 5,3 4,313.3 2,3) 1,3/03/7,2 62 5,2 4.2/3.2 2,2 1,2 0,2] Cache Line A (Hi)

cache
lire

‘ one 24. bit
Au? Fa Gepeh ed Cee Cache taedfcer Byae EE dept

The arrangement in the Frame bulfer is not so clean,
one micr-bie i 128 bes. as segndied by the bold cetine for each moceo-ble

tr 96 95 64 63 az 3i Lt

[Freie|Prola)|_Puol@o)|Paoli)]Pael@O) Imo

aPinel(tt) Pixel(3.7)Piel(2)Piel11)Pike(0.7) mitt
mia

Praerasy[Pua[pao[Poa)|Pel)remts
Pixel72)|Poel(6.2)|Pixel(5.2)|——Pixel(4.2)|Pavel(3.2) | ta
Pinel(73)|Pinel63)|Pinel6,3)|Pela.)|Pret.)|dys
—[Pct]Pixet(4)|_Preliad)|Pixel.)|]Pixel(4)__|mts
IFires)Pet(5)|Pe5)|Pixel(1.5)|Pixel(05)Ym?
|Pixel(2.6)|Pixel(i.6)| Pixel(0.6)|Pixel(7.4)|Pixel(6,4)|Pixel(5.4)[rnté

Pixel(2.7)|Pael(.7)|Pel(0.7)|Pixel(7.5)|Pixel5)|Prxel(6.5)|mto
—Pel(76)|Puce)|Pao)|Pole)|Prele[Jno

—Pixel(7.7)|Pixel(6.7)||Pixel(5.7)|~——Pixel(4.7)|Pixel(3.7)|rm
AwADep ed Slide?eroFSoraloo By Geir thomAfernFle et FESes

peldata

24-bitpacked

The 24 bit depth cache lines for a Tile are filled by sections, Each cache line requires three memory read
operations, Memory reads retum 574 depth values per (126 bit) microtile. The three (256 bil) memory reads each %
of a cache line. The 24 bit depth values are aligned at (0,0) and at (0,4). As shown below the cachelines are shown
divided by three.

The depth data is read by order of &, '¥.
The first read the XV range [(0,0)...(4,0) + one byte of (5,0)) and range [(0,1)...(4,7) + one bye of (5,7)). This first

fill requires only one cache lime write.
The second read ((5,01@ibyte?...(7.0)) and [(02)...(1.2) + two bytes of (2.29) and [(5,1)ebbyle2...(7,1)] and

[(0,3)...(1,3) + two bytes of (2.33). The second fill uses both available depth cache write cycles.
The third and last readfills [(2.2)@pbyte3 ... (7,2)] and [(2,3)}@byie3 ... (7,3)]. The last fill only requires one cache

lime werite,

As the cache line is filled a per-cache-line fill count in the non-CAM tag is incremented, This fill count tells the
data cache fill logic which third of the cacheline to fill. The valid bii(s) (BOZ077) are tumed upon completing the final
fill of the cache lime. The first cache line with the depils for pixels [(0,0)...07,3)] is filled first.
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Oren 5 bat

depth cache word "*)one half cache line (324 bits}

Oe
FaI6SISSAS|3312.51.30.3) 7[Sasa42[3012.2 1.2 0,2] cacnetne sy

7.5/6.55,5|45]3.5/2.5|1,5/0,5|7.46.45.4)4.4]3,4)2.4) 7.4/0.4) cache Line 8 (LO) 
“" (Emlemisma7lare71707[RBIBSIS6/a6|36)2616.06] canines

; i

eee by jaye BHD garters i

6.5 Pmasks & 96 bit 7plane Depth Cache Word Format
The definitive definition and description of Zplanes Is in the document “depolirO0doc_lib/designichipimemaory

R400_MemoryFormat.pd? section “Zplane Depth Representation’.
56 a0 24 o

Slopave29:0> (sbfimed<3,26>) Slapex<29-0> (sblixed<3,26>)
95 694 g2 oF #1 64 63 6 81 ea

Shift2<3:> Ceantarne27:0> (shineds3,24>) Shite <3.0>

Two cache lines are used for storing ihe sixteen Zplanes:

Bi one G8 bet
depih cache wordi one hall cache line (364 bite)

¥

one 7plane 3 7plane 2 Zplane 0‘|Cache Line A (LO)faene

ine Zplane 7 Zplane 6 Zplane4—_|Cache Line A (HI)

'
< [Zpiane 11 _[_Zplane 10 |Zplane®@|_Zplane6__] Cacheines Lo

we’ [Zplane 15|—Zplane14|Zplane13|—Zplane12|Cachene
i

LV one 95 bit
Fagg AdSee wed Dene Cache LeebeDeere Sypnw eve 2pare

In the Frame Buller 2planes are painful to deal with. It's not just that Zplanes cross microtile and even ihe dual
microtile read size. The Zplane format introduces the third data element of the depih cache, Zplane Pmasks (Plane-
Masks}. Each pixel sample's depth is represented by one of up to sixteen Zplanes. This requires thal each pixel in
the frame buffer have a four (0...75]) bit 2plane Pmask for encoding i's representative depth. The Pmask is stored
preceding the Zplane dala and after the stencil data (if nol 16 bit depth which has no stencil data). Since the Pimask is
5'N"64 bits (where Nis one, two or four bits per Pmask and $ is one of {1,2,3,4,6,.8)) there are combinations of N and
§ thal will result in the Zplane depth data being not even microtile aligned. Note: Three bits per Pmask are actually
stoned and processed as four bits per Prmask.

The Pimask data is the first depth data read as the RED uses this data earty to determine the exact usage of the
Zplanes by the tile. Along with the Pmask dala some Zplane data is usually read, when (N*S)%4 != 0, Le. when (N.S)
iS ome off (1,7), 2.7), (12), (1S), 078) fp.

MOTE: The (N.S) combination of (4,1) is mot allowed in the frame buffer. The frame buffer size for
Zplane depth data is constrained to be less than of equal to the size that required by the depth being
is native WRF (16 or 24) bit format. For single sample this constrains the number of Zplanes to be:

Samples*Size of Pmask/Tile + Nepe-w’(Size of Zplane} <= Samples*Siae of 16 bit URF/Tile
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1°64*(4bits/depth) + Nope.(SGbits/Zplane) <= 1°64" 16bas(depth
Noew <= (1°54 16bisdepth = 1°64"4bisdepth)\(Sebits/Aplane}
Nope <= B4(16-40/96 = 2412/3
Netime “= 8

Therefore while Nzuone May be 8 for N=4, S=1, it can not be 16, in this case. The spec (Perlorce:
fidepovR400doc_livdesignichipimemonR4Oo_MemorFormaldoc) section “Zplane Storage
Formats”, table "Depth Storage Sizes in Micro-Tiles” fully analyzes this issue. The (N.S) combination
of (4,1), aka >8 Zplanes for one sample surfaces,is the only combination that restricts using the R400
RB's full 16 Zplane capability, Single sample tiles inside the RB may have [6,,.16) Zplanes, however
a5 they are flushed from the depth cache they will be written as explicit depth values and the Zmask is
changed lo “Separate”.

6.6 CAM Tags
Cache line tags in the depih cache are not @ pure physical address since the depth cache does not maintain the

exact same organization as the frame buffer's depth surface. The CAM portion of a depth cache line tag is a

composite of tive Lacie

 
PEADect wedDe Cache CAM Pair Oy ew TOT

Thefirst field of the depth cache CAM tag is the top 25 bits of the physical address of the start of the 8x4 pixel
tile’s depth data. (Explanation: The smallest size of a dala cachetile is 64 16 bil depth values of 128 bytes, therefore
leaving out the bottom log2(128) bits of the 32 bit device address gives us bits 31:7, or 25 bits. All other sizes are
multiples of 128 bytes.)

The second field is three bits and contains the data type:

a|0| DEPTH _LO
|4|DEPTR_HI Depth for pixels 0.4}.

STENCIL_PMASK|Stencil & Pmask
Reserved reserved
 

The third field is three bits for mullisample surfaces and contains the sample number ([0...7]) of the depth
information, Since the stencil and Pmask are stored a5 data elements of a size proportional to the number of samples
for multisample surfaces, the ‘sample number |s an offset into the sunace's stencil data,

The fourth field is two dirty bits, one bit per cache line half. The dirty is one if any depth or stencil value
(depending upon the Type’ of the depth cache ling) is required to be writhen to the frarne buffer before the cache line
contents are discarded. Note: The Pmask information is never ‘dirty’ and does not contribute to the status of this bit,
The Pmask is written depending upon whether the depth data is dirty and whether fl is of Zplane fonmat. S620: o third
dirty bt would be optimal for 7MASK = SEPARA TEEXPANDED.

Thefifth field is the three valid bits. The meaning of the valid depends upon the data type of the cache line.
(Explanaben: Memory fills to thé depth cache arrive as 256 Beis: therefore 24 Gil deplakes three reads to fill a cache
line. Also Pmasks ara read separately from the stencil data and only require only 8 single valid per cacheline. Stencil
data takes two 256 bil reads per cache line and iherefore require two valids.)

 
  
 
 

Valid Depth for pixels

| (0,0)...(7,0) & (0,1)...04,1)|
DEPTTHHOC Valid Depth for pixels |
  

      
 

5.6)... (7,6) & (0,7)..17,7 2.0). 07, 5) & (0,6)... 046)|(04). Oa & (OS),1S)|
| STENCIL_PMASK Valid Prmask for pixels Valid Stencil for powls

0,0)...47.7 04)... 0)...
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The state of a cacheline:

| Empty, available for reuse.
Occurs only aftera hard/soft reset or flush & invalidate.

0|OF)llUSO)|Empty and in use, awailing to be fillecdimarked-valid.
Oo]i|la
4|oO|0|Valid, available for reallocation
Pai|oO|fo 
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6.7 Depth Surface Device Addresses
The address calculations for the depth cache are quite complex. Starting from the general equations (Perlorce

Hdepotlooidec_libidesignichipimemnonwR4O0_ltemoryFormal.pdt) we can simplity and reduee to the required forms.
Depth surface dimensionality effects address generation. The depth surface dimensionality of a depth surface is

the context register field RB_COLORO_INFO.COLORO_ARRA[ XE “RB_COLORO_INFO:COLORG_ARRAY” }¥ which may be
eflher ARRAY_20 or ARRAY3DSLICE. If depth or stencil are enabled then the held RB_COLORO_INFO.COLORO_TILING[
XE “RB_COLORDINFO:COLOROTILING" } must be ARRAYTILED. A depth surface may not be linear or 1D,

 

6.7.1 Tile starting device address
The complexity of calculating the start of a tile’s depth data in its depih surface is greatly simplified by several

Facts.

1. The X and ¥ quad and povel offset bits are zero, Le. X[2:0] and ¥[2:0] are zero.
2. 16 ba depth surfaces have no stencil and are fied with a data elament ‘Size’ of 2 bytes per pixel,
3, 24 bil depth surfaces have stencil and are fixed with a data element ‘Size’of 4 bytes per peel,
4. There is no offset within the tile since we're just calculating the staring address, ie. ‘TikeBase' is 0.
5. TileSize is (16 or 32 bits/pixel) * 64 pixels * ‘S' samples = 128°S (16 bal depth) of 256°S bytes (24 bit depth)

per tile.
6, ‘DataSize'is irrelevant for the tile starting address,
7. Depth surfaces are always tiled,
8. 2 is a three bit slice value, trom RB_COLORO_IMFO.COLOROSLIC{ XE "RB_COLORO_INFO:COLORO_SLICE” jE.

Note: “Tis value apo'es fo all color buffers and fe depth Belfer.”
§. “SURFACEPITCH’ is RB_SURFACEEXTENT.SURFACEPITCH, XE “RB_SURFACEEXTENT:SURFACE_PITCH™}.
10. “SURFACEBASE’ is RB_DEPTH_BASE.EPTHBAS! XE “RB_DEPTH_BASE:DEPTH_BASE™ }E.

Staring trom the general equations and reducing...
The original equations for each field are shown in Malics on the first equation line. The reduced results using the

above fallow the original equations and are expanded, if necessary, according to the number of pipes. The use of
log2(Pipes) and log2(Size) are used often; the log2(16 bit depth) is 1 (Byte) and log2(32 bat depth) is 2 (Bytes). Curly
braces ‘{ and ‘} are used to denote bit concatenation into a resulting mubibit value, The subscripts are used to denote
the particular bit of the X%, ‘¥ or 2 tile coordinates.

,-____]0

Pp
Po
jd

po
pd

SaaeREEea
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TibBase + TieOteet2D630

ah +(ia) P2-8] + f

[ TikeSine (PH t2
: Tsar(pes?MacreOiisei20.V[9]Wacroset.%,¥:),MeciooteetRy

INaxeOfeeZ0zeitSarcesecond<< (ig(SeogatTeeSize)ie
(SURFACEBASE[31:aan= loz{TieSize)) « MacroOtiseiZ0)

=Sueeres

Pi ig.

MacoOtiee3D am ratsee)+bi - Rae Pe =i ;. th pctUREfalc<i? - iogi TikeSize) +MacroCtfeet30)
coeserinetees ieSURILEREC iogaiTileSize)) +{MacroOfiset3O<<4) +
eeaaaewe
TAREE kag2iTa+(MacroOtfaatst<<4)) oe (2-2(Pipes)
+(Pines paBu. Zh, (Ma, Me. Zaflpee C1 hogyTile Sine}ce

Nowethe LB|fa dif cnricnti
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(su 1Ze<[8 - log2(THesize)) *

toteet | (Pipes 721, Xa, Xa) +
 

 
The MAC plus a small 2-to-1 mux (based on the dimension and depih size) gives LocalAddr. The final Device

Address is just one more level of muxing (based on the number of pipes):

| LecalAaeh]Wega(Pipes! 7]

| __ | BarkSaectzt) ov BankSeleeraDJ | 2D: ¥a; 3D: Y3AZ;
 
6.7.2 TileBase

The ‘TieBase’ is used when accessing 24 bet depih surfaces fo skip over the siencil data or to skip over the
previous sample's depth data. or mullisample 16 bit depih surfaces,

128°(5-1)|The depth data for sample ‘3’,

___320°S-256|The:rasadataforante's'ea$+256°(S-1))
64°S|ThePmask data.
 

6.7.3 DataSize

The ‘DataSize" along with ‘TileBase’ is used in the general addressing equations to access individual data
elements within adepih tile,
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Depth Size Depth "Dates Stencal ‘DataSienes)| tee)

ae|ePARDED[iEXPANDED NIA

|a4 SEPARATE TO3

Pe aoe
6.8 Non-CAM Tags

6.8.1 Inflight
The is incremented once for every tile seen by the early depth cache probe logic, thereby reserving the cacheline

and preventing its accidental deallocation before use. The inflight count for a cache line is decremented when a tile
has completed depih and stencil testing. The inflight count is an unsigned 6 bits per cache line.

6.8.2 Descriptor

 
  

Each cache line has a format assigned. This is used when the line is flushed to determine how to unpack,
reformat and swizzle the data into the franve butter.

For depih caché lines storing depih dala thé descriplor describes the frame buffers current formal. When

flushing depth information this eeihe information that is needed to generate a new Zmask, be ‘smart’ about howmuch to write back and what depth fo

Descriptor
Bits[71:0 Description

_0|DEPTH_LO or DEPTH |DEPTH_LOorDEPTHHI | 24bit Dentane‘orFP)
——_ te LO or DEPTH_HI3|DEPTH_LO or DEPTH_HI

aBits{9 : Description

eoTile cache index for Zmask and Smask
The stencil is uncompressed/compressed in FB is used io optimize the flushing of siencil data. If the stencil has

changed format then all of the tile’s stencil data must be written. If the stencil has not changed its compression state
then onty the dirty stencils need be written.

Bit Desc ption
STENCIL_PMA

 

 |CO
STENCIL_PMA Compressed Pmask, unusableuni uncompressed,

BOZO how és the comp Of AAO NATbre?
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 Vi ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE: i 4 June, 2002 [date Wa “d MMMM, GEN-CRAAXS-REVA 31 of
7, Depth&Stencil Surface

7.1 ZMASK Background (0)

7.2 ZMASK ZplaneN

8. ZMASK Separate (6)

8.1 16 Bit Depth
This format & indentical to ZMASK Expanded (7) when the depth value is 16 bits. No stencil infomation exasts in

adepih surface wih 16 bil depih values. This is ie mos trivial surface to load and flush, ie dala aligned and a full
256 bit memory operation is a single depth cache in size. This is the smallest depth surface with just 256 bytes per
sample,

=? 128 be microti -

6)|2D) 4) @) | BO | 2 1.9 |
7) 6) 6) 4) 7) € EO 0

Gmicoties (3.3) | 23) (13) 3) 32) | 22) 2) Ozper sample

+ 79 | 6) 6 4|7H|6H 6H|46)
AaFG: Dees el ZLSaparane bain OT

8.1.1 Data Cache Fills

A single 256 bit read request generates a single aligned data cache wile (344 bis}. The first microtile is retained
pending the arrival of the second microtile of the read, The 16 bit depth values are padded to 24 bits and written, The
half cache line & marked valid.

~*~ 256 bit memory read =
Beer re

— odd microtilie — from staging register -

Cache Line *

{LO of Hil)
—_ ong half cache ling (384 bes} =

AeADeep ed 18 balet fy dee BPS0GO

Writes are just as obviously simple. There are no alignment conaems. in either direction, the data in the frame
buller is always algned in this format.

8.1.2 24 Bit Depth & Stencil

etO Mi Depth ac sat oie@ ATI Confidential. Reference Copyright Notice on Cover Page © #**0600 9447 ou

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0208428

ATI Ex. 2066

IPR2023-00922

Page 40of 291



ATI Ex. 2066 
IPR2023-00922 
Page 41 of 291

 ral ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM.i ; 4 June, 2002 [date Va “d MMMM, R400 RB Depth (RBD)

9, ZMASK Expanded (7)

9.1 16 Bit Depth
The format is indentical to 2MASK Separate (8) when the depth value is 16 bits. No stencil information @xists ina

depth surface with 16 bit dapth values.

9.2 Packed 24 Bit Depth with Stencil
This format has low perfomance and is only inended as a software or texture uni readable and writable surface.

itis unfortunately the first depth surface to get working. The depth surface is stored into three depth cache lines per
sample; one for the stencil data and two for ihe depth values.

Awhole tile 6 read whenever any depth or stencil information of the tile is needed. This is not optimim particularily
for the multisample cases, bul this restriction is expediant.

The stencil write assembles both read microiles into a single 8 pixel slencil write (one cache word or 64 bits plus
the 32 bits of Priask dala & zeroed to ad debug). The depth write assembles boih read microides into an aligned
single & pixel depth write (192 bits = two cache words).

Writing the tile from the depih cache will generate jusi 8°S 256 bit memory writes. Assembly of the write data with
the stencil data is perlormed outside the cache with the aid of an LO stencil cache line.
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R400 RB Depth
Drawings

R400 RB Depth.vsd:TITLE

byjayw 9/8/2003
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0 R400 RB Depth.vsd:Depth 16 URF
Depth, 16 bit URF by jayw9/8/2003   
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23
 

0 R400 RB Depth vsd-Depth, 24 bit URF
Depth, 24 bit URF byjayw 9/8/2003   
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34 7
. . . 8 . . 0 R400 RB Depth. vsd:Depth, 32 bit with stencil

Depih, 24 bit URF or 24 bit floating point 8 bit Stencil byjayw 9/8/2003
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23 19
. 0 R400 RB Depth.vsd:Depth, 24 bit floating point

Exp Mantissa byjayw 9/8/2003

= Mantissa * 2“(Exp-34)
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a 96 bits
 

 

32 bits of Mask (8 pixels)  64 bits of Stencil (8 pixels) 
 

one 96 bit Z-plane 
 

24 bit URF or FP depth 24 bit URF or FP depth 24 bit URF or FP depth 24 bit URF or FP depth 
 

16 bit URF depth

 
 16 bit URF depth 16 bit URF depth  16 bit URF depth  16 bit URF depth 16 bit URF depth  
 

R400 RB Depth.vsd:Cache Word byjayw 9/8/2003
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 Read/Mod Write ~

 

 
aNa ™     

 

Depth RMW   

 

 

 

MASK
SUMMARY

INITIALIZATION

 On-the-fly Stencil & Mask Reformat/Decompress
Endian SWAPfor MC Data 

wq}28
 

    
 

‘
  MASK

SUMMARY SRAM
 
  DC2 DC1

96 x 128 96 x 128

SRAM SRAM  DCO

96 x 128

SRAM
 

 

MASK
RESUMMARIZATION |k
& DECOMPRESSOR

 

128 

 
 
 

  MASK GENERATION —} 
 

128
 

  
STENCIL TEST &

GENERATOR

  STENCIL
COMPRESSOR

 
 

oO
N=    
ae

 LOMASK CACHE/REG  
 

  

 
 

/[_256 384), LOSTENCIL CACHE/REG/\
\

    
 

 

  DOAaa/AHOVD HLd4d07  
 

384 DEPTH TEST &
/ GENERATOR

DEPTH

DECOMPRESSOR

 
 

0
N=    

Ne NU 

 Shift & Align Unit
Endian SWAP   

R400 RB Depth.vsd:Depth Cache Overview
by jayw 9/8/2003 co

N—    
to MC via RBM
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wdata (384 bits)
& we (48 bits) 

     

     
A a

—|waddr

DC2 DC1 DCO
96 x 128 SRAM 96 x 128 SRAM 96 x 128 SRAM

—> Jraddr
TE
  

R400 RB Depth.vsd:Depth Cache Iniernais
by jayw 9/8/2003   ~ a

a

rdata (384bits)
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one 96 bit A
cache word

63
PMASK(8
campise) 64 STENCIL(8 samples) 9

t 32 bits vhs 64 bits »AR4100 RB Depth.vsd:Data Cache Word S&M byjayw 9/8/2003
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1 sample/pixel

7half cache line (384 bits}—__________________»
! __one8bit stencil 128bits f bit

passes) Sa] cometine acco
“Ouro acneNropiaosoneseedencechoeeniacemeird} Cache Line A (HI)

 

 Cache Line A (LO)

Cache Line A (HI)

. ~PMASKY Odd | PMASKY Even | Cache Line A (LO)
| Cache Line A (HI)

R400 RB Depth.vsd-Depth Cache Line S&M tsample by jayw 9/8/2003
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2 samples/pixel

—half cacheline (384 bide cache Ses : RE CLS: 3Sen‘ S CacheLine A (LO)a jos pe} 2 at iy _&| Cache Line A (HI) 
 
 

-—e000 tle

one fe gies}? ae Woe . Ce iS = ==1 cache Line B (LO)
cache : — a .

line fk | Cache Line B (HI)

R400 RB Depth. vsd:Depth Cache Line S&M 2 sa. by
 

SAMPLE: SAMPLE:0     
2 Pmask-

samples/pixel

 

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER
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AL 128 bitmicrotile

(3,1)|(2,1)|(1,7)|(0,4)|(3,0)|(2,0)|(4,0)|(0,0)

(7,1)|(6,1)|(5,1)|(4,4)|(7,0)|(6,0)|(5,0)|(4,0)

8 microties|(3,3)|(2,3)|(1,3)|(0,3)|(3,2)|(2,2)|(4,2)|(0,2)
per sample

(7,7)|(6,7)|(7)|(4.7)|(7,6)|(6,6)|(5,6)|(4,6)

        
 

R400 RB Depth. vsd:ZMASK Separate 6
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R400 RB Depth.vsd:Depth Cache Word 16 bit depth

AL one 96 bit »f
A a cache wordrt16 bits

* i emg2S

(3,0) (2,0) 56 (1,0) (0,0) 8

a16 bit depth values / cache word}
byjayw 9/8/2003

4 

AMD1044_0208442
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4

 

4 one 96bit
A . A cache wordt—24 bits—r}

* 23

(3,0) (2,0) (1,0) (0,0)    
4 
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R400 RB Depth.vsd:Depth Cache Word 24 bit depth
424 bit depth values / cache word}

byjayw 9/8/2003

4 
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256 bit memory read

Ay odd even microtile
 

microtile from staging register

Cache Line X

a 1 J | (LO or HI)
one half cache line (384 bits)

by jayw 9/8/2003
  

R400 RB Depth. vsd:16 bit depth fill
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one half cache line (384 bits)

one 16 bit
R400 RB Depth. vsd:Depth Cache Line 16 bit depth by jayw 9/8/2003 depth
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90,0 Cache Line A (LO)

0,2] Cache Line A (HI)

|| CacheLine B (LO)

6] Cache Line B (HI)

AMD1044_0208445
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one 96 bit
depth cache word 

 
 
 

 

one half cache line (384 bits)

Fa[a]5]]2.41.1]0.4]7.0/6,0]50]4.0[3,0]20]7.0]0,0] cecnetineAto
7.316.3)5.9/4.3]8.3.2.91.3/0.3]7.2/62/5.2/42]32/2.2/1,2/0.2|cecneLneAH)

7565/5A5[5/251505]7A]]54|4a]9A2a]1.4]0A] CacneLine8Lo)
77167/5747[372717/07|7.6/5656146|3,62,61,610.6] CacreLine8)

aa
one

cache
line

1
one

cache
line

one 24 bit 'R400 RB Depth.vsd:Depth Cache Line 24 bit depth by jayw 9/8/2003 depth
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one 96 bit
depth cache word

one half cacheline (384 bits)

aa
one

Cache Line A (LO)cache

line Cache Line A (Hl)

one 4| Cache Line B (LO)cache :
line

one 24 bit
R400 RB Deoth.vsd-Fill 24 bit depth by jayw 9/8/2003 depth

 
Cache Line B (HI)
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one 96 bit
depth cache word

one half cache line (384 bits)

Zplane 3 Zplane 2 Zplane 1 Zplane 0 Cache Line A (LO)

Zplane 7 Zplane 6 Zplane 5 Zplane 4 Cache Line A (HI)

one Zplane 11 Zplane 10 Zplane 9 Zplane 8 Cache Line B (LO)cacne

line Zplane 15 Zplane 14 Zplane 13 Zplane 12 CacheLine B (HI)
~~ one 96 bit

R400 RB Depth. vsd:Depth Cache Line 96 bit Zplane by jayw 9/8/2003 Zpla ne
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one micro-tile is 128 bits, as signified by the bold outline for each micro-tile

127 96 95 64 63 32 31 0

||Pixel(4.0)|Pixel(3,0)|Pixel(2.0)|Pixel(1,0)|Pixel(0,0)__|mto
P|Pixel(4.4)|Pixel(3.1)Pixel(2.4)|Pixel(1,4)[Pixel(0,1) fmt

m2

mtg

|Pixel(7,2)|Pixel(6,2)|Pixel(5,2)|_Pixel(4.2)|Pixel(3,2)||mia
|Pixel(7.3)|Pixel(6,3)|Pixel(5,3)[Pixel(4.3)|Pixel(3.3)|| mits

P|Pixel(4.4)|Pixel(3.4)|Pixel(2.4)|Pixel(1,4)|Pixel(0,4) _[mité
P|Pixel(4.5)|Pixel(3,5)|Pixel(2.5)|Pixel(1,5)|Pixel(0,5) __|mt7

mts

mtg

|Pixel(7,6)|Pixel(6,6)|Pixel(5,6)|_Pixel(4,6)|Pixel(3,6)|
PPinel(7.7)[Piel(6.7)Pixel(5.7)Pel(4.7)|Pixel.)Tn”?

mii

 

 24-bitpackedpixeldata
R400 RB Depth.vsd:24 bit microtile FB format byiseifer from R400_Memory_Tiles.vsd::FB2dAltiicro
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one micro-tile is 128 bits, as signified by the bold outline for each micro-tile

127 96:95 64:63 31 on

Stencils(0..7,3)_|Stencils(0..7,1)_|Stencils(0..7,2)"|Stencils(0..7,0)5] microtile 0
=Stengils(0..7,7)|Stencils(0..7,5)|Stencils(0..7,6)_|Stencils(0..7,4)5] microtile 1

R400 RB Depth. vsd:4 bit microtile FB format byjayw 9/8/2003
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one micro-tile is 128 bits, as signified by the bold outline for each micro-tile

 

 

 

  
127 96 95 64.63 34 O.

microtile 0

microtile 1

microtile 2

microtile 3

R400 RB Depth vsd'8 bit stencil FB format byjayw 9/8/2003
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one micro-tile is 128 bits, as signified by the bold outline for each micro-tile

127 96 95 64 63 32 31 0

24-bitpackedpixeldata 
R400 RB Depth.vsd:24 bit microtile FB format colo byiseifer from R400_Memory_Tiles.vsd::FB2dAltiicro
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Total size is 128 Bytes per sample. This is the smallest depth surface.
one micro-tile is 128 bits, as signified by the bold outline for each micro-tile

127 95 63 31

mtd

mt

mt2

mt3

mi4

atite)

Pixel (7,6)|Pixel (6,6)|Pixel (5,6)|Pixel (4,6)|Pixel (3,6)|Pixel (2,6)|Pixel (1,6)|Pixel (0,6) Jmt6

Pixel (7,7)|Pixel (6,7)|Pixel (5,7)|Pixel (4,7)|Pixel (3,7)|Pixel (2,7)|Pixel (4,7)|Pixel (0,7) Jmt7

R400 RB Depth.vsd:16 bit FB format byjayw 9/8/2003

 
 

16-bitdepthdata
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(Z,S) =

 

  

(2:4), (2,8),

(4,2), (4,4), zs)(4,6), (4,8), - 5) = -
8), (16,4 ares (2.2), (2,6), Zmask=2,

5 (4,1), (4,3)

+4) Zpo

| Zp3  Zp2|1      
3| Zp12 | Zp11 E

)Zp15 Zpi4
  

  R400 RB Depth. vsd-Zplane 256bit alignments by jayw 9/8/2003 
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(2,8) = (2,8) =
(2,4), (2,8), (2,2), (2,6),
(4,2), (4,4), (4,1), (4,3)
(4.6), (4,8), _ _
(8,*), (18,*) Zmast 2, Zmask 2, 

 

      
 

    

    

            

              

 

  
  

  
(131415)
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4 samples/pixel

one half cacheline (384 bs}$+} 

 
 

R400 RB Depth.vsd:Depth Cache Line S&M 4 sample               

byjayw 9/8/2003 oe
uy aB,}-05} 02) G:.
2S) SSCpe eleG3 }09 03} G),

4 Pmask

samples/pixel
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Cache Line A (LO)

CacheLine A (HI)
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4 samples/pixel

o>half cache line (684“
Cache Line A (LO)

CacheLine A (HI)

Cache Line B (LO)

Cache Line B (HI)

Cache Line C (LO)

Cache Line C (HI)        
Cache Line D (LO)

Cache Line D (HI)

        
——~ ~~ _

_R400 RB Depth. vsd:Depth Cache Line S&M 4 sampleB   

 

            

byjayw 9/8/2003 olaletS |

a 4 stencil-SiSisis i
z\a\2 3 3 | samples/pixel

4 Pmask- ae

samples/pixel
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8 samples/pixel

—half cache line (384 bs}$+}

°oQoOooO°°oO =90=90=o0=o0=00=00=00=00 30535053305305303305330535053 o7aOo7oo7aoo7ao7ao7ao7aoTroDoO@@DODDoO 
  

                 

 
 
   

R400 RB Depth.vsd:Depth Cache Line S&8M 8 sample / \ LS
/ \ Aby jayws 9/8/2003 = TET
BlOho st otals sodd ed dd hddy eh dd Pd ad:QO Re ae a

22585 233AO DGIO Gao

8 Pmask

samples/pixel
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_| CacheLine A (LO)

| Cache Line A (HI)

)| Cache Line B (LO)

Cache Line B (Hl)

Cache Line C (LO)

| Cache Line C (HI)

Cache Line D (LO)

Cache Line D (HI)

_| CacheLine E (LO)

"| CacheLine E (HI)

_| Cache Line F (LO)

a CacheLine F (HI)

_ | Cache Line G (LO)

- Cache Line G (HI)

_|Cache Line H (LO)

Cache Line H (HI)

| 8 stencil-

| samples/pixel

AMD1044_0208458
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2Samples 4ee   cache.line| _ cache line Alo 7
‘cacheline) [ache tnecache line Bhi PeSBai
R400 RB Depth.vsd:Depth Cache Line S&M as Tiles byjayw 9/8/2003

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0208459

ATI Ex. 2066

IPR2023-00922

Page 71 of 291



ATI Ex. 2066 
IPR2023-00922 
Page 72 of 291

3 Samples 6 Samples

R400 RB Depth.vsd:Depth Cache Line S&M as Tifes2

 
by jayw 9/8/2003
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Tile’s starting device address [31:7] 
R400 RB Depth. vsd-Depth Cache CAM Entry

by jayw 9/8/2003
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ZMASK= ZMASK[= ZMASK [= ZMASK!=

 
EXPANDED EXPANDED EXPANDED EXPANDED

SMASK= don't care SMASK= [8.15] SMASK= [2..7] 2 SMASK =(0..1]

ro -: ; - +
uncompressed Fo|4bitStencil|¢ unused
Sbiesrenal|8

32 bit “
Depth =q Q

& og 24 bit Depth ge 24 bit Depth 24 bit Depth
Stencil “ or a or or

Zplanes =e Zplanes Zplanes

v Wy

   
R400 RB Depth.vsd-Tile Format Stencil Overview

by javw 9/8/2003
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AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER

3 samples/pixel

—half cache line.@i4o_oT= Plgita4 [ia 4 ‘S 4,0 0,0| CacheLine A (LO)
CacheLine A (HI)  

 

Cache Line B (LO)

Cache Line B (Hl)

Cache Line C (LO)

  

 
 
          

||| CacheLine ¢ (HI)

/ \
R400 RB Depth.vsd:Depth Cache Line S&M 3 sample | / \
by jayw 9/8/2003 s ae ae a.

wud 43 stencil-
alae / 1
2212 2/ samples/pixelOIA 4

3 Pmask-

samples/pixel
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6 samples/pixel

—half cacheline (384 bs}$+}
sn oT "TS : = oT

cache - - — -

 

  
6 Pmask-

samples/pixel
|| 6 stencil-

| samples/pixelSAMPLE'S: SAMPLE4: SAMPLE'S
R400 RB Depth. vsd:Depth Cache Line S&M 6 sample by jayw 9/8/2003
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Cache Line B (LO)

Cache Line B (Hl)

Cache Line C (LO)

2| CacheLine C (HI)

| Cache Line D (LO)

_| Cache Line D (HI)

_| Cache Line E (LO)

Cache Line E (HI)

Cache Line F (LO)

_| Cache Line F (HI)

AMD1044_0208464

ATI Ex. 2066

IPR2023-00922

Page 76 of 291



ATI Ex. 2066 
IPR2023-00922 
Page 77 of 291

6 samples/pixel

—half cache line (384 bs}$+}
one r ao To r .

cache — = :

 
 
 

 
 6 Pmask-

samples/pixel
. : 6 stencil-

| samples/pixelSAMPLE'S: SAMPLE4: SAMPLE'S
R400 RB Depth.vsd:Depth Cache Line S&M 6 SampleB by jayw 9/8/2003
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_| Cache Line A (LO)

| Cache Line A (HI)

Cache Line B (LO)

Cache Line B (Hl)

| CacheLine C (LO)

CacheLine C (HI)

Cache Line D (LO)

: | CacheLine D (HI)~ TT

Cache Line E (LO)

_| CacheLine E (Hl)

oo Cache Line F (LO)
Cache Line F (HI)
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ZMASK = ZMASK=

 

       
   

 

 
  

 

    
   

   

  
 

SEPARATEor ZMASK = ZMASK = FPLANE1
EXPANDED SEPARATE EXPANDED poneStartof24bitdepth.tile......,

. 4s o Stencil t
2 Stencil e2 : (only if 24 bit depth) Sa
a + nn 2°co i)

- 32 bit a

q 24 bit Depth go & 6956bis > or @ 5 Stencil
32 bytes SE

Zplanes =
unused

_¥ end-ot24-bit-depthtile S
5E

ZMASK = ZMASK = ZMASK = ZMASK = g
ZPLANE2 2 ZPLANE4 2 ZPLANE8 2 ZPLANE16 ~

pretAOLAREMORELEcome prolaOf240idepthteessen : prcnnedSItadO24.PidepthMeenas pronelAOF24.BILAERID.Le... ©Stencilq Stencil3 Stencilq Stencil :
(only if 24 bit depth) : (only if 24 bit depth) : : (onlyif 24 bit depth) : (only if 24 bit depth

planel | Pmask|/ a

plane7iZplane6| Zp5

i : plo plane9[Zplanes
unused unused unused Fromei : i i : i a. |Zplane12| Zplane1 1) ‘a.

Ivesend-of24-bit-depthtile! Laann@icok24-bit-depthtile pene SALALEPIERREnut seo oe ee LSI...
R400 RB Depth.vsd:Depth Format Overview

byjayw 9/8/2003
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ZMASK =

 

   
 

 
    
 

  

  
 

    
  

SEPARATEor ZMASK= ZMASK= ZMASK= ZMASK= ZMASK= ZMASK= ZMASK=
EXPANDED SEPARATE EXPANDED ZPLANE1 ZPLANE2 ZPLANE4 ZPLANES8 ZPLANE16

Sample 0's iy / : E Po} + i i$ 3
16 bit Sample 0's » Stencil | : Stencil | i i Stencil | Stencil |
Depth Stencil 32 bit : : | 64*S bytes | : 64*S bytes | 64*S bytes |

64*S bytes Depth (only if 24 _ (only if 24 i :
& ‘ bit depth)Sample 1's “s bit depth)

16 bit . Stencil :     128*SBytes
Sample I's

32 bit
Depth

&

Sample
(S-1)'s
32 bit
Depth

&
Stencil
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ZMASK =
ZPLANE2

2 Sample

  
 

i Stencil i
: 64*S bytes i

(onlyif 24
bit depth)

 F

 
 
 

ZMASK =
ZPLANE4

2 Sample

 
: Stencil :
: 64*S bytes ;

3

ZMASK =
ZPLANE8

2 Sample
 

 
  

 

 3
: Stencil |
: 64*S bytes i

only if 24
bit depth)  

 

 
 

  

ZMASK =
ZPLANE16

2 Sample
S

i Stencil |
| 64*S bytes |

only if 24 4
* bit depth) ©

 

    
P2|ZP1|ZPO02 Z>2|7P 1 [ZPO!
|[zP4[zP3]|  
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ZMASK =
ZPLANE2

4 Sample

  
 

i Stencil i
: 64*S bytes }

(onlyif 24

F 
 

ZMASK =
ZPLANE4

4Sample

 
Stencil 3

 64*S bytes |

ZMASK =
ZPLANE8

4 Sample
 

 

 
  

 
: Stencil i
: 64*S bytes i

only if 24
bit depth)

| [ZP4]ZP3] |

ig  
 
 
 

| 64S bytes |  
 bit depth) ©

 

ZMASK =
ZPLANE16

4 Sample

Stencil

only if 24

2=
 

  

  
ZMASK =
ZPLANE2

8 Sample

 

Stencil :
G4*S bytes :

3

ZMASK =
ZPLANE4

8Sample

  
 

Stencil

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER

F

4*S bytes i
onlyif 24 é
bit depth) *

 

ZMASK =
ZPLANE8

8 Sample

  

  
: Stencil
: 64*S bytes i

q
|

]
i

[]zPa]ZP3]|

3

ZMASK =
ZPLANE16

8 Sample

Stencil
| 64*S bytes i
‘(only if 24
» bit depth)

 

 

 
 

 
 

 

 
[zP1[Zo]

[Zpa]Zp3]| 
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ZMASK =
ZPLANE2
3 Sample

 

 

  

 

ZMASK =
ZPLANE4
3Sample

 
i Stencil |
: 64*S bytes |

(only if 24 J
» bit depth) * 

 

3

 

ZMASK =
ZPLANE8
3 Sample

 oo:
» Stencil |
: 64*S bytes |
.. (only if 24

“> bit depth)
  

 

ZMASK =
ZPLANE16
3 Sample

  
  
  
 

 

 

 

ZMASK =
ZPLANE2
6 Sample

 oo3
i Stencil |
i 64*S bytes |

(only if 24 !
» bit depth) + 

  

 

ZMASK =
ZPLANE4
8Sample

 
Stencil

  
 

e
64*S bytes i

4, (only if 24 .
‘y bit depth) °%

: 64*S byte

 

ZMASK =
ZPLANE8

[3

8 Sample

 
 Stencil

 

ZMASK =
ZPLANE16
8 Sample

—:
» Stencil |
: 64*S bytes |

4, (only if 24
“+ bit depth)
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[ZP9]ZP8]P8

uy |
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one micro-tile is 128 bits, as signified by the bold outline for each micro-tile

127 96195 64163 Ky ;

[=PMASK(0_7.3)_|PMASK(07,1)|_PMASK(0.7.2)"|_PMASK(0..7,0)2| microtile 0
[=PPMASK(0_7,7)_|PMASK(07,5)|PMASK(0_7,6)_|PMASK(0_7,4)3]microtile 1

byjayw 9/8/2003

 

 
R400 RB Depth vsd:4 bit microtiie PMASK FB Format

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0208471

ATI Ex. 2066

IPR2023-00922

Page 83 of 291



ATI Ex. 2066 
IPR2023-00922 
Page 84 of 291

one micro-tile is 128 bits, as signified by the bold outline for each micro-tile

microtile 0 
R400 RB Depth. vsd:2 bit microtile PMASK FB Format by jayw 9/8/2003
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G? micro-tile is 128 bits, as signified by the bold outline for each micro-tile127 es , .

Cr syBeyMayMlSyayoy faveoy 6)|4) 1.3) 1,1)|2))0 gnicrotile 0
R400 RB Depth. vsd-1 bit microtile PMASK FB Format by jayw 9/8/2003
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Operating Registers
* Legacy Accumulator
* Legacy Index (For Loop Count) 
 
 

    
 

Result[31:0 GPRO [31:0] GPRO[S1:0]

Result31:0 GPR1 [31:0] GPR1[51:0)

Resultf310. GPR11 [31:0] GPR11B10

GPROL1 4:0]
Oxao00 >= |_Incremental Update   

Scratch Memor
F ME Whites wME. Int & Register Bus* RAW via RegisterBus~ For 2D DefaultInitialization

 
 

     
   
 
 

 

 

 

 
 

  
 
 

 

R400 CP Micro Engine Details

   

 
  

   
 

 

      

o - For Debug
5>am
= 5
gq sag a ad
s)a 3) 2 Ss] o a

v1 Se} 2} 3] 2) &
2/8 2 a a B a7 *
8 Waddr WrData RaddrR

Scratch Memory64 x 32
RFortimingy

  
Soratch(31-0) 
1

      

Updated: 9/23/2003
John A. Carey
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= Ip Sele CallGPRO Load a IPH|GPROLoad >
Micro[D st] » Stack

GPRII Load Reset => Zera P 19-0] lp Sel= Rtn_| 3-Deepoa —— StackMicrofiR qSack_‘MicroffReq]__ Data Out Load
PMARTSgtAdrs Out _Load _ _

CL Baatean Coad Soe gCnt Load =< ¢ _ 5 |Timer Load é = a Fy S| oa |a S m oO
Micra Load So=z F = 5) =| gee aI
Scratch Load _y Seee8 a a é | | ae 5| &

Bests q day =| ¢
Bes S9 ~~ E & G|S)a) as — ~gagk 3

3 8 Bees5 = = = Ceres “ -
Bm 2 8 & étece DataH/Data_Mi DataL Wredar RaAddr = In Hardware: ITIP=O and ME_HALT=True, then IP=03 sla “El = 2 S| B/G) 3] J =FJ=/—| S| a = 38 S| = =| |<] lz=|5] 8) =] Sle) S| Sle|-) sl & alSlslEls@| =| | B/E] ae #/2/2] =e! Ze =|=|2 5
als] Sos] 58] =|2|al.Bla| ae BEla/2/3| a
s/s) 2] £| 5/8] 2 Sle} 2 2/8) sg 2/2/2)/8/28|3 8/8) § 2 |S ae </3
SB) 5] 6] aE] lz scvlswn Sel Sie|s) ol=| ele B/s/A/e|o Fesutet Ov R (Mux Register}aan Micra[Sre1_Sel] Micro-Code Ram

Resut(1:0 > Non-RT. 1536 x74
eet 0) Resul{31:0] a Real Time: 512 x74Forward Result ta SRCO 5

(iF S3re0, = Dst,,) Forward Resul to SRC1 Z| Pre_Microf?3:0] For IP-STAY, CCONT, & CONT2 al (FSrel=Det) é MR let cLa =
3 2
& oo. 5 a * Stallif ME_RTS=1 and

=5 25 5 & a a al 4, DST=ADRS_OUT2508 5 2. DST=DATA GUT
= FF Beg) BS & qa aeg wey TA Ok oy g a e| a * Stall if REQ and PFP_RTS=0)g sls = v 2 3 B
& 223 22 6 8338938 = aa] =) °st 2/2) |B aS BEES EHB gel 5) lo BES Se oo eSP Slele] |wlSEIBNS 2 BERS ae _ _ _ _| _ _ _

sk as si3 eel gel | fos 4d ol _| 3] a| a| 5 5 5 5 5 a| 5 5ays [4] 3) 2) Elaat G) 12) 5) 5] a 2 al 3] 2 a] a 5] @ 2 5] 5] 5] ml 5] =] iB Bals 3 2/slL)2 | ca]S|a 1h 4 a ir eg =] = = 5 a 5 5 = a =
ge, =| =) £]2] s]e]S] e) £ e| | 8) Ss] 9 SI Z Zs =| = So a GS o 2 2 2 o o 2 2
35 ENE TY O) SIAL OY FO) a] | Sq a &| cal 2 3 3 & 5 & 5 6 6 8 B & 5 5
Ee AFfe]e}slsolal Sola) afl wf ef cy cla é & R R R R R R

Booleans Packet CNT [13:0] Timer compereFunctions Shift, Rotate,
| | & 2 S| Special MULT Jndgned) Adder (+) Replicate Cogical, Micro] Oper]SI s a B (2D Processing) 14x 14 32-bit ial Sign Extend mB Min, MaxZI Debug Use Only & a | =i = | 2‘a E = £

: eves «SOE s| = R R R R R R| = =I Z
2 1, Boolean Cnt_EqZem=Cnt_Eq One &iPFP_ATSAMERTR = dasa da
a 2. CNT Decrements when DataTaken fron PF 2 x ae ae ae) s 5 s3 8 Tf aA uP 5 8 58 a als} alal ata} | 5 2 a8 3 aaaggqe 5 2 2 3

3 a GE] 5] tm] | = = 6 4
& * Note: Comparisons Used Directly for Branching™ = Note: Minftlax Functionsare a Signed Compare

= Note: Shifter Unit Passes SRCD for Oper-MOV oA"tout the recut on the lower 16: bite cf the. = Logie(31:0] bus
= [é
= is =

4 = — ye -1.-] j= at
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er gle ke ele [peli al? ele! 8] * A140] Increments after every Note: ME-RTSis set whenthe Data Out=&B18 8 Se) palx 2 z :

ea fe S. cE) output (FC) if one_regwris WF register iswritten, or when the AdrsOutAY12.10] = Context for GFADECwrites register is written ‘with bit 18 set.Thelater is a read transaction,
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wy 5]
> 3]6 f

_ oe z2 & 6@
3
a 9g
2 &

AMD1044_0210955

ATI Ex. 2066

IPR2023-00922

Page 86 of 291



Opcode Tasks GetBorderColorFraction GetCompTexLOD GetGradients GetWeights SetTexLOD SetGradients{H,V} FetchVertex FetchTextureMap FetchMultiSample

tp_input

BORDER_COLOR = ARGB White
BORDER_SIZE = 0
DATA_FORMAT = FMT_8
FORMAT_COMP_X = unsigned
NUM_FORMAT_ALL = RF

DATA_FORMAT = FMT_16
FORMAT_COMP_X = signed
NUM_FORMAT_ALL = INT

DATA_FORMAT = FMT_16_16_FLOAT
DATA_FORMAT = FMT_8_8
FORMAT_COMP_X = unsigned
NUM_FORMAT_ALL = INT

Normal Normal DIM = 1D
Different state mux'g Normal DIM = 2D

tp_lod_deriv Normal Normal (don't care) Normal (don't care) Normal Convert to 16-bit float for tp_lod_getset Use pix_mask to find 1st fetch_addr
Convert to 16-bit float for tp_lod_getset Normal Normal Normal

tp_lod_aniso Normal aniso dx = {1'b0, comp_lod}
(output on aniso achieves broadcast)

lod p3..p0 = dydv, dydh
cycle 0: aniso dy,dx = dxdv, dxdh Normal Outputs zeroed to single cycle Outputs zeroed to single cycle Zero outputs to single cycle Normal Normal

tp_lod_fifo Normal Normal cycle 1: aniso dy,dx = dydv, dydh
cycle 0: aniso dy,dx = dxdv, dxdh Normal Different state mux'g Normal Normal

tp_lod_getset N/A N/A N/A N/A

Normal

Separate storage for get/set, grad/lod

Normal

Separate storage for get/set, grad/lod N/A N/A N/A

tp_addresser Normal

Pass LOD thru
  TA_FA_ws[3:0] = adx[15:12]
  TA_FA_yf[5:0] = adx[11:6]
  TA_FA_xf[5:0] = adx[5:0]
(can make exactly like GetGradients)
Remove logic to zero valids for this opcode

Pass LOD thru
  TA_FA_y_inc = ady[15]
  TA_FA_x_inc = ady[14]
  TA_FA_coord[1:0] = ady[13:12]
  TA_FA_mip_id[3:0] = ady[11:8]
  TA_FA_ws[11:0] = { ady[7:0], adx[15:12] }
  TA_FA_yf[5:0] = adx[11:6]
  TA_FA_xf[5:0] = adx[5:0]
Remove logic to zero valids for this opcode

Normal Normal Normal Mux in vertex control
Zero blend fractions Normal Normal

tp_fetch Clear TC valids
Mux 0 for texel, 1 for border data to tp_ch_blend

Clear TC valids
Put LOD in tp_rr_fifo in 4 top-left texels as 16-bit fixed

Clear TC valids
Put d*from tp_rr_fifo in 4 top-left texels as 16-bit floats

Clear TC valids
wh->x,z, wv->y,w to tp_ch_blend Clear TC valids Clear TC valids Normal Normal Normal

tp_pipe_valids Normal Normal Normal Normal Normal (don't care) Normal (don't care) Normal Normal Normal
tp_ch_blend Normal Normal Normal Normal Normal (don't care) Normal (don't care) Different state mux'g Normal Normal
tp_tt Normal Normal Normal Normal Normal (don't care) Normal (don't care) Different state mux'g Normal Normal
tp_hicolor Normal Normal Normal Normal Normal (don't care) Normal (don't care) Different state mux'g Normal Normal
sp_tp_formatter Normal Normal Normal Normal Normal (don't care) Normal (don't care) Different state mux'g Normal Normal

tpc_fifos

DATA_FORMAT = FMT_16
FORMAT_COMP_X = signed
NUM_FORMAT_ALL = RF
EXP_ADJUST_ALL = 0

DATA_FORMAT = FMT_16
FORMAT_COMP_X = signed
NUM_FORMAT_ALL = INT
EXP_ADJUST_ALL = -7

DATA_FORMAT = FMT_16_16_FLOAT
EXP_ADJUST_ALL = 0

DATA_FORMAT = FMT_8_8
FORMAT_COMP_X = unsigned
NUM_FORMAT_ALL = INT
EXP_ADJUST_ALL = -8

Normal (don't care) Normal (don't care) DIM = 1D
Different state mux'g Normal DIM = 2D

Different state to TC

opcode_enc[2:0] 4 (tp_parameters.v) 5 (tp_parameters.v) 6 (tp_parameters.v) 7 (tp_parameters.v) 3 (tp_parameters.v) 3 (tp_parameters.v) 0 1 TBD
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BCP B RTL Affected blocks Owner
shrink u*_FL_TA_lod_grad from 16 to 10 bits tp.tree, tp_addresser Manoo
aniso walk optimizations/step size changes tp_lod_aniso Tien RTL in, pending EMU/release

tpc_walker Tien RTL in, pending EMU/release
tp_lod_fifo Tien RTL in, pending EMU/release
tp_addresser Tien RTL in, pending EMU/release

add Ws bit tp_* Manoo, Steve release in progress

Post BCP/Optional?
Encoded DATA_FORMAT optimzations
    tp_pipe_valids - channel-encoded data formats for tp_hicolor
    tp_border
    sp_tp_formatter - anyhwere full texture data format is used
remove of 3,6,8 multisample tp_lod_deriv Simple, rerun emu-generated .mc include, remove cases from testbench
LOD gradient precision issue Artifacts with larg tex maps (2K and higher)
    support denorms in LOD blocks tp_lod*
    possible optimizations with explicit 1 logic tp_lod*
FMT_1_1_1_1 various
stackable textures many
    expand opcode enc many
implement NO_ZERO RF expand and verify tp_hicolor, emu 2 wks design/verify, already supported for vFetch formats

EMU Tasks
opcodes (FetchMultiSample only) Jocelyn
border color, various formats Steve pending release
tp_sqsp.dmp Jocelyn
shrink u*_FL_TA_lod_grad from 16 to 10 bits
aniso walk optimizations/step size changes
add Ws bit Joceyln release in progress
LOD gradient precision issue Jocelyn Post BCP/Optional?
implement NO_ZERO RF expand and verify Jocelyn Post BCP/Optional?
face_id in top_left_coord MSBs instead Jocelyn Post BCP/Optional?
hardware accurate TPC_TC_state_rts Jocelyn Post BCP/Optional?

Verification Tasks
Opcodes See above
pre-RF expand cleanup/signed support tp_fetch, tp_pre_rf_*
Expand simd to 2 bits Various
proper vtx rf expand enable to sp_tp_formatter tpc_fifos?
pipe thru pix_mask to formatter sp_tp_formatter
verify 32bpp RF expansion tp_hicolor, emu Steve, Jocelyn
tp4_tc/gc level debug Chris, Ray, Kevin, and the rest of us…
Cubic verification
    standalone tp_lod_deriv, tp_addresser Chris, Vishal
    tp4_tc George
tp_addresser
    Texture Border, 3D case Manoo, Jocelyn
    Interlaced Field Bit Manoo
    Vertex Fetch channel add, channel is non-zero Manoo
tp_addresser standalone
    pix_mask tp_addresser Manoo, George, Jocelyn
    aniso tp_addresser Manoo, George, Jocelyn
test plan George, Carlos, Tien Complete item-by-item for us, summary req'd for Microsoft
updated aniso mode control tp_lod_aniso Tien Stupid constant changed a while back .. After RTL was in of course
pre-RF expand assertions for some formats EMU Jocelyn
unsigned biased border color generation EMU Steve
tp_lod_aniso mismatches Jocelyn, Tien, Vishal
Vertex Fetch channel add, channel is non-zero tp_addresser Manoo
xenos reduncancy tp_input/tp_output
connect proper cube map control tp_input 50% there, need DIM field to move

tp_addresser
texture border (BORDER_SIZE = 1) Jocelyn

Misc Tasks
debug regs review Vishal?? RTL, .blk file, verification tasks
perf regs review George?? RTL, .blk file, verification tasks
Coverage tp_* block owners, Vishal, George
Update TP spec tp_* Jocelyn
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3. Revision History

OS July 01 Version 0.000—Baseline from R300 (Khan) Version 1.16 Specification. Spec does not represent R400 Design
Decisions. -- J. Carey

23 July 01 Version 0.001 Sweeping changesto bring spec closer to R400 desires. Old text not relevant has been either deleted or
striked-out. — J. Carey

10 August 01 Version 0.01 Read Return Bus Diagram and Text, Register to Capture Read Error Addresses, ...

18 October 01 Version 0.02 Sweeping changesto establish a POR. — John Carey

16 Nov. 01 Version 0.04 Version 0.03 officially not released. Added Diagrams for Transactions, Removed CGM, HDP, Updated
nterfaces for MC, SQ, SX, and RB. Added “SlowClient”transactions. Go Signals to CG are

programmable.

23 January 02 Version 0.05 Add Implicit 2D <> Synchronization. Combined VGA, ‘VOUT, VIP, and Display RTR signals into
DC_RBBM_RTR and DC_RBBM_nortRTR.Clarified Interrupt Generation from the RBBM.Global
Register Bus (GRB) Outputis 16:2 {128 KBytes}. Added VGA Clock Go/Active to RBBM. Some
Clarifications on Address Mapping.

12 Feb. 02 Version 0.06 Removed bits 19:17 from HI_RBBM_A.Clarified Host and Command Data Swapping. Renamed core
clock input to SCLK_P_RBBM.Updated slow client protocol. Added DMA Init Skew Control. Added
signals for 2*N determination.

13 Feb. 02 Version 0.07 Release for Review. No Changes from Version 0.06.

28 Leb. 02 Version 0.08 Debug Bus Connections, Command I'll'O Size Adjustment, Skew Control Update. Combinedall
interrupts from DISP to DISP_RBBM_int and combinedall interrupts from VIP to VIP_RBBM_int, and
renamed IDCT interrupt. Renamed clock to SCLK_P (no unit designation). Added interrupts inputs for
all clients. Unused interrupts will be tied lowat the RBBM instance.

26 March 02 Version 0.09 Added ROM Go/Active Pair. Updated BII'-to-RBBM Interface for slip butter. Claritication ofstall tor
wait_until condition. Added four go/active pairs for the MC clockassertions per the Power Management
Meeting on 03-06-2002. Removed weights for arbitration andclarified arbitration. Updates from review
with Tushar Shah. Updates on wait_until signals from David Glen. Fix signal names and comments on
CP-to-RBRM interface. Add notc on transactions that do not decode to a block. Updates from BIF and
VIP review: HI renamed to BIF, added soft reset for SC. Removed WAIT_IDCT_SEMAPHOREfrom
RT stream per IDCT design review.

 
 

June 17 02 Version 0.10 Renamedsignals from Display/Overlay engine. Added Idle signals to CP. Removed Stat_Gui_Idle signal.
Updated wait_until per definitions of signals from the display/overlay engine. Added VGT’s soft resect
signal. RBBM asserts RBBM_regclk_active during reset. Added MASTER_INT_SIGNAL interrupt
register and removed references to the GEN_INT*registers. Fix typo in RBBM_PERFCNTL register.
Added CGM intertace rtr’s. Added RBBM_S'TATUS2 register. Removed Reference of “Go”signals from
spec. Removed HIRQPENDINGfrom GUI_ACTIVE equation. Add VGT_RBBM_no_dma_busy and
removeslow client protocol. Added ROM soft Reset.

 

October 29, 2002 Version 0.11 Updates for Performance Counters.

Nov. 20 2002 Version 0.12 RenameField in RBBM_Status Register.

Jan. 7 2003 Version 0.13 Add NQ Wait Equation to Spec.

March 24, 2003 Version 0.14 Fix Typo in Section 7.2.

April 24,2003 Version 0.15 Addinterface signals to DB block.

April 25,2003 Version 0.16 Only adding RBBM_DB_soft_reset for DB block addition.
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4. OpenIssues / Items to Do (Updated: 04-26-2002)

 

 

 

 

 
 

 
   

    

 

 

    
 

 

 
 

 

 
 

 

 

 

 
 

 

 
 

1) Possible removalofall shared registers. If so, theRBRM would implement the MASTER_INT_SIGNAL Read only
register. Each bit is active (high) only if that block is currently asserting a interrupt signal to RBBM. A : 04-26-
2002. This is plan of record per a meeting with Phil Rogers, Rodney A. and Jeffrey C. on 04-23-2002.

2) Needto resolve the pertormance counter connections. A: 04-/0-2002: All busy signals will be wired to the performance
counters.

3) Need review ofthe status signals that are listed in the RBBM_STATUSregister. 4: Done with Mark Fowler and Steve Morein
on 04-10-02.

4) For “idleclean” (and idle), the RBBMeither gets “idle” and “clean”signals fromall the clients OR the “empty”status of the
“drain-o” FIFO in the CP is wired to the RBBM.In thelater case, the Driver would necd to insert an “event drain-o” before
the wait_until for idleclean. The RBBM would then wait until the “drain-o” FIFO is empty. A: 04-09-2002: The RBBMwill
receive “busy” and “clean”signals from each ofthe clients and use these for the wait idle/clean function.

5) Need to resolve the WAITUNTIL signals tor Real-lume and Non-Real-imetransactions. A: Dene.

6) Do we needstrap bits to tell the RBBM the number of “repeater flops”. A: 04-01-2002: No, the strap signals would need
connection to the top-level route. The RBBMwill assume a fixed numberofrepeater flops maximum.

7) Do weneed a WAITIDCT_SEMAPHORE onthe RT stream path? A: No per IDCT design review on 03-26-2002. The
WAIT REG MEMfunction will be used instead for RT streams.

8) Need feedback on the list of Go/Active signal pairs output by the RBBM (S. Morein Action). It 1s expected that the list will
get shorter. A: RBBMoutputs single “reg _active_sclk”’ signal to clients instead ofgo/active signals.

9) Possible Go/Active pair addition for controlling the registers for the read bus andrepeater flops. A: RBBMoutputs single
“reg active _sclk”’ signal to clients instead ofgovactive signals.

10) Need address that RBBM should use for queued/non-queued determination tor [ost ‘Transactions. A: /‘rom the RBBMdesign
review, it was determined to remove the Host’s queuedpath through the RBBM.

11) The SLICEDONE wait_until is replaced with some wait reg or waits on a frame buffer address equaling a certain value. The
RTSrendering the overlay could write these values and the primary PM4 streamwaiting on the real-time can poll on the
address containing the expected value to proceed (D. Glen). A: Removed the STAT DISP OVO SLICEDONE and
WAIT OVO SLICEDONE waitlogic.

12) Interrupts from Video Blocks. 4: D. Glen: TV, HI andAIC do not needinterrupt lines into RBBM. VGA, DISP and VIP do.

13) Possible Go/Active Additions: 4 for RB. 4: 03-06-2002 (PowerManagement Meeting) — No. These mayneed 4 busysignals
back to the CG, but they only need one clock controlperunit.

14) Alternative for “Slow Client” mode documented by David Glen. A: 02-{1-2002: Slow Clients will send pulse train to the
RBBM.

15) Need to resolve how to decode the upperbits [19:17] of address from the Host? A: 01-29-2002: Address bits 19:17 will not be
wired to CP. VGA registers are memory-mappedregisters, IO decode addresses are the same as memory-mappedregisters,
and the BIOSis written BIF PMH.

16) Addingthe ability of the Host “Queued”transactions to be send down the “Non-Queued”path via a debug bit maynot be
necessary if the register map is duplicated where each location has both a “Queued”and “Non-Queued”address. A: The
address map is not duplicated, so it is included in the RBBMdesign.

17) Needto finalize address width after register specification is released. A: Global Register Bus addresses 128 KBytes.

18) Needto resolve the Interrupt signals into the RBBM.Perhaps these should just be input into the BIF? A: No. The RBBM
generates a GUI_IDLEinterrupt and an interrupt for read errors.

19) Perhaps the 2D © 3D synchronization function belongs in the CP? A: Yes. But the RBBMstill has the WAIT IDLE and
CPSCRATCH implicit synchronization.

20) Should Host read transactions to “qucucd”registers be sent down the “qucucd”path so that their result reflects the affect of
any initiators that proceeded? The read maystall however if a WAIT_UNTILis in-progress which mayhinder debug in a
“hang”situation. A. Debug bit allowsall host read transactions to go through non-queued path.

21) How does the RBBM handle the assembly of read data from shared registers (1.e. Registers with bits spread across multiple
units). A: CP read logic accumulates the shared data until a “read latency timer” expires. There is a decoder in the RBBM to
identify shared registers and the read latency for these registers is based on the “read latency timer”.
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22) Where is the Host Blit Immediate Data Swapping Function? A: Per conversation on 08-23-01 with S. Morein, the CP will skip
fetching ofthe Immediate Host data. The 3D engine will fetch the immediate data and do the data swapping. The CP will
need some mechanism (Read Address Jump or Speculative Prefetching) to be able to skip over data in the command stream.
10-17-2001: The data swapping logic will be removed from the RBBM. The swapping logic will be either in the Legacv 2D
logic or will be in the shader where the data will be fetched.
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5. R400 Overview (Updated: 06-17-2002)

The RBBM mergesregister writes and reads from the Bus Interface Unit (BIF a.k.a. Host) and the Command Processor (CP)
then broadcasts themto the rest of the blocks in the chip. The RBBMcanaccess up to 128K Bytes of register space (32K
DWORDs).

Transactions from the CP can be sent downeither a queued (CF) or non-queued (CP) path. The RBBM looksat the NQ flag
from the CP.If the NQflagis set, the transaction from the CP is sent down the non-queued path. See the CP unit specification
for details on controlling the NQ flag.

In addition, there are two other paths for transactions from the CP — a Real-Time (RT) path and a path that the Command
Processoruses to issue Index DMA requests fromits Pre-Fetch Parser (PF Path). Separate SEND signals from the CP are used
o distinguish these transactions.

In general, non-queued transactions can pass queued transactions. If it is important for non-queued register writes to be held off
by a queued register write the CP must not send the non-queued register write until it has determined that the queued register
write has completed. The CP can use chipstatus (i.e. reading chip status from registers) to perform this synchronization.

There is no ordering between the CP and Host transactions within the RBBM. Writes from both senders may become
interleaved on the global register bus.

Real-Time transactions from the CP will pass both the non-queued and queued transactions. These have the highest priority in
the arbitration for access to the global register bus.

The CP’s Pre-Fetch Parser (PFP)issues initiators to the VGT’s Index DMAengine via the PF path. These requests pass the
CP’s Micro Engine and other “queued”transactions in the RBBM.This is done so that the Index DMA requests will over-lap
the writing of state data. This is a low bandwidth, highpriority path. These transactions have the next highest priority after
Real-Time transactions.

Arbitration Summaryfor the Global Register Bus:

Real-Time: Always Wins. Removed from Arbitration if RTRsare not asserted.
Index DMA(PF): Always Wins if No Real-Time. Removed fromarbitration if skew count limit exceeded orif
corresponding ready-lo-receives are not asserted.
HI, CF, CP: Round-Robin Priority. Each removed from arbitration if corresponding ready-to-receives are not
asserted.

Unlike prior implementations, the RBBMdocsnot perform address re-mapping. All the clicnts to the RBBM “sec” the entire
flat address map.

In R400, clock galing is performed in the clients. Therefore there are no handshaking signals between the RBBM and CG for
enabling clocksas in past chips. The RBBMsimplyasserts the RBBM_regclk_active signal to all clients wheneverit has a
transaction in anyofits data paths.

Neither the BIF nor the CP will be allowed to issuc morc that one read request at any give time. This is enforced bylogic in the
RBBM.There will be only one outstanding read on the GRBat any one time. The RBBMwill allow write requests to be
processedifa read transaction is outstanding however.
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5.1 Implicit Synchronization (Updated: 03-11-2002)

In prior chips, the RBBM implemented 2D/3D synchronization. This involvedstalling a 2D initiator/trigger register write if 3D was not idle
and stalling a 3D initialor/rigger register write if 2D wasnotidle. In R400, there is no separate 2D engine. The RBBM therefore cannot
distinguish between a 2D or 3D initiator. The CP therefore performs the 2D <7 3D synchronization in R400. Note that if the Driveris not
using the CP for 2D/3D, then it needs to do this synchronization itself.

The RBBM implements the following legacy implicit synchronization: ISYNC_WAIT_IDLEGUI and ISYNC_CPSCRATCH_IDLEGUI in
the queued (CF)pipeline. See the RBBM_ISYNC_CNTLregister for details.

5.2 Client Clock Synchronization (Updated: 06-17-2002)

Atthe overall chip level, the RBBM is responsible for making sure thata client ofa transaction hasits clock running. Whenever the RBBM
receives a transaction fromeither the BIFor CP,it asserts the “Register Clock Active”signal. ‘The latency ot the RBBM will provide tor
several clocks of the “active” signal being asserted before the transaction is presented on to the Global Register Bus (GRB).

The RBBM will keep the “Register Clock Active” signal asserted as long as it has a transaction in any of its pipelines.

The RBBM will de-assert the “Register Clock Active”signal after a programmable numberof clocks after the last transact
issued, The “issued” condition includes the return of any read data or the terminal count of the READ_INT]
Registers and Read Error Condition).

 
ion has been

ERVAL counter (Multi-Target  The programmability of the de-assertion time for the “Register Clock Active” signal is provided asthe RI]
RBBM_CNIL register.

5.3 Interrupt Generation (Updated: 04-26-2002)

EGCLK_DEASS]ERT_TIME in the

The RBBM hasinterrupt control, status, and acknowledge registers, which are used to control the operation of the interrupts generated bythe
RBBM. 
The RBBMgenerates the following interrupts:

1. Non-Real-Time GUI Idle

2. Read Error

The RBBM1s also the collection pointfor the discrete interrupt signals in the chip. Interrupt signals from the clients are input into the
RBBM,logically “OR’d” with cach other -- and the RBBM’s internal interrupt-- registered, and sent out as a single interrupt to the Bus
Interface unit (BIF). All clients have an interrupt input. Ifa client does not implementan interrupt, then its corresponding input to the RBBM
is tied low at the RBBM’s instantiation.

The RBBM hasa register that can be read by the Driver to determine which unit is interrupting: MASTERINTSIGNAL.
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5.4 Host and Command Data Swapping (Updated: 01-31-2002)

The RBBMperforms endian swapping on the data from the BusInterface Unit (BIF). When the RBBM_BIF_swp signal from the BIF is set
the RBBM will perform the following swap of on the data:

OxAABBCCDD becomes 0xDDCCBBAA

The RBBM_BII'_swp signal only applies to transactions from the BIthat are not Command Stream Push data. l’or Command Stream Push
data (i.e. writes to the CP_PUSH_*registers), only the CPQ_DATA_SWAP control in the RBBM_CNTLregister is used to determineif a
swap should occur.

Note that the byte enables are not ordinarily swapped with the data. There is however a SWAP_BE control bit in the RBBMDEBUG
register. If this bit 1s set and RBBM_BII"_swp1sset, then the byte enables are also swapped tor both BI’ and Command Stream Push data.

 

 
Note that byte enables are swapped for CP_PUSH_* write requests when RBBM_BIF_swp and SWAP_BEarc sct. Where asfor data to be
swapped, RBBM_BIF_swp maynotbe set but CPQ_DATA_SWAP shouldbeset.

5.5 What Happened to Upper Address Bits from BIF? (Updated: 02-25-2002)

In prior chips, the RBBM decoded address bits [19:16] from the BIF to determine the following decode spaces - MMR, IO, VGA,and
BIOS.

Bit 16 was used to determine BIOSO or BIOS 1.

Bit 17 was not used in prior RBBM designs.

Bits 19:18 were used to determine the decode spaces as follows:

MMRDEC =BIFAddress[19:18] = “00”

10_DEC = BIF_Address[ 19:18] = “01”

VGADEC = BIF_Address[19:18] = “10”

BIOSDEC = BIF_Address[19:18] = “11” 

In R400, the memory-mapped address space is 128KBytes. Bit 16 is used as the most-significant bit of the address.

Bits 19:17 are not needed by the RBBM because:

1. The address re-mapping logic is not in the R400 RBBM,so the Memory Mapped Registers (MMR)and IO decode space must have
the same address 16:2.

2. The VGADEC register space mapsdirectly to the Mcmory-Mapped Registers, so detection of VGADECis no longer needed.

3. The ROM is accessedvia the register bus for configuration, writing, and indirect reading. These locations are within the
128KBytes of memory-mappedregister space.

Therefore the address width from the BIF to the RBBM is only 16:2, whichrepresents the 32K DWORDsthat make-up the 128K Byte
Memory-MappedRegister aperture.

Note: The BIOS (ROM)imageis accessible via read requests to the Memory Hub.

5.6 Reset Behavior (Updated: 04-06-2002)

The RBBM will driveall ‘0’s onto both Write Data buses during reset, and hold that value on the data busafter reset, until the first request
comesin from one of the requesters. 
The RBBM will also assert the RBBM_regelkactive signal during both hard reset and soft reset so that the zero value will propagate
through anyclient’s interface.
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5.7 VGT DMA DrawInitiator Deadlock (Updated: 06-05-2002)

The CP’s Pre-Fetch Parser (PFP) issues index DMA requests to the VGT bywriting the VGT_DMA_BASE and VGT_DMASIZEregisters
for the DRAW_INDXpackets. Because wedesire to hide thefetch latencies of the index DMA operations, these DMA requestsare issued
long before the corresponding DRAW_INITIATOR1ssent to the VGT. Both the DMA request and the DRAW_INITIATORenter the VGT
through the same interface. So, care must be taken so as not to write so many DMA requests that the interface into the VGT is backed-up.
This would block the ability for the CP to write the DRAW_INITIATOR.If this happensthen the chip is deadlocked.

To preventthis situation, the RBBM will increment a counter every time it writes the VGT_DMABASE or VGT_DMASIZEregister
through the Pl’ path. ‘The counter is decremented by 2 when the RBBM writes to the VG'T_DRAW_INITIATORregister with the
SOURCE_SELECTfield set to “WGT DMA Data”is sent to the Global Register Bus.

 

 
The count is reset to zero on reset. The RBBM will stop issuing index DMArequests to the VGT (i.e. stall the PFP path) when the count
value is greater than or equal to the SKEW_TOPTHRESHOLD. The SKEW_TOP_THRESHOLDvalue programmed in the
RBBM_SKLEW_CNITL register. The SKEW"TOP'TIIRESIIOLDvalue must be a non-zero even number.

 

   
 

5.8 Support for Explicit Synchronization (Updated: 04-02-2002)

There are two WAIT_UNTILevent cngines — one for Real-Time Streams and another one for non-Real-Time Streams. Each of these hasits
own independent “WAIT_UNTIL”control register. The operation of the WAIT_UNTIL event engines howeveris identical.

A write to the “WAITUNTIL”registeris actually written into the Command FIFO. The value written is a command to the Event Engine,
whichresides at the output of the Command FIFO. ‘The value specifies that a certain status condition should be met before allowing the next
commandto be read from the CommandFIFO.Essentially, the value written into the “WAIT_UNTIL”register is a read mask for reading
consecutive data from that FIFO. Ifmultiple bits in the write value are ON, then ALL conditions must be met before the write can be un-
blocked.

‘Typically, the write to the wait_until register 1s preceded with a write to an initiator register. ‘his mitiator changes thestatus that the
subsequent wait_until condition is programmedto wait for. When the RBBM sees a WAIT_UNTILregister write on the output of the
CommandFIFO,it will not evaluate the status signals until all prior write transactions have madeit to the client. The RBBM ensuresthis by
waiting for the following condition to be met:

Wait_l’or = “All CP Non-Queued and Prior Queued (C1") Transactions Out of RBBM”+ 48 Clocks

The reason for making sure non-qucucdtransactions are complete is becausc Initiators mayalso be sent through non-qucucd path.

The 48 extra clocks allowtime for the client to process the initiator transaction and for the status signals to stabilize.

Reads from the WAIT_UNTILregisters return the value on the status signals that qualify the wait condition.

For example,if the value bemg written has the WAITCRTC_VLINE bit ON,then consecutive data from the FIFO will not be read until the
CRIC_VLINE condition becomestrue.

Anothcr cxample is the WAIT_CMDFIFObit. This allows the programmerto stall the command stream at the bottom of the Command FIFO
until there are at least CMDFIFO_ENTRIES numberof occupied entries in the Command FIFO behindit. This gives the programmer a
mechanismto guarantee that a certain sequence ofwrites will occur in rapid succession once the stall condition has been met. The
WAITCMDL'0is only provided in the non-Real-‘lime queuedpath.
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5.9 NQ Wait Until (Updated: 02-07-2003)

The Non-Queued Wait Until function has the same operation as in prior chips. If either the BIF or the CP writes the NQWAIT_UNTIL
register, subsequent transactions will not be processed until the GUI is idle. The BIF writes directly to this register and the CP uses the
WAIT_FOR_IDLEpacket. Ineither case, the wait operation is before the decision of“queued” versus “non-queued”. Unlike the explicit
syne, this wait function also affects the non-queued paths — thusits name.

 

If initiated directly from the Host, the RBBM waits forall prior transactions in the Host to be flushed, all transactions in the CF pipe to be
flushed, and then it waits for 48 clocks before sampling the Non-RT GULACTIVE to beidle.

If initiated directly from the CP, the RBBM waitsfor all prior transactions in the CF pipe to be flushed andall transactions in the CP paths’
scheduler to be flushed, and thenit waits 48 clocks before sampling the Non-RT GUI_ACTTVEto be idle.

 
The 48 clock wait is to make sureall the pending initiators have been received by theclients (i.e. Not stuck in the repeater flops).

Non-RT GULACTIVE = (not CP_RBBMrtenable and ( RC_RBBM_cntx0_busy or SQRBBM_cntx0_busy or SC_RBBM_cntx0_busy) ) or
(PA_RBBM_busy or VGT_RBBM_nodma_busy or SQRBBM_entxl7busy or RC_RBBM_entx17_busyor

SC_RBBM_cntx17_busy );

5.10 Field Affecting Operation (Updated: 10-24-2002)

WheneverBIF or CP requests for a write operation for either RBBM_CNTL or RBBM_SKEW_CNTLregister, all the subsequent requests
in any of the RBBM pipesarc heldofftill the RBBM write opcration is complete.
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6. Register Backbone Protocols

This section 1s intended to summarize the constraints that the Register Backbonestructure places on targets that reside on that backbone.It is
a centralized place where designers of blocks that have target interfaces on the backbone can quickly see what is required of them.

6.1 Write Protocol (Updated: 06-17-2002)

The RBBM issues queued (CF), non-queued (HI and CP), real-time (RT), and pre-fetch parser (PFP) transactions that are
broadcast on the same bus.

6.1.1 Non-Real Time Write Transactions (HI, CF, CP, PFPPaths)

All Non Real-Time (HI, CF, CP, PFP) write transactions follow the following rules:

1. The RBBMwaits until both the RTR and nrtRTRsignals have been asserted from all of the clients.

2. Only at this point does the transaction win access past the internal path arbiter. The RBBMthen pulses the
RBBM_WEandasserts the Address, Byte Enables, and Data onto the Global Register Bus.

Note that the register bus and all control signals into and out-of the RBBM and Clients are registered. All Global Register Bus
(GRB)signals maybe pipelined “N” times as determined bythe chip layout. The minimum for N = 2 (Sender + Receiver). The
clients therefore must be able to accept 2*N additional transactionsafter its de-assertion of their ready-to-receive signal. The
ready-to-receive can be implemented as an “almost full” condition for a FIFO where the client is placing the transactions from
the RBBM.

The only reasonthat a client should de-assert its ready-to-receiveis if its input buffer (a.k.a. “Skid Buffer”) becomes almostfull
as a result of a write operation.

Note that it is up to the client as to whether they implement either of the nrtRTR or RTR signals. For anyclient that does not
implementthese signals, the corresponding inputs to the RBBM will be tied high at the RBBMinstance.
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Figure 6-1: Single Write Waveform
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Figure 6-2: RTR-Throttled Write Waveform

6.1.2 Real-Time Write Transactions (RT Path)

For Real-Time writes, the transaction rules are the same as the Non-Real Timetransactions except that the RBBM looksat only
the status of the RTR signals from the clients. The nrtRTR signals will be ignored.
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6.2 Read Protocol (Updated: 06-17-2002)

A tcad request is sent out when RBBM_REis high and the address is valid. RBBM_RE and Address will only be valid for one clock cycle.
Read requests are throttled by the targeted client’s ready-to-receive signals the same as write transactions. It is assumedthatthe clients will
processthese transactions through the same slip FIFOsas wrile transactions in order for the read operation to reflect all prior write
transactions.

Only one read 1s outstanding at any time. If the BIF and CT’ both make read requests they will be serialized by the RBBM.

There is only one path from the BIF to the register bus. This is used for both reads and writes.

CPread transactions will be routed to either the queued (CF) or non-queued (CP) path depending on the NQ flag from the CP. Reads from
the Real-Timestreamwill pass through the RT path. The Pre-Fetch Parser in the CP will not issue read operations, so no reads will traverse
the Pl’ path.

Some numberof clock cycles after RBBM_RE is asserted, the RBBM will reccive the return data back. The delay will be a function of the
layout of the chip, which dictates the wiring of the read chains.

The read return “bus” is the bitwise OR ofall the clients that can respond to a read request. All clients that are not targeted for the read
operation must drive a ‘0’ on the bus. The wiring ofthe read return bus1s a tree of point-to-point connections. At each connection, the inputs
are registered, OR’d with the client’s signals, registered again, and then driven to the next connection.

The RBBMalso implements a read error function. If there is not a strobe detected bythe time the timer expires, the RBBM completes the
read transaction and asserts the read error interrupt. It is up to the interruptservice routine to determine what to do about the read error.

Asstated earlier, that the RBBM will issue write transactions whena read operation is in-progress. The RBBM will howeverstall on the next
read transaction.

R400 RBBM Shared Read Transaction "3.Gae
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Rs0 t tI I
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Figure 6-3: Read Transaction

RBBM_Spec_R400.doe — 62024 Bytes *** © ATI Confidential. Reference Copyright Notice on Cover Page © «** 02/07/03 03:46 PM

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0211915

ATI Ex. 2066

IPR2023-00922

Page 104 of 291



ATI Ex. 2066 
IPR2023-00922 

Page 105 of 291

 

 
  

 
 

        
  

ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM.

13 October, 2000 [ TIME \@ "d MMMM, RBBMSpec: Version 0.14

PAGE

17 of 42 

6.3 Non-Targeted Transactions (Updated: 06-17-2002)

It is legal for none of the clicnts to be a targetof a transaction. The RBBM docsnot “know”this to be the case however; it just issues the
transaction whenall the clients have asserted their RTR and nrtRTR signals.

If no client claims a write transaction, it will just disappear on the Global Register Bus. If no client claims a read transaction, it will most-
likely end up as a “read error”as none of the clients will assert a read strobe.

6.4 Notes on Byte Enables (Updated: 03-26-2002)

Here are the Byte-Enable preservation rules:

1.

2.

3.

Notes:

BIF transactions preserve the byte enables.

CP “queued”transactions do not preserve the byte enables. They are hard-codedto “1111”.

CP “non-queued”transactions preserve the byte enables from the CP. This is to allow the CP’s DMA engine to perform byte writes
(See below).

Real-Time Path Docs not implement byte cnables. They are hard-coded to “1111”.

Pre-Fetch Parser Path does not implement byte enables. They are hard-coded to “1111”.

memory. 
the transactions go through the CP path, then the byte enables will be preserved.
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7, External Interfaces

The Register Backbone Manager communicates with other modules of the Graphics Controller device, as summarized in Figure 7-1 below.

From
HostInterface Unit

Register

Back bone To all Targets on RegisterFrom Manager Backbone
Command Processor (RBBM) 

Figure 7-1: External Interfaces of Register Backbone Manager

7.1 System Interface CG-to-RBBM (Updated: 04-02-2002) 
 
  Pin Name Vector Type|Description Note

sclk I Permanent Core Clock.

srst T Reset, synchronized to SCLK.      
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7.2 Bus Interface (BIF) -to- RBBM Interface (Updated: 03-24-2003)

This interface is used when the BIF wishesto accessregisters that reside in target modules connected to the register backbone.

All the inputs are registered and a “slip FIFO”is implemented on the interface. The RBBM will de-assert the RBBM_BIF_rdy whenit is
“almost full” in order to be able to safely consumetransactions already in-flight. The BIF will only send a transaction (Write/Read) to the
RBBMtfits registered version of theRBBM_BIF_RDY signal is asserted.

The “slip FIFO”andits “almost full” signal is set so that up to 2 repeater flops can be inserted between the BIF and the RBBM.
 
 
 

 
 

  
  
 

 
 
 

 

    
Pin Name Vector Type Description Note
BIF_RBBMa 16:2 I Register Address for Read/Write transaction.
BIF_RBBM_op I Opcode. Specifies a read or write transaction.

(O=Read, 1=Write).
BIF_RBBM_wd 31:0 I Write Data Bus.
BIF_RBBM_be 3:0 I Byte Enables.

Onebit for each byte of the Wd bus.
Bit 0 corresponds to byte on Wd[7:0]
Bit | corresponds to byte on Wd{[15:7]
Bit 2 corresponds to byte on Wd[23:16]
Bit 3 corresponds to byte on Wd[31:24]
(0=Disable Read/Write, 1=Enable Read/Write

BIF_RBBM_swp I Indicates whether endian swap should be performed on HI reads/writcs.
Excludes pushed command data to CP.

BIF_RBBM_send I Send: Single Pulse for Either Write or Read Transactions.
RBBMBIF_rdy O RBBMReadyto Receive a Write or Read Transaction from BIF.
RBBMBIFint 0 Interrupt to the BIF.
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7.3 CP-to- RBBM Interface (Updated: 03-19-2002)

This interface is used when the CP wishes to accessregisters that reside in target modules connected to the register backbone. The CP writes
slate data, constant data, shader code DMA initiators, and other register writes throughthis interface.

The “slip FIFO”andits “almostfull” signal on the CP inputinterface is set so that up to 2 repeater flops can be inserted between the CP and
the RBBM.

Note 1: The RBBM doesnot do endian swapping on the data from the CP.
 
 

 
 
 
 

 

 
 

  
    

 
  

       
 

 
Pin Name Vector|Type Description Note
CP_RBBM_send I CP Send Transaction to RBBM.

1. ‘Transaction from Micro lingine
2. Transaction from DMA Engine

CP_RBBMrtsend I CP Send for Real-Time Transaction
CP_RBBMpf_send I CP Send Pre-Parser Transaction
CP_RBBMa 16:2 I Register Address for Read/Write transaction.
CP_RBBM_op I Opcode. Specifies a read or write transaction.

(O=Read, 1=Write).
CP_RBBM_nq T Use Non-Qucucd Path

0 = Transaction processed through “queued” path
1 = Transaction processed through “non-queued”path.

CPRBBM_wd 31:0 I Write Data Bus.
CP_RBBM_be 3:0 I Byte Mask (For 32-bit Transfers)
RBBM_CP_rdy O Non-Real Time Ready to Receive. The CPuses a delayed

version of this signal so the RBBMassertsthis as an “almost
full” with respect to its receiving FIFO.

RBBM_CPrtrdy oO Real-Time Stream Ready to Receive. The CP uses a delayed
version ofthis signal so the RBBM assertsthis as an “almost
full” with respectto its receiving FIFO.

RBBM_CP_pf_rdy O Pre-Parser Transaction Ready to Receive. The CP uses a
delayed versionof this signal so the RBBM asserts this as an
“almost full” with respect to its receiving I'I'O.
 

  
 

7.4 RBBM-to- CP/BIF Read Return Data (Updated: 12-21-2001)

This is the read return data that is wired from the RBBM to the CP and BIT’. The read data is qualified by a pulse on the “valid” signal. The
error occurs. The “valid” signal will still be asserted to appropriate read-requester however for readRBBMwill assert an interruptif a read

 
 

 
    

errors.

Pin Name Vector Type|Description Note
RBBMrd 31:0 oO Read Return Data to CP and IIL. Note: Read return data for the

BIF can be swapped in the RBBM.
RBBM_BIF_valid oO Read Data Valid to the BIF.
RBBM_CP_valid oO Read Data Valid to the CP.
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7.5 RBBM-to-Target(s) Interface (Updated: 04-24-2003)

This interface is used to perform read and write transactionsto targets containing registers that reside in the register address space of the
Graphics Controller device. The RBBM can access up to 128K Bytesof register space.

The RBBMisitself a client onthe register bus, but transactions to its registers are snooped internal to the RBBM.Theinterface signals for
the RBBMclient therefore do not appearin this list.

The ready-to-receive signals (*_RTR and *_nrtRTR)are registered before being used by the RBBM.Theclients must either have storage to
absorb extra transfers because of this delay or throttle the RTR signal accordingly.

Note 1: The DC_RBBM_RTR and DC_RBBM_nrtRTR signals are combined RTR signals for the VGA, TVOUT,VIP, and Display.
 
 
  
 
 

 
 
 
 
 
 
 
 

 
   
   
 

 
    
    
    
 
 
 
 
 
 
   
   

    
 
 
 
 
   
    
   
 
 
 

 
Pin Name Vector Type Description Note
RBBM_we O Writc Enable (Send) (Address and Data are Valid).
RBBMa 16:2 oO Register Address for Read/Write Transaction.
RBBM_wd 31:0 O 32-bit Write Data Bus (To 32-bit Clients)
RBBM_be 3:0 oO Register Byte Mask Optional

Bit 0 corresponds to byte on Wd][7:0] for
Bit 1 corresponds to byte on Wd[15:7] Chients
Bit 2 corresponds to byte on Wd[23:16]
Bit 3 corresponds to byte on Wd[31:24]
(0=Disable Read/Write, 1=Enable Read/Write).

RBBMre O Read Enable (Address is Valid, Data is “Don’t Care’’)
RBB_rs0 I Register BackBone Read Return Strobe 0
RBBrsl I Register BackBone Read Return Strobe 1
RBB_rdO 31:0 I Register BackBone Read Return Data 0
RBBrdl 31:0 I Register BackBone Read Return Data 1

CP_RBBMstr I Command Processor Real-Time Ready to Receive CP Does

Implement
BIF_RBBM rir I BusInterface Unit (BIF) Real-Time Ready to Receive
AIC _RBBM rtr I AIC Ready to Real-Time Readyto Receive
PA RBBM trtr I Primitive Assembly Real-Time Ready to Receive

VGT_RBBM_rtr I VGTReal-lime Readyto Receive VGT DoesNot

Implement

MCO_RBBM ttr I Memory Controller #0 Real-Time Ready to Receive
MC] _RBBM ttr I Memory Controller #1 Real-lime Ready to Receive
MC2_RBBM_ttr I Memory Controller #2 Real-Time Ready to Receive
MC3_RBBMttr I Memory Controller #3 Real-Time Ready to Rececive
MH_RBBMttr I Memory Hub Real-Time Ready to Receive
DC_RBBMttr I VGA, TV, VIP, Display Real-Time Ready to Receive
CG_RBBMrttr I Clock Generator Real-Time Ready to Receive
CGM_RBBMrir I Memory Clock Generator Real-Time Readyto Receive
IDCTRBBMrtr I IDCT Engine Real-Time Ready to Receive
SQ_RBBM ttr I Sequencer Real-Time Ready to Receive
SX0_RBBM rtr I Shaderlixport #0 Real-lime Ready to Receive
SX] _RBBM_rtr I Shader Export #1 Real Time Ready to Reccive
RC_RBBMrir I Renderer Central Real-Time Ready to Receive
RBO_RBBMrtr I Renderer Backend #0 Real-Time Readyto Receive
RB1_RBBMrtr I Renderer Backend #1 Real-Time Readyto Receive
RB2_RBBMrtr I Renderer Backend #2 Real-Time Readyto Receive
RB3RBBMtrtr I Renderer Backend #3 Real-Time Ready to Receive
ROM RBBM ttr I ROM Real-Time Ready to Receive
DEBUG _RBBM trtr I Debug Bus Controller Real-Time Ready to Receive

CP_RBBM_nrtrtr I CommandProcessor Ready to Reccive
BIF_RBBM_ortrtr I BusInterface Unit Ready to Receive
AIC_RBBM_ortrtr I AIC Ready to Receive
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   Pin Name Vector Description Note

PA_RBBM_nrtrtr Primitive Assembly Ready to Receive
VGT_RBBM onrtrtr VGT Ready to Receive
    

MCoO_RBBM ortrir
MC1 RBBM nrtrir
MC2 RBBM nrtrtr
MC3_ RBBM ortrtr
MII RBBM. ortrtr
DC_RBBM_ortrtr
CG_RBBM ortrtr
CGM_RBBM ortrtr
IDCT_RBBM ortrtr

SQ RBBM ortrtr
SX0_RBBM nrtrir
SX1_ RBBM ortrtr
RC RBBM ortrtr
RBO RBBM_ ortrtr
RBI RBBM ortrtr
RB2_RBBM_ortrtr
RB3_RBBM_ortrtr
ROM RBBMortrtr
DEBUG _RBBM ortrir

Memory Controller #0 Ready to Receive
Memory Controller #1 Ready to Receive
Memory Controller #2 Ready to Receive
Memory Controller #3 Readyto Receive
Memory I ub Ready to Receive
VGA, TVOUT,VIP, Display Ready to Receive
Clock Generator Ready to Receive
Memory Clock Generator Ready to Receive
IDCT Engine Ready to Receive
Sequencer Ready to Receive
Shader Export #0 Ready to Receive
Shader Export #1 Ready-to-Receive
Renderer Central Ready to Receive
Renderer Backend #0 Ready to Receive
Renderer Backend #1 Ready to Receive
Renderer Backend #2 Ready to Receive
Renderer Backend #3 Ready to Receive
ROM Ready to Receive
Debug Bus Controller Ready to Receive

    
    
    
 
   
   
   
    
    
   
   

     
 
   
   
   
   
   
    

a

efpefppape}a)petaleafelayalealabs
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7.6 RBBM-to-Target Soft Resets (Updated: 04-24-2003)

Thesoft reset signals are from a register that in the RBBM thatis written by a normalregister write. The reset signals will remain set until the
corresponding bit in the SOl'T_RESETregister 1s cleared.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Pin Name Vector|Type|Description Note
RBBM CPsoft reset oO Soft Reset to Command Processor (CP).
RBBMBIFsofl_reset oO Sofi Reset to Bus Interface Unit (BIF).
RBBMPAsoftreset oO Soft Reset to Primitive Assembly (PA, VGT, and SC)
RBBMMHsoftreset oO Soft Reset to Memory Hub (MH)
RBBM_SQsoft_reset 0 Soft Reset to Sequencer (SQ) (Nonefor SP)
RBBMSX_softreset 0 Sott Resct to Shader Export (SX)
RBBMRBsofireset oO Sofi Reset to Render Back End (RB).
RBBMRCsoft_resct 0 Soft Resct to Render Central (RC)
RBBM_MCsoft_reset oO Soft Reset to Memory Controller CMC).
RBBM_VIP_soft_reset oO Soft Reset to Video Input Port (VIP).
RBBM_DISP_soft_reset oO Soft Reset to Display Engine (DISP).
RBBMCGsoftreset oO Soft Reset to Clock Generator (CG, CGM).
RBBM_IDCTsofl_reset oO Sofl Resetto the IDCT (IDCT ©)
RBBMVGAsoft_reset oO Soft Reset to the VGA
RBBM_SC_soft_reset oO Soft Reset to the Scan Converter (SC)
RBBM_VGT_soft_reset 0 Soft Reset to the Vertex Grouper ‘Tessellator VG1)
RBBM_ROMsoft_reset oO Soft Reset to the ROM Controller
RBBM_DBsoft_reset oO Soft Reset to the DB Block
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7.7 Status/Interrupt Interface (Updated: 04-24-2003)

Status and Interrupt signals that are used to for wait_until, general status, and interrupt logic in the RBBM.

Notes:

1. 04-09-02: No “busy”signals will be provided from MC foreither debug or synchronization.

2. 04-09-02: No “busy”signal will be provided from the Clock Generator.
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3. 04-10-02: The MH_Clean signalis not used for the “wait_idleclean” determination because the Renderer Backend writes directly
to the Memory Controller.

_Pin Name Vector | Tvpe Description Note
IDCT_semaphore I Semaphore Status from IDCT. Confirmed for R400

Used for “wait IDCT semaphore” by Daniel Wong.
RC_RBBM_cntx0_clean I Renderer Commonis clean for context #0. Updated 04-09-02

Used for “wait idle/clean”

RC_RBBM_cntx17_clean I Renderer Commonis clean for contexts #1 to #7 Updated 04-09-02
Used for “wait idle/clean”

RC_RBBM_cntx0_busy I Renderer Commonis busy for context 40. Updated 04-09-02
Used for “wait idle and wait idle/clean”

RC RBBM cntx17 busy I Renderer Commonis busy for contexts #1 to #7 Updated 04-09-02
Used for “wait idle and wait idle/clean”

MHclean I MemoryHubis Clean. Updated 04-09-02
Excludes Display Processing.
Used for debugstatus.

MH hdp clean I Status from the HDP indicating its write path is clean and Renamed: 03-26-02
that the HI is clean. The MH combines the

Does not reflect the status of the read path ofthe HDP. HIsignal into this
Used for “wait host idle/clean” signal.

SQRBBM_cntx0_busy I Sequenceris busy for context #0. Updated 04-09-02
Used for “wait idle and wait idle/clean”.

SQRBBM_cntxl7_busy I Sequencer is busy for context #1 to #7. Updated 04-09-02
Usedfor “wait idle and wait idle/clean”.

VGT_RBBM_busy I VGTis busy. Non-Real-Time Only
Used for debug status.

VGT RBBM no dma busy I Busysignal from the VGTthat does not contain the index
DMAstatus. ‘This is used for the wait_until and
nqwait_until conditions.

PA_RBBM_busy I Primitive Assemblyis busy. Non-Real-Time Only
Used for “wait idle and wait idle/clean”.

SC_RBBM_entx0_busy I Sean Converter is busy for context #0. Updated 04-10-02
SC_RBBM_entxl7_busy I Sean Converter is busy for context #1 to #7. Updated 04-10-02
TPC_RBBM_busy I Texture Pipeline Commonis busy. Updated 06-21-02

Used for debug status.
TC_RBBMbusy I Texture Cache is Busy Updated: 06-21-02

Used for debug status.
u0_SX_RBBM_busy I Shader Export #0 busy. Updated 04-10-02

Used for debug status.
ul_SX_RBBM_busy J Shader Export #1 busy. Updated 04-10-02

Used for debug status.
MH_RBBMcoherencybusy I Surface CohcrencyLogic is busy. Need Correct Name.

Usedfor debug status.
PADexternsignal I Status Signal from Pads of Chip. See Extem_TrigCnt

Register
VIP_RBBM_h0dmaidle I VIP’s Host DMA Channel0 is Idle. Renamed: 03-26-2002
VIP_RBBM_hidma_idle I VIP’s Host DMA Channel 1 is Idle. Renamed: 03-26-2002
VIP_RBBM_h2dmaidle I VIP’s Host DMA Channel2is Idle. Renamed: 03-26-2002
VIP_RBBM_h3dma_idle I VIP’s Host DMA Channel 3 is Idle. Renamed: 03-26-2002
CP_RBBMortbusy I Non-RTportion of CP is busy
CP_RBBMrt_busy I Real-Time portion of CP is busy
CP_RBBM_dma_busy I Status of CP’s DMA Engine.

Used for “wait CP_DMA_IDLE”
CP RBBMrt enable I Real-Timeis Enabled.

RBBMusesto qualifythe “context #0” busy/clean signals
for real-time.

DIOVLupdate_pending I Status from 1° Overlay Controller (Flip Pending). Used for waituntil.
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PinName Vector [| Type |Description Note
D20VL_update_pendin: I Status from 2™ Overlay Controller (Flip Pending). Used for wait_until.
DIMONE_vline I Status from 1* Display Controller. Used for wait_until.
D2MODEvline I Status from 2™ DisplayController. Used for wait_until.
DIGRPH_update_pending I “Pending Flip” status from 1* Display Controller. Used for wait_until.
D2GRPH_update_pending I “Pending Flip” status from 2" Display Controller. Used for waituntil.
BIF_RBBM_agpflush I AGP Flush Complete Renamed: 03-26-02
Tnterrupts oe Oo
CP_RBBM_int I Interrupt from CP New for R400
PA_RBBMint I Interrupt from the PA Not in R400
VGT_RBBM_int I Interrupt from the VGT Not in R400

: I Interrupt from HDP (MH) New for R400
MH_RBBMint

. I Interrupt 0 from the MC
MCO_RBBMint

. I Interrupt | from the MC
MC1_RBBMint
DISP RBBMint I Combined Interrupt from Display Display combinesall

its interrupts into one
(CRTC & CRTC2)
D. Glen Confirmed

Need.

VIP_RBBMint I Combined Interrupt from VIP VIP combinesall its
interrupts into one

(CAP0, HDMA, 12C,
HOST,etc.).

D. Glen Confirmed
Need.

VGA_RBBMint I Interrupt from the VGA Keeded per D, Glen
CG_RBBMint I Interrupt from the CG

. I Interrupt from IDCT Renamed from
IDCT_RBBM_int INTIDCT_TIMESTAMP

. I Interrupt from the SQ
SQ_RBBMint

. . I Interrupt from the SX
SX_RBBMint

. I Interrupt from the Renderer Common
RC_RBBM_int

. I Interrupt from the Renderer Backend
RB_RBBMint

. I Interrupt from the Debug Unit
DEBUG_RBBMint

_ Status Outpuls a . . a. a. a a .
. oO The RBBMis processing a transaction from the BIF. This HDPusesthis signal

RBBM BIF hi busy signal will be de-asserted when all transactions from the to stall writes to
BIT have been processed by the RBBM and the RBBM has surfaces until prior
received a new RTR from theclients. It will also be asserted surface parameters
for 32 additional clocks by the RBBM to accountfor the have been written by
transaction to get through theclient’s slip buffers. the RBBM.

. oO Non-Real-Timegraphics pipe is idle. Used by the CP to
RBBM_CP_nrt_idle clear the context valid

flags for surface
coherency.

. oO Real-Time graphics pipe is idle. Used by the CP to
RBBM_CPrt_idle mp pp clear the context 40

flag if real-timeis
enabled.

. Oo Conditioned External Signal from the Pads. Wired to CP for
RBBM_extern_signal Initiating Real-Time

Streams.
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7.8 RBBM-to-Clock Generator (CG) Interface (Updated: 06-05-2002)

This interface is used to turn on clocks to clients that are being accessed. Whenever the RBBMhasa transaction from either the BIF or CP,it
asserts the register clock active signal until the end of the transaction (EOT). The clients do the clock gating to enablethe clockto their
register interface logic. The signalis also asserted duringreset.

The end of transaction (EOT) 1s defined as follows:

Write Transaction - EOT is when the RBBM pu

 Read Transaction — EOT is whe

After EOT orreset the RBBM keepsthe signal asserted for the di
RBBM_CNTL register. The REGCLK_DEASS]

Signal ‘lable tor Block RBBM:

 
 ses the RBBM_WEwrite strobe.

n the RBBMreceives a read strobe and has sent the data to the BIF or CP.

  ration of REGCLK_DEASSERT_TIMI
ERTTIME hasa hardware default value of OxE.

E. which is programmedin the

 
 

   
 

   

 
 
  
  
         
 

Pin Name Vector|Type|Description Note
RBBMreselk_active oO Turn on clock all client’s register interface.

7.9 Debug Bus Interface (Updated: 02-13-2002)

This following interface is to connect to the debug bus.

Signal Name Vector Type|Description Note
DEBUG_bus_in 11:0 I Debug Bus Input
DEBUG_bus_out 11:0 0 Debug Bus Output
DEBUG_block_sel 5:0 q Unit Select RBBM = 0x02

DEBUG_group_scl 5:0 I Selects Local RBEMSignals to Output Sec RBBM’Test Bus
Specification.
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8 Architectural Overview

8.1 Backbone Bus Topology

Figure 8-1 is a picture of how the RBBMfits into the top-level chip from a hardware-wiring point of vicw.

R400 RBBM
Updated 2/7/2003
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Figure 8-1: RBBM in the Chip-Level Environment
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The backbone bus has a commandthat1s broadcastto all targets. The command consists of an Address, Byte Enables (BE), and RBBM_WE
or RBBM_RE. The RBBMcan access up to 128K Bytes of register space.

On writes, when the commandis presented on the backbone,so is the Write Data (Wd). The protocol on the backboneallows for single-cycle
writes to any target.

Like writes, the read command1salso sent 1n one clock, but the return data may take several clocks to return. Read data 1s returned trom
targets via 32-bit buses that are registered within the clients and finally wired to the RBBM. The RBBM doesdata swapping on the BIF data
if needed, registers the data, and outputs the read data to the CP and BIF.

It is the target’s responsibility to pass the daisy-chain data fromits inputto its output whenit is not responding to a read transaction on the
backbone. The read return path 1s shown in Figure 8-2.
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R400 Read Data Path
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Figure 8-2: Read Data Chain

    
 

8.2 Address Re-Mapping, Auto-Reg Usage, Address Decoding (Updated: 06-17-2002)

Unlike prior chips, the RBBM doesnot re-map addressesto a client’s “local-linear” space. Because of this, if a register appears in boththe
IO and Memory-Mapped spaces, then its address in both of these spaces must be identical.

 

In past designs, multiple addresses could be re-mapped to the same register. For R400, the clicnts must take care of this by decoding multiple
addresses for a particular register.

 

In past designs, multiple clients could have the sameregister and the RBBM would broadcastthe transaction by asserling multiple unary
ready-to-send signals to the clients. In R400, there is a commontransaction and the clients themselves decide as to whether to accept the
transaction (Read or Write).
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9. Register Descriptions

The Register Backbone Manageritself has a target interface from the Register Backboneofthe chip. Through this interface, any master on
the register backbone can program control registers inside the RBBM.

9.1 RBBM Control Register (03-07-2002)

The RBBM control register controls the read timeout, pushed command dala swapping,andarbitration hysteresis.

 
The RBBMcontrol register is mapped to the same address in the IO and MMR decodespaces..

 
10nic. ame

31:21

CPQ_DATA_SWAP 20 Endian Swap Control for writes to the Command Stream Queue.
0 = No swap.
1 = 32-bit swap: OxAABBCCDD becomes 0xDDCCBBAA.
Default = 0.

19:17

REGCLK_DEASSERT_TIME 16:8 Numberofclocks the RBBM will wait before de-asserting the “Register Clock Active”
signal.
Default = OxOF

READ TIMEOUT 7:0 Programmable delay after the start of a read operation that a timeout will occur.
7 This is used for the detection of an error during a read operation.

The timeout counter 1s set to this value when a read operation starts and counts down every
16 clocks. The maximum delay therefore is 4080 clocks (10.20 usec).
Minimum time programmedinto this register should equal to the depth of the read-return
data path. (Default = 0x0F)

: S Regis
Field Name Bit(s)

RESERVED 31:10 Reserved

SKEW_COUNT 9:5 Current Value of the Skew Counter. Read-Only.
SKEW_TOP_THRESHOLD 4:0 Upper Skew Counter Threshold. Default = Ox04.

Must be a non-zcro cven number.
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9.2 Non-Real-Time WAIT_UNTIL Control Register (Updated: 10-24-2002)
Non-Real Time Busy = (not CP RBBMrt enable and (RC RBBM cntx0 busy or SQ RBBMcntx0 busy or SC RBBM cntx0 busy) ) or

(PA_RBBM_busy or VGT_RBBM_nodmabusy or SQRBBM_entx17busy or RC_RBBM_cntxl7_busy or
_RBBM_cntx17_busy );SC

Non-Real Time Clean = ((not CP RBBMrt enable and RC RBBM cntx0 clean) or CP RBBM rt enable) and RC RBBMentxl7 clean;

The Non-Queued flag must be set to ‘0’ in the CP when writing to this register.

Field Name

ENGDISPLAYSELECT Determines if WAITUNTIL conditionis for Display/Overlay Engine 1 or2.
(Applicable only to the WAIT_OV_FLIP and wait conditions for bits 3:0.)

[WATEBOTCRTCROR[50YWfrPingipsaobsOFFfomhotdisplayengines,

[WANTIDCTSEMAPHORE[27 Wait foriSemaphie

SuENTRIES 23:20 Number ofentries (1 to 15) to wait for ifthe WAIT_CMDITIFO bit is ON.
The FIFO is 16-deep, but one of the entries is taken by the Wait Until command.

AITEXTERNSIGNAL|19«|.Wait for Conditioned External Signalto be Set (See ExternTrigCntl Register).
Wait for Host Interface/Host Data Path to be idle and clean. This is the MH_hdpcleansignalWAITHOSTLECTEAN 18 jai $
being asserted.

oe Wail for processing to be done and the caches in the RB to be flushed.PWAMT-2pIDLECLBAN|16] SameasWATT3D IDLBCLFANnRAOSSS

Pwarr 2bIDLE|14|SameasWATT3D IDLE inR40,SSS
PwArr AGPFLUSH|18] WaitforAGPFlushtocomplete(When BIF_RBBMagp flushsignals0)|
A

Wait for selected overlay flip signal to be de-asserted.AIT_OV_FLIP

 

EngDisplaySelect controls which overlay flip signal to observe.
DIOVLupdatepending
D2OVLupdatepending

Wait until there are at least “CMDFIFO_ENTRIES”values in the Command FIFO.

P|Reserved
|WAITCPDMAIDLE8WaitforCPDMAChanneltobeidle
|WAITDMA_VIPH3IDLE 7WaitforVIPHostDMAChannel3tobeidle

aAel

Reserved

l"“CRTC."VLINE

WAITFECRTC_VLINE

WAIT RE CRTC VLINE

 
WAIT_CRTC_PFLIP

RBBM_Spec_R400.doe —— 62024 Bytes

Wait for selected VLINE signal to be asserted.
ip signal to observe.EngDisplaySelect controls which overlay fh

DIMODE_vline
D2MODE_vline

Wait for Falling Edge of selected VLINEsignal.
LngDisplaySelect controls which overlay ff

DIMODEvline
D2MODE_vline

Wait for Rising Edge of selected VLINEsignal.
ip signal to observe.EngDisplaySelect controls which overlay fl

DIMODEvline
D2MODE viline

ip signal to observe.

Wait for the ‘Pending Flip’ signal to be de-asserted.

 
EngDisplaySelect controls which overlay fl

DIGRPITupdatepending
D2GRPH update pending

ip signal to observe.
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9.3, Real-Time WAIT_UNTIL Control Register (Updated: 10-24-2002)

The RTSWAITUNTILregister controls the wait logic for the real-time stream.

Real Time Busy — CP_RBBMrtcnablc and (RC_RBBMentx0_busy or SQRBBMentx0_busy or SC_RBBM_ecntx0_busy);

Real Time Clean =( CP RBBM rt enable and RC RBBM cntx0 clean ) or (not CP RBBM rt enable),
Notes:

1. IDCT Semaphore is not included. The Wait_RegMemfimetion will be used as analternative for Real-Timestreams.

Field Name Bit(s)
ENG DISPLAY SELECT 31 Determines if WAIT UNTILcondition is for Display/Overlay Engine 1 or 2. (Applicable onlyto

the WAIT_OV_FLIP and wait conditions for bits 3:0.)
WAIT _BOTH_CRTC_FLIP Wait for ‘Pending Flip’ signal to be OFF from both display engines

29:20

XTERN_SIGNAL|19|Wait for Conditioned External Signal to be Set (See ExternTrigCntl Register).

 

  
TaTIDLECLEAN|18|Wait for Host Interface/Host Data Pathto be idle and clean
a
a
PwarREDE|14__|WaitforReakTimetobelile,+4

PwArrAGPFLUSH|18|WaitforAGPFlushtocomplete(WhenBIF_RBBM_agp Tush agnals 0)|

 

  
Reserv:ved

AIT OV FLIP 11 Wait for selected overlay flip signal to be de-asserted.
EngDisplaySelect controls which overlay flip signal to observe.

DIOVLupdatepending
D2OVL update pending

 
PeReserved

|Unused09|nse
|WAIT.CPDMAIDLE8 Wait forCPDMA Channel tobeidle
|WAITDMA_VIPH3IDLE 7|WaitforVIPHost DMAChannel3tobeidle||
|WATTDMA_VIPH2IDER6|Wait forVIPHost DMAChannel2tobeidle
|WAIDMA_VIPHIIDLES| Wait forVIPHostDMA ChannelLtobeidl
|WAITDMA_VIPHOIDLE|4|WaitforVIPHostDMAChannelOtobeidle,Oo Wait for selected VLINE signal to be asserted.

EngDisplaySelect controls which overlay flip signal to observe.
DIMODE_vline
D2MODE_vline

WAITFECRTC_VLINE Wait for Falling Edge of selected VLINEsignal.
EngDisplaySclect controls which overlay flip signal to observe.

DIMODEvline
D2MODE_vline

WAIT RE CRTC VLINE Wait for Rising Edge of selected VLINEsignal.
EngDisplaySelect controls which overlay flip signal to observe.

DIMODEvline
D2MODE viline

WAIT_CRTC_PFLIP Wait for the ‘Pending Flip’ signal to be de-asserted.
EngDisplaySelect controls which overlay flip signal to observe.

DIGRPILupdatepending
D2GRPH update pending
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9.4 Non-Queued Wait Register (Updated: 03-15-2002)

This register appears only in the CP’s non-real-time path through the RBBM.After being written, consecutive transactions will
be held-off until the idle status (defined below) is met. Note that the data is stalled prior to the Command FIFO and Event
Engine in the RBBM andthat both “queued” and “non-queued”transactions are held-off.

The CP PM4 packet “WAIT_FOR_IDLE”writesto this register on the CP data path.

Field Name Bit(s)
RESERVED

WAITGUIIDLE 0 Wait for graphics engine to be idle with non-Real Time processing, and for
Command FIFO to be empty.
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9.5 Performance Monitoring Registers (Updated: 10-29-2002)

The RBBM also shadows the CP_PERFMON_CNTL[3:0]for resetting, enabling, and disabling the counters.

 
 

Field Name Bit(s)

PERF_COUNTIHI Performance Counter #1 High Bits.  

 
 
 

Field Name

PERF_COUNT1_LO Performance Counter #1 LowerBits.  
 

 
 
 

Field Name Bit(s)

PERF_COUNT2_HI Performance Counter #2 High Bits.  

 
 
 

 

Field Name

PERF_COUNT2_LO Performance Counter #2 LowerBits.  
 

 
 
 

Field Name Bit(s)

PERFCOUNTI_SEL Counter #1 InputSelect.

 
 

Field Name Bit(s)

PERFCOUNT2SEL Counter #2 Input Select.
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9.6 Debug Registers (Updated: 10-25-2002)

The debug register is in the design in case there is a need to have any static register settings.

BIF can write to this register by snooping it without going through the RBBM’s scheduling(arbitration). When BIF requests a write to this
register , it will ignore the RBBM_BIF_rdy. This write request will be decoded as soonas it enters RBBM afterinput register stage and the
very next clock, RBBM_DEBUG register will be written. IHIGNORL_R'TRisset, then it will allow RBBM to release the pending requests in
the scheduler. The advantage of BIF able to write to the RBBM_DEBUGregister without RBBM_BIF'_rdy 1s, it allows system to come out
of stuck condition, which might have occurred dueto one of the clients not being ready. CP can also write to this register but as ifit is
writing to any other register. In case CP and BIFaretrying to write to this register at the same time, BIF will over-write CP and write from
CP will be ignored.

Note: As the write request to RBBM_DEBUGregister from BIF is snooped within, it will not be allowed to get scheduledlater in the pipe.
Also, the read request for this register is similar to other register reads (will not be snooped). If read and write requestto this register occurs
at the same time then the previously registered data will be put onthe read bus.

BBM DE |

Field Name BID
BMDEBUG 31:16

—————_RT_GULACTIVE 15:12 Keep asserting RT_GUI_ACTIVEfor these many more clocksafter it is deasserted.
Default=0.

HYSTERESIS_NRT_GUI_ACTIVE Keep asserting GUI_ACTIVE for these many more clocksafter it is deasserted.
Default=0.

UNUSED

   
IGNORECP_SCHED_NQBIF If set the CP Paths’ SchedulerStatus is Ignored in the Host’s NQ wait conditions.

Default = 0.

IGNORECP_SCHED_ISYNC 3 If set the CP Paths’ Scheduler Status is Ignored in the Isync wait conditions.
Default = 0.

IGNORECP_SCHED_WU If set the CP Paths’ SchedulerStatus is Ignored in the Wait_Until wait conditions.
Default = 0.

IGNORERTR 1 If set, the RBBM will ignore all real-time and non-real-time ready-to-receive signals
whenprocessing a transaction.
Default = 0.

SWAPBE;0.|Swaps byte enables of BIF Data for endian swapsifset. Default = 0.
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Field Name Bit(s)

READ_ERROR 31 Read Error in RBBM
Read:
0 -— No Error

1 — Read error occurred in RBBMduring read operation
Write:
0 — Force Clear the Error condition status

1 — Set Read Error(Forstate restoration from power-down)
Cleared when RDERRINT_ACKbit is set in RBBM_INT_ACKregister.

READ_REQUESTER 30 Indicates whether a BIF or CP read resulted in an error condition.
Read:
0 — CP
1 — Host

Write: (Forstate restoration from powcr-down)
0 —CP
1 — Host

UNUSED 29:17

READADDRESS 16:2 Read: Target address for the read operation where an error was detected.
Write: Target address for the read operation where an error was detected.

(Write is for state restoration from power-down)
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9.7 Soft Reset Register (Updated: 08-01-2002)

Whena bit is set in this register, the soft reset signal to the corresponding unit will be set. The signal will remain asserted until the bit is
cleared.

The RBBM_SOFT_RESETregister is mapped to the same address in the IO and MMR decodespaces.

PSOPT_RESET_COM|__18|SoftResatwusblockDeult=0_——S—SCSCCS

[SOFT_RESETMC]8|SoftResetthisblock.Default0s

PSOFT_RESET_SX|6|SofResetthislockDefaslt=0SSS 
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9.8 RBBMStatus (Updated 10-24-2002)

The RBBMstatus register provides status for transactions in the RBBM and “Busy”status for otherclients in the chip.

Field Name Bit(s)
GUI ACTIVE 31 Non-Real-Time Graphics Pipe is Busy

~ GUL_ACTIVE= Non-RT_Busy (From Wait_Until Register) or CP_RBBM_nrt_busy
or PFRQ_PENDINGor CFRQ_PENDINGor CPRQ_PENDINGor
VGT_DMABUSY.

|SQIRBBM_cntxl7_busy|27|SequencerisBusyforContext#1through#7,
|VGTRBBMbusy|26|VertexGrouperTessellatorisBusy

PPAREENLbusy25 Primitive Assembly suse.SSCS
|SC_RBBM_entx0_busy|24|ScanConverter isBusyfor Context#0.

CommandProcessor is Busy for non-Real-Time (CP_RBBM_nrt_busy).

The RBBM’s Non-Real Time Wait Until Unit is Busy.
Le. Waiting for a Non-Real-Time synchronization event.

The RBBM’s Real-Time Wait Until Unit is Busy
i.e. Waiting for a Real-Time synchronizing event.

There is a queued request from the CP Pending in the RBBM.
Includes the RBBMEEBUSYstatus.

[HIRQPENDING|8|ThereisaBiFrequestPendingintheRBBM.
There is a Real-Time request Pending in the RBBM.
Includes the RBBMRTWU_BUSYsiatus.

RT_GULACTIVE Real-Time Graphics Pipe is BusypeesRT_GULACTIVE = RTBusy (From RTSWaitUntil Register) or
CP_RBBM_rt_busy or RTRQPENDING.

TC _RBBM busy Texture Cache is Busy.

CMDFIFO_AVAIL Numberofavailable entries in the CommandFIFO.
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9.9 RBBMStatus #2 (Updated 05-22-2002)

The RBBMStatus #2 register provides visibility for input signals that are not included in the RBBM_STATUSregister.

 
BBM Regi:

|VIP_RBBMh2dmaidle|_9|VIP'sHostDMAChannel2isTdle
|VIP_RBBM_h3dmaidie[|8VIP'sHostDMAChannel3isTdie

[D2OVL_update_pending|6|FlipPendingfromOverlay
Status from 1* Display Controller.

Status from 2” Display Controller.

PendingFlip status from 1“ Display Controller.

Pending Flip status from 2° Display Controller.

|BIFRBBM_agpflush[tTAGPFlush
[MHhdpclean|TDPChea

9.10 Implicit Syne Control (Updated 10-25-2002)

The implicit syne controls in the RBBMarc only for legacy controls not related to 219/31) switches. The 21/31) synchronization is managed
in the CP. The implicit sync controls only affect the non-real-time path (CF path).

Isyne control waits for CF’s scheduler request to be empty and CP’s scheduler request to be empty, then it waits for 48 clocks to sample
Non-RT graphics pipe idle. The 48 clock wait is to make sure all the pending imitiators have beenreceived bythe clients (1.e. Not stuck in the
repeater flops).

Field Name Bit(s)

ISYNC_CPSCRATCH_IDLEGUI 5 A write to any of the CP’s Scratch Registers stalls if the Graphics Engine is busy
processing non-Real Timetransactions.
Default = 0.

ISYNC_WAIT_IDLEGUI 4 A write to the WAIT_UNTILregister stalls if the Graphics Engine is busy processing
non-Real Timetransactions.
Default = 0.
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9.11 RBBM Interrupt Registers (Updated: 04-26-2002)

The following registers control the interrupt functionality in the RBBM.

RBB

Field Name Bit(s)
31:20

GUILIDLE_INT_MASK 19 GUI Idle Mask
The maskis used to enable the generation ofthe interrupt.
0 — Disabled (Detault — Also cleared on Reset)

Enabled: Interrupt will generate interrupt to the BIF.

RDERR_INTMASK Interrupt Mask for a detected Read Error.
mask1s used to enable the generation of the interrupt.
Disabled (Default — Also cleared on Reset)
Enabled: Interrupt will generate interrupt to the BIF.

RB

GUIIDLE_INT_STAT Interrupt status for GUT Idle.
Read:
0 —No Event(Interrupt did not occur)
1 — Event Occurred
Write:

 

0 —Noaffect. (Default — Also cleared on Reset)
1 — Set Interrupt Status (Forstate restoration from power-down).

RDERR_INT_STAT Interrupt status for a detected Read Error.
Read:
0 —NoEvent (Interrupt did not occur)
1 — Event Occurred
Write:

0 —Noaffect. (Default — Also cleared on Reset)
1 — Set Interrupt Status(lor state restoration trom power-down).

 
RBB

Field Name Bit(s) Description
Reserved

GUILIDLE_INT_ACK 19 Interrupt acknowledge for a GUI Idle Interrupt.
Write:
0 —Noaffect.

1 — Clear Interrupt Status (Non-Persistent Write).
Reserved

RDERR_INTACK Interrupt acknowledge for a detected Read Error.
Write:
O—Noaffect.

1 — Clear Interrupt Status (Non-Persistent Write).
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[Interrupt fromtheRBBM
PCPINTSTAT|30=iInterruptffomtheCP

29:16|Reserved

[SXINTSTAT8|InterruptfromtheShaderExport

PCGINTSTAT|MnterruptfromtheClockGenerator
5 Interrupt from the Memory Hub

Reserved

LIDCLINTSTAT3InterruptfromtheCT

|DISPLAYINTSTAT||InterruptfromDisplayEngine
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9.12 External Trigger Control Register (Updated: 10-24-2002)

The RBBM inputs the signal “PAD_extern_signal” from the pads of the chip. This input is double-registered and then a rising edge detection
is performedto set a set/reset lop. The output of the S/R Mopis used for both the Real-Time and Non-Real-Time WAITEXTERNSIGNAL
wait_until conditions.It is also output from the RBBM as RBBMextern_signalandis used for initiating Real-Time stream. The following is
a diagram of how the PAD_extern_signal is processed:

Wat.zazo02 R400 External Trigger

 

 

R |-BBBM_extem signal     Extern Trig Clr& Extern Trig Cntl We oO(Clears Whi en Setting bit 0 of Extern_Trig_Cntl Register) 

RBBM_STATUS2[1 2] iSRST (Sets) | R Conditioned Trigger
PAD extern signal R R R ¥Ug Rising Edge Detect

  
             

*. Non-RT Wait Until: WAIT_EXTERN_SIGNAL
2. Real-Time Wait_Until: WAIT_EXTERN_SIGNAL
3. Output as RBBM_extern_signal for RT stream initiation
4, Wired to Extern_Trig_Cntl[1] as Extern_Trig_Read

 
Field Name Bit(s) Description

Reserved

 
EXTERN_TRIG_READ 1 Read-Only:

0 — Indicates WAITconditionis active for the External Trigger.
| — Indicates WAITcondition is not active for the External Trigger.

EXTERN_TRIG_CLR Write-Only:
0 —Noaffect.

1 — Clears External Trigger Set/Reset Flop (Non-Persistent Write).
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10. Performance Counters (Updated: 11-07-2002)

The RBBMcontains two identical 48-bit Performance Counters to aid in measuring the performanceof various blocks. This is accomplished
by counting the numberofclock cycles for which variousstatus signals are asserted (true) from their respective blocks over some period of
ume. The following combinations are possible by setting PERFCOUNTER_SELECTsto the appropriate listed value: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

  
PERF SELJ[5:0] | Signal Combination for Counting —__

0x0 Tie High — Count NumberofClocks

Oxl Non-Real-Time Busy
RC_RBBM_ecntx0_busy0x2

RC_RBBM_cntx17_busy0x3 7 7 ~

SQ_RBBM_ecntx0_busyOx4

SQ_RBBM_ entx17_busy0x5 7 7
VGT_RBBM_busy

OxG 7 7

VGT_RBBM_nodma_busy0x7

PA_RBBM_busyOx8 7 7

SC_RBBM_ecntx0_busyOx9

SC RBBMcntx17 busyOxA

TPC_RBBM_busy0xB

TC _RBBMbusyOxC 7 ~

u0_ SX _RBBM_ busy0xD To 7

ulSX_RBBM_busyOxE

MH RBBMcoherency busyOxF

CP_RBBMart busy0x10 7 7

CP_RBBMrt_busyOxll 7 7

CP RBBMdma busy0x12 7 7 Tt

0x13 Non-RTWaiting on IDCT Semaphore **x1:

Ox14 Non-RT Waiting for “Both CRTC PFLIP” **x

ox1s Non-RT Waiting for External Trigger **x15

Ox16 Non-RT Waiting for CP’s DMAto go Idle **_

ox17 Non-RT Waiting forAGP Flush **x

Ox18 Non-RT Waiting for Host Idle Clean Status **x

Ox19 Non-RT Waiting for Graphics Pipe to be Idle **x

oxlA Non-RT Waiting for Graphics Pipe to be Idle and Clean **x

Ox1B RBBM_BIFint — Combined Interrupt Signal to the BIF.x

 
 

** Note: Theseperformance conditions do not include the 48 additional clocks that the RBBMwaitsfor theprevious initiators to arrive
at the clients before evaluating the wait condition.
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11. Design for Test (Updated: 10-29-2001)

Signals in the RBBM are connected to the Test Bus for observation at the pins of the chip. The RBBM decodesselect 0x02 as in prior
designs. Refer to the R400 RBBM test bus documentfor details on the wiring.

12. Power Management (Updated: 04-02-2002)

The clock within the RBBM is a permanent clock. No clock gating is used to disable the RBBM clock. The input “sclk” is run through the
ali_master_permanent clock gating module so thal the RBBM’s clock is aligned to other clients in the design.

13. Physical Aspects (Updated: 04-02-2002)

16x48 RAM for the Command FIFO will be included in the R400 design.
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1. Background
This document describes how the R400 family maps pixels and other data into local (video) memory and system
(AGP) memory. The R400 uses 32-bit device addresses that map both local memory and system memory within a 2”.
byte device address space. Local memory is accessed through one, two or four memory controllers that each access
up to 2”°-bytes (256M-bytes) of on-board memory.

Data can be organized into 1D, 2D or 3D arrays. Types of data include coordinates/normals, uncompressed
pixels/texels, uncompressed depth/stencil values, and a variety of compressed data formats. 2D and 3D arrays can
be organized in interleaved tiles for higher performance.All array sizes can be stored in a linear format, which stores
pixels along a scanline at sequential device addresses, but R400 does not support depth buffer operations in linear
format.

The subsections below describe some important common characteristics of all of the memory formatsin all of the
array sizes. These topics include dividing local memory into disjoint subsets, address alignment constraints, and
address modes. Following sections describe the bit formats of individual data elements (pixels, texels, etc.), tiling
formats for 1D, 2D, and 3D arrays of data elements, and special tile formats for multi-sample data and depth/stencil
data.

1.1 System vs. Local Memory
Data can be stored either in local (on-board or frame buffer) memory or in system (AGP/PCI) memory. A specified
range of the device address space mapsto local memory and the rest maps to system memory.

Logic blocks that compute device addresses need not be aware of whether an addressis in local or system memory,
though somelogic blocks (e.g. the Display Controller) require data in local memory dueto latency issues. The system
memory bus hassignificantly lower bandwidth than the local memory bus and has tremendously longerread latency.
AGP memory accessesuseeither 256-bit or 512-bit bursts.

{Give specific ranges for AGP latency. Reference Tom’s memory space spec.}

1.2 Local Memory Subsets
The R400 family accesses local on-board memory through one to four independent memory controllers. The R400
has four memory controllers, each of which provides access to one quarter of the local memory. The RV400 has two
memory controllers, each of which provides accessto half of the local memory. A future integrated version of the chip
will have a single memory controller.

Each memory controller is associated with a corresponding render backend block. Each render backend can only
access the local memory associated with its own memory controller. Hence the local memory is divided into subsets,
so that each memory controller stores the pixels or other data elements that are processed byits associated render
backend. All of the render backends can access system memory.

DDRAM memory is divided into multiple banks and pages. Each bank is in effect a separate memory array inside the
DDRAM. Each page containsbits from a single row in the internal DDRAM memory arrayfor a given bank. Thesize of
a page in bytes depends on the specific DDRAM part and the number that are used for a single memory controller.
Accessing data within the same page of a bank (whichis called “column access’) is dramatically faster than accessing
data in a different page of the bank (whichis called “row access”). Accordingly, mucheffort in the tiling design goes
into grouping accesses that are on the same page and avoiding situations where two different pages in a bank must
be accessed without intervening accessesin other banks.

Each memory controller contains two separate memory subsets, in order to improve memory accessefficiency. The
R400 family supports DDRAM memory that is organized into four banks: A, B, C, and D, so each of the two memory
subsets per memory controller contains data from two of the banks. For each memory controller, one subset includes
banks A and B and the other subset includes banks C and D. Since R400 has four memory controllers, it has eight
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memory subsets, which are called ab0, ab1, ab2, ab3, cd0, cd1, cd2, and cd3. RV400 has two memory controllers, so
its four memory subsets are called abO0, ab1, cdO, and cd1.

Within a memory subset, memory accesses alternate between two banksat the page boundaries. Consider memory
subset ab0. The first word of this memory subsetis in page 0 of bank A.This is followed by the rest of the words of
bankA in page 0, then by page 0 of bank B. Next comes page 1 of bank A, then page 1 of bank B, etc. As a result, the
two banks are interleaved on a page-by-page basis. The figure below illustrates this bank altemation for a DDRAM
with pages consisting of 256 words. The word size dependson the specific DDRAM type. Each MC reads 64-bit words
from multiple DDRAMsin parallel, depending on the DDRAM configuration.

page 0 bankA page 0 bank B page 1 bankA page 1 bank B

 i==WE0 1 255|0 1 255|0 1 255|0 1 255

Figure 1: Local Memory Subset for Banks AB

Dividing the memory into subsets in this fashion ensures that sequential accesses within a memory subset are always
either within the same page orare within different banks. For example, suppose that a sequential accessstarts at
page 0, bank A, ward 255. A large number of accesses to bank B occur before accessing bank A, page 1, word 0.
This gives the DDRAMarray time to perform the slow “row access” to bank A, in parallel with the fast “column
accesses’within bank B.

1.3 Units of Memory
This document describes memory formats in terms of four levels of addressable units in local and system memory.
Each addressable unit has different address alignment constraints.

Individual data elements have a wide variety of sizes. Each occupies 2-bytes for some value of N and eachis
naturally aligned on a 2"-byte boundary. The most commonsize is 4-bytes (32-bits), which could represent, for
example, a 32-bit ARGB pixel or a 32-bit IEEE floating point value.

Data elements are organized into 16-byte (128-bit) micro-tiles. This corresponds to the read/write bus size between
each memory controller and its render backend, though each memory accessreads or writes an aligned pair of micro-
tiles.A micro-tile may contain four 32-bit floats or a larger number of smaller data elements. For 1D arrays, a micro-tile
always contains sequential data in the 1D array. For 2D and 3D arrays, a micro-tile contains data from a single
scanline for 16-bit, 32-bit, 64-bit, and 128-bit data elements.

Tiles are variable-sized. For 1D arrays, eachtile stores exactly 64-bytes (512-bits), which stores a variable numberof
data elements, e.g. 64 8-bit pixels or four 128-bit pixels that each contain four 32-bit floats. For 2D and 3D arrays of
pixels or texels, each tile stores an 8x8 array of data elements, which occupies a multiple of 64-bytes (512-bits). The
most typical data element size for 2D arrays is 32-bits, which results in a 256-byte (2K-bit) tile size. 2D arrays can also
store a single per-tile data element, instead of 64 pixel or texel data elements. The Render Backend uses this mode.

A macro-tile is the basic unit of memory allocation in both linear and tiled formats. For linear arrays, each macro-tile
is exactly 4K-bytes and contains exactly 16 tiles. For 2D tiled arrays, each macro-tile contains 32x32 pixels, arranged
as a 4x4 sub-array of 8x8 pixel tiles. For 3D tiled arrays each macro-tile contains 32x16x4 pixels, arranged as a 4x2x4
sub-array of 8x8x1 pixel tiles.

Finally, a surface is a contiguous range of device address spacethatis all interpreted the same way,e.g. as either a
linear array or a 2D or 3D tiled array with a specific pitch and pixel size. Each surface must start on a 4K-byte aligned
address in device address space.

2. Data Element Formats

This section describes pixel formats, texel formats, per-tile data formats, and other types of data elements that the
R400 reads and writes. These formats are used in the Memory Hub (MH) block to support client memory accesses, in
the Texel Central (TC) block to read and interpolate data for the shader programs, and in the Render Backend (RB)
block to read and write data renderdata.
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The following subsections divide the data element formats into four groups. Displayable pixel formats are fully
supported by R400, including displaying them to the monitor. Renderable pixel formats are usable as render targets
with full support for alpha blending (with one exception), as well as for texture inputs. The Texel-Only Pixel formats
may be used as texel inputs or render targets, but cannot be alpha blended. The Texel-Only formats cannot be used
as render targets. Finally, the Special Data Formats have specific, limited uses.

Each pixel contains between one and four components, named CO through C3. The TC and RB blocks both contain
pixel format descriptors that specify how to interpret the components as numbers and how to map them to the four
componentsthat are computedin the shaderpipe. The MH block passes them through withoutinterpretation.

{Note: define the number formats here: floating-point, repeating fraction, integer, etc.}

2.1 Displayable Pixel Formats
The pixel formats described below are fully supported by the MH, TC, and RB blocks. Additionally, each of these
frame buffer formats may be displayed to the monitor.

{List the displayable pixel formats. Questions: (1) is GRPH_SWAP_RB supported for all formats, or only for
the oneslisted in the display spec? (2) How are YUV modes supported, and which ones? (3) How does the
display logic support unsigned vs. signed vs. float number formats? All three expand differently for use with
the linear interpolation table.}

2.2 Renderable Pixel Formats

Renderable pixel formats are those that the RB (render backend) block can produce. They are also fully supported by
the MH and TC blocks. Each pixel contains between one and four components, named CO through C3. The MH block
transfers whole pixels without interpreting their content. The TC and RB blocks both contain pixel format descriptors
that specify how to interpret the components as numbers and how to map them to the four components that are
computed in the shader pipe. The TC allows an arbitrary mapping of the input components to the shader pipe
components. The RB supports morelimited component mappings, as described below.

The figures in this subsection list multiple names for each renderable pixel format. Names of the form FMT_* are
enumeration constants from enum type SurfaceFormat. Names of the form COLOR_* are enumeration constants
from enum type ColorFormat, which contains the subset of surface formats that are renderable. Each COLOR_*
enumeration name has the same value as a corresponding FMT_* enumeration name.

The figure below illustrates the single-component renderable pixel formats, with their enumeration names. The 8-bit
format has three separate pairs of names to support format numbers used by legacy code. The 16-bit formats can
either be explicitly floating point or else may use one of several fixed-point number formats. For the 32-bit component
size, only the floating-point format is renderable, and the Render Backend cannot alpha blend that componentsize.
The Render Backend can mapeither the shader pipe Red or Alpha channel to CO.

7 0 15 0

C0<7:0> C0<15:0>

FMT_8 (COLOR_8), FMT_8A (COLOR8A), FMT_16 (COLOR_16) or
or FMT_8B (COLOR8B) FMT_16_FLOAT (COLOR_16FLOAT)31 0

C0<31:0>

FMT_32FLOAT (COLOR_32FLOAT): not alpha-blendable

Figure 2: One-Component Renderable Pixel Formats

The next figure illustrates the two-component renderable pixel formats. Each format contains two equal size
components, labeled CO and C1. As for the single-component formats, the Render Backend cannot render to 32-bit

R400_MemoryFormat.doc #1" 69729 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © *** 40/01/03 02:23 PM

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0211947

ATI Ex. 2066

IPR2023-00922

Page 136 of 291



ATI Ex. 2066 
IPR2023-00922 

Page 137 of 291

  
ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. 10 July, 2003 [date \@ "d MMMM, GEN-CXXXXX-REVA

components unless they are floating point and cannot alpha blend even floating point 32-bit components. The Render
Backend can mapeither the shader pipe GR or AR components to C1 and CO, in that order.

15 8 7 Q

FMT_88 (COLOR88)
31 16 15 0

FMT_16_16 (COLOR_16_16) or FMT_16_16FLOAT (COLOR_16_16FLOAT)
63 32 31 0

FMT_32FLOAT (COLOR_32FLOAT): not alpha-blendable

Figure 3: Two-Component Renderable Pixel Formats

The next figure illustrates the three-component renderable pixel formats. Each format contains two components of one
size and one componentthatis onebit different in size, labeled CO, C1 and C2. The Render Backend can map either
the shader pipe BGR or RGB components to C2, C1 and CO, in that order.

15 11 10 5 4 0 15 10 9 5 4 0

FMT_565(COLOR_565) FMT_6_55(COLOR655)
31 22 21 11 10 0

FMT_10_11_11 (COLOR_10_11_11)
31 21 20 10 9 0

FMT_11_11_10 (COLOR_11_11_10)

Figure 4: Three-Component Renderable Pixel Formats

The final figure illustrates the four-component renderable pixel formats. Two of the formats reduce the size of the C3
component and the rest provide an equal numberof bits to each component. As for the two-component formats, the
RB can rendereither floating-point or fixed-point 16-bit components, but only floating-point 32-bit components, and it
cannot alpha-blend 32-bit components. The Render Backend can mapeither the shader pipe ABGR or ARGB
components to C3, C2, C1 and CO, in that order.
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15 12 11 8 7 4 3 0 15 14 10 9 5 4 0

FMT_4444(COLOR4444) FMT_1_555(COLOR_1_555)

31 24 23 16 15 8 7 0 30 31 29 20 19 10 9 0

FMT_6886 (COLOR_!886.8) or FMT_2_10_10_10 (COLOR_2_10_10_10)
FMT_8888A(COLOR8888A)

63 48 47 32 31 16 15 0

C3<15:0> C2<15:0> C1<15:0> C0<15:0>

FMT_16_16_16_16(COLOR_16_16_1616) or FMT_16_16_16_16_FLOAT(COLOR_16_16_16_16FLOAT)

127 96 95 64 63 32 31 0

C3<31:0> C2<31:0> C1<31:0> C0<31:0>

FMT_32_32_32_32_FLOAT (COLOR_32_32_32_32FLOAT): not alpha-blendable

Figure 5: Four-Component Renderable Pixel Formats

2.3. Texel-Only Formats
The pixel formats described below are supported by the MH and TC but cannot be read or written by the RB. The MH
passes them through without interpreting the bits in each pixel. The MH and TC also support the renderable pixel
formats, which are described in the preceeding subsection.

{Describe the YUV formats.}

 

 

7 Byted oO
va "YI7:0]

34 Byte3 24 23 Byte2 16 15 Byte1 8 7 Byteo 0
AVYU444 : : : : : ‘OL

31 Bytes | 24 23° Byte2 1615 Byte Byted |
Wuy422

34 Byte3 24 23 Byte? 16 15 Byte1 Bytea
YVYU422 Y¥1[7:0] VO[7:0] YO[7:0] UOL[?:0] 

The DX formats provide texture compression. The bitmap formats store glyphs in one of several bit orders. {provide
more detail.}
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63 Byte7 56 55 Bytes 48 47 ByteS 40 39 Byte4 32
DxT1

127 Byte15 120119 Byte14 4112111 Byte 13 104103 Byte 12 96
DXT2/DXT3

95 Byte11 88 87 Byte 10 80 79 Bytes 7271 Bytes 64
R4[4-0] G1[5:0] " Bal40] | RO[4:0] * Golb:0j BO[4-0]

63 Byte7 56 55 Byte6 48 47 Bytes 40 39 Bytea 32
A33[3-0] A32[3.0] A3 1[3:0] A30f3.0] A23[3:0] A22[3.0] A21[3:0] A20[3:0]

31 Byte3 24 23 Byte2 16 15 Byte1 87 Byteo 0

A1zis.o)_[ A12jso] [ A1so) [ Atofsa) [ aAasjsc) | Ao2[so) | Aot[sc) | Aoofs:c) |

127 Byte15 120119 Byte14 112111 Byte 13 104103 Byte 12 96

DXT4/DXTS [133 [732 [131 | 130|123 [ 122 [121 [720 [113 [712 [111 [ ti0 [103 | t02 [191 [to| 
 

95 Byte11 88 87 Byte 10 80 79 Byte9 7271 Bytes 64

[Ruao7sso}[BionTTRorao)Soro}B40] 
63 Byte7 56 55 Bytes Ag 47 Bytes 40 39 Byte4 32

 [rsa_]rea7131|rsa[|tes[fee|rei[sea[mis712[111]

31 Byte3 24 23 Byte2 16 15 Byte1 8 7 Byteo oO
[[aio|vos|toa]or[soa[|Awo).Aovo)—id 

Each value in DXT1 format is treated as a 64-bit pixel that decodes to 4x4 texels. Each value in DXT2 to DXT5 format
is treated as a 128-bit pixel that decodes to 4x4 texels. In linear format, N sequential DXTC pixels decode to a 4Nx4
region of texels. In tiled format, 64 sequential DCTC pixels form an 8x8 tile, which decodes to a 32x32 region of
texels.

{Include the depth and depth/stencil formats.}

{Describe the following formats:}
 

1 (1D only)
1_REVERSE(1D only)

 
 

  
 

16_MPEG
16_16_MPEG
8_INTERLACED
16_INTERLACED(fixed)
16_INTERLACED(float)
16_INTERLACED(expand)
32_AS_8_INTERLACED
32AS8

 
 
 

 
 
  
 

2.4 Special Data Formats
This subsection describes arrayable data elements that have specific,limited purposes.

The Render Backend uses anarray of Tile Data words, which store 32-bits for each 8x8 pixel tile. The Tile Data word
stores compression and hierarchical information for each tile. The figure below illustrate the Tile Data word. The
Cmaskfield stores the compression format for the Color0 buffer. The Zmaskfield stores the compression format for
depth data in the Depth/Stencil buffer. The Smask field stores the compression format and hierarchical data for the
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stencil data in the Depth/Stencil buffer. Finally, the Zrange field encodes bounds on the minimum and maximum depth
valuesin the tile for hierarchical depth kills.

31 12 11 8 7 43 0

Zrange<19:0> Smask<3:0>|Zmask<3:0>|Cmask<3:0>

Figure 6: 32-Bit Tile Data Word for Render Backend

{Document the depth formats} Each16-bit pixel consists of a 16-bit repeating fraction depth value, which represents
the range [0..1]. Each 32-bit pixel represents an 8-bit stencil value in the low order byte and a 24-bit depth value in the
high bytes. The depthis either a 24-bit repeating fraction or a floating point representation with a 4-bit exponent, which
represents the range [0..2), though values greater than 1 are not allowed.

{This includes all of the uncompressed formats that are not destination color formats, including bitmap formats, YUV
formats, uncompressed depth/stencil values, etc.}

3. 1D Tiled Memory Formats
This section describes tiled memory formats for 1D arrays. In system memory, there is no difference between 1D tiled
format and linear format. In local memory, the tiling format describes how the 1D data is interleaved across the
memory subsets. For Local Tiled and System Tiled mode, the memory allocated for a 1D array must start and end on
a 4Kbyte boundary. For System Linear mode, the array must start and end on a 64-byte boundary.

3.1 1D Micro-Tile Formats

The figure below shows 1D micro-tile formats within a 64-byte tile for 8-bit, 16-bit, 32-bit, 64-bit, and 128-bit data
elements. In each case, the tile size is 64-bytes (512-bits) or four 16-byte (128-bit) micro-tiles. Each row in the figure
below is a single micro-tile.

127 96 95 64 63 32 31 0

[p15]14D13[D12]11[D10]D9]D8]07/6]D5]D4]D3]D2]D1]D0]

D27/D26/D25/D24|D 23 cao D18/D17/D16
  
 
 

      D 43|D 42/|D 41|D 40! D 39] D 38] D 37] D 36 D 34] D 33} D 32

D59|D58|}D57|D56|}D55/D54)D53)D52 D50|D49|D 48

8-bit data

127 96 95 64 63 32 31 0 127 96 95 64 63 32 31 0

[D7[6]D5[D4[D3]D2]D1]D0]
[p15[D14/013[D12[D11010]D9|08

16-bit data 32-bit data

 
127 96 95 64 63 32 31 0 127 96 95 64 63 32 31 0

 
64-bit data 128-bit data

Figure 7: 1D Micro-Tile Data Formats
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The texture unit also supports packed 1-bit pixel formats for use as text fonts. {Draw a figure describing these formats,
including the bit order.}

to be specified

Figure 8: 1D Micro-Tile 1-bit Data Formats

Finally, note that bytes are stored in local memory packed from Isb to msb of successive data elements, thatis, little-
endian order. Three byte swap reorderings are supported for data stored in system memory. R400 automatically
converts betweenthe different byte swap modes, based on a field that is stored with the offset for each surface.

3.2 1D Macro-Tile Formats

The following figure showsthe organization oftiles within a macro-tile for 1D arrays. Each 1D macro-tile occupies 4K-
bytes. The left-hand figure shows the organization in system memory, which is simply a linear sequence of 64 64-byte
tiles. The column in the centerof the figure gives the byte addressrelative to to the start of the macro-tile, for eachtile.

one MC with two two MCswith four four MCswith eight
memory subsets memory subsets memory subsets

ab, tile 0 0x000 ab, tile 0 ab, tile 0

ab, tile 1 0x040 ab1, tile 0 ab1, tile 0

ab, tile 2 0x080 abo, tile 1 ab2, tile 0

system memory

ab, tile 3 0x0CO ab1, tile 1 ab3, tile 0

tile 30 ab,tile 30 0x780 ab0O, tile 15 ab2, tile 7

tile 31 ab,tile 31 Ox7CO0 ab1, tile 15 ab3, tile 7

od, tie 1 0x840

cd, le 2 0880

tile 35 cd, tile 3 0x8C0 cd1, tile 4 cd3, tile 0

  

  

  

tile 62 cd, tile 30 OxF80 cd0,tile 15 cd2, tile 7

tile 63 cd, tile 31 OxFCO cd1, tile 15 cd3, tile 7

  

 
Figure 9: 1D Macro-Tile Formats

The remainder of the above figure shows the arrangement of micro-tiles in local memory for 2-8 memory subsets (1-4
memory controllers). Tiles are numbered separately within each memory subset. These formats spread sequential
array accesses evenly across the memory controllers at a relatively fine granularity. Within a memory controller, these
formats produce a burst within one memory subset before switching to the other memory subset. The goal is to
produce a large enough burst within a bank to cover the time required to open a pagein a different bank, while
keeping the bursts small enough to reduce the buffering required to spread sequential accesses acrossall of the
memory controllers.
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The linear array form can also be usedfor 2D or 3D arrays. A 2D or 3Dlineararraysis first converted to a 1D array by
computing Index =X + Y¥*Pitch + Z*Height*Pitch. R400 can read texture maps from 2D and 3D linear arrays and can
write to them for bitblts. R400 does not support rendering (alpha blending and/or depth buffering) to 2D or 3D arrays
that are stored in linear format.

3.3 1D Address Equations
This subsection presents equations for computing addresses in a 1D array. These are also used in computing 2D and
3D array addresses (subsections 4.4 and 5.3). These equations are also implemented in address conversion library
code (address.h and address.c). Boldface represents names of parameters that are used in theClibrary.

Thefirst list below defines parameters that are constant for a given surface. Size and Subsefs may be derived from
DataSize and Pipes, but are defined separately to simplify the equations. SurfaceBase is the byte address of the
start of the surface, which must be 4K-byte aligned. SurfaceBase may be expressedrelative to the start of the entire
2°*-byte device address space or within a subrange of the complete device address space, provided that the subrange
is also 4K-byte aligned.

Size Bytes per pixel: can be 1, 2, 4, 8, or 16 (or fractions of a byte for non-pixel data)
DataSize 64 times Size, equals the total bytes of data in a 2D or 3D tile
Pipes Total number of Render Backend/Memory Controller pipelines: 1, 2, or 4
Subsets Total number of memory subsets: equals twice the numberof pipelines
SurfaceBase Byte addressof pixel zero in device address space or subrange, must be 4K-byte aligned

The second list below names parameters that depend on which pixel is accessed in the 1D array. 1D address
equations use the parameters in thefirst list and one or more of the parameters in the second list to define the
remaining parameters in the second list. MemSefect and BankSelect may be derived from Subset, or vice versa.
MacroNumber, TileNumber, and TileAddr are temporary values used in computing the other parameters.

Index Pixel index into the array
ByteAddr Byte addressof the pixel in device address space(or a 4K-byte aligned subrange)
LocalAddr Byte address ofthe pixel within its memory subset, starting at byte 0 in the address range
MemSelect Numberof the memory controller that stores this pixel
BankSelect 0 for banks ABor 1 for banks CD, together with MemSelect determines the memory subset
Subset Subset number, which equals BankSelect + 2*MemSelect
MacroNumber Sequential numberof the macro-tile containing the pixel, starting from device address 0
TileNumber Sequential numberofthe tile containing the pixel, within its memory subset and its macro-tile
TileAddr Byte address ofthe pixel withinits tile, which is entirely contained in a single memory subset

The following equations use Index to compute the other address terms, particularly ByfeAddr. This is used to convert
an array access into a device address. Typically LocaiAdar is not required as part of this step, butit is included for
completeness.

TileAddr = (Index*Size) mod 64; // 64 bytes per tile
TileNumber = ((Index*Size/64) mod 32) / Pipes; // cycle through MCswithin each half-macro-tile
MacroNumber = (Index*Size + SurfaceBase) /4096; // 4096 bytes per macro-tile
MemSelect = (Index*Size/64) mod Pipes; // cycle through MCs each 64 bytes
BankSelect = (Index*Size/2048) mod 2; // CD banksarein high half of each macro-tile
Subset = BankSelect + 2*MemSelect; // subset number

ByteAddr = SurfaceBase + Index*Size;
LocalAddr = MacroNumber*4096/Subsets + TileAddr + TileNumber*64;

The following equations use ByfeAdadrto compute the other address terms, particularly LocalAddr and Subset. This
is used to convert a device addressinto a local memory address within a particular memory subset. Typically Index is
not required as part of this step, but it is included for completeness.

TileAddr = ByteAddr mad 64; // 64 bytes per tile
TileNumber = ((ByteAddr/64) mod 32) / Pipes; // cycle through MCswithin each half-macro-tile
MacroNumber = (ByteAddr) / 4096; // 4096 bytes per macro-tile
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MemSelect = (ByteAddr/64) mod Pipes; // cycle through MCs each 64 bytes
BankSelect = (ByteAddr/2048) mad 2; // CD banksarein high half of each macro-tile
Subset = BankSelect + 2*MemSelect; // subset number

Index = (ByteAddr — SurfaceBase)/ Size;
LocalAddr = MacroNumber*4096/Subsets + TileAddr + TileNumber*64;

The final set of equations use Loca/fAddr and Subset to compute the other address terms, particularly ByfeAddr. The
equations for 2D and 3D arrays use (X,Y) addresses to produce LocafAddr and Subset, which these equations
convert into device addresses. Typically only ByteAdaris required as the result of this step but the others are provided
for completeness.

MemSelect = Subset/ 2;
BankSelect = Subset mod 2;
TileAddr = LocalAddr mod 64; // 64 bytes per tile
TileNumber = (LocalAddr /64) mod (64/Subsets); // 64 tiles in a macro-tile, over all the subsets
MacroNumber = LocalAddr * Subsets / 4096; // 4096 bytes per macro-tile
ByteAddr = 4096*MacroNumber+2048*BankSelect+32*Subsets*TileNumber +64*MemSelect+TileAddr;
Index = (ByteAddr — SurfaceBase) / Size;

4. 2D Tiled Memory Formats
This section describes how the R400 family stores tiled 2D data arrays. Each tile contains an 8x8 array of data
elements. Each 8x8 tile has a micro-tile format that depends on the data element size. Each 2D macro-tile contains a
4x4 array oftiles, which covers 32x32 pixels. This is different from 1D formats, where eachtile and macro-tile stores a
fixed numberof bytes. Like the 1D formats, each 2D tiled surface must start on a 4K-byte boundary.

4.1 2D Micro-Tile Formats

R400 arrangespixels within 8x8 tiles in order to meet two conflicting goals. First, sequential accesses from memory
should contain pixels from a roughly square region within the tile. This improves efficiency by a modest amount, due to
rendering locality. Second, display updates must beefficient with only one line buffer. This implies that each 256-bit
memory access should contain pixels from only two scanlines.

To meet these goals, R400 stores even scanlines of the 8x8 tile in even-numbered micro-tiles and stores odd
scanlines in odd-numbered micro-tiles. The figure below showsthe order of micro-tiles within an 8x8 tile for the five
pixel sizes. For 128-bit pixels, each micro-tile covers a single pixel. For 8-bit pixels, each 256-bit access includes
pixels from four different scanlines. This requires display accessesto throw awayhalf of the 8-bit data that it reads, but
this loss of efficiency is acceptable for 8-bit pixels. For all other pixel sizes, a 256-bit access reads from just two
scanlines.

Micro-Tile QO <63:0>
Micro-Tile 1 <63:0>
Micro-Tile 0 <127:64>
Micro-Tile 1 <127:64>

}o}2]4/6]8roli2i14
1[3]5[7{9[1afi3[t5
16|18|20/22|24/26|26|30

Micro-Tile 3 MT5 17/19121|23)25/27|29)31
Micro-Tile 4 MT 8 32|34/36]38)40)/42)44/46

  

Micro-Tile 2 <63:0>
Micro-Tile 3. <63:0>
Micro-Tile 2 <127:64>
Micro-Tile 3 <127:64>

48|50/52[54[56[58/60/62
MT 15 49[51)53/55}57/59)61]63

8-bit Pixels 16-bit Pixels 32-bit Pixels 64-bit Pixels 128-bit Pixels

 
Figure 10: 2D Micro-tile Layout Within Tiles

For 32-bit and larger pixels, the patterns above map each 256-bit access to a 1:1 or 2:1 region within thetile, therefore
meeting the square region criterion. 16-bit pixels have a less efficient 4:1 region, but this is acceptable since smaller
pixels require less memory bandwidth. Smaller pixels are also less important in the R400 timeframe. This micro-tile
format is efficient enough that it is used for all uncompressed 2D pixel and texel arrays, even though texels do not
need to be displayed to the screen.
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The figure below shows the (x,y) address of the pixels or texels inside the 16-byte (128-bit) micro-tiles. Only the first
two micro-tiles are shown for each pixel size. Except for 8-bit pixels, these micro-tiles only include data from the first
two rowsofthetile. For 8-bit pixels, they cover thefirst four rows of the 8x8tile.

one micro-tile is 128bits, as signified by the bold outline for each micro-tile
127:120  119:112 111:104 103:96 95:38 87:80 79:72 71:64 63:56 55:48 47:40 39:32 31:24 23:16 15:8 7:0

8-bit
data

16-bit
data

32-bit Pixel (3,0) Pixel (2,0) Pixel (1,0) Pixel (0,0)

data Pixel (3,1) Pixel 2,1) Pixel (1,1) Pixel (0,1)

64-bit Pixel (1,0) Pixel (0,0)

data Pixel (1,1) Pixel (0,1)

128-bit Pixel (0,0)

data Pixel (0,1)

Figure 11: Pixel Format within 2D Micro-Tiles

 

4.2 2D Macro-Tile Formats

Each 2D macro-tile stores a 32x32 array of pixels, organized into 16 8x8 tiles. The macro-tile format depends on the
number of memory subsets, whichis twice the number of memory controllers. The following figure showsthe layout of
8x8 tiles within 32x32 macro-tiles for 1, 2, and 4 memory controllers. Bold lines mark 32x32 macro-tiles. Light lines
mark 8x8tiles. The upperline of text in each 8x8tile specifies the memory Subset andthe lowerline of text specifies
the orderof the tiles within their memory subset.

The three macro-tile formats have several properties in common. First, each macro-tile allocates an equal numberof
8x8 tiles to each memory subset, which makes it simpler to allocate memory. Second, tile addresses in memory
increase from left to right within each macro-tile and between macro-tiles on the same scanline. Finally, moving
vertically by one macro-tile increments the tile address by a value L, which is equal to the pitch (line length) in pixels,
divided by four times the number of memory controllers. The pitch must be a multiple of 32 pixels.
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one MC with two two MCswith four four MGswith eight

—— subsets memory subsets memory subsets
Te 0,;O0|2{2 Oo|0/|0|{0

1 1/1/31] 3 1}, 1/111

oO,;oO|}2 {2 0/0/00

1 ti} 1} 3] 3 1

2+L 6+L L{|L {2+L]2+L LIL

af7t+L 3+L|3+L 1+ 1+ L
: belies6+L L 2+L{2+L L

5+L|7+L 1+L}3+L|3+L +L}]1+L/1+L|1+

Figure 12: 2D Macro-Tile Mappings

    
Another commonproperty is that if there are N memory controllers, then each Nx1 row oftiles places a tile in each
memory controller. This is necessary for efficient display accesses. The display reads across rows of 8x8tiles and
sometimes requires a significant fraction of the total memory bandwidth. Alternating between the memory controllers
allows the display to spread its bandwidth equally between them. This also makes it more efficient to render large
primitives, since the Scan Converter steps horizontally before it steps vertically. The bank alternation within a memory
subset ensures that page crossings do not occur while rendering horizontal swathsofpixels.

The remaining property that the macro-tile formats have in commonis that the upper half of each macro-tile uses bank
AB memory subsets and the lower half uses bank CD memory subsets. This reduces page crossings when rendering
vertical swaths of pixels. A vertical line first touches twotiles in AB subsets, followed by twotiles in CD subsets. The
next tile is once again in an AB subset and could be on a different page of the same bankastheinitial accesses.
Interspersing the CD subset accesses makesit morelikely that the Memory Controller will have accesses to perform
while waiting for the bank to become ready. However, vertical motion is not as efficient as horizontal motion in these
macro-tile formats.

Finally, note that the first memory controller on odd rowsof 8x8 tiles is offset by 1 for two memory controllers and is
offset by two for four memory controllers. This has the effect that each 2x2 block oftiles hits each memory controller
the same numberof times. Putting togetherall of these properties, the 8x8 tiles nearest to anytile that are in the same
memory controller are either on the same page of the same bank orare in a different bank. Further, with two or four
memory controllers, moving horizontally or vertically to an adjacenttile also movesto a different memory controller.

4.3 Special 2D Micro-Tile Formats
The previous section describes micro-tile formats for standard pixel sizes. The Render Backend requires several
additional pixel sizes for depth, stencil, and multifragment mask data. These pixels require special micro-tile formats
that are only read and written by the Render Backend. Additionally, the Render Backend requires a micro-tile format
that stores a single data elementper tile, instead of a data elementperpixel.

The following figure illustrates the micro-tile packing formats for non-standard pixel sizes. Like the standard micro-tile
formats, these formats put even scanlines into even micro-tiles and odd scanlines into odd micro-tiles. The smallest
allowed pixel size is 4-bits, since at that size an entire tile occupies one even and one odd micro-tile. The 4-bit and 12-
bit formats do not permit byte masking of individual pixels. All but the 4-bit format cause pixels to cross micro-tile
boundaries. All but the 48-bit format cause micro-tiles to touch multiple scanlines (as does the 8-bit micro-tile format).
For these reasons, surfaces that use these formats are not readable or writable by software through the Memory Hub.
They are only read and written by the Render Backend.
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<127:96>
<127:96>

Micro-Tile 1 <95:64>
Micro-Tile 0 <127:96>
Micro-Tile 1 <127:96>

4-bit Pixels

ORIGINATE DATE

 
MT OQ
MT 1

Micro-Tile 4 <127:32>
Micro-Tile 5 <127:32>

EDIT DATE

[date \@ "d MMMM,

 
 
 

 
Micro-Tile 0 <95:0>
Micro-Tile 1 <95:0>

MT 2 <63:0>
MT 3 <63:0>

127:64> <31:0>
27:64> <31:0> 

12-bit Pixels

<127:64> MT2 hi|Micro-Tile 4 |<63:0>
<127:64>| MT3 hi|Micro-Tile 5

<127:64> MT8 hi|Micro-Tile 10 |<63:0>
<127:64>| MT9 hi|Micro-Tile 11

R400 Frame Buffer Layout
Specification

Micro-Tile 0|MT2lo|<63:0>
Micro-Tile 1

Micro-Tile 6 <63:0>
Micro-Tile 7 

24-bit Pixels

Figure 13: 2D Micro-tiling for Nonstandard Pixels

 
 
 
 
 
 

 

 
 
 
 

 
  

  

The figure below showsthe (x,y) addressof the pixels or texels inside the 16-byte (128-bit) micro-tiles for the 4-bit and
24-bit pixel sizes. Each row specifies a different micro-tile. 4-bit data occupies just two micro-tiles. 24-bit data requires
12 micro-tiles, with some pixels splitting across micro-tile boundaries. 12-bit pixels and 48-bit pixels require 6 and 24
micro-tiles, respectively.

one micro-tile is 128 bits, as signified by

127 96 95

Pixel (7-0, 6) Pixel (7-0, 4) Pixel (7-0, 2) Pixel (7-0, 0) mto

Pixel (7-0, 7) Pixel (7-0, 5) Pixel (7-0, 3) Pixel (7-0, 1) mtt
4-bit

the bald outline for each micro-tile

64 63 32 31 0

 
P|Pixel(4,0)|Pixel3.0)|Pixel(2,0)|Pixel(1,0)|Pixel(0,0)__Jfmt0
P|Pixel(4.1)[Pixel(3.1)|Pixel(2.1)|Pixel(1.1)|Pixel (0,1)__Jmtt

24-bitpackedpixeldata
Figure 14: 4-bit and 24-bit Micro-Tile Formats

mt2

mt3

|Pixel7.2)|Pixel(6.2)|Pixel(5.2)|Pixel(4.2)|Pixel(3.2)||mi4
|Pixel(7,3)|Pixel6,3)|Pixel(5.3)|Pixel(4.3)|Pixel(3.3)||mts

P|Pixel(4.4)|PixelG4)|Pixel(2,4)|Pixel(1.4)|Pixel(0.4)|mt6
P|Pixel(4.5)|Pixel3.5)|Pixel(2,5)|Pixel(1,5)|Pixel(0.5)mt?

mt8

mtg

|Pixel(7,6)|Pixel6,6)|Pixel(5,6)_|Pixel(4.6)|Pixel(3.6)|m0
|Pixel(77)|Pixel(6,7)|Pixel(5,7)_|]Pixel(4.7)|Pixel(3.7)|fm

 
 
 

Finally, data that is stored on a per-tile basis is not micro-tiled at all. Instead, each tile simply stores a specified
numberof bits. The Render Backendstores 32-bits per tile to record the tile’s compression. In this case, the macro-tile
format is exactly the same as described in the previous section, except that there may be fewer than 512-bits per tile.
{Note: say a lot more aboutthis.}

one MC with two

memory subsets

Seals0.0/0.2 |1.0/1.2

sels0.1|0.3|1.1| 1.3

salle0.0|0.2|1.0| 1.2

agile0.1/0.3}1.1/1.3
 

two MCswith four

memory subsets

eee0.0/0.0/0.2/0.2

eeriest0.1|0.1|0.3|0.3

etleslenss0.0/0.0] 0.2|0.2

aletlsilst0.1}0.1}0.3/03

four MCs with eight memory subsets

eeeeee0.0|0.0|0.0|0.04 0.2|0.2] 0.2|0.2
ab2 |ab3|ab0|ab1fab2|ab3}ab0|ab1
0.1|0.1|0.1 |0.1]0.3|0.3] 0.3 |0.3

alessalsa]eelslee0.0 |0.0|0.0|0.070.2|0.2|0.2|0.2

alotlstlstlseistlet0.1/0.1}0.1/0.170.3103/03|03
 

Figure 15: 2D Macro-Tiling for 32-Bit Per-Tile Data
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4.4 Alternate 2D Macro-Tile Formats

There are three variations of the standard 2D macro-tile formats. These variations exist to improve performance for
depth buffering and to allow a 2D depth buffer to be used in conjunction with a slice from a 3D color buffer. R400 does
not support these alternate for display buffers, but they may be used for rendering, memory apertures, and texture
mapping . {Check whetherthe 3D slice format actually gets supported for texture maps.} As with the figures in section
, these figures show a box per8x8tile, with the upperline of text in each boxlisting the banks and RB numberand the
lowerline of text giving the orderin whichthe tiles are stored within their memory subset.

 
   
 

The figure below shows an alternate 2D tiling pattern that swaps the AB and CD bank assignmentrelative to the
standard pattern that is described in section 4.2. This macro-tile pattern is particularly appropriate for depth buffers. If
the same 2D tiling is used for both the depth buffer and the color buffer, then large area operations will tend to cause
the Render Backend to read and write both of them in the AB banksor both of them in the CD banks. Using the bank-
swappedalternatetiling illustrated below for the depth buffer increases the numberof different banks that are likely to
be open at the sametime, thus increasing memory efficiency.

one MC with two two MCswith four four MCswith eight
memory subsets memory subsets memory subsets

cd0}cd1
212
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ab|ab|ab|ab
1 3151/7 1 1 1
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+L/34+L/54+L]7+L 14+L|1+L|3+L]3+L +L{/1+L/1+L]1+

Figure 16: Bank-Swapped 2D Macro-Tile Mappings

    
A 2D depth buffer may be used with a single slice of a 3D color buffer. This requires a 2D tiling pattern that maps each
pixel to the same RB thatit is mapped to in the 3D tiling pattern. Section 5.2 describes 3D macro-tiling patterns, which
mappixel in an (x,y) column to one of two RBs, depending on the value of Z. One of the two RB assignments matches
the RB assignments in the standard 2D macro-tiling pattern. The other RB assignment swaps the RB numbers. The
swapped 2D macro-tiling pattern below matchesthis alternate RB mapping for 3D slices. A 2D depth surface may be
used with slices of a 3D color array by selecting either the standard or this swapped macro-tiling pattern, depending on
the slice selected from the 3D array.
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Figure 17: RB-Swapped 2D Macro-Tile Mappings
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The final new macro-tiling pattern is a combination of the preceeding two. The macro-tilings illustrated above and
below allow selecting a 2D pattern that either does or does not swap the AB and CD banksrelative to the 3D slices
that do not match the standard 2D macro-tiling. The 3D macro-tiling described in section 5.2 matches the pattern
below because it swaps both RBsand banks. So the pattern above, that swaps just the RBs, should be used to cause
a 2D depth surface to use a different bank for eachtile than the 2Dtile pattern uses.
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Figure 18: Dual-Swapped 2D Macro-Tile Mappings

4.5 2D Address Equations
This subsection presents equations for computing addresses in a 2D array. This is a two-step process that makes use
of the 1D array equations of subsection 3.3. The first list below defines parameters that are constant for a given
surface. The second list names parameters that depend on which pixel is accessed in the array. 2D address
equations use the parameters in thefirst list and one or more of the parameters in the second list to define the
remaining parameters in the secondlist.

Size Bytes per pixel: can be 1, 2, 4, 8, or 16 (or 1/8 for 1-bit pixels)
DataSize 64 times Size, equals the total bytes of data in a 2Dtile
Pipes Total number of Render Backend/Memory Controller pipelines: 1, 2, or 4
Subsets Total number of memory subsets: equals twice the numberof pipelines
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SurfaceBase Byte address ofpixel zero in device address space, must be 4K-byte aligned
TileSize Bytes per tile: equals 64*Size, except for special tile formats that contain multiple pixel arrays
TileBase Byte addressoffirst pixel in a tile: normally zero, a multiple of 64 for specialtile formats
Pitch The width of each scanline in pixels, must be a multiple of 32
AltBank Boolean that selects alternate 2D macro-tile pattern that exchanges banks AB and CD
SwapRB Boolean that selects swapping the RB numbersin the 2D macro-tile pattern

X,Y Pixel location in the 2D array
LocalAddr Byte addressof the pixel within its memory subset, starting from device address 0
SubsetOffset Byte addressof the pixel within its memory subset, starting from pixel (0,0) of the surface
MemSelect Numberof the memory controller that stores this pixel
BankSelect 0 for banks AB or 1 for banks CD, together with MemSelect determines the memory subset
Subset Subset number, equals BankSelect + 2*MemSelect
MacroOffset|Sequential number of the macro-tile containing the pixel, starting from SurfaceBase
TileNumber Sequential numberofthe tile containing the pixel, within its memory subsetandits macro-tile
TileAddr Byte address ofthe pixel within its tile, starting from the first byte of thetile
TileOffset Byte addressofthe pixel within its tile, relative to TileBase (which is normally zero)

The following equations use X and Y to compute the other address terms, particularly Loca/Addr and Subset. The
final set of equations in subsection 3.3 uses these results to produce a device address.

BankSelect = ((Y/16) mod 2) * AltBank; // Banks changefor high/low half of each macro-tile
MemSelect = (X/8 + ((Y/8 mod 2)4SwapRB)*(Pipes/2)) mod Pipes; // Offset memory in alternate rows
Subset = BankSelect + 2*MemSelect; /f subset number

TileNumber = ((X mod 32)/8/Pipes)*2 + (Y/8 mod 2); // Odd tile numbers are in odd rows
MicroByte = (X mod 8 + ((¥ mod 8)/2)*8)*Size // Byte address within tile for even scanlines

// Odd scanlines get odd micro-tiles within an 8x8tile
TileOffset = (MicroByte mod 16) + (Y mod 2)*16 + (MicroByte/16)*32;
TileAddr = TileBase + TileOffset; // Thetile may contain other data as well
MacroOffset== (X/32) + (¥/32) * (Pitch/32); // There are Pitch/32 macro-tiles per row
SubsetOffset = MacroOffset*TileSize*16/Subsets + TileNumber*TileSize + TileAdadr;
LocalAddr = SurfaceBase/Subsets + SubsetOffset;

The following equations use AltBank, SwapRB. LocaiAddr and Subset to compute the other address terms,
particularity the (X, Y) array address. The final set of equations in subsection 3.3 convert a device address into
LocalAddr and Subset and these equations complete the conversion to an (X, Y) array address.

MemSelect = Subset/ 2;
BankSelect = Subset mod 2;
SubsetOffset = LocalAddr— SurfaceBase/Subsets; // subset addressin surface
TileAddr = SubsetOffset mod TileSize; // byte address within the tile
TileOffset = TileAddr - TileBase; // byte address within subsetofthetile
MacroOffset = SubsetOffset * Subsets / 16 / TileSize; // 16*TileSize bytes per macro-tile
TileNumber = SubsetOffset/TileSize mod (16/Subsets); // 16 8x8tiles per macro-tile overall subsets
MicroByte = TileOffset mod 16 + (TileOffset/32)*16; // byte address within even micro-tiles
Ymacro = MacroOffset*32/Pitch; // Macro-tile offset vertically
Xmacro = MacroOffset mod Pitch/32; // macro-tile offset horizontally
Ytile = (BankSelect*AltBank)*2 + (TileNumber med 2);// tile 0, 1, 2, or 3 vertically in macro-tile
Xtile = (MemSelect + ((Y/8 mod 2) “SwapRB)*Pipes/2) mod Pipes + (TileNumber/2)*Pipes;
Ymicro = ((MicroByte mod 16)/8 + (TileOffset/32)*2) / Size; /f row pair in tile due to micro-tiling
Xbyte = MicroByte mod (8*Size); // byte address within first 8x1 scanline
Y = Ymacro*32 + Ytile*8 + Ymicro*2 + (TileOffset/16 mod 2);
x = Xmacro*32 + Xtile*8 + Xbyte/Size;

Note that these equations also work for non-standard pixel sizes and per-tile data. For 4-bit or 24-bit pixels, set Size to
¥Y or 3, set TileSize to the numberof bytesin the tile, e.g. 64*32 and set TileBase to the starting byte in thetile for the
pixel data, e.g. 0 or 8*64. For per-tile data, set TileSize to the number of bytes of data per tile and set X and Y to
multiples of 8, that is, the lowest pixel address for the specified tile. This forces MacroOffset to zero, which causes
Size to be ignored.
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5. 3D Tiled Memory Formats
This section describes how the R400 family stores tiled 3D data arrays. Each tile contains an 8x8x1 array of data
elements. Each 8x8x1 tile has a micro-tile format that depends on the data element size. Each 3D macro-tile contains
a 4x1x4 array of tiles, which covers 32x8x4 pixels. This is different from 1D formats, where each tile and macro-tile
stores a fixed number of bytes. Like the 1D formats, each 3D tiled surface must start on a 4K-byte boundary.
Additionally, each NxMxé4slice of the 3D array must start on a 4K-byte boundary, so that individual 3D slices may be
accessed asif they are a 2D array.{Is the 4K-byte restriction necessary?}

5.1 3D Micro-Tile Formats

Tiles in 3D arrays cover 8x8x1 data elements, even though the best aspect ratio for 3D tiles is probably a 4x4x4 array
of data elements. That aspect ratio would provide the greatest degree of locality for random reads, for example, and
therefore should be more efficient. However, the implementation is simpler if 3D tile formats are similar to 2Dtile
formats, for two reasons. First, this reduces the amount of multiplexing and address decoding required to read 3D
texels. Second, it makes it simpler to render to (X, Y) slices within the 3D array. Therefore, the 3D tile formats encode
an 8x8x1 tile of data elements, in exactly the same wayasfor2Dtiles.

The figure below shows how an 8x8x‘1tile divides into micro-tiles for different pixel sizes. The numbersare the relative
micro-tile addresses within the tile. 64-bits is the maximum size allowed for texels in 3D arrays. Unlike 2D arrays, 3D
arrays do not support 4-bit and 24-bit pixel sizes.

Micro-Tile 0 <63:0> Micro-Tile 0
Micro-Tile 1 <63:0> Micro-Tile 1
Micro-Tile 0 <127:64> Micro-Tile 2
Micro-Tile 1 <127:64> Micro-Tile 3

10[24]6/8fol214}

mT4|MTé6 16[18)20|22|24126|28|30
7

  

Micro-Tile 2 <63:0> Micro-Tile 4
Micro-Tile 3. <63:0> Micro-Tile 5
Micro-Tile 2 <127:64> Micro-Tile 6
Micro-Tile 3 <127:64> Micro-Tile 7

MT 12 MT 14 48|50/52|54/56|58|60|62
MT 13 MT 15 49)51 |53)55|57|59)61|63

8-bit Pixels 16-bit Pixels 32-bit Pixels 64-bit Pixels 128-bit Pixels

      
Figure 19: 3D Micro-Tile Layout Within Tiles

The figure below showsthe format of texels inside each 16-byte (128-bit) micro-tiles. Pixels from even scanlines are in
the lower 64-bits of each micro-tile and pixels from odd scanlines are in the upper 64-bits.

R400_MemoryFormat.doc #1" 69729 Bytes*** © ATI Confidential. Reference Copyright Notice on Cover Page © *** 40/01/03 02:23 PM

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0211961

ATI Ex. 2066

IPR2023-00922

Page 150 of 291



ATI Ex. 2066 
IPR2023-00922 

Page 151 of 291

 
 

ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE 10 July, 2003 [date \@ "d MMMM, GEN-CXXXXX-REVA 21 of 34

one micro-tile is 128 bits, as signified by the bald outline for each micro-tile
127:120  119:112 111:104 103:96 95:38 87:80 79:72 71:64 63:56 55:48 47:40 39:32 31:24 23:16 15:8 7:0

8-bit
data

16-bit
data

32-bit Pixel (3,0) Pixel (2,0) Pixel (1,0) Pixel (0,0)

data Pixel (3,1) Pixel 2,1) Pixel (1,1) Pixel (0,1)

64-bit Pixel(1,0) Pixel (0,0)

data Pixel (1,1) Pixel (0,1)

128-bit Pixel (0,0)

data Pixel (0,1)

Figure 20: Pixel Format within 3D Micro-Tiles

 
{Note: We should find a way to determine if we lose significant performance by not implementing 4x4x4 3Dtiles.}

5.2 3D Macro-Tile Formats

The 3D macro-tile formats store a 32x16x4 array of data elements. This size allows reasonably efficient movement
through the 3D arrayin either the X, Y, or Z directions, as described below. Although thetile size is 16 in Y, software
should constrain the size in Y to a multiple of 32. That guarantees that each NxMx4 slab of 3D data occupies a
multiple of 4K-bytes, even for 8-bit data elements.It is also simpler than enforcing a different Y height constraint for 3D
arrays than for 2D arrays. The macro-tile size is expressed as 32x16x4, however, rather than as 32x32x4, because
the 32x8x4 macro-tile size stores a contiguous array of bytes within each of the memory subsets. A 32x32x4 region
includes bytes from two discotguous regions within each memory subset, unless the pitch happens to equal 32.

The following figures show the layout of 8x8x1 tiles within 32x16x4 macro-tiles for 3D arrays. Each figure shows two
macro-tiles (Slab 0 and slab 1) comprising a 32x16x8 region, since even and oddslices in Z use a different subset
pattern. Each row ofa figure showsthe four slices within a macro-tile. Light lines mark tiles within the macro-tiles. The
upperline of text in each tile specifies the memory subset. The lowerline specifies the tile number within that memory
subset. S equals the numberoftiles per subsetin a slice of the 3D array.

slab 0, slice 0 (Z2=0 slab 0, slice 1 (Z=1 slab 0, slice 2 (Z=2 slab 0, slice 3 (Z=3
ab|ab|ab
0|4{8 

cd|cd|cd
0; 4{8 

slab 1, slice 0 (Z=4) slab 1, slice 1 (Z=5) slab 1, slice 2 (Z=6) slab 1, slice 3 (Z=7)
cd|cd|cd|cd cd|cd|cd|cd cd|cd|cd|cd cd|cd|cd|cd
S /4+S$|8+SH2+g 1+$|5+5$/9+S [13+ 2+S |6+S|10+S14+g 3+S$17+S|11+S15+g ee) (Sale BeleS_[4+5|/8+S[12+g 1+S[5+S/9+S[13+g 2t+S[6+S[10+S14+g

Figure 21: 3D Macro-Tile Two Subset Format

siaieleS+S17+S|11+S15+9

The figure above showsthe tiled format for two memory subsets. This occurs when there is just one rendering
pipeline. Movement in Y or Z through the 3D array hits both memory subsets. Movementin X hits only one memory
subset, but alternates between the two bankswithin that subset. If the page size is 256 64-bit words and pixels are 64-
bits in size or smaller, horizontally adjacent tiles are either in the same page of the same bankorarein different
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banks. This is not true for 128-bit pixels, but in that case sweeping acrossa single tile hits eight 256-bit accessesin
the same page.

slab 0, slice 0 (Z=0)
ab0|ab1 |ab0| abi

slab 0, slice 1 (Z=1)
ab0|ab1|ab0|ab1

slab 0, slice 2 (Z=2) slab 0, slice 3 (Z=3)
ab0|ab1|ab0/ab1
  
slab 1, slice 0 (Z=4)
cd1|cdO|cd1|cdO
S |S |4+S8/4+S lessS| S_ |4+$/4+S

Figure 22: 3D Macro-Tile Four Subset Format

slab 1, slice 1 (Z=5)
cd1|cdO| cd1|cdO
1+$|1+5/5+S|5+S

leas1+$|1+3/5+S|5+S

slab 1, slice 2 (Z=6)
cd1|cdO| cd1|cdO
2+|2+S|6+S|6+S

pines2+S$ |2+S|6+S|6+S

slab 1, slice 3 (Z=7)
cd1|cdO| cd1|cdO
3+$/3+S|7+S/7+S see3+S]3+S|7+S/7+S

The figures above and below showthetiled format for four and eight memory subsets. Movement in Y or Z through
the 3D array hits two memory subsetsin different pipelines. Movement in X hits half of the memory subsets, one per
pipeline. If the page size is 256 64-bit words and pixels are 64-bits in size or smaller, horizontally adjacent tiles in the
samepipeline are either in the same page of the same bankorarein different banks. This is not true for 128-bit
pixels, but in that case sweeping acrossa singletile hits eight 256-bit accesses in the same page.

slab 0, slice 0 (Z=0)
abQ|ab1|ab2|ab3
0;0,]0;0

slab 0, slice 1 (Z=1)
abO| ab’|ab2|ab3

1 1 1 1

slab 0, slice 2 (Z=2)
abO|ab1|ab2|ab3
2;2/]2|2

slab 0, slice 3 (Z=3)
abO|ab1|ab2/ab3

3] 3 {3 43 Feeseels!0/;0/0/0

slab 1, slice 0 (Z=4)
cd2|cd3|cd0|cd1
$|S|S]Ss

mieiS$/}/S |S /S 
Figure 23: 3D Macro-Tile Eight Subset Format

PereLi 1f1t 1

slab 1, slice 1 (Z=5)
cd2|cd3|cdO| cd1
1+S/1+S]1+S|/1+S

laeal1+$|1+5]1+S|1+S

5.3 3D Address Equations
This subsection presents equations for computing addresses in a 3D array. This is a two-step process that makes use
of the 1D array equations of subsection 3.3. The first list below defines parameters that are constant for a given
surface. The second list names parameters that depend on which pixel is accessed in the array. 3D address
equations use the parameters in thefirst list and one or more of the parameters in the second list to define the
remaining parameters in the secondlist.

Size
DataSize

Pipes
Subsets
SurfaceBase
TileSize
TileBase
Pitch

Height

X,Y,Z
LocalAddr
SubsetOffset
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Pixel location in the 3D array
Byte address ofthe pixel within its memory subset, starting from device address 0
Byte addressof the pixel within its memory subset, starting from pixel (0,0) of the surface

eee2/152 12/2

slab 1, slice 2 (Z=6)
cd2|cd3|cd0}cd1
2+S|2+S|2+S|2+S

RU2+$ |2+S|2+S|2+S

Bytes per pixel: can be 1, 2, 4, 8, or 16
64 times Size, equals the total bytes of data in the 3Dtile
Total number of Render Backend/Memory Controller pipelines: 1, 2, or 4
Total number of memory subsets: equals twice the numberof pipelines
Byte address ofpixel zero in device address space, must be 4K-byte aligned
Bytes per tile (should always equal 64*Size for 3D arrays, defined for consistency with 2D)
Byte addressoffirst pixel in a tile (Should always be zero for 3D arrays)
The width of each scanline in pixels, must be a multiple of 32
The height of each slice in scanlines, must be a multiple of 16 (Should be multiple of 32)
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cd2|cd3|cd0}cd1
3+S|/3+S/3+S/3+S

seuss3+S }3+S$/3+S$/3+S 

10/01/03 02:23 PM

AMD1044_0211963

ATI Ex. 2066

IPR2023-00922

Page 152 of 291



ATI Ex. 2066 
IPR2023-00922 

Page 153 of 291

 
 

ORIGINATE DATE EDIT DATE DOCUMENT-REV. NUM. PAGE

10 July, 2003 [date \@ "d MMMM, GEN-CXXXXX-REVA 23 of 34

MemSelect Numberof the memory controller that stores this pixel
BankSelect 0 for banks ABor 1 for banks CD, together with MemSelect determines the memory subset
Subset Subset number, equals BankSelect + 2*MemSelect
MacroOffset|Sequential number of the macro-tile containing the pixel, starting from SurfaceBase
TileNumber Sequential numberofthe tile containing the pixel, within its memory subset and its macro-tile
TileAddr Byte address ofthe pixel within its tile, starting from the first byte of thetile
TileOffset Byte address ofthe pixel within its tile, relative to TileBase (which is normally zero)

 

The following equations use X, Y and Z to compute the other address terms. This is used to convert an array access
into a Subset and Loca/Adadr. The final set of equations in subsection 3.3 uses these results to produce a device
address.

BankSelect = (Y/8 + 2/4) mod 2; //CD banksalternate every 8 Y and4Z
MemSelect = (X/8 + BankSelect*(Pipes/2Z)) mod Pipes; // Offset memory in alternate rows and slabs
Subset = BankSelect + 2*MemSelect; // subset number
TileNumber = (Z mod 4) + ((X mod 32)/8/Pipes)*4; // Groupsof four tiles vertically
MicroByte = (X mod 8 + ((¥Y mod 8)/2)*8)*Size // Byte addresswithin tile for even scanlines

// Odd scanlines get odd micro-tiles within an 8x8tile
TileOffset = (MicroByte mod 16) + (Y mod 2)*16 + (MicroByte/16)*32;
TileAddr = TileBase + TileOffset; // Thetile may contain other data as well
MacroOffset = (X/32) + (Pitch/32) * ((Y¥/16) + (Height/16)*(Z/4));
SubsetOffset = MacroOffset*TileSize*32/Subsets + TileNumber*TileSize + TileAddr;
LocalAddr = SurfaceBase/Subsets + SubsetOffset;

The following equations use Loca/Addr, BankSelect and MemSelect to compute the other address terms. This is used
to convert a device address into an (X, Y) array address. The final set of equations in subsection 3.3 produces
LocalAddr, BankSelect and MemSelect from a device address.

SubsetOffset = LocalAddr— SurfaceBase/Subsets; // relative subset addressin surface
TileAddr = SubsetOffset mod TileSize; // byte addresswithin the tile
TileOffset = TileAddr - TileBase; // byte address within subsetofthetile
MacroOffset = SubsetOffset * Subsets / 32 / TileSize; // 32*TileSize bytes per macro-tile
TileNumber = SubsetOffset/TileSize mod (32/Subsets); // 32 8x8 tiles per macro-tile overall subsets
MicroByte = TileOffset mod 16 + (TileOffset/32)*16;
Zz = (TileNumber mod 4) + (MacroOffset*32*16/Pitch/Height)*4;
Ymacro = (MacroOffset*32/Pitch mod Height/16); /{ Macro-tiles vertically within a slab
Ytile = (BankSelect + (Z/4 mod 2)) mod 2; // tile 0 or1 vertically in macro-tile
Y = Ymacro*16 + Ytile*8 + (TileOffset/16/Size)*2 + (TileOffset/16 mod 2);
Xmacro = MacroOffset mod Pitch/32;
Xtile = (MemSelect + BankSelect*Pipes/2) mod Pipes + (TileNumber/4)*Pipes;
Xbyte = MicroByte mod (8*Size); // Byte address within first 8x1 scanline
Xx = Xmacro*32 + Xtile*8 + Xbyte/Size;

6. Mipmap Storage
{This section is for any special issues involving texture storage that belong in a whole-chip documentinstead of in the
TC block spec. At present the only suchissue is mipmapstorage.}

6.1 Packing 2D Mipmaps
Small 2D surfaces waste a lot of space if each dimension must be increased to a multiple of 32. This is a particular
problem for mipmap chains, which produce many small mipmaps. For example, if each mipmap produced by a 32x32
texture map requires a full macro-tile, then the mipmap chain requires 6*32*32 = 6144 pixels instad of 1365 pixels.
The problem is worse for small texels, since each surface must start on a 4K-byte boundary. With 8-bit texels, the
mipmap chain would require 6*4K-bytes = 24kK-bytes, instead of 1365-bytes.

R400 solves this problem in two ways. First, each texture is specified with two surface descriptors. The first points to
the base texture map, which has dimensions that are increased to multiples of 32. The second points to the start of
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the mipmap chain and R400 automatically computes the starting address of each subsequent mipmapin the chain.
Each texture map in the mipmap chain hasits dimensions increased to a power of 2 and each starts at an address
that is a multiple of 4K-bytes.

Additionally, R400 packs the small mipmapsatthe tail of the mipmapchain into a single 32x32 tile. Each mipmap has
a positionin the final tile that is based solely on the maximum of the width and height of that mipmap. The figure below
shows the layout. Each mipmapin the chain is increasedin size, if necessary, to a square mipmap with width and
height equal to a powerof two. The location where each mipmapis stored dependssolely onits (increased) size. Any
mipmap in the chain that has width > 16 or height > 16 is stored as a separate surface that uses a multiple of 4K-
bytes. The final mipmaps also require a minimum of 4K-bytes, which is larger than a single 32x32 macro-tile for 8-bit
and 16-bit texels.

starts at

8-pixel
offset in X

starts at 16-pixel
offset in XXUlJesyoJaxid-zjespeys‘7xzZ XUlOsoJexid-pJeSLe]S‘PXpXUlJaSYoJaxid-|JeSHE}s“EX]

683 pixels unused (1/3 of 2048)

 
Figure 24: Mipmap Chain Storage Offsets

If the mipmaps are actually squares with width and height equal to a powerof two, the above format uses 341 of 1024
pixels in the twotiles, wasting 683 or 2/3 of the pixels in the tile. The figure below shows examples of mipmaps with
non-square aspect ratios and the numberof pixels wasted in each case. Note that for each mipmap, texel (0,0) is
stored in the same location as for the corresponding square mipmapsin the figure above.
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Figure 25: Mipmap Chain Unused Pixels

Rendering to mipmaps that are packed this way requires altering the window offset. For example, to render to a
mipmap that is expanded to 16x16, set the base addressto the start of the macro-tile and increase the X offset by 16.
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Future chips may use different offsets or packing formats, so the driver should obtain mipmap positions and offsets
from code that is delivered with the hardware.

6.2 2D Mipmap Equations
{Describe how R400 computes the position of each mipmap in the chain and the total memory required for any
mipmap chain.}

6.3 Packing 3D Mipmaps
{Define a 3D mipmap packing format.}

{Proposal: pack the final 3D mipmaps into a 32x32x32 cube, which contains 16 3D macro-tiles. Each 3D mipmapis
expanded to a cubewith all three sizes equal to a powerof two that is greater than or equalto its largest dimension.}

{Variant: The same as the above, except only force the X and Y dimensions to match. Allow the Z dimension to be a
powerof two that is less than X or Y. This causes the packed mipmapto use a variable numberoftiles.}

6.4 3D Mipmap Equations
{Describe how R400 computes the position of each mipmap in the chain and the total memory required for any
mipmapchain.}

7. Destination Color Compression
R400 supports rendering to pixels with 1, 2, 3, 4, 6, or 8 samples per pixel. To a large extent, the aliased mode (1
sample per pixel) is just a special case of the multi-sample modes(2, 3, 4, 6, or 8 samples per pixel), though there are
someoperations, such as multi-buffer rendering, that are available only for single-sample pixels.

R400 stores multi-sample color data as fragments. A fragmentis a pixel color together with a maskthat specifies the
samples within the pixel where that color is visible. As a result, if an operation writes a single color to an entire pixel,
e.g. in the interior of a triangle, only one color (plus the mask) is necessary to describe the entire pixel. If there are S
samples per pixel, the pixel could have as many as S fragments, but multiple fragments are only neededif multiple
triangles are visible within a single pixel. Unless triangles are extremely small, it is quite commonfor a pixel to have
just one fragment. The maximum numberof fragments per pixel within an 8x8tile is also typically small, so fragments
result in significant compression. {For example, if there are eight samples per pixel and an average of less than 2
colors per pixel within a tile, storing fragments results in approximately 4x compressionrelative to supersampling.}

The following subsections describe the format of color data and fragment maskdata.

7.1 Destination Color Format

R400 stores multi-sample pixels in two separate surfaces: one surface for pixel colors and a separate surface for the
fragment masks (Fmasks). R400 uses a 4-bit Cmaskfield to specify storage format for the fragment mask andcolor.
The figure below illustrates the color storage format for each value of Cmask.

lf Cmask=Background,no color or fragmentdata is stored for the tile. Instead, each pixel is treated as having a single
fragment that covers the entire pixel and is equal to the color_clear value. No data needs to be stored in the color
surface in this mode.

lf Cmask=Expanded, R400 stores a separate color for each sample. Starting at the base address, R400 stores a
complete 2D tiled array for the color at sample 0, followed by a complete 2D tiled array for the color at sample 1, and
so forth for the total number of samples per pixel. This format allows the texture logic and software to read multi-
sample data by reading S$ individual 2D arrays for S-sample pixels.
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Background(0) FragmentN (1-4) Reserved (5-6) Expanded(7) Reserved (8-15)

Color equals 64 color values Reservedfor 64 color values
color_clear value per 8x8tile, other formats, e.g. per 8x8tile, Reserved, a9or

at sample 0 in micro-tile order, compressed in micro-tile order, p SaPueton
of each pixel for fragment 0 fragment masks for sample 0

Array0

Color equals 64 color values Reservedfor 64 color values
color_clear value per 8x8tile, other formats, e.g. per 8x8tile, Reserved, “9for

at sample S-1 in micro-tile order, compressed in micro-tile order, P Sobiration
of each pixel for fragment F-14 fragment masks for sample S-1

ArrayS-1 
Figure 26: Fragment MaskBit Format

The FragmentN formats allow compression when there are 2 or more samples per pixel. The choices are Fragment,
Fragment2, Fragment4, and Fragment 8 modes, which encode tiles with a maximum of 1, 2, 4, or 8 fragments in any
single pixel. In these Cmask modes, each successive 2D array stores a single color per pixel from fragment 0 up to
the maximum numberof fragments. If the triangles in a scene are relatively large, then mosttiles are likely to have at
most one or two fragments per pixel. Storing different fragment colors in separate 2D arrays allows more tiles to share
the same DDRAM page. This allows larger DDRAM page bursts when there are a small number of fragments per
pixel.

7.2 Fragment Mask Format
A fragment mask consists of a set of n-bit fragment mask values, or Fmasks, with one such number per samplein
each pixel. Each pixel within an 8x8 tile uses the same numberof bits per Fmask. The numberof bits in each Fmask
depends on the maximum number of fragments per pixel within an 8x8 tile. If each pixel contains exactly one
fragment, then no Fmaskis required, since a single color completely covers each pixel. If a pixel in the tile contains 2
fragments but none contain more, then each Fmask requires 1-bit to select between one of two fragments perpixel.
Similarly, 2-bit fragment masks are required if there is a maximum of 3 or 4fragments per pixel and 3-bit fragment
masks are required if there is a maximum of 5 to 8 fragments per pixel. There cannot be more than 8 fragments per
pixel, since there cannot be more than 8 samples that could have separate colors.

The Fmask buffer stores one or more 64-bit words pertile. Each 64-bit word stores one bit of Fmask data for one
sample of eachpixel in the 8x8tile. The figure below shows the correspondence between thepixels of thetile and the
bits in one 64-bit Fmask word.

 

 
 
 
 

word Of} (7,1)|(6,1) (4,1)|(3,1)|(2,1)|(1,1)|(0,1)|(7,0)|(6,0)|(5,0) (3,0)|(2,0)|(1,0)|(0,0)

word 1] (7,3)|(6,3) (4,3)|(3,3)|(2,3)|1,3)|(0,3)|(7,2)|(6,2)|(5,2) (3,2)|(2,2)|(1,2)|(0,2)

word 2] (7,5)|(6,5) (4,5)|(3,5)|(2,5)|(1,5)|(0,5)|(7,4)|(6.4)|6,4) (3,4)|(2,4)|(1,4)|(0,4)

word 3] (7,7)|(6,7)|(6.7)[(4,7) (5,6)|(4.6)|G6)

 

     
Figure 27: Fragment Mask 1-Bit/Pixel Format

The following figure shows multiple 64-bit words that store one Fmaskbit each for each of S samples per pixel. The
complete Fmaskdata stores 1, 2 or 3 copies of this set of S 64-bit words. This storge structure allows the RB to read
and write either 1-bit, 2-bits, or 3-bits for each sample in the tile. The following table shows the numberof micro-tiles
required to store a tile of Fmask data for each number of samples and each
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Fmask bitforS samples
48 47 32 31 16 15

word 3, sample 0 word 2, sample 0 word 1, sample 0 word 0, sample 0 word 3, sample S-1 word 2, sample S-1 word 1, sample S-1 word 0, sample S-1

Figure 28: Fragment Mask1-Bit/Sample Format

 

SamplesperPixel Cmask= Fragment Cmask = Fragment2 Cmask= Fragment4 Cmask = Fragments 

1 sampleperpixel 0 of O micro-tiles (not used) (not used) (not used) 
 

 
2 samples per pixel|0 of 1 micro-tiles 1 of 1 micro-tiles (not used) (not used)
3 samples per pixel|0 of 3 micro-tiles 1.5 of 3 micro-tiles 3 of 3 micro-tiles (not used)
4 samples perpixel|0 of 4 micro-tiles 2 of 4 micro-tiles 4 of 4 micro-tiles (not used) 

6 samples perpixel 0 of 9 micro-tiles 3 of 9 micro-tiles 6 of 9 micro-tiles 9 of 9 micro-tiles  
8 samples perpixel 0 of 12 micro-tiles 4 of 12 micro-tiles 8 of 12 micro-tiles 12 of 12 micro-tiles

     
 

Table 1: Fmask Storage Required PerTile

Finally, the following figure shows the layout of a single tile of Fmask data for each number of samples per pixel and
each FragmentN mode. Each row represents $*64-bits of Fmask data. Note that the FragmentN modesare not used
when there is only one sample perpixel. In that case, the only allowed Cmask modes are Background and Expanded.

Fragment(1) Fragment2 (2) Fragment4 (3)

unused Fmaskbit 0 Fmaskbit 0
Fmask bit 1

Cmask Modesfor 3 or 4 Samples perPixel

Fragment(1) Fragment2 (2)

Cmask Modesfor 2 Samples perPixel

Fragment(1) Fragment2 (2)

Fmaskbit 0

Fragment4 (3)

Fmaskbit 0

Fmaskbit 1

unused

Fragmenté(4)

Fmaskbit 0

Fmaskbit 1

Fmaskbit 2

 

unused
unused
  

Cmask Modesfor 6 or 8 SamplesperPixel

Figure 29: Fragment Mask Bit Storages Format

8. Depth and Stencil Formats
This section describes how the R400 family stores depth and stencil data at varying levels of compression. R400
supports 1, 2, 3, 4, 6, or 8 samples per pixel. Multi-sampled 8x8 tile formats must allocate enough frame buffer
memory to be able to fall back to storing a separate value per sample in the cases where the data cannot be
compressed. Therefore compression reduces the amount of data that must be read or written, but not the amountof
memory that must be allocated.

The figure belowillustrates the formats for storing depth data in a tile, depending on the 4-bit Zmaskfield in the 32-bit
tile data word for eachtile. If Zmask=Expanded, single-sample depth data is stored in standard micro-tile format as
16-bit or 32-bit pixels. This Expanded format allows singie-sample depth and stencil values to be read and written by
software andbythe texture logic, All other depth formats are only readabie and writable by the Render Backend depth
logic and by address utility code that translates the compressed formats.
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Background (0) ZplaneN (1-5) Separate (6) Expanded(7) Reserved (8-15)

64S stencil values 64S stencil values 64S stencil values 64 S"16-bit depths
or 64 $*32-bit

depth+stencil
_bi values, stored in reservedforN 96-bit Zplanes 64 S*24-bit micro-tile order future expansion,

depth values, e.g. delta formats
stored in This formatis

micro-tile order software-readable

for single-sample

Depth equals
depth_clear value
at each sample Maskbits to select

Zplane per sample 
(the rest unused)

Figure 30: Depth Storage Formats

Remaining values of Zmask represent depth compression formats that store the stencil bits separately from depth
bits. This allows depth and stencil to be accessed and compressed independently. If Zmask=Background, no depth
data is stored in the tile. Instead, each depth value equals the depth_clear value. If Zmask=1-5, depth data is
represented as Zplanes, which are described in the following subsection. If Zmask=Separate, depths are stored as a
packed array of 16-bit or 24-bit values. The toal numberof depth values is 64S, where S is the number of samples per
pixel. These are stored as S adjacent arrays of 64 packed depth values, one per sample, similar to the format for
storing multiple color fragments.

The following subsections describe stencil compression and Zplane compression.

8.1 Compressed Stencil Formats
The stencil buffer stores 8-bits per sample and is stored together with the depth buffer. Rendering operations can
modify a pixel’s stencil value based on the result of the depth test and on comparing the current stencil value to a
reference value. The reference comparison can also be used to disable modifying the depth and color of the pixel.
Allowed stencil modification operations are keeping the old value, setting it to zero, replacing it with the reference
value, incrementing it, decrementing it, and invertingit.

The following is a brief summary of commonusesof the stencil buffer. See the OpenGL Programming Guide for more
information on these algorithms, except for shadow volumes, which is a more recent technique. Most of these
algorithms use just two stencil values and set the same stencil value at each pixel that is written in a given triangle.
The shadow volume method uses a range of values [base—N..base+N] for some base stencil value, where N depends
on the numberof overlapping shadows.

1) Stippling and irregular masking: set the stencil to define the pixels that can be updated.
2) Capping: invert the stencil on each pixel update to find places where clipping exposes an object’s interior.
3) Non-convex polygons: invert the stencil on each pixel update to find the interior of a non-convex polygon.
4) Write once: changethe stencil when writing the pixel; don’t write if the stencil has already been changed.
5) Decals: change the stencil when writing the pixel; only write the decal where the stencil was changed.
6) Shadow Volumes: inc/dec the stencil based on projections of occluding objects, to find shadow regions.

Given these usages, R400 supports four types of stencil compression. The following table shows the four stencil
compression modes, as selected by the 4-bit Smaskfield of the 32-bit tile data word. A fast stencil clear of the tile sets
Smaskto zero, indicating that the entire tile equals the stencil clear color. If Smask!=0, the lower three bits specify
whether any stencil values in the tile are greater than (bit 2), less than (bit 1), or equal to (bit 0) a specified stencil
compare value. If there aren’t any stencil values greater than or less than the stencil compare value, then theyall
equal the stencil compare value, so again no bits need to be stored for the stencil values.
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Smask Stencil Compression Mode
0000 0-bits per stencil: every stencil in the entire tile is equal to the stencil clear value
0001 0-bits per stencil: every stencil in the entire tile is equal to the stencil compare value
0010-0111|4-bits per stencil: each stencil is the sum of the stencil base value plus an unsigned 4-bit offset
1000 8-bits per stencil: every stencil in the entire tile is equal to the stencil clear value
1001 &-bits per stencil: every stencil in the entire tile is equal to the stencil cormpare value

1001-1111|8-bits per stencil: each stencil stores thefull 8-bit value

   
 

Table 2: Stencil Compression Modes

If the stencils are not all equal to the clear color or the comparecolor, then there are still two choices. A stencil base
value may be used to compressthe stencils. The stencil base value is typically set to max(0, stencil_compare — 8). If
all the stencil values are in the range [base .. base+15], then a 4-bit offset is sufficient to specify each stencil value,
relative to the stencil base. This is primarily useful for multi-sampled pixels. Finally, full 8-bit values may be stored for
each stencil if any stencil values are outside the base range orif the stencil surface needs to be decompressed in
order to allow software or the texture controller to read them.

If Zmask!=Expanded, stencil values are stored packed together at the start of the tile. If Zmask=Expanded, 8-bit
stencils are interleaved with 24-bit depth values to produce 32-bit depth/stencil values, regardless of the value of
Smask. This is the only interaction between stencil compression and depth compression. Zmask is only set to
Expanded when writing a tile with depth compression disabled or after expanding the depth buffer to uncompressed
format.

The table below shows the number of micro-tiles required to store stencil values, depending on the number of
samples per pixel. These sizes apply for all depth compression modes except for Lockable. In Lockable mode, stencil
values are stored as the lower byte of 32-bit words, for which the upper 24-bits are a depth value. Stencil compression
is not available together with the Lockable depth mode, whichis only produced as a result of a specific operation that
converts single-sample depth/stencil values into a form thatis directly readable and writable by software.
 

 

 
 

 

 

     
SamplesperPixel Smask = 0000-0001|Smask = 0010-0111|Smask = 1000-1111
1 sample per pixel 0 micro-tiles 2 micro-tiles 4 micro-tiles

2 samplesperpixel 0 micro-tiles 4 micro-tiles 8 micro-tiles
3 samples per pixel 0 micro-tiles 6 micro-tiles 12 micro-tiles
4 samples per pixel 0 micro-tiles 8 micro-tiles 16 micro-tiles
6 samplesperpixel 0 micro-tiles 12 micro-tiles 24 micro-tiles
8 samplesperpixel 0 micro-tiles 16 micro-tiles 32 micro-tiles

 
 

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER

Table 3: Stencil Storage Sizes in Micro-Tiles

A future chip could provide delta-encoded compressionfor stencil values in place of R4000’s base/offset compression.
This should allow significantly higher compression ratios for multi-sample stencil buffers.

Asfor 8-bit stencils, the format depends on the number ofsamples.Thecompressed stencil formats are identical to
the formats used for 4-bit Pmask values, which are described in subsection 8.4 below,

8.2 Zplane Depth Representation
R300 introduced compressing depth values by storing a plane equation for each triangle that intersects a tile. The
plane equation allows the depth logic to compute a depth value at each sample, so thatit is not necessary to store the
individual depth values. The tile also stores a mask that specifies which of multiple plane equations to use at each
sample.

The R400 Zplane compression format adapts the R300 technique to R400’s 8x8 tiles and provides higher precision.
As in R300, each Zplane is associated with a single triangle. Therefore, if four triangles are visible in an 8x8tile, then
the compressedtile must store four Zplanes and a 2-bit per sample mask that specifies which Zplaneis visible at each
sample. If only one triangle is visible in an 8x8tile, then the compressedtile only needsto store that triangle’s Zplane.
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The following figure shows the 96-bit Zplane format used in R400. A Zplane contains six values. The slope in X and Y
per subpixel (SlopeX and SlopeY) are each specified as a 30-bit fixed point $3.26 number. The depth value at the
center of the 8x8 tile (CenterZ) is a 27-bit fixed point $3.23 number. Larger values for SlopeX, SlopeY, and CenterZ
must be wrapped to these ranges by dropping higher orderbits in fixed-point notation. So long as the depth values
computed at sample points inside the primitive are in the range [-8..8), dropping the higher order bits does not affect
the final depth value computed by R400 at sample points inside the primitive. The MultiSample bit is described below.

59 30 29 0

SlopeY<29:0> (sbfixed<3,26>) SlopeX<29:0> (sbfixed<3,26>)
95 92 91 65 64 63 60

CenterZ<27:0> (sbfixed<3,23>) MultiSample

Figure 31: Per-Triangle Zplane Format

The ShiftXY and ShiftZ fields specify bit shift values for the SlopeX, SlopeY, and CenterZ fields, so that they can
specify more accurate values with smaller ranges. The figure below shows how ShiftZ affects CenterZ and how
ShiftXY affects SlopeX and SlopeY. Whenthe shift is zero, the fixed-point value is converted to an S3.42 fixed-point
value (for example) by appending low order zeros, which leaves the numeric value unchanged. Larger ShiftXY or
ShiftZ values shift the fixed-point value right by the specified numberof bits, sign extending the high order bits. These
shifted values represent numbersin the range [-2°*"",.2°="). When ShiftZ==15, CenterZ represents values as small
as 2°°. When ShiftXY==15, SlopeX and SlopeY represent values as small as 2*". The slopes represent the changein
depth per subpixel, so the smallest nonzero change in depth is 2° per pixel or 2” per tile. The smallest nonzero
magnitude representable in the 24-bit floating-point depth format is also 2" so Zplanes allow specifying a slope of
one Isb per tile in all depth formats.

45 0

45 19 18 0

45 30 29 4 3 0

45 16 15 0

45 30 29 10

ShiftX¥ == 15ShiftXY == 15 SlopeX<29:0> or SlopeY<29:0>

Figure 32: Zplane Format Shifted Numbers

The MultiSample bit specifies whether this Zplane was rendered with multisampling disabled, so that all samples are
at the same location, or whether this Zplane was rendered with multisampling enabled, so that multiple samples occur
at different locations within the pixel. Clients may enable and disable multisampling while rendering a scene, e.g.
disabling it to render high quality anti-aliased lines with alpha blending. Disabling multisampling does not reduce the
number of sample points per pixel — it simply moves them all to the same location. The MultiSample bit ensures that
when a Zplane is converted to individual samples, this occurs using the multisample state that was valid at the time
that the Zplane was generated, so that expanding the Zplane produces the same depth values that would occurif
storing a separate depth value per sample.

Computing CenterZ and ShiftZ from a floating-point value FloatZ is straightforward. First convert FloatZ into an S3.42
value FixedZ, truncating low orderbits of precision instead of rounding and dropping higher order bits to wrap around
to this range. If FloatZ < —4 or FloatZ >= 4, then ShiftZ = 0 and CenterZ = (FixedZ + 2) <45:18>, that is, round off
the lower 19 bits of FixedZ and use the remaining higher order bits as CenterZ. For smaller magnitudes of FloatZ,
count the numberof high order bits B in FixedZ that match the sign bit, up to 15. For example, in OxF2, three high
orderbits match the sign bit. This can also be determined from the exponentof FloatZ. Then ShiftZ = B and CenterZ =
(FixedZ + 2°**) <45-B:19-B>, that is, truncate the upper B bits of FixedZ and round off the lower 18-B bits of
FixedZ. Finally, check whether rounding FixedZ caused CenterZ to overflow. If so, then ShiftZ = B+1 and CenterZ =
0x4000000 (2.0).
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Computing SlopexX, SlopeY and ShiftXY from floating-point values FloatX and FloatY is similar. First convert FloatX
and FloatY into $3.42 values FixedX and FixedyY, truncating low order bits of precision instead of rounding and
dropping higher order bits to wrap aroundto this range. If FloatX < —4, FloatX >= 4, FloatY < —4, or FloatY >= 4, then
ShiftXY = 0, SlopeX = (FixedX + 2°’) <45:16>, and SlopeY = (FixedY + 2°’) <45:16>. For smaller magnitudes, count
the number of high order bits BX and BY in FixedX and FixedyY that match the sign bit, up to 15, and set B =
min(BX,BY). This can also be determined from the exponents of FloatX and FloatY. Then ShiftXY = B, SlopexX =
(FixedX + 2-°’-®) <45-B:16-B>, and SlopeY = (FixedY + 2°’*) <45-B:16-B>. Finally, check whether rounding FixedX
or FixedY caused SlopeX or SlopeY to overflow. If so, then ShiftXY = B+1 and the overflowing slope or slope equals
0x10000000 (2.0).

Depth values and slopes can besignificantly larger than the S3.N fixed-point formats supported above. R400 uses
two’s complement wraparound for depths and depth gradients. For example, if the true value of SlopeXis 8, the value
stored in the Zplane format must be wrapped around to -8. In general, if a slope or CenterZ is outside the range [-
8..8), represent it as a fixed point value, truncate higher order bits of integer precision and treat integer bit<3> as the
sign bit to get the value to store in the Zplane format, along with a shift value of zero. This works provided that depth
values computed at sample points inside the triangle are always in the range [-8..8).

8.3 Zplane Storage Formats
The figures belowillustrates the five Zplane formats, which differ based on the number of Zplanes required in the tile
and_on whether there is one or multiple samples per pixel. Each Zplane occupies 96-bits, so each pair of Zplanes
requires three 64-bit words. The Pmask data stores plane maskbits that specify which Zplane to use at each sample
in the tile. For Zplane2 mode, there is a 1-bit Pmask per sample or an S-bit Pmask per pixel. For Zplane4 mode, there
is a 2-bit Pmask per sample or a 2S-bit Pmaskperpixel. For Zplane8 and Zplane16 modes, there is a 4-bit Pmask per
sample or a 4S-bit Pmaskperpixel.

  

Zplane (1) Zplane2 (2) Zplane4 (3) Zplane2 (2) Zplane4 (3)
multi-sample

Zplane[0]pe

Zplane [1]

Zplane [2a

single-sample multi-sample

Zplane[0]po

Zplane [1]

single-sample

Zplane [0]<95:0> Zplane[0] __ Zplane[0]

Zplane[1] Zplane[1]

Pmask(S8*64-bits) Zplane[2

168 bytes
Zplane [3] (21 64-bit words)

unused
Zplane [3]

144 bytes
(18 64-bit words)

unused

Pmask (128-bits)

unused

Pmask(S*64-bits)

unused

Pmask

(S$*128-bits)

unused

 
Figure 33: One to Four Zplane Depth Tile Formats

The single-sample and_multi-sample storage formats differ in the location of the Pmask bits. Single-sampie modes
pack ihe Pmask bits immediately after the Zplanes. This reduces the number of 256-bit memoryaccesses required to
read_or write the compressed depth. Multi-sample formats all store the Pmask bits starting 16*96-bits after the start of
the Zplane data. This simplifies the logic without increasing the number of 256-bit accesses.

                           

                  
        
 

Note that the Zplanei6 mode onlystores ail 16 Zplanes for multi-sample depth values. For 32-bit single-sample depth
values, Zplanei6 mode only stores 12 Zplanes, due to the limited size of the tile. Zpane16 format is not supported for
16-bit single-sample depth values, since there is only room in the tile for 8 Zplanes.
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Zplane16 (5) Zplane16 (5)
Zplanes a) single-sample single-sample Zplane8 (4) Zplane16 (S)

singlesample 32-bit depth 16-bit depth multi-sample multi-sample

Zplane[0]pe Zplane[0]pe Zplane[0]Se Zplane[0]pe

Zplane[1] Zplane[1] Zplane [1] Zplane [1]

Zplane16 mode

ee| [zane]|er'seteeiy|[ep
Tae|F= esa

Zplane[7] Zplane [11] because the Zplane 7] Py.
tile size is only 96 unused bytes Zplane [15]
large enough
for 8 planes

256-bit Pmask Pmask(256-bits) (S*256-bits) (S*256-bits)
unused

 

Pmask

(256-bits) Pmask

 

 
    

Figure 34: Eight or More Zplane Depth Tile Formats
    

 
The following table shows how many 128-bit (16-byte) micro-tiles are required to store an 8x8tile of 16-bit or 24-bit
depth data for each of the Zplane modes. To determine the number of 256-bit memory accesses required for each
format, divide by 2 and round up. For comparison, the table also lists the number of micro-tiles required in the
Separate and Expanded formats. The micro-tiles required for Expanded format are listed in parenthese and includes
storage for stencil data, if any. Typically, the total tile size for depth/stencil data equals the size of Expanded mode and
the amount of memory allocated for depth data within eachtile equals the size of the Separate format. Zplane16 mode
Requires too many micro-tiles when there is one sample per pixel, so Zplane16 mode can only be used with 2 or more
samplesperpixel.
 
 

 
 

 

 
 

 

Samples Zplane1 Zplane2 Zplane4 Zplanes|Zplane16 Separate (or Expanded) (6-7)
perPixel (1) (2) (3) (4) (5) 16-bit depth 24-bit depth

1 0.75 2 4 8 (N/A) 8 (8) 12 (16)
2 0.75 2.5 5 10 16 16 (16) 24 (32)
3 0.75 3.0 6 12 18 24 (24) 36 (48)
4 0.75 3.5 7 14 20 32 (32) 48 (64)
6 0.75 4.5 9 18 24 48 (48) 72 (96)
8 0.75 5.5 11 22 28 64 (64) 96 (128)

         
 

Table 4: Depth Storage Sizes in Micro-Tiles

The storage required by the Zplane formats goes up significantly as the number of samples increases, since the
numberof bits required to store the mask is proportional to the number of samples. A future chip could achieve higher
levels of multi:sample compression by encoding the mask data, taking advantage of the fact that adjacent samples
typically use the same Zplane.

8.4 Pmask Storage Formats
The compressed depth formats store a Pmask value per sample, which specifies tne Zplane that must be used to

compute the depth at that sample, Zolane8 and Zplane16 modes store 4-bitsper Pmask, Zplane 4 mode stores 2-bits
per Pmask, and Zplanez mode stores 1-bit per Plask. Zplane1 mode does not require a Pmask, since the entire tile is
covered by a single Zplane.

 
  
  

The Pmask data is storec as an &xétile in a modified micro-tile format. The omask values for all of the samples for a

pixel are combined into a single omask-pixel,which is then micro-tiled using 64-bit micro-tiles for 4-bit Pmasks, 32-bit
micro-tiles for 2-bit Prasks, and 16-bit micro-tiles for 1-bit Pmasks. This causes the Pmask micro-tiling to match uo
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with the micro-tiling for_8-bit_stencil values, which makes it_easier for R400 to interleave corresponding stencil and
Pmaskdatain the internal depth/stencil cache.

  
  

The figure below shows the Pmask storage pattern for 8-sample pixels. Even and odd scanlines interleave each 16N-
bits, where N is the number of bitsper Pmask. Each pmask-pixel contains eight N-bit Pmask values. Therefore, a
single 16N-bit interleave is filled by two omask-pixels. As a result, the interleave pattern stores Pmask values for two

horizontally adjacentpixels on an even scanline, then two horizontally adjacent pixels on an odd scaniine, and so forth.
This is like the standard micro-tile format, except that the micro-tile size is 16N-bits instead of 128-bits.

                      
                       

                  
  
  

64N-1 48N 48N-1 32N 32N-1 16N 16N-1 0

N-bit Pmask, 8-sample: 16N-bit interleave of even/odd scanlines

NOohWN=© 
   

Figure 35: Pmask Interleave For & Samples
 

The next figure shows the Pmask storage patterns for 1-sample, 2-sample, and 4-sample pixels. As before, even and
odd scanlines interleave each 1GN-bits, where N is the numberof bits per Pmask. Eachpmask-pixel contains eight N-
bit Pmask values. Therefore, a single 16N-bit interleave is filed by two pmask-pixels. As a result, the interleave
pattern stores Pmask values for two horizontally adjacent pixels on_an_ even scanline, then two horizontally adjacent
pixels on_an odd scanline, and so forth. This is like the standard micro-tile format, except that the micro-tile size is
1SN-bits instead of 128-bits.

 
 
 
 
 

64N-1 56N 56N-1 48N 48N-1 4ON 40N-1 32N 32N-1 24N 24N-1 16N 16N-1 8N 8N-1 0

0

N-bit Pmask, 1-sample: 16N-bit interleave of even/odd scanlines
64N-1 48N 48N-1 32N 32N-1 16N 16N-1 0

0

1

N-bit Pmask, 2-sample: 16N-bit interleave of even/odd scanlines
64N-1 48N 48N-1 32N 32N-1 16N 16N-1 0

pmask(4-7, 1) pmask(4-7, 0) pmask(0-3, 1) pmask(0-3, 0)

pmask(4-7, 3) pmask(4-7, 2) pmask(0-3, 3) pmask(0-3, 2)

 

 

pmask(4-7, 5) pmask(4-7, 4) pmask (0-3, 5) pmask(0-3, 4)

pmask(4-7, 7) pmask(4-7, 6) pmask(0-3, 7) pmask(0-3, 6)

N-bit Pmask, 4-sample: 16N-bit interleave of even/odd scanlines

aon=© 
  

Figure 36: Pmask interleave For 1,2,or 4 Samples
       

The final figure shows the Pmask storage patterns for 3-sample and 6-sample pixels. Far these _non-power-of-two
sampie sizes, the Pmask values for some samples of a pixel may be in a different 16N-bit interleave from the Pmask

values for the rest of the samples of a pixel. This is notated by marking pixels with letters ato c for 3-sample pixels or
a to f for 6-sample pixels. So for example, the interleave marked “pmask (Oa-5a, 0)’ stores all of the Pmask values for
Y=0 and X=0 through 4, and also stores the Pmaskfor the first sample of pixel (5,0).
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64N-1 56N 56N-1 48N 48N-1 40N 40N-1 32N 32N-1 24N 24N-1 16N 16N-1 8N 8N-1 fe)

0

1

2

N-bit Pmask, 3-sample: 16N-bit interleave of even/odd scanlines
64N-1 48N 48N-1 32N 32N-1 16N 16N-1 0

pmask (2e-5b, 1) pmask (2e-5b,0) pmask (0a-2d, 1) pmask (0a-2d,0)

pmask (Oa-2d, 3) pmask (0a-2d,2) pmask (5c-7f,1) pmask (5c-7f,0)

pmask(5c-7f,3) pmask (5c-7f,2) pmask (2e-5b, 3) pmask (2e-5b,2)

 

pmask(0a-2d, 7) pmask (0a-2d,6) pmask (5c-7f,5) pmask (5c-7f,4)

pmask (5c-7f,7) pmask (5c-7f,6) pmask (2e-5b, 7) pmask (2e-5b,6)

N-bit Pmask, 6-sample: 16N-bit interleave of even/odd scanlines

artwh=o& pmask(2e-5b, 5) pmask(2e-5b,4) pmask (0a-2d, 5) pmask (0a-2d,4) 
  

Figure 37: Pmask interleave For 4 and 6 Samples

Another way to think of these storage formats is to treat thern_as compressed versions of 8-bit_ storage formats.

imagine padding cul the Pmask values to 8-bits, and ihen storing them as 8S-bit pixels, where there are S samples.
This storage format would use the standard 128-bit microtiling.The 4-bit Pmask format above is the same _as this 8-bit
format, except with bits<7:4> of each byte omitted. This results in a 64-bil_ micro-tile, as described above. Similarly, 2-
bit_and 1-bit Pmask values are stored the same as this 8-bit format, except with bits<7:2> and bits<7:1> omitted from
each byte, respectively. The RB logic stores each Pmask value with the stencil value for the same sampleThis
compression format makes it easier for the RB logic to maich them up, since it means thal the sequence of stencil
values matches the sequence of Pmask values in memory.
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R400 Memory Format Specification
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Overview: This specification descnbes how pixels and olher data are stored in the frame buffer.
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macro-tile site, Added addressing equations and 2D
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|. Background
This document describes how the R400 family maps pixels and other data into local (video) memory and system(AGP)
memory. The R400 uses 32-bit device addresses that map both local memory and system memory within a 2'"-byte
device address space. Local menvory is accessed through one, two or four memory controllers ihat each access up to
2"*-bytes (256M-bytes) of on-board memory.

Data can be organized into 1D, 2D or 3D arrays. Types of data include coordinates/nommals, uncompressed
pixelstexels, uncompressed depth/stencil values, and a variety of compressed data formats. 2D and 3D arrays can be
organized in interleaved tiles for higher performance. All array sizes can be Sioned in a linear fonmal, which stores
pieels along a scaniine al sequenial device addresses, but R400 does mot support depth buffer operations in linear
format.

The subsections below descnbe some important common charactenstics of all of {he memory formats in all of the array
sizes. These topics include dividing local memory into disjoint subsets, address alignment constraints, and address
modes. Following sections describe the bit formats of individual data elements (phils, tewels, etc), tilling fonmats for 1D,
20, and 3D arrays of daia elements, and special tile fonmats for mulli-sample data and depth'stencil data.

1.1 System vs. Local Memory
Data can be stored either in local (on-board or frame buffer) memory or in system (AGP/PCI) memory. A specified
range of the device address space maps to local memory and the rest maps to system memory.

Logit blocks that compute device addresses need not be aware of whether an address is in local or system memory,
though some logic blocks (e.g. the Display Controller) require data in local memory due to latency issues. The system
memory bus has significant lower bancwidih than the local memory bus and has tremendously longer read latency.
AGP memory accesses use either 256-bit or 12-bit bursts,

iGive specific ranges for AGP latency. Reference Tom's memory space spec.}

1.2 Local Memory Subsets
The R400 family accesses local on-board memory through one to four independent memory controllers. The R400 has
four memory conirollers, each of which provides access to one quarter of the local memory. The RV400 has two
memory controliers, each of which provides access to hailf of the local memory, A future integrated version of the chip
will have a single memory controller.

Each memory controller is associated wilh a conesponding render backend block. Each render backend can only
access the local memory associated wih is own memory controller. Hemme the local memory is divided into subseis, so
that each memory controller stores ihe pixels or ciher data elements that are processed by its associated render
backend, All of the render backends can access sysiam memory.

DORAM memory is divided into multiple banks and pages. Each bank is in effect a separate memory array inside the
DORAM. Each page contains bits from a single row in the intemal DORAM menvory array for a given bank. The size of
@ page in bytes depends on the specific DORAM part and the number that are used for a single memory controller,
Accessing data within the same page of a bank (which is called “column access”) is dramatically faster than accessing
data in a different page of the bank (which is called ‘row access’). Accordingly, much effart in the tiling design goes
into grouping accesses thal ae on the same page and avoiding situations where two diflerent pages in a bank must be
accessed without intervening accesses in oiher banks.

Each memory controller contains two separale memory subsets, in order to improve memory access efficiency, The
FRa00 family supports DDORAM memory that is organized into four banks: A, B.C, and D, so each of the two memory
subsets per memory controller contains data from two of the banks. Fer each memory controller, ane subset includes
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banks A and B and the olher subsel includes banks Cand D. Since R400has four memory controllers, it has eight
memory subsets, which are called abO, abi, ab?, ab3, cdi0, od1, cd2, and od3. R'V400 has two memory controllers, so
fs four memory subsets are called abO, abl, cd0, and cd.

Within a memory subsel, memory accesses allemate between two banks at the page boundaries. Consider memory
subset abO. The first word of this memory subset is in page 0 of bank A. This is followed by the rest of the words of
bank Ain page 0, then by page O of bank B. Next comes page 1 of bank A, then page 1 of bank B, eic. As a resul, ihe
hwo Danks are inteneaved on a page-by-page basis. The fiquré below Musirates this bank atémation for a DORAN with
pages consisting of 256 words. The word size depends on the specific DDRAM type. Each MC reads 64-bit words from
multiple DDRAMsin parallel, depending an the DDRAM configuration.

page O bank A nage O bank B page 1 bank A page 1 bank Bwheat

moat[oss[oulas]~[ass[ous|~[ase|os"SS]~[38s1 1 | 255 
Figure 1: Local Memory Subset for Banks AB

Dividing the memory into subsets in ihis fashion ensures thet sequential accesses within a memory subsel are always
either within the same page or are within different banks. For example, suppose that a sequential access stars at page
0, bank A, word 255. 4 large number of accesses to bank B eccur before accessing bank A, page 1, word 0. This
gives the DDRAM array time to perform the slow “row access” to bank 4A, in parallel wih the fast “column accesses"
within bank B.

1.3 Units of Memory
This document describes memory formats in terms of four levels of addressable unis im local and sysiem memory.
Each addressable unit has different address alignment constraints.

Individual data elements have a wide variety of sizes. Each occupies byes for some value of N and each is naturally
aligned on a 7“byte boundary. The most common size is 4-bytes (32-bits), which could represent, for example, a 32-bit
ARGE pixel or a 32-bit IEEE floating point value.

Data élements are organized into 16-byte (128-bil) micro-tles. Thes coresponds to the readiwiite bus size between
é@ach memery controller and its render backend, though each memory access reads of writes an aligned pair of micre
tiles.A micretile may contain four 32-ba floats or a larger number of smaller data elemenis. For 1D arrays, a microtile
aways contains sequential data in the 1D anay. For 20 and 3D amays, a microtile contains data from a single
scanline for 16-bit, 32-bit, 64-bit, and 128-bit data elements.

Tiles are variable-sized. For 1D arrays, each tile stores exactly 64-bytes (512-bits), which stores a variable number of
data elements, @.9. 64 Bbit pixels or four 128-ba pixels that each contain four 32-bit floats. For 2D and 3D arrays of
pels or texels, each tile stores an 88 amay of data elements, which occupies a multiple of 64-byles (512-bits). The
most }ypical data element size for 20 arrays is 32-bits, which results in a 256-byte (2K-bil} tile size. 2D arrays can also
Store a single per-tle data element, instead of 64 piel or texel data elements. The Render Backend uses this mode.

A macro-tile is the basic unit of memory allocation in both linear and tied formats. For linear arrays, each macro-tile
is exacth 4K-bytes and contains exactly 16 ties. For 2D tiled anays, each macro-tile contains 32x32 pixels, arranged
as a 4x4 sub-array of 8x8 pixel tiles, For 30 tiled arrays each macro-tile contains 32x16x4 pixels, amanged as a 4nd
sub-array of 88x11 pixel tiles.

Finally, a surface is a conliquous range of device address space thal is all interpreted the same way, 6.9. a8 either a
linear array or a 2D or 3D tiled amay with a specific pitch and pixel sive. Each surface musi start on a 4K-byte aligned
address in device address space.
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2. Data Element Formats
This section describes pixel formats, texel formals, per-tile data formals, and ciher types of data elements that the R400
reads and writes. These formats are used in the Memory Hub (MH) block to support client memory accesses, iin the
Texel Central (TC) block to read and interpolate data for the shader programs, and in the Render Backend (RB) block ta
read and write data render data,

The following subsections divide the data element formats into four groups. Displayable pixel formats are fully supported
by F400, including displaying them to the moniior, Remderable pixel formats are usable as render targeis with full
suppor for alpha blending (with one exception), as well as for texture inputs. The Texel-Onty Pixel formats may be used
as texel inputs or raénder targets, but cannot be alpha blended. The Texel-Only formats cannot be used as render
targets. Finally, the Special Data Formats have specific, limited uses.

Each pixel contains between one and four components, named CO through C3. The TC and RB blocks both contain
piel format descriptors that specify how to interprei the components a5 numbers and how to map them to the four
components that are computed in the shader pipe. The MH block passes them through without interpretation.

{Note: define the number formats here: faating-point, repeating fraction, integer, etc.)

2.1 Displayable Pixel Formats
The pixel formats described below are fully supported by the MH, TC. and RB blocks. Additionally, each of these frame
buffer formats may be displayed to the monitor.

{List the displayable pixel formats. Questions: (1) is GRPH_SWAPRB supported for all formats, or only for
the ones listed in the display spec? (2) How are YUV modes supported, and which ones? (3) How does the
display logic support unsigned vs. signed vs. float number formats? All three expand differently for use with
the linear interpolation table.}

2.2 Renderable Pixel Formats

Renderable pixel formats are those thal the RB (render backend) block can produce. They are also fully supported by
the MH and TC blocks. Each pixel contains between one and four components, named CO through C3. The MH block
transfers whole pixels without interpreting their coment. The TC and RB blocks both contain piel format descripiors that
specify how to interpret the components as numbers aind how to map then to the four components that are computed in
the shader pipe. The TC allows an arbitrary mapping of the input components to the shader pipe components. The RB
supports more limaed component mappings, as described below,

The figures in this subsection list muiliple names for each renderable paxel format. Names of the form FMT_" are
enumeration constants from enum type SurfaceFormat. Names of the form COLOR_" are enumeration consiants from
enum type ColorFonmat, which contains the subset of surface formats that are renderable. Each COLOR_* enumeration
name has the same value as a comesponding FMT_* enumeration name.

The figure below illustrates the single-component renderable pixel formats, with their enumeration names. The &bit
format has ihree separate pairs of names to support format numbers used by legacy code. The 16-bit formats can
either be explicitly floating point or else may use one of several fixed-point number formats, For the 32-bit component
size, only the floating-point format is randerable, and the Render Backend cannot alpha blend that component size, The
Render Backend can map edher the shader pipe Red or Alpha channel to C0.
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T oO 15 Oo

CO?0 O<150>

FIMT_& (COLOR_6), FMT_8_4 (COLOR_§_A), FMT_16 (COLOR16) ar
or FMT_8B (COLOR_8_B) FMT_16FLOAT (COLOR16FLOAT)Hv 0

 

C0<a10=

FMT_32FLOAT (COLOR_32FLOAT): not alpha-blendable

Figure 2: One-Component Renderable Pixel Formats

The next figure Musirates the two-component renderable pixel formats. Each formal contains two equal size
components, labeled CO and C1. As for the single-component formats. the Render Backend cannot render to 32-bit
components unless ihey are floating point and cannot alpha blend even floating point 32-bit components, The Render
Backend can map ether the shader pipe GR or AR components to C1 and OO, in that order.

16 6 7 0

FMT_&_& (COLOR_8_8)
a 16 15 Oo

FMT_16_16 (COLOR_16_16) or FMT_16_16_FLOAT (COLOR_16_16_FLOAT)
a2 St 0a

Ci<31: CO<3720>

FMT_32FLOQAT (COLOR_32FLOAT): not alpha-blendable

Figure 3: Two-Component Renderable Pixel Formats

The next figure Mlusirates ihe three-component renderable pixel formats. Each fonmat contains two components of one
size and one component thal is one bit different in size, labeled (0, C1 and C2. The Render Backend can map erher
the shader pipe BGR or RGB components to C2. C1 and CO, in that order.

15 it 10 5 @ 0 15 10 8 & 4 Qo

C2<5:0>

FMT 5 6 S(COLOR565) FMT_6_55 (COLOR_6_5_5)
22 2 iW 10 a

C0<9:0> C2<10:0>

FMT_10_11_11 (COLOR_10_11_11)
3 Zi 20 1

C2<10:0> C0<9:0>

FMT_11_11_10 (COLOR_11_11_10)

tal —_

Lt) o

Figure 4: Three-Component Renderable Pixel Formats

The final fiqure flusiraies the four-component renderable pixel formats. Two of the formats reduce the size of the C3
component and the resi provide an equal number of bits to each component As for the two-component formats, ihe RB
can render either floating-point or fixed-point 16-bit components, but only floating-point 32-bit components, and it
cannot alpha-blend 32-ba components. The Render Backend can map either the shader pipe ABGR or ARGB
components to C3, C2, C1 and 0,in that order,
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15 14 10 66 a | oO15 12 11 8 TF 463 Oo

elcae|cra]oa]

FMT_4_444(COLOR_4_444) FMT_1_555(COLOR_1_555)
a 24 2 16 15 BF 0 31 ww a 1D 10 @ 0

C2<7:0>

FMT_&886 (COLOR_8668) or FMT_2.10_10_10 (COLOR_210_10_10)
FMT_8888A(COLOR8BBBA)
6 aT wo 1G 1546) 0

[_csetst>«cats«dE~SSSret> —«dC*~C*‘tOT
FMT_16_16_1616 (COLOR_16_16_16_16) of FMT_16_161816FLOAT (COLOR_16_16_16_18FLOAT)

127 8 5 64 63 22 31 a

Ci<31:0- 263120 G1s3120> Gi0<31 Oe

FMT_32_32_32_32_FLOAT (COLOR_32_32_32_32_FLOAT): not alpha-blendable

Figuré &: Four-Component Renderable Pixel Fonmats.

2.3 Texel-Only Formats
The pixel formats descnbed below are supported by the MH and TC bul cannot be read or written by the RB. The MH
passes them through without interpreting the bits im @ach pixel The MH and TC also support the renderable pixel
fommats, which are described in the preceeding subsection.

{Describe the YUV formats.}

va

ALd

whe Li yaks 
WeyLike

The DX formats provide texture compression. The imap formats store glyphs in one of several bit orders. (provide
more detail.)
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Each value in DAT1 formal is treated a5 a 64-bit pixel that decodes to 4x4 texels. Each value in DAT2 to DXTS format is
treated as a 128-ba pixel that decodes to 4x4 fexels. In linear format, NM sequential DXTC pixels decode to a 4Nxd region
of texels. In tied fonmat, 64 sequential CTC pixels form an 8x8 tile, which decodes to a 32e22 region of texels,

Durch thee hand thistencil fonmats.

{Describe the following formats:}

 
2.4 Special Data Formats

This subsection describes arrayable data elements that have specific, limited purposes.

The Render Backend uses an array of Tile Data words, which store 32-bas for each $8 pivel tile, The Tile Data word
stores compression and heerarchical information for each tile. The figure betow illustrate the Tie Data word. The Cmask
field stores the compression formal for the Colord buffer. The 2mask field stores the compression format for depth data
in the Depthy’Stencil buffer. The Smask field stores ihe compression format and hierarchical data for the stencil data in
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theDepth’Stencil buffer. Finally, the Zrangefield encodes bounds on the minimum and maximum depth values in the tile
for hierarchical depth kills.

av wz 1 a 7 43 o

Zrange<19:0>

Figure & 32-Bia Tile Data Word for Render Backend

{Document the depth formats} Each16-bit pixel consists of a 16-bit repeating fraction depth value, which represents
the range [0.1]. Each 32-ba pixel represents an &bit stencil value in ihe low order byte and a 24-bil depth value in the
high bytes. The depth is either a 24-bit repeating fraction or a floating point representation wilh a 4bi exponent, which
represents the range (0.2), though values greater than 1 are not alowed,

{Thus includes all of the uncompressed formats thal are net destination color formats, imchuding bitmap formats, YU
formats, uncompressed depth’stencil values, etc.}

3. 1D Tiled Memory Formats
This section describes tiled memory formats for 1D arrays, In system memory, there is no difference between 1D tiled
format and linear format. In local memory. the tiling format describes how the 1D data is intarfeaved across the memory
subsets. For Local Tiled and System Tiled mode, the memory allocated for a 1D array must start and end on a 4Kibyte
boundary. For System Linear mode, the array must start and end on a G4-byle boundary.

3.1 1D Micro-Tile Formats

The figure below shows 1D micro-tile formats within a 64-byte tile for Sbit, 16-bit, 32-bit, 64-bit, and 128-bit data
elements, In each case, the tile size is 64-bytes (512-bits) or four 16-byte (128-bit) micro-tiles. Each row in the figure
below 16 4 Single micro-tie.

127 ao oa6 35 64 63

[014/013/012|D11/010|D9|DB|OF|DG|OS|D4|D3|D211]Do
[030/29]028|D27|026|D25/024|23|D22/D21|D20|019/D18/0171016
1D42|D41|D40/38|D38|D97|36/35034]033/032

  
 1D58|057|056[0/55 [D 54/530 52/051|D50/049/D4a

&-bit data

taf 6 26 4 Gi

“ata15_|ata14|Data13|Data12 
64-bit data 128-bit data

Figure fT: 1D Micro-Tile Data Formats.
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“The textureuni also supports packed 1-bitpoxel formats for use as textfonts. {Draw afigure describingthese formats,
including the bit erder.}

Figure 8: 1D Micro-Tile 1-bit Data Formats

Finally, note that bytes are stored in local memory packed from Isb to mish of successive dala elements, thai is, litte-
endian onder, Three byte swap reorderings are supported for data stored in system memory. R400 automatically
converts behween ihe different byte swap modes, based on a field that is sored wih the offset for each surface.

3.2 1D Macro-Tile Formats

The folowing figure shows the onganization of ties within a macno-tile for 10 arrays. Each 1D macretile occupies 4K-
bytes. The lefi-hand figure shows the organization in system memory, which & simply a linear sequence of 64 64-byte
tiles. The column in the center of the figure gives the byte address relative to to the start of the macro-ile, for each tile,

one MC with two two MCs with four four MCs with eight
memory subsets memary subsets memory subsets

ox000

oxo40 abit, tile 0

ab,tle2 0x080 ab0,tile 1
ab, tile 3 Ox0CO abi, tile 1

system memory

ox780

ab, tie 34 Ox7Co abi, tile 15

0x800

Onbao)

On BGO cd, tile 7 ed2, tibe O

x80 edt, tile 1 odd, tibe O

oxF80 edd, tile 15
OxFCO ed3,tle 7

 
Figure 9: 1D Macro-Tile Formats

The remainder of the above figure shows thé arrangement of micrc-tiles in local memory for 2-8 memory subsets (1-4
memory controllers). Tiles are numbered separately within each memory subset, These formats spread sequential array
aoonSses evenly across the memory controllers at a relatively fine granularity. Within a memon contromer, these
formats prodwoe a burst within one memory subset before switching to ihe other memory subset. The goal & to produce
@ large enough burst within a bank to cover ihe time required to open a page in a different bank, wh@e keeping the
bursts small enough fo reduce the buffering required fo spread sequential accesses across all of the memory
controllers.
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The linear array form can also be used for 2D of 30 arrays, A 2D or 3D linear arrays is first converted to a 1D anay
by computing Index = + ¥"Pitch + 2HeightPitch. R400 can read texiure maps from 20 and 3D linear arrays and
can write to them for bithits. R400 does mot suppor rendering (alpha blending and/or depth buffering) to 2D or 3D
arrays that are stored in linear format.

3.3 1D Address Equations
This subsection presents equations for computing addresses in a 1D array. These are also used in computing 2D and
30 array aidresses (subsections 4.4 and 5.3). These equations are also implemented in address conversion library
code (address. and address.c). Boldface represenis names of parameters that are used in the C library.

The first list below defines parameters thal are constant for a given surface. Size and Subsets may be derived from
DataSize and Pipes. but are defined separately to simplify the equations. SurfaceBase is the byte address of the start
of the surface, which must be 4K-byle aligned. SurfaceBase may be expressed relative to the start of the entire 2°-
byie device address space of within a subrange of the complete device address space, provided thal ihe subrange is
also 4K-byte aligned.

Size Byles per pixel: can be 1, 2, 4, 8, or 16 (or fractions of a byte for mon-pixel data)
DataSize 64 times Size, equals the total bytes of data in a 2D or 3D tile

i Total number of Render Backend/Memory Controller pipelines: 1, 2, or 4
Subsets Total number of memory subsets: equals twice the number ofpipelines
SurfaceBase Byie address of pixel zero in device address space or subrange, must be 4K-byte aligned

The second list below names parameters that depend on which pixel is accessed in the 1D amay, 1D address equations
use the parameters in the first list and one or more of the parameters in the second list to define the remaining
parameters in the second list. MemSelect and BankSelect may be derived tram Subset, of vice versa. Macrohiumbber,
TieNumber, and Tedder are temporary values used in computing the other parameters.

Index Piwel index into the array
ByteAddr Byte address of the pixel in device address space (or a 4K-byte aligned subrange)
LocalAddr Byie address of the pivel within its memory subset, starting at byte 0 in the address range
MemSelect Number of the memory controller that stores this pixel
BankSelect 0 for banks AB or 1 for banks CD, together wih MemSelect determines the memory subset
Subset Subsel number, which equals BankSelect + 2"MemSelect
MacroNumber Sequential number of the macro-tile containing the pixel, starting from device address 0
Tiehumber Sequential number of the tle containing the pixel, wihin is memory subset and its macro-tile
TieAder Byie address of the pel within its tle, which 1 enirély contained in a single memory subset

The following equations use Index to compute the other address terms, particularly GyteAdor. This is used to convert
Qn atray @ocess into a device address. Typically Local4der is not required as part of this step, but it is included for
completeness.

TileAddr = (index"Size) mod 64; 64 bytes pertile
TieNumber = ((index*Sire/64) mod 32) / Pipes: i cycle through MCs within each half-macro-tile
MacroNumber = (Index"Sine + SurfaceBase) (4096:  /! 4096 bytes per macro-tile
MemSelect = (Index*Size/64) mod Pipes; cycle through MCs each 64 byes.
BankSelect = (indes"Size/2048) mad 2: VCD Banks aré in high half of each macre-tile
Subset = BankSelec + 2°*MemSelect: f subset munmber

ByteAddr = SurfaceBase + Index*Size;
LocalAddr = MacroNumber"4096/Subseis + TieAddr + TileNumber"64:

The following equations use ByteAdar to compute ite olher address terms. particularly Localdder and Subset. This is
used to convert a device address into a local memory address within a particular memory subset. Typically Index is not
required as part of this step, but itis included for completeness.
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TieAdar = ByteAddr mod 64, 64 bytes pertile
TieNumber = ((ByteAddr64) mod 32} / Pipes; i oycle through MCs within each half-macro-tile
MacroNumber = (ByteAddr) / 4096; i! 4096 bytes per macro-tile
MamSelect = (ByleAddr64) mod Pipes: i eycle through MCs each 64 byes
BankSelect = (ByleAddr'2048) mod 2: CD banks are in high half of each macro-tile
Subset = BankSelect + 2*MemSelect; if subse number

Index = (ByteAddr — SurfaceBase) / Size;
Localade = MacroNumber4096/Subseis + TieAdar + TileNumber6a:

The final set of equations use Local4dar and Subset io compute te other address terms, pariicularly OyteAddr. The
equations for 2D and 32D anmays use (X.Y) addresses to produce Localdoor and Subset, which these equations
convert into device addresses. Typically only SyteAddr is required as the result of this step but the others are provided
for completeness.

MemSelect = Subset / 2;
BankSelect = Subset moa 2:

TieAder = LocalAddr mod 64: i 64 bytes per tile
TieNumber = (LocalAddr /64) mod (64/Subsets); 64 tiles in a macro-tile, over all the subsets
MacroNumber = LocalAddr” Subsets / 4096; 4086 bytes per macro-tile
ByteAddr = 4096*MacroNumber+2045*BankSeleci+32"Subsets*TieNumber +64*MemSetect+TileAddr.
Index = (ByteAddr — SurfaceBase) / Size:

4, 2D Tiled Memory Formats
This section describes how the Rid00 famély stores tiled 20 data amays. Each tle contains an 8x8 array of data
elements. Each 8x8 tile has a micro-tile format thal depends on the data element size. Each 2D macrotile contains a
4x4 array of tiles, which covers 32x32 pixels. This is different from 10 formats, where each tile and macrotile stores a
fixed number of bytes. Like the 1D formats, each 2D tiled surface must start on a 4Kbyte boundary.

4.1 2D Micro-Tile Formats

R400 arranges pixels within 8x tiles in order to meet two conflicting goals. First, sequential accesses from memory
should contain pixels from a roughly square region within thetile. This improves efficiency by a modest amount, due to
rendering locality. Second, display updates must be efficient wilh only one line buffer. This implies thal each 256-bi
memory access should comain pinels from onh twa scanlines.

To meet these goals, R400 sores even scaniines of the 8x8 tile in even-numbered micn-tiles and stores odd scaniines
in odd-numbered microtiles. The figure below shows the order of mucro-tles withan an 8x8 tile for the five pixel sores.
For 128-ba pixels, each micro-tile covers a single piel. For 6bit pivels, each 256-bit access includes pixels from four
different scanlines. This requires display accesses to throw away half of the $bit data that f reads, bul this loss of
efficiency is acceptable for &-bit pixels. For all other poeel sizes, a 256-bit access reads from just two scanlines,

Micro-Tie O -<f0>|mTo|MT.
Micro-Tile 1 630% MT 3

Micno-Tila 0 <12764> MT 6

Mr
MT 14

ME BL

58-bit Pinel 16-bit Pimels 32-bit Pines:

LMTi|
:|MT4|

ie
itm
|MTs| 

asst(535557 salefe

64-bit Pixels 126-bit Pixels

Figure 10: 20 Micro-tile Layout Within Tiles
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For 32-bit and larger pixels, the patiems above map each 256-bit access to a 1:1 oF 2:1 region within the tile, therefore
meeting the square region criterion. 16-bit pels have a less efficient 4:1 region, but this is acceptable since smaller
pixels require less memory bandwidth. Smaller pixels are also less important in the ROO timeframe, This microtile
format is efficient enough that fis used for all uncompressed 2D pixel and texel arrays, even though texels do nol need
to be displayed to the screen.

The figure below shows the (x,y) address of the pixels ov texels inside the 16-byle (128-bit) micro-tiles, Only the first two
micro-tiles aré shown for each pixel size. Except for Gat pixels, these micro-ties only include data from the first two
rows of the tila. For &bit pivels, they cover ihe first four rows of the 8x8 tile.

Cafe rence fide 12: bs, ae aceite sy ee teckel colle or eats peaches

a Si 114 1396 05:58 8730 RT? Tih 856 See 4 6S OU2318 158

sn [eaOaeaaOaaleOaTOeonaolooenaD]Oo)
aa [opleatealenloatentealonierlenenlentenrentenon,

16-bit|_Pixel(7,0)|Pixel(6.0)|Pixel(5.0)|Pixel(4,0)|Pixel (3.0)|Pixel(2,0)|Pixel(1,0)|Pixel(0,0)|
data[Pixet(7.1)|Pivot(6.1)|Pixel(5.1)|Pixel(4,1)|Pixel(3.1)|Pixel(2,1)|Pixel(1,1)|Pixel(0,1)|

32-bit Pixel (3,0 Pinel (2,0 Pixel (1,0 Pixel (0.0

data Pixel (3,1 Fizel 2.1 Pixel (1,1 Pixel (0.1

eesti

data

128-bit
ae

Figure 141: Pixel Format within 2D Micro-Tiles

 

 

 

4.2? 2D Macro-Tile Formats

Each 20 macrotie diores a 32x32 array of peels, organced into 16 8x8 tiles. The macrotis formal depends on the
number of memory subsets, which is twice the number of memory controllers. The following figure shows the layout of
&xB tiles within 32032 macro-tiles for 1, 2, and 4 memory comrollers. Bald lines mark 3232 macro-tiles. Light limes mark
5x8 tiles. The wpperline of text in each 88 tile specifies the memory subset and {he lower line of text specifies the omer
of the tiles within their memory subset.

The three macro-tile fonmnats have several properties in common. First, each macrtile allocates an equal number of
6x8 tiles to each memory subset, which makes it simpler to allocate memory. Second, tile addresses in memory
increase from left to night wilhin each macretile and between macretiles on the same scaniine. Finally, moving
vertically by one macro-tile increments the tile address by a value L, which is equal to the pitch (line length) in pixels,
divided by four times the number of menvory controllers. The pitch musi be a multiple of 32 pixels.
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Figure 12: 2D Macro-Tile Mappings

Anolher common property is that if there are MW) memory controllers, then each Nx1 row of tiles places a tile in each
memory controller. This is mecessary for efficient display accesses. The display reads across rows of xB tiles and
sometimes requires a significant fraction of the total memory bandwidth. Attemating between the memory controllers
aliows the display to spread iis bandwidth equally between them. This also makes fi more efficient to render lange
primitives, since ihe Scan Converter steps horizontally before i steps vertically. The bank altemation within a memory
subset ensures thal page crossings do not occur while rendering honzontal swaths of pimels,

The remaining property that the macro-tle formats have in common is that the upper half of @ach macn-ble uses bank
AB memory subsels and the lower half uses bank CD memory subsets. This reduces page crossings when rendering
vertical swaths of pivels. A vertical line first touches two tiles in AB subsets, followed by two tiles in CD subsets. The next
tile is once again in an AB subset and coukd be on a different page of the same bank as the initial accesses.
Interspersing the CD subsel accesses makes it more likely that the Memory Controller will have accesses to perform
while waiting for if bank 16 become ready. However, vertical motion i& mot as efficient as horizontal motion in these
macro-tile formats.

Finally, note that the first memory controller on odd rows of 8x8 tiles is offset by 1 for two memory controllers and is
offset by two for four memory controllers. This has the effect that each 2x2 block of tiles hits each memory controller
the same number of times. Putting together all of these properties, the 8x8 tiles nearest to any tile that are in the same
memory coniroiier are evlher on the same page of the same bank or are in a different bank. Further, with two or four
memory controllers, moving horizontally or vertically to ain adjacent tie also moves to a different memean, controier.

4.3 Special 2D Micro-Tile Formats
The previous section describes microtile formats for standard pel sizes. The Render Backend requires several
additional pixel sizes for depth, stencil, and muifragment mask data, These pixels require special micre-tile formats that
are only read and written by the Render Backend, Additionally, the Render Backend requires a micro-tile format that
stores a single data element per tile, instead of a data element perpixel.

The following figure illustrates the micretile packing formats for non-standard pivel sizes. Like the standard microtile
formats, these formals put even scanlines into even micretiles and odd scanlines into odd microe-ties. The smallest
allowed piel size is bits, since al thal size an eniire tie occupies oné even and one odd micre-tile. The 4-bit and 12-
bit formats do not permit byte masking of individual pixels. All but the 4-bit format cause picels to cross micro-tile
boundares. Al but ihe 48-ba format cause micro-tiles to touch multiple scantines (as does the Bbit micro-tile format).
For these reasons, surfaces thal use these fommats are mot readable or writable by software through the Memory Hub.
They are ony read and written by the Render Backend.
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Figure 13: 2D Micre-tiling for Nonstandard Pixels

The figure below shows the (x,y) address of the pixels or texels inside the 16-byle (128-bit) micro-tiles for the 4-bit and
24-bit pixel sizes. Each row specifies a different microtile. 4-bit data occupies just two micro-tiles. 24-bit data requires
12 microtiles, with some pixels splitting across micretile boundaries. 12-ba pixels and 48-bit pixels nequire 6 and 24
micre-tiles, respectively.
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Figure 14; 4-bit and 24-bit Micro-Tile Formats

Finally, data that is stored on a per-ie basis is not micrtiled at all. Instead, @ach tile simply stores a specihed number
of bis. The Render Backend stores 32-bits per tile to record the tile’s compression. In this case, the macro-tile format is
exactly the same as described in the previous section, except that there may be fewer than 512-bits per tile. (Note: say
@ bot more about this,}

one MS with fwe two MCs with four sie as
memory subsets memory subsets four MCs with eight mamory subsets

lalate eleveeBlBIAISab
0.4
od
0.0 

Figure 15: 20 Macro-Tiling for 32-Bit Per-Tile Data
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4.4 Alternate 2D Macro-Tile Formats
There are three variations of the standard 20 macro-tile formats. These variations exist to improve performance for
depth buffering and to allow a 20 depth buffer to be used in conjunction with a slice from a 3D color buffer. R400 does
mot support these altemate for display buffers, bud they may be used for rendering, memory apertures, and texture
mapping . {Check whether the 3D slice format actually gets supported for texture maps.} As with the figures in section ,
these figures show abox per &x8 tile, with the upperline of ted in each box listing the banks and RB number and the
lower line of text giving the order in which ihe tiles are stored within their menvory subset.

The figure below shows an altemate 2D tiling pattem that swaps the AB and CD bank assignment relative to the
standard pattern that is desenbed in section 4.2 This macrotile pattern is particularly appropriate for depth buffers. If
the same 2D tiling is weed for both the depth buffer and the color buffer, then lange area operations will tend to cause
the Render Backend to read and write both of them in the AB banks or both of them in the CD banks. Using the bank-
swapped altemate tiling illustrated below for the depth buffer increases the number of different banks that are likeby to
be open at the same time, thus increasing memory efficiency.

one MC with two two MCs with four four MCs with eight
memory subsets memory subsets memory subsets
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Figure 16: Bank-Swapped 20 Macro-Tile Mappings

 
4 20 depih buffer may Ge used with a single slice of a 3D color buffer. This requires a 2D tiling pattem that maps @ach
pie! to the same RB thal it is mapped to in the 3D ting patiemn. Section 5.2 describes 3D macro-tiling patiems, which
map piel in an Oy) column to one of two RBs, depending on the value of 2 One of ihe two RB assignments matches
the RB assignments in the standard 20 macre-tiling patiem. The other RB assignment swaps the RB numbers. The
swapped 20 macrc-tiling pattem below matches this allemate RE mapping for 3D slices. A 2D depth surface may be
used with slices of a 3D color array by selecting either the standard or this swapped macro-tiling pattem, depending on
the shee selected from the 3D array.
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Figure 17: RB-Swapped 2D Macro-Tile Mappings

The final new macretiling pattem is a combination of the preceeding two. The macro-tilings illustated above and below
allow selecting a 2D pattem that either does or does not swap the AB and CO banksrelative to the 20 slices that de not
match the standard 20 macreiling. The 30 macre-tiling descnbed in section 5.2 matches ihe patiern below because it
swaps both RBs and banks. So the pattern above, ihat swaps just the RAs, should be used to cause a 2D depih surface
fo use a different bank for each tile than the 2D tile pattern uses.

4.5 2D Address Equations
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Figure 18: Dual-Swapped 2D Macro-Tile Mappings

 
This subsection presents equations for computing addresses in a 2D array. This is a two-step process that makes use
of the 10 array equations of subsection 3.3. The first list below defines parameters that are constant for a given
surface, The second list names paranveters thal depend on which pixel is accessed in the array. 2D address equations
use the parameters in the first fist and one of more of the parameters in ihe second list to define the remaining
parameters in the second list.

Size
DataSize

Pipes

Bytes per pixel: can be 1, 2, 4, 8, or 16 (or 1/8 for 1-bét pixels)
64 times Size, equals the total byles of data in a 2D tile
Total number of Render BackendMemory Controller pipelines: 1,2, or 4
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SurfaceBase Byte address of pixel zero in device address space, must be 4K-byte aligned
TileSize Bytes per tile: equals 64*Size, except for special tile formats that contain multiple pixel arrays
TileBase Byie address of first pixel in a tile: normally zero, a multiple of 64 for special tile formats
Pitch The width of each scaniine in pixels, must be a muulliple of 32
AltBank Boolean that setects altemate 2D macro-tile pattem that exchanges banks AB and CD
SwapRB Boolean thal selects swapping the RIB numbers in the 2D macro-tile pattern

XY Pixel location in the 2D array
LocalAceir Byte address of the pixel within its memory subset, starting from device address 0
SubsetOfiset Byle address of the pixel wilhin its memory subset, starting from pixel (0,0) of the surface
MemSelect Number of the memory controller that stores this pocel
BankSelect 0 for banks AB or 1 for banks CD, together with MemSelact determines the mamory subset
Subset Subset number, equals BankSelect + "MemSelecd
MacroOtiset Sequential number of the macretile containing the pixel. starting from SurfaceBase:
TileNumber Sequential numberof ihe tile containing ihe pixel, within its memory subset and its macro-tile
TieAddr Byie address of ihe pixel within its tile, siarting from the first byte of the tile

TieOtiseat Byie address of the pixel withinits tile, relative to TileBase (which is normally zero)

The follawing @quations use Xand ¥ io compute the olher address tens, particularly LocalAdar and Subset The final
Sei of equations in subsection 3.3 uses these results to produce a device address.

BankSelect = ((v/16) mod 2) * ABBank: i Banks change for high/low half of each macro-tile
MemSelect = (6 + (V8 mod 2)"SwapRBy"\Pipes2)) mod Pipes; Offset memory in akemate rows
Subset = BankSeledt + 2*MemSelect; i! subset number

TileNumber = ((M mod 32)/8/Pipes)*2 + (¥/8 mod 2). A Odd tile numbers are in odd rows
MicroByte B(x mod e+ (CY mod 8y2)"ey"Size if Byte address within tile for even scanlines

i Odd scaniines get odd micro-ties within an 8x6 the
TieOfiset = (MicroByle mod 16) + (y mod 27°16 + (MicroBytel6)"32;
TieAddr = TieBase + TileOfiset; i The tie may contain olher data as welll
MacroOfisel = (4/92) + (¥/32) * (PitehWa2): i There are Piteh32 macre-tiles per row
SubseiOfiset = MacroOtiset*TileSize’16/Subsets + TileMumberTileSize + TileAddr,
LocalAddr = SufaceBase/Subsets + SubseiOfiset:

The following equations use AMBank SwapRB. Localddor and Subset to compute the other address terms,
particularity ihe (X| Y) array address. The final set of equations In subsection 3.3 convert a device address into
LocalAddr and Subset and these equations complete the conversion to an (X, ¥) array address.

MemSelect = Subset / 2;
BankSelect = Subset mod 2;

SubseiOfiset = LocalAddr — SurfaceBase’Subsets: T subset address in surface

TikeAdeir = SubsetOfiset mod TileSize: “ byte address wilhin the tile
TieOtiset = TileAddr - TieBase: i byte address within subset of the tile
MacroOffsel = SubsetOffsel * Subsets / 16 / TileSize: i 16"*TieSize bytes per macro-tile
TieNumber = SubseiOfisetTileSize mod (16/Subsets); 16 8x8 tiles per macro-tile over all subsets
MicroByte = TieOffset mod 16 + (TmeOfset/S2)°16; 1 byte address within éven micro-tiles
Ymaero = MacroOfiset"32/Pitch; i! Macre-tie offset vertically
macro = MacroOfiset mod Pitch/32; if macre-tie offset honzontally
tile = (BankSelect*AltBank)*2 + (TileNumber mod 2);tile 0, 1, 2, or 3 vertically in macro-tile
Mile = (MemSelect + ((¥/8 mod 2) “SwapRB)"Pipes/2) mod Pipes + (TileNumber/2)"Pipes;
Y¥micro = ((MicroByte mod 168 + (TileOifset/32)"2) / Size: ‘row pair in tile due to micro-tiling
Xbyte = MicroByte mod (8*Size): ( byte address within first 8x1 scanline
¥ = Ymacro*s2 + ‘Ytle’s + ¥micro*2 + (ileOffset16 mod 2);
x = Xmacro*s2 + Xlile"s + Xbyle/Size:

Note that these equations also work for non-standard pixel sites and pér-tle data. For 4+bit or 24-bal pixels, set Size ta
% or 3, set TieSize to the numberof bytes in the tile, ¢.9. 64°32 and set TieBase to the starting byte in the tile for ihe
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pixel data, e.g.0 or 8°64. For per-tile data, set TieSize to the number of bytes ofdatapertile and set Xand¥to
multiples of 8. that is, the lowest pixel address for the specified tile. This forces MacroOffser to zero, which causes Size
fo Ge ignored,

5. 3D Tiled Memory Formats
This section describes how the R400 family stores tied 3D data arrays. Each tile contains an 8x81 array of data
elements. Each 8x8x1 tile has a microtle fommat thal depends on the data element size. Each 3D macretile comains a
4xix4 array of ties, which covers 32xx4 pixels. This is different from 1D formats, where each tile and macro-tile stores.
@ fixed number of bytes, Like the 1D formats, each 3D tiled surface must start on a 4K-byte boundary, Additionally,
é@ach Nxix4 slice of the 3D array must Start on a 4K-bylé boundary, $0 that individual 3D slices may be accessed as if
they are a 2D array. {ls the 4K-byte restriction necessary?)

5.1 3D Micro-Tile Formats

Tiles in 3D arrays cover BxBx1 data elements, even though the best aspec rates for 3D tiles & probably a 44x4 array of
data elements. Thal aspect ratio would provide the greatest degree of locality for random reads, for example, and
therefore should be more efficient. However, the implementation is simpler if 3D tile formals are similar to 2D tile
formats, for two reasons. First, this reduces (he amount of multiplexing and address decoding required to read 3D
fexels. Second, @ makes a sampler to render to (x, ‘Y) slices within the 3D array. Therefore, the 30 tile formats encode
an 8¥8x1 tile of data elements, in exacth the same way as for 2D tiles.

The figure below shows how an &xx1 tile divides into micretiles for different pixel sizes. The numbers are the relative
micro-tile addresses within he tile, 64-bits is the maximum size allowed for texels in 3D arrays. Unlike 2D arrays, 3D
arrays do not support 4-bit and 24-bit pixel sizes.

a7

sd 
d2-bit Pixels. 64-bit Pixels 128-bit Pixels

Figure 19: 3D Micro-Tile Layout Within Tiles

The figure below shows the format of texels inside each 16-byte (128-bit) micro-tiles, Pixels from even scankines are in
the lower 64-bits of each micro-tile and pixels from odd scanlines are in the upper 64-bits.
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Figure 20: Pixel Format within 30 Micro-Tiles

 

{Note: We should find a way to determine if we lose significant performance by not implementing 4xdx4 3D tiles.}

5.2 3D Macro-Tile Formats

The 3D macrotile formats store a 32x16x4 array of data elements. This size allows reasonably efficient movement
through the 30 array in either the X,Y. or 2 directions, as described below. Although the tile size is 16 in ¥, software
should consirain the size in ‘Y to a mukiple of 32. Thal guarantees that each Nxiixd slab of 3D data occupies a mumiple
of 4K-bytes, even for &-bit data elements. It is also simpler than enforcing a different ¥ height constraint for 3D amays
than fer 20 arrays. The macrotile size is expressed as S2x16ed, however, ralher than a6 daxd2ed, because the daehsd
macro-tile site stores a comiquous array of bytes within each of the memory subsets. A 32x32x4 region includes bytes
from two discoiquous regions within each menvory subset, unless the pitch happens to equal 32

The following figures show the layout of Sixx] tiles wilhin 32x16x4 macro-tiles for 30 anays, Each figure shows two
macro-tiles (slab 0 and slab 1) comprising a 32x16x8 region, since even and odd slices in 7 use a different subset
pattem. Each row of a figure shows the four slices within a macre-tile. Light ines mark liles within the macro-ies. The
upper line of ted in each tile specifies the memory subset. The lower line specifies the tile number within that memory
subset, 5 equals the number of tiles per subset in a slice of the 3D array.
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Figure 21: 30 Macro-Tile Two Subset Format

The figure above shows the tiled format for two menvory subsets. This occurs when there is just one rendering pipeline.
Movement in Yor 2 throwgh the 3D array hits both memory subsets. Movement iin *% hits onhy one memory subset, but
aiemates between the two banks within that subset. Ifthe page size is 256 E4-ba words and pixels are 64-bels in size or
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smaller, horizontally adjacent tiles are either in the same page of the same bank or are in different banks. Thisis not
true for 128-bit pixels, but in that case sweeping across a single tile hits eight 256-bit accessesin the same page,
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Figure 22: 30 Macro-Tile Four Subset Format
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The figures above and below show the tiled formal for four and eight memory subsets. Movement in ¥ or 2 through the
3D array hits two memory subsets in different pipelines. Movement in % hits half of the memory subsets, one per
pipeline. If the page size is 256 64-bit words and pixels are 64-bits in size or smaller, horizontally adjacenttiles iin the
same pipeline are ether in ihe same page of ihe same bank or are im different banks. This is not trae for 128-bit pixels,
but in that case sweeping across a single tile hits eight 256-bit accessesin the same page.
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Figure 23: 30 Macro-Tile Eight Subset Format
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5.3 3D Address Equations
This subsection presents equations for compuling addresses in a 3D array. This is a two-step process thal makes use
of the 10 array equations of subsection 3.3. The first list below defines parameters that are constant for a given
surface. The second list names parameters that depend on which pixel is accessed in the amay. 3D address equations
use the parameters in ihe first list and one or more of the parameters in the second list to define the remaining
parameters in the second list.

Size Bytes per pixel: can be 1, 2, 4, 8, or 16
DataSize 64 times Size. equals ihe total bytes of data in the 3Dtile
Pipes Total number of Render Backend/Memory Controller pipelines: 1, 2, or 4
Subsets Total number of memory subsets: equals twice the number of pipelines.
SurfaceBase Byie address of pixel zero in device address space, must be 4K-byte aligned
TileSize Bytes per tile (should always equal 64"Size for 3D arrays, defined for consistency with 2D)
TileBase Byle address of first pivel in a tile (should aways be zero for 3D amays)
Pitch The width of each scaniine in pels, must be a multiple of 32
Height The height of each slice in scankines, must be a multiple of 16 (should be multiple of 32)

KYW Pixel location in the 3D array
LevwealAcichr Byle address of the piel within its memory subset. slariing from device address 0
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SubsetOffset Byle address ofthe pixel within its memory subset, starting from pixel(0,0)ofthe surface
MemSelect Number of the memory controller that stores this pocel
BankSelect 0 for banks AB or 7 for banks CD, together with MemSelect determines the memory subset
Subset Subset number, equals BankSelect + "MemSelec
MacroOfsel Sequential number of the macretile containing the pixel, starting from SurfaceBase:
TieNumber Sequential number of ihe tile containing the pixel, within is memory subset and its macro-tile
TileAddr Byte address ofthe pixel within its tile, starting from the first byte of the tile
TieOltset Bylé address of the pool wathin is tile, relative to TileBase (which is nonmally zero)

 
  

The following equations use x, Y and Z to compute the other address terms, This is used to convert an amay access
imo a Subset and Localddadr. The final set of equations in subsection 3.3 uses these resus to produce a device
address.

BankSelect = (V8 + 2/4) mod 2: ‘CD banks atematée every 8 'Y and 4 2
MemSelect = (2/8 + BankSelect"(Pipess2)) mod Pipes: {i Offset memory in altemate favs and slabs
Subset = BankSelect + 2*MemSelect: i subset number

TieMumber = (2 mod 4) + (Xx mod 32)/8/Pipes)*4; ( Groups of four tikes vertically
MicroByte = (x mod 2+ (CY mod 8y2)"8)"Size { Byte address within tile for even scanlines

Odd scaniines get odd micro-tiles within an 8x8 tle
TheOffset = (MicroByte mod 16) + (Y¥ mod 2)°16 + (MicroByte/16)"32:
TieAdair = TileBase + TileOfiset: { The tie may contain other data as welll

MacroOlfsel = (X32) + (Pitch’S2) * (0/16) + (Height16)"(2/4));
SubseiOfiset = MacroOffset"TileSize"a2/Subsets + TieNumberTileSize + TileAddr,
Local4ddr = SurfaceBase/Subsets + SubseiOtiset:

The following equations use LocalAdor, BankSelect and MemSelect to compute the other address tenns. This is used
fo convert a device address into an (x, ¥) array address. The final sei of equations in subsection 3.3 produces
Local4ddr, BankSelect and MemSelect from a device address.

SubseiOfiset = LocalAddr - SurfaceBase/Subsets: ( relative subset address in surface

TieAddr = SubsetOffset mod TileSize; byte address within the tile
TieOftsat = TileAddr - TileBase: { byte address within subset of the tile

MacroOffsel = SubsetOffset * Subsets / 32 / TileSize: i 32"TieSize bytes per macro-tile
TileNumber = SubsetOfisetTileSize mod (32/Subsets): i 32 8x8 tiles per macrotile over all subsels
MicroByte = TileOhset mod 16 + (TikeCtfset'S2)"16;
Z = (TieNumber mod 4) + (MacroOffset"32° 16/Pitch/Height}"4;
Ymacra = (MacroOffsel"32Pitch mod Height'18):// Macro-tiles vertically within a slab
‘ytile = (BankSelect + (22/4 mod 2)) mod 2: {tle Corl vertically in macre-tile
¥ = ¥macro"i6 + vile" + (TieOffset16/Size)"2 + (TileOfiset16 mod 2):
Amacra = MacroOffset mod Pitch’32;

Xtie = (MemSelect + BankSelect"Pipes/2) mod Pipes + (TileNumber’4)*Pipes;
Xbyte = MicroByte mod (8*Size); (! Byte address within first 8x1 scanline
A = Amacre"s2 + Mile"s + Abyle/Sine:

6. Mipmap Storage
{This section is for any special issues involving texiune storage that belong in a whole-chip document instead of in the
TC block spec. Al preseni the only such issue is mipmap storage.}

6.1 Packing 2D Mipmaps
Small 2D surfaces waste a lot of space if each dimension must be increased io a multiple of 32. This is a particular
problem for mipmap chains, which produce many small mipmaps. For example, if each mipmap produced by a 3232
texture map requires a full macrotile, then the mipmap chain requires 6°32"°32 = 6144 pixels instad of 1365 pixels. The
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problemis worse for small texels, since each surface muststart on a 4-byte boundary. With 6-bit texels, the mipmap
chain would require 6*4K-byles = 24K-bytes, instead of 1365-bytes.

RA00 solves this problem in two ways. First, each texture is speciied with two surface descriptors. The first points io the
base texture map, which has dimensions that are increased to multiples of 32. The secand poinis to the start of the
mipmap chain and R400 automatically computes ihe staring address of each subsequent mipmap in the chain, Each
texture map in ihe mipmap chain has its dimensions increased to a power of 2 and each starts at an address ihat is a
multiple of 4K-bytes.

Additionally, R400 packs the small mipmaps at ihe tail of the mipmap chain into a single 32x32 tile. Each mipmap has a
position in the final tile that is based solely on the maximum of the widih aind height of that mipmap. The figure below
shows the layout, Each mipmap in ihe chain is increased in size, if necessary, to @ square mipmap with width and
height equal to a power of wo, The location where each mipmap is stored depends solely on its (increased) size. Any
mipmap in the chain that has width > 16 or height > 16 is stored as a separate surface that uses a mulliple of 4K-bytes.
The final mipmaps also require a minimum of 4K-bytes, which is larger han a single 32x32 macretile for bil and 16-
bil texels.

starts al 16-pizel
offset in XUlSPO(OXM-|BSLESLEE MfULJOS|pOjoKM-=JeSASEME UNOSOojoud-pJeSHES‘PxP

683 pixels unused (1/3 of 2048)

 
Figure 24: Mipmap Chain Storage Offsets

ifthe mipmaps are actually squares with width and heighl equal to a power of two, ihe above format uses 341 of 1024
poets in the two files, wasting 683 or 2/3 of the prets in the tile, The figure below shows examples of mapmaps with non-
square aspect ratios and the number of pixels wasted in each case. Note that for each mipmap,texel (0,0) is stored in
thé same location as for the conesponding square mipmaps in the figure above.

HDMemeyTormds Bh & ATI Confidential, Reference Copyright Notice on Cover Page © = lone cosa ew

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0211999

ATI Ex. 2066

IPR2023-00922

Page 188 of 291



ATI Ex. 2066 
IPR2023-00922 

Page 189 of 291

4x8,startsat8- pieloffsetinx pixeloffsetinx # =
as
Hi ied,aiiat4-pioelofaadin% 2x8,startsat6-4x8,startsal8- veloffsetin#

pi

 12.slateof2-ptieloffsetin id,Glasatpielfein, 2x8,startsat8- pixeloffsetin*
Figure 25: Mipmap Chain Unused Pixels

Rendering to mipmaps that are packed this way requires altering the window offset. For example, ta render to a mipmap
that is expanded to 16x16, set the base address io the start of the macretile and increase the % offset by 16. Future
chips may use different offsets or packing formats, so the driver should obtain mipmap positions and offsets from code
thal is delivered with ihe hancware,

6.2 2D Mipmap Equations
{Describe how R400 computes the position of each mipmap in the chain and the total memory required for any mipmap
ehain.}

6.3 Packing 3D Mipmaps
{Define a 30 mipmap packing format.

{Proposal: pack the final 30 mipmaps into a 32x82x32 cube, which contains 16 3D macr-tiles. Each 3D mipmapis
expanded to a cube with all three sizes equal to a power of two that is greater than or equal to its largest dimension. }

{Variant The same as ihe above, except only force the X and ‘Y dimensions to match. Allow the 2 dimension to be a
power of two that is less than X ory. This causes the packed mipmap to use a variable number of tiles.)

6.4 3D Mipmap Equations
{Describe how R400 computes the position of each mipmap in the chain and the folal memory required for any mipmap
chain.)

7, Destination Color Compression
R400 supports rendenng to pixels wih 1, 2, 3, 4, 6, or 8 samples per pixel. To a large extent, the aliased mode (1
sample per pixel) is just a special case of the multi-sample modes (2, 3, 4, 6, or B samples per pixel), though there are
some operations, such as muti-buffer rendering, that are available only for single-sample pixels.

R400 siores muli-sample color data as fragments. A fragment is a pixel color together with a mask that specifies the
samples within the piel where that color i& visible. As a result, if an operation writes a sing color to an eniire pixel, 6.9.
in the interior of a triangle. only one color (plus the mask) is necessary to describe the entire pixel. I there are S
samples per pixel, the pixel could have as many as 3 fragments, bul muliple fragments are only needed if multiple
triangles are visible within a single pixel. Unless trangles are extremely smiall, it is quite common for a pixel to have pest
one fragment. The maximum number of fragments per pixel within an 8x8 tile is also typically small, so fragments result
in significant compression. (For example, if there are eight samples per pixel and an average of less than 2 colors per
pieel within a tile, storing fragments results in approximately 4x compression relative to supersampling.}
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The following subsections describe the format of color date and fragment mask data.

7.1 Destination Color Format

R400 siores multi-samplé pixels in two separate surfaces: one surface for pixel colors and 4 separate surface for the
fragment masks (Fmasks). R400 uses a 4b Cmask field to specify storage format for the fragment mask and color.
The figure below illustrates the color storage format for each value of Cmask.

if Cmask=Background, no color or fragment data is slored for the file, Instead, each peel is treated as having a single
fragment thal covers ihe entire picel and is equal to the color_clear value. No dala needs to be stored in tive color
surface in this mode.

if Cmask=Expanded, R400 stores a separate color for each sample. Starting af the base address, R400 stores a
complete 2D tiled amay for the color at sample 0, followed by a complete 2D tiled array for the color al sample 1, and so
forth for the tolal number of samples per piel. This format allows the texture logic and sofware to read muli-sample
data by reading S individual 2D arrays for S-sample pools.

Background (0) Fragmenth (1-4) Reserved (5-6) Expanded (7) Reserved (8-15)

oS Colfer equals 64 color values 64 color values
colorclear value per 8x8 tile, . Og. por 8x8 tikes,

af sample @ in mecro-the order, compressed in micro-tike order,
of each pixel for fragment 0 fragment masks for sarnphe 0

Are

64 color values 64 color values

per 6x8 tile, : per 8x6 tike,
in mecro-tile order, assed in micto-lile order,
for fragment F-1 for sample 5-1

Array5-1 
Figure 26: Fragment Mask Bit Format

The Fragment formats allow compression when there are 2 of more samples per peel. The choices are Fragment,
Fragmeni2, Fragmenid, and Fragment & modes, which encode tiles with a maximum of 1, 2, 4, or & fragments in any
single pixel. In ihese Cmask modes, each successive 2D anay stores a single color per piel from fragment 0 up to the
maxamum qumber of fragments, If the triangles in a scene are relatively lange, then most tiles are likely to have al most
one or two fragments per pixel, Storing different fragment colors in separate 2D arrays allows more tiles to share the
same DORAM page. This allows larger DORAM page bursts when there are a small number of fragments per pixel.

7.2 Fragment Mask Format
A fragment mask consists of a set of nba fragment mask values, or Fmasks, wih one such number per sample in each
poel, Each pixel within an 8x6 tile uses the same number of bits per Fmask. The number of bits in each Fmask depends
on the maximum number of fragments per pixel wlthin an x tile. If each pixel contains exactly ane fragment, then no
Fmask is required, since a single color completely covers each pixel. If a pixel in the tile contains 2 fragments but none
contain mare, then each Friask requires 1-lbit to select between one of two fragments per pool. Similarty, 2bit fragment
masks are required if there is a maximum of 3 or 4fragments per pixel and 3bit fragment masks are required if there is
amaximum of 5 to 8 fragments per pixel, There cannot be more than &@ fragmenis per pixel, since there cannot be more
than 8 samples that could have separate colors.

The Fmask buffer siores one of more 64-bit words per tile. Each 64-bi word stores one bit of Fimask data for one
sample of each pixel in ihe x6 tile. The figure below shows the correspondence between the pixels of ihe tile and the
bits in one 64-bit Fmask word,
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word Of (7.1)|(6.1)|(5.1)|(4,4)[03.1|(2.1)|1.1)|(0.1)|(7,0)|66.0)|(5.0)[(4,0)|(3.0)|2.0)|(1.9)|(0.0)|
word 197.3)|(6.3)|(5.3)|(4.3)|(3.3)|(2,3)|(9.3)|(0.3)|(7.2)|06.2)|6.2)|64.2)|13.2)|2.2)|2)|(0.2)|
word 2] 7.5)|(6.5)|(5.5)|(4.5)|(3.5)|(2.5)|(1.5)|(0.5)|(7.4)|(6.4)|G4)
word 3.7.7)|(6.7)|(5.7)|(4.7)103.7)|(2.7)|.7)|0.7)|(7.6)|(6.8)|15.6) [(4.6)13.6)|2.8)|1.6)|(0.8)|

Figure 27: Fragment Mask 1-Bit/Pixel Format

  
 

The following figure shows multiple 64-bit words that store one Fmask ba each for each of S samples per pivel. The
complete Frnask dala stores 1. 2 or 3 copies of this set of S 64-bit words. This storge structure allows ihe RB to read
and write either tbit, 2bits, or 3bes for each sample in the tie, The following table shows the number of micrc-tiles
required fo store a file of Fmask data for each number of samples and each

a3 25° 47 | a G

word 3, sample 0 word 2, sample 0 word 1, sample 0 word 0, sample 0

Fmask baforS Samples word 3, sample S-1 word 2, sample S-4 word G, sample S-1

Figure 28: Fragment Mask 1-BitSample Format

|SamplesperPixel|Cmask = Fragment?|Cmask = Fragment?|Cmask = Fragment4 Cmask = Fragmenté |
sampleperpixel|OofOmicro-ties|(notused)_—_—_|(not used) (not use |

(not used) (not

3 samples per pixel|0 of 3 micro-ties 1.5 of 3 micro-tiles 4 of 3 micro-tiles (not used) |

4samples per pixel|0 of 4 micro-tiles 2 of 4 micro-tiles 4 of 4 micro-tiles (not used)
Qof 9 micro-tiles 3 of 9 micro-tiles Gof 8 micro-tiles Goff microtiles

B samples perpixel|0 of 12 microtiles 4 of 12 micr+tiles 6 of 12 micretiles l2ofi2 microties |

Table 1: Frnask Storage Required Per Tile

Finally, the following figure shows the layout of a single tile of Fmask data for each number of samples per pixel and
each Fragment mode. Each row represents S°64-bits of Fmask data. Note that the Fragment) modes are not used
when there is only one sample per pixel. in that case, the only allowed Cmask modes are Background and Expanded.

Fi nti (4 Fragment (2 Fragment (3
Fragmentt (1) Fragment? (2) rogers! vo 2) fiom (3)
|Fraskbit|Frask bet &ee|[unused LFmask bit unused Smaak bit

Cmask Modes for 2 Sa Pixel
" ee maps: POC Tse Cmask Modes for 3 or 4 Samples per Pixel

Fragment) (1) Fragrmente (2) Fragmenta (3) Fragmenté (4)

Fmask bit 0 Fmask bit 0 Fmask bit 0

unwed — Fmesk bit 7 Frniask bit 7
Fmask bit 2

Cmask Modes for 6 or 8 Samples per Pixel

 
Figure 29: Fragment Mask Bit Storages Format

FiMemoryForts DThe© ATI Confidential, Reference Copyright Notice on Cover Page © = Lovo Eo eg-73 BM

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMD1044_0212002

ATI Ex. 2066

IPR2023-00922

Page 191 of 291



ATI Ex. 2066 
IPR2023-00922 

Page 192 of 291

EDIT DATE R400 Frame Buffer Layout  10 July, 2003 1 October, 2003 SPSCRCMION

8. Depth and Stencil Formats
This seclion descibes how the R400 family stores depth and stencil data at varying levels of compression. R400
suppors 1, 2. 3. 4, 6, or 8 samples per pivel. Mulli-sampled 8x8 tile formats must allocate enough frame buffer memory
to be able to fall back to storing a separate value per sample in the cases where the data cannot be compressed,
Therefore compression reduces the amount of data that must be read or written, but not the amount of memory that
must be allocated.

The figure below Blusiraies the formats for storing depth data in a tie, depending on the 4bit Zmask field in the 32-bit
tile data word for each tile, If Zmask=Expanded, single-sample depth data is stored in standard microtile format as. 16-
bit or 32-bit pixels. This Expanded format allows single-sample depth and stencil values to be read and written by
sofware and by the texture logic.Allotherdepthformas are only readable and writable by the Render Backend depth

 

logic and by address uliity code that translates the compressed formats.

Background (0) ZplaneN (1-5) Separate (6) Expanded (7) Reserved (8-75)

645 stencil values] [645 stencil values] |645 stencil values} [gq §*16-bit depths
of 64 S$" 32-bit
depth+stencil

A 96-bit Zplanes. values, stored in
64 3°24-bit micro-tile onder

depth values,
stored in This format is

Mask bits to select micro-tle ander
Zplane par sample

(the rest unused)

 
Figure 20: Depth Storage Formats

Remaining values of Zmask represent depth compression formats thal store the stencil bits separately from depth bits.
This allows depth and stencil to be accessed and compressed independently. If Z2mask=Background, no depth data is
stored in the tile, Instead, each depth value equals the depth_clear value. If Zmask=1-5, depth data is represented as
Zplanes, which are described in the following subsection. If Z7mask=Separate, depths are stored as a packed array of
16-bit or 24-bit values. The toal number of depth values is 645, where 5 Is the number of samples per pixel These are
stored a5 5S adjacent arrays of 64 packed depth values, one per sample, similar to the format for storing mumiple color
fragments.

The following subsections describe stencil compression and Zplane compression.

8.1 Compressed Stencil Formats
The stencil buffer stores Sbis per sample and is stored together with the depth buffer. Rendering operations can
modify a pivel's stencil value based on the result of the depth test and on comparing the current siencil value to a
reference value. The reference comparison can also be used to disable modifying the depth and color of the pixel,
Allowed stencil modification oparations aré keeping the old value, setting ft to zero, replacing it with the reference value,
incrementing i, decrementing it, and inverting it.

The following is a brief summary of common uses of the stencil buffer. See the OpenGL Programming Guide for more
information on these algorithms, except for shadow volumes, which is a more recent technique. Most of these
algonthms use just two slencil values and set the same stencil value al each pixel that is wiitten ina oven trangia. The
shadow volume medhod uses a range of values (base—l) base+N] for some base stencil value, where N depends on the
RUMber of overlapping shadows.

1) Stippling aind imequilar masking: set the stenca to define the pixels thal can be updated.
2) Capping: invert the stencil on each pixel update to find places where clipping exposes an object's interior.
3) Non-convex polygons: invert ihe stencil on each pixel update to find the imerior of a non-convex polygon.

HDMemeyTormdsBh & ATI Confidential, Reference Copyright Notice on Cover Page © =

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER

1A OoPe

AMD10440212003

ATI Ex. 2066

IPR2023-00922

Page 192 of 291



ATI Ex. 2066 
IPR2023-00922 

Page 193 of 291

 
4) “Write once: changethe stencilwhen writing the pixel: don'twriteifthe stencilhas already been changed.
5) Decals: change the siencil when writing the pixel only write the decal where the stencil was changed,
6) Shadow Volumes: incidec the stencil based on projections of occluding objects, to find shadow regions.

Given these usages, R400 supports four types of stencil compression. The folowing table shows ihe four slencl
compression modes, as selected by the 4+bit Smask field of the 32-bit tile data word. A fast slemcil clear of the tile sets
Smask to zero, indicating that the entire tile equals the stencil clear color. If Smask!=0, the lower three bits specify
whether any stencil values in the tile are greater than (bit 2), bss than (bit 1), or equal to (bit 0) a specified stencil
compare value. If there areany stencil values greater than or less than the sencd compare value, then they all equal
the stencil compare value, 30 again no bits need to be stored for the stencil values.

Smask Stencil Compression Mode

O00 | O-bits pe stencil € : stencil in the entire tile Fise qual to the stencil clear =e
 

ar stencil: each stencil is the sumofthe stencil base Value plus an unsigned 4-be offset
 1001-1111 | B-bits"persseach stencil storesthefull -bit value

Table 2: Stencil Compression Modes

I the stencils are not al equal to the clear color or the compare color, then there aré still two choices. A stencil base
Value may be used to compress the stencils. The stencil base value is typically sel to max(0, Stencl_compare = 8). If all
the stencil values are in the range [base .. base+15], hen a 4b offsel is sufficient to specify each stencil value,
relative to the stencil base. This is primarily useful for multi-sampled pixels. Finally, full bit values may be stored for
each stencil if any stencil values are outside the base range or if the stencil surface needs to be decompressed n
onder to allow software or ihe téxiuré controller to read them.

if Zmask!=Expanded, stencil values are stored packed together al the start of the tile. If 2mask=Expanded, bit stencils
are intereaved with 24-bit depth values to produce 32-bit depth/stencil values, regardiess of the value of Smask. This is
the only interaction between stencil compression and depih compression, 2mask is only set to Expanded when wniting a
tile with depth compression disabled or afler expanding the depth buffer to uncompressed format.

The table below shows the number of micn-tles required to store stencil values, depending on the number of samples
per pixel, These sizes apply for all depih compression modes except for Lockable. In Lockable mode, stencil values are
stored as the lower byte of 32-bit words. for which the upper 24-bas are a depth value. Stencil compression is not
available together with the Lockable depth mode, which is only produced as a result of a specific operation that converts
singla-sample depih’stencil values inte a form that is directly readable and writable by software.

Smask = 0000-0001 Smask = 0010-0771 Smask = 1000-1171
4 micro-tiesp

16 micro-tiles

Table 3: Stencil Storage Sizes in Micro-Tiles

 
A fulure chip could provide detta-encoded compression for stencil values in place of R4000's base/offset compression.
This should allow significantly higher compression ratios for multi-sample stencil buffers,

(ikeSlencis are Stored05iT 3aue the a2 meteWedWine Siega for Sb S.C bit
 Srcnekausd tor 4PA Cokveh which ara dascriied insubsection 5Abelow.
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8.2 Zplane Depth Representation
R200 introduced compressing depih values by storing @ plane equation for each triangle that intersects a tile. The plane
equation allows the depth logic to compute a depth value at each sample, so thal @ is mot necessary to store the
individual depth values, The tile also stores @ mask that specifies which of mumiple plane equations to use at each
sample.

The R400 Zplane compression formal adapts the R300 technique to R400's 8x6 tiles and provides higher precision. As
in R300, each Zplane is associated with a single tnangle. Therefore, if four triangles are visible in an 8x8 tie, then the
compressed tile must store four Zplanes and a 2bit per sample mask thal specifies which Zplane is visible al each
sample. If only one triangle is visible in an 8x8 the, then the compressed tie only needs to store that inangle’s Zplane.

 

The following figure shows the 96-bit 7plane formal used in R400. .4 “plane contains six values. The slope in X and ¥
per subpixel (Slopex and Slope’) are each specified as a 30-bit fixed point 53.26 number. The depih value at the
center of the 8x6 tile (Centerz) is a 27-bit fixed point 53.23 number. Larger values for Slopes, Slope’. and CenterzZ
must be wrapped to these ranges by dropping higher order bits in fixed-point notation. So long as the depth values
computed at sample points inside the primitive are in the range -8..8), dropping the higher order bits doas not affect
the final depth value computed by F400 at sample points inside the primitive. The MuliSample bat is described below.

oo ao 23 o

Shlopey<29:0> (sbized<3.26>) Slopex<20:0> (sbfxed<3,26>)
5 92 81 6 64 63 60

Cantera binedTaD)

Figure 31: Per-Triangle Zplane Format

The Shatey and Shit2 fields specify bit shift values for the Slopex, Slope, and Center fields, so that they can
specify more accurate values with smaller ranges. The figure below shows how ShiflZ affects Centerz and how Shitty
affects Slopes and Slopey. When the shift is zero, the fixed-point value is converted to an 33,42 fixed-point value (for
example) by appending low order zeros, which leaves the numeric value unchanged. Larger ShiftX¥ or Shift? values
shift the foced-point value right by the specified number of bits, sign extending the high order bits. These shified values
represent numbers in the range -2°“""2°°"). When ShittZ==15, Center? represents values as small as 7°. When
ShiXY==15, Slope and SlopeY represent values as small as 2". The slopes represent the change in depth per
subpixel, so the smallest nonzero change in depth is 2” per pixel or 2~ pertile. The smallest nonzero magnitude
representable in the 24-bit floating-point depth format is also 2”, so Zplanes allow specifying a slope of one Isb per tile
in all depih formats.

as 0

a5 1 18 0

ShitZ == ShIAZ == 0

45 a) 4 3 4

ShiAZ == 15 0000] shiaz == 15

a5 14 «15 0

ShiRKY == 0 Shitxy == 0

45 a 10

[=]SHIRXY == 15 Slopex<28-0> or Slope¥<29:0>

Figure 32: 2plane Format Shifted Numbers

ShiAAY == 15

The MultiSample bit specifies whether this Zplane was rendered wilh mutisarnpling disabled, so thal all samples are al
the same location, or wheiher this 2plané was rendered wilh mutisampling enabled, so that multiple samples occur at
different locations wilhin the pixel, Clients may enable and disable multisampling while rendering a scene, ¢.9. disabling
it to render high quality anti-aliased lines with alpha blending. Disabling muttisampling does not reduce the number of
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ORIGINATE DATE DOCUMENT-REV. NUM.

10 July, 2003 GENCAMAAX-REVA

sample points per pixel —it simply moves them all to the same location. The MultiSample ba ensures thal when a Zplane
is converted to individual samples,this occurs using ihe multisample state that was valid at the time that the Zplane was
generated, so that expanding the Zplane produces the same depth values that would occurif storing a separate depth
value per sample.

 
  

Computing GenterZ and ShifiZ from a floating-point value Floaiz is straightforward. First convert FloatzZ into an $3.42
value Fixed?) trumcating low order bas of precision instead of rounding and dropping higher order bits to wrap around to
this range. If Floats < 4 or Figatz == 4. then Shifiz = 0 and Cénterz = (Fixed + 2°") <45:18>, that is, round off the
lower 19 bats of Fixed? and use the remaining higher order bits as Centerz. For smaller magndudes of Floatz, count the
number of high order bits B in Fixed that maich the sign biL up to 15. For example, in OxF2. three high order bits
match the sign bit This can also be detenmined from the exponent of Floatz. Then ShittZ = B and Cenlerz = (FixedZ +
2°*5) <45-8:15-6>,thatis, truncate ihe upper B bits of FixedZ and round off the lower 18-B bits of FixedZ., Finally,
check whether rounding Fixed caused Centerz to overflow. Ifso, than Shetz = B+1 and Centeré = Ox4000000 (2.0).

Computing Slopex, Slopey amd Shattx'y from floating-point values Floats and Floaty is similar. First conven Float and
Float into $3.42 values Fiwedx and Fiwed’y’, truncating low order bits of precision instead of rounding and dropping
higher order bis to wrap around to this range. If Floaitx < —4, Float == 4, Float'y < -4, or Floal'Y >= 4, then Shittx’y =
0, SlopeX = (FixedX + 2°) <45:16>, and Slope = (FixedY + 2°") <45:16>. For smaller magnitudes, count the
number of high order bits BX and BY in FixedX and Fixed that match ihe sign bil, up to 15, and set B = min(BxBy}.
This can also be determined from the exponents of FloaiX and Float’. Then ShitXY = B, Slopex = (Fbudx + 2°"
<45-6:16-8>, and Slopey = (Fixed + 277°) <45-G:16-B>, Finally, check whether rounding FixedX or FixedY
caused Slopex or Slope'y to overflow, If so, then Shifts = Bed and the overflowing slope or slope equals O=10000000
(2.0).

Depth values and slopes can be significantly larger than the 53.N fixed-point formats supported above. R400 uses two's
complement wraparound for depths and depth gradients. For example,if the true value of SlopeX is &, ihe value stored
in the Zplane format must be wrapped around to —&. In general, if a slope or Centerz is outside the range F&..8),
represent it as a fieed point value, truncate higher onder bits of integer precision and treat integer bit<3> as the sign bit
fo get the value to sfore in the Zplane formal, along with a shifi value of zero. This works provided that depih values
computed at sample points inside the triangle are always in the range [-8..8).

8.3 Zplane Storage Formats
The figures below Musiraies the five Zplane formats, which differ based on the number of Zplanes requared in the tile
and on whether there is one of mulliple samples per pixel. Each 2plane occupies §6-bas, 50 each pair of Aplanes
requires three 64-bit words. The Pmask data stores plane mask bits that specify which Zplane to use at each sample in
the ile. For 7plane? mode, there is a 1-bit Prnask per sample of an S-bit Prmask per pixel. For Aplane4 mode, there is a
2-ba Pmask per sample of a 25-bil Pmask per pixel For Zplanes and Zplaneié modes, there is a 4ba Pmask per
sample or a 45-bit Pmask per piel,
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ORIGINATE DATE EDIT DATE R400 Frame Buffer Layout Specification
 10 July, 2003 1 October, 2003

ne? slane? (2)Zpenet() ——_eiglesample greale ruse
Zpiene(0)

{plane [1]

“plane [3]

144 bytes
(718 64-ba worcs)

aTnsed

Pmask

(3°128-lbits)

tes
f27 Od-hit words)

unused

 Fplane [1]

Prmask (128-bits)

ewnnuisena]

Pimask (5"°64-bits)

Figure 33: One to Four Zplane Depth Tile Formats

 
Thesingie-sample andmutli-samplestorageformatsdifferinthe location ofthePmaskbits, Single-sample modespack.
the Pmaskbits immediately after the 2planes. This reducesthe number of 256-bi memory accesses required to read or

data. This simplifies ielogic without increasing the number of 256-bit accesses.

Mojethat the 2plane16mode only storesall 16 2Zplanes formulti-sampledepth values, For32-bitsingle-sampledepth
values, Zplane16 mode only stores 12Zplanes, due to the limited size of the tile. Zpane16 format is not supportedfor
16-bitsingle-sarmpledepthvalues, sincethereisonlyroominthetilefor&Zplarnes,

Zplanei6 (5. Zplanei6 (5)Zplaned (4) inert } inal laneg (4 Zplane16 (5single-sample muon mulsample

Pes
ZplaneTé mode

pee NOa ior 1e-otdemth Zplane[14]
in single-sample -

"Fhe qa because fhe

wea . size is ony ss]|2plane[15]nge eng
Pmask for 8 planes

(256-bits) Prnask Pimask 
Figure34: Eight or More ne Depth Tile Formats

The folowing table shows how many 128-ba (16-byle) microtiles are required to sfore an 6x6 tile of 16-bit or 24-bit
depth data fr each of the Zplane modes. To determine the number of 256-bit memory accesses réquired for each
format, divde by 2 and round up. For compainison, the table also lists the number of micro-tiles réquared in ihe Separate
and Expanded formats. The micte-tikes required for Expanded format are listed in parenthese and includes storage for
stencil data, if any. Typically, the total tile size for depth'stencil data equals the size of Expanded mode and the amount
of memory allocated for depth data within each tile equals the size of he Separate format. Zplane16 mode
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einsDorey micro-tiles when thene is one sample per pixel, so Zplane16 mode can only be used with2? ormoresamples. per pixel

preAeegeePixel (3

O775
|—978_7

Table 4: Depth Storage Sizes in Micro-Tiles

 
The storage required by the 2plane formats goes up significantly as the number of samples increases, since the
number of bits required io store the mask is proportional to the number of samples. A future chip could achieve higher
levels of nmulli-sample compression by encoding the mask data, taking advantage of the fact that adjacent samples
typically use the same 2plane,

8.4 PmaskerageFormats
 out a oe a1 thal Same 2plane@s o fo 5 ne E: : "

r Prask, and fee mode pari Plask. ralTailedpel he 4Divaak since he endive tleis

 
wih the microtiling for Sia stencl values, which makes & easier for R400 to inteteave corresponding stencl and
Prmask data in ihe intemal depth’stencil cache.

 tis” wiih Ti ie ies cuavier of Das GarPreak. Gach oirank:~pisel corkaine sinh HibsPriask vehien. Therefore, a
| TENErereMes awe = is. AS a 16 the. interleave Siees Palashvalues forle

a
|pmask(6-7,7)|pmask(6-7,6)|pmask(4-5.7)|pmask(45,6)|Al-Enif someoesani: ToN-bitakaof evervodd scarnines

 
Figure 35: Pmask interleave For 8 Samples

ThenextfigureshowsthePmaskstoragepattemsfor+sample,2-sample,and4samplepixels.Asbefore,evenand
odd scanlinesinferéave each 16N-bits, whereMisthe numberofbitsper Pmask. Eachpmask-pixelcontains eightMbit
Prmask values. Therefore, a single T&N-bit interleave is filled by two pmask-pixels. As a result, the interleave pattern
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of (28-bits,

4H.) §6N 86N-1 48N 488-1 40M 40N-1 Wan 32N-1 24N B4N-1) 616M 1EN-1 6H Shel a

a— roraieaeeas
G4H-1 45M 48h-f 2h S2M-1 16H 1EH-1

Q

WEAREeSnails:inTERETE
G4N-1 45004G aah SM 16M 1GH-1

prs7-9)|peak72)—|pes.)—

 

[—onest03.2
Abit Prmask, Same: TEALreeRau

Figure 36: Pmask interleave For 1, 2, or 4 Samples

uN= 
The final figure shows ihe Pmask sto for Ssample and 6- le pels, For these non =fhan
samplesizes,thePmaskvaluesforsomesamplesofapixelmaybeinadifferent1GN-baimterieavefromthePmask
values for the rest of the samples of a piel. This is notated by marking pixels with letters ato ¢ for -sample pixels of a
to ffor 6-sample pimels, So for example, theinterleave marked“pmask (Oa-5a, 0)"stores all of thePmask values for ‘=0
and X=0 through4,and also stores ihe Pmaskforthe firstsampleofpiel (5.0).

G4N-1  56N S8N-1 43N 48M? 40N 40N.1 JON S01 24N 24N-1|16N TENA BM aN a

0

2[pmask @oTe, 7)

Abit Prask, 3-sample: 16-bit infereave of evenodd canines
84H-1 45M 4BN-1 32M S2N-4 16H 16N-1

Ahi Prmask, 6-sample: T6N4b0 interleave of even/odd scanines

 

nhkuwe=G 
Figure37:PmaskinterleaveFor4and6Samples

Another way to think of these storage formats is to ineat them as compressed versions of &bit siorage formats. Imagine
ul thePease 2ues. 10 808s and then st them. 9385-bit nels. where (ere ae 2.8 ies This. xtc
 Pmask Leare stored the same as this Bbit format, except with bits<7:2> and bits<7: {> omitted from each byte
res . The RE stores each Prniask value wilh ihe stencil value for the same sa This oo on fonnat

makes it easier for the RB logic ta m since il 3 th of stencil values matches the

sequenceofPmaskvaluesinmemory.
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1 Open issues

List all open isswes. Include short description of resolution when closed. This should not be detailed,

1.1 Open Feature Issues

1

Issue:
Resolution:

2

issue:
Resolution:

1.2 Open Implementation Issues

Issue:
Resolution:

Issue:
Resolution:
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2 Top Level Diagram

DCCS Top Level Diagram : AdepolrMO0dec_libdesignblocksidcdeogideog.ved

3. Introduction to DCCG

3.1 Purpose/Application

DCCs provides core clock and pixel chock branches to various blocks inside DC1 and OC2. It receives clock
inpuls from extemal pins or display PLLs, performs reference, feedback and post divisions on ihe pixel
clocks, and finally gate the various core and pixel clock branchés based on activities and power states of the
chip.

3.2 Feature Requirements

3.2.1 SCLK Domain Feature List

Provide gated clock branches for different blocks in DC and DO.
Busy signals can be extended
Provide clock-on signals to monitor the behavior of gated clocks.
Provide reset signals according to the diferent reset conditions for different gated clack branches.

32.2 PCLK Domain Feature List

Provide functional gated clock branches for different blocks in DO only.
Fractional feedback divider by using slip request circurtry for PLLs.
Fractional post divider by using slip request circuitry for PLLs.
Reference divider for PLLs.

The clock root can be one of PLL1, PLL2 and extemal clock source.

Provide TVCLK branch by using DTO
Provide clock branches for dual-link(or two single links) for TMDS
Anti-glitch circuitry to minimize glitch when the frequency is changed.
One-shot mode for debug purpose.
Tes! counter to be read back to monitor the frequency of thé chock roots.
Clock branches can be selected to the Generic A or Generic B output pin through Dispout.
Different TST clocks for different branches im the TST mode.

3.3 Relationship to Other Blocks

The DG is Split into OCT and DC in order to bring down the gate count. The SCLE and PCLE branches are
distributed as. shown in ihe diagram,

Clock Distribution Diagram for (xo and OS
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3.4 Structure

3.5 References

Purpose|ide Pant & Name

—————EestArchitectural Outline po
Block spec for block that includes 
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4 Input Data and SignalInterface

4.1 Input Interface Spec(s)

Baei Bey rea

HODCOGpoictkWORowPCchock

[1DOCGgenericsig?|IGenericpin2asclockinpu,CdS
HODCOGscanclkLWScamclockinptseCi‘;:*SCSC*”
HODCCGtestctkIOTesticlockinput,

VGA DCOchockspecd Pixel clock speed in VGA mode.
= 25 MHz

| = 28 MHz

Indicates whether VGA timing mode is selected for CRTC2.

PPIPLL DCCGslippack

PIPLL_DOCGslipI_= ilOuiput clock from display PLL 2.

Sli

P2PLLDOCGslipl_ack P2PLL

pose _tDISP po cmc? cn
DISP_DOCOG dach cnDISP_DCCGdacben|

2

PPISe Deesdsen_BigP_TVOUT enable, a5 pixel clock gating condition.

|DISP_DCCGcnet_hsync_evem|DISPTHSYNCoccusforCRTC]
|DISP_DCCGcricl_hsyncevem|DISP|HSYNCoccusforCRTC2.
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SCLK gating condition from REBM.

mating condition from MH.

GARRee VGAisbusy. do not gnic the SCLK_G_VGA.
|DISP_DCPbusy|ISP|DCPisbusy.donotguetheSCLKGDCP

SCLIC is busy, do not gaic SCLK_G_SCLKIC.

PDISPSCLICbusy|DISP|SCLICisbusy.donotgmeSCLK_GSCLK2C

Write data for DCOG register access.

POTHERSDCCGrddua(#ho)|?|Inputfromregisterrenddmadaisychain
4.2

 
4.3 Used Subset of Shared Bus

4.4 Control Signals Affecting Input Data

4.5 Input Interface State Machine(s)
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5 Output Data and SignalInterface

§.1 Output Interface Spec(s)

oeiih LeLEO Description
GCOG PIPLL reset FPPLL Reset sienal to display PLL |

CCG PIPLL sheep PPLL Power down sigral to display PLL1,

DCCG_PIPLL pep [2.0 : gainfordisplay

DCOG PIPLL pve [2:0 VCO pain for display PLL 1.

DCCPIPLtveom£x PPLL

Selects feedback clock input for display PLL 1.

BCCG PIPLL slipt req i : ivi i j

DCCGPIPLLslip] req PPLL

P2PLL

P2PLL

P2PLL.

P2PLL

P2PLL

PIPLL

DCOG PIPLL reset

DCOG PIPLL. skep

OCOCG PIPLL pep [20
DCOG PIPLL pde [10

COG PIPLL pg [2:0

DCCGPIPLL_tpoll

GCOGPIPLLpecomax PIPLL When TCROFF is igh, force VOO to run al maxima
possible frequency for display PLL 2.

PIPLL

P2PLL

P2PLL

DCCG P2PLL_fbelkt P2PLL.

DCCG_P2PLL_fhelkl P2PLL

DCOG PIPLL slip PIPLL clock avi i : .

DCCGPIPLL slipl req PIPLL
I .

DISP

BCCG PIPL refsel
DCCG PIPLL. fbsel

DCOG PIPLL. refelki

BCCG PIFLL retclkt

PDCCGP2PLLslipeq

DOOG DSP pelk_ertel
DCOG_DISP_ polk_crtc?

DCCG DISP_pelk_daca

DOOG GISP pelk_dach
DCOG_DISP_pclk_tmndsa

BCOG DISP pelk hele
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GCC DISP pelk dvoa

DCCG DISF pelk lds
DBCOG DISP pelk iw

DCOG DISP pelk ertcl rst
BCOG DISP pelk cic? rat

BCC DISP pelk daca ri
BCCG DISP polk dach est

BOG DISP pelk winds rst
BCCG DISP pelk bdep ret

DCO DISP pelk dvoa_rt
BCCG DISP polk Weds rst

BCG DISP pelk iv rst

DCCG sclk p de
DCOG sclk or odbbol

DCOO_sclk_m Globallygated SCLK for DMIF, DCCIF, DOCARE.

DCOG sek¢dep Functionally gated SCL for DCP and wote buller in LB,

DCCG sclk_g scll
jonally ga 1.

Functionally gated SCLE for control logic ofscaler2.

GCOGsclk_m_rst ; ‘

DISP

Reset for DCCG sclk r vi

Reset for DOCG sclk_g vgs

Reset for DCCG sek p dep.

Reset for DOCG sclk_g scll.
Reset for DOCG sclk p scllc,

Reset for DOCG sclk_¢ scl?.

Reset for DCCG_selk_g selec,
DCOG OTHERS rddata (31-0 ? Mut io reeisicr pend data daisy chain.

DCOG sclk r disp

BCOG sclk r tvout

DCOG sk r vip

DCCG sclk_g¢ wen
4SHIS/S)S)S“IRIEalelsSis"|e\e/2 aBolF

ie

3A fl 2aG1 #Ss 2

g

Reset for DOCG selk ¢ disp
Reset for DOCG selk r tyout.

a/3/|5|< Esj
fae Eales Lar

oS)Ge)6|Gry|he m

 
§.2 Control Signals Affecting Output Data

5.3 Output Interface State Machine(s)

AT! Conidential & Ths document comains confidential information that could be substantially detrimental to the interest of ATI
Technctogies Inc. ihrough unauthorized use or digclosune

AMD CONFIDENTIAL BUSINESS INFORMATION - SUBJECT TO THE PROTECTIVE ORDER AMOD10440213430

ATI Ex. 2066

IPR2023-00922

Page 208 of 291



ATI Ex. 2066 
IPR2023-00922 

Page 209 of 291

| pccGTi Last updated: | DATE Wie MMiddyy" | TIME Ve "home AMPAT|
Page 44 of a2

6 Data Processing Algorithms

7 Hardware Implementation

7.1 Pipelining and Processing Logic Blocks

7.2 Memory Requirements

7.3 State Machine(s) and Control Logic

7.4 Timing and Data Flow Control

7.6 Clocking and Power Management
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8 Gate Area and Macros

8.1. Pretmplementation Estimates of Pipelining and Gate Area

6.2 Actual Gate Area
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9 Block Programming Guide

9.1 Register Field List

aw|Betauepeesaclock selection for the display PLLs reference
divider in G4, taming mode with 2SM4Hz piel clock
0 = XTALIN
1= GENERIC_SIG1

2 = GENERIC_SIG2
4 = spread spectrum clock 7

Source clock selection forthe display PLLs reference
divider in VGA timing mode with 2aMHz pixel clock,

EXT1_PPLL_REF_DIlV_SRe [2:0] Source clock selection for display PLL1 reference
dividerin extanded timing mode.

EXT2_PPLL_REF_Dilv_SRe¢ [2:0] Source clock salection for display PLL2 reference
divider in extended timing mode.

WGAZ5_PPLL_REF_DIV [0] Reference divider value for display PLLs in VGA
timing mode with Z5MHz pixel clock,

WSA28PPLL_REF_DI [8:0] Reference divider value for display PLLs in Visa,
‘timing made with S8MHz pival clock.

EXT1_PPLL_REF_Dly [9:0] Ruy Reference divider value for display PLL1 in extended
tieruitegy roel,

EXT2_PPLL_REF_DIV [9:0] Realerence divider value for display PLL2 in extended
‘timing moda.

ExT1_PPLL_WPDATE_LOCK Lock bit far double buffering of disphay PLLregisters
in extended timing mode. [flock bit is enabled, any
update in the registers will not be copied to the active
buffers. Otherwise, any update in the registers will ba
copied to the active buffers in the next rising edge of
‘the reference clock input to the reference divider

Readback for double buffenng status of display PLL1
registers in extended timing mode.

Selects trigger posibon of double buffering of display
PLLregisters in extended timing mode.
O = update ASAP
1 = update in VEYNC regeon

Lock bit for double butfaring of display PLL2 registers
in extended timing mode.

Readback for double buffering status of display PLL2
registers in extended timing mode.

EXT2_PPLL_UPDATE_SYNC Selects trigger position of double buffering of display
PLL? registers in extended timing mode.
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Selects number of 1/5 PLLCLE phase slips to do in
display PLL1 in extended timing mode, at every
HSYNC,for post divider

Puy Ont Selects which HSYNC edge the slip correction for
post divider is dane for display PLL1 in extended
‘timing mode.

Wi Winting to this register tiggers the update of the slip
(W trigger)

Lia

post divideris dane for display PLL2 in extended
‘timing made.

count from pending buffer te acthes buffer. it is
associated with the HTOTAL slip control mn display

(WV trigger)

PLLin extended timing moe

EAT2_ATOT_CNTL_W

Feedback divider value for display PLLs in WGA, timing
made with 25MHz piel clack.

WGAZ5_PPLL_FB_Div [10.0]

Wariting te this register triggers the update of the slip
count from pending buffer te actine butter, It is
associated with ihe HTOTAL slip control im display
PLL? in extended timing moda.

OnO Selects number of 1/5 PLLCLE phase slips to doin
display PLL? in extended timing moda, at every
HSN,for post divider,

OnO Selects which HSYNC. edge the slip cormecton for

r

EXT!_PPLLFeDIV[iO0)

VWGAa28_PPLL_Fe_DIy [10:9] Feedback divider value for display PLLs in WGA, timing
mode with 28MHz piel clack.

Feedback dider value tor display PLLin extended
timing moda.

E FB_OI¥ [70:0] Feedback divider value for display PLL? in extended
‘timing made.

X72_PPLL_

VGAZ5PPLL_FE DM FRACTION tet Selects number of 1/5 PLLCLK phase slips for display
PLLs fractional feedback diader in VGA timing mode
with 25MHiz pixel clock

x0 Selects number of 1/5 PLLCLKphase slips for display
PLLs fractional feedback drader in VGA timing moda
with 28MHz pinel chock.

EXT1_PPLL_Fe_DlV_FRACTION Selects numberof 1/5 PLLOLK phase slips for display
[2:0] PLL fractional feedback divider in extended timing

mode

ExT2_PPLL_Fe_OlV_FRACTION Selects nurber of 1/5 PLLCLE phase slips for disptay
[2:0] PLL? fractional feedback divider in extended timing

made.

VWGAS5PCLE_SREC [20] Selects source of main pixel clocks in WGA timing
mode with 25MHz poel clack.
0 = CPUCLK
15 SCAN clack
2 2 ouiput chock of display PLL,
3 = GENERICG_SbGt
4 = GENERIC_ShG2

WGA26BPCLK_SRC [0] Selects 2ource of main pitel clocks in WGA timing
mode wilh 22MHz pixel clack,
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Sélects source of mam pixel clock 2 in @xtended
timing mode.

Post divider value for display PLLS in VGA brning
made wilh 25MHz piel clock
0 = divided by 1
1 = divided by 2
2 = divided by 4
3 = divided by 8
42 divided by 3
5 = divided by 16
6 = divided by G
7 = divided by 12
6 = divided by 24
8 = divided by 32

WGA2BPPLL_POST_DIV [3:0] Post divider value for display PLLs in VGA timing
mode wilh ZEMEZ piel clock,

E*T1_PPLL_POST_Di¥ [3:0] |ir Post divider value for display PLL1 in extended timingmaces,

ExT2_PPLL_POST_DIV [20] Post divider value fer display PLL? in extended tening
mode

WGA25PPLL_PCP [20] Charge purnp gain for display PLLs im VGA, tiring,
rade with 25MHz pixel clack,

Duty cycle for display PULs in VGA timing mode with

VCO gain for display PLLs in VGA timing mode wath
25MHz pixel clack,

Force output of charge pump for display PLLs te
become hightmpedance in WGA timing mode wih
25MHz pixel chock

when TCPOFF is high, force VCO to run at maximum
possible frequency for display PLLs in WGA tering
made with 25MHz piel clack,

VWGAQE_PPLL_PCP [20] Charge pump gain for display PLLs in VGA timing
mode with 22MAz phoel clock,

VGAZ8_PPLL_PDt [1.0] Dutycyete for display PLLs in VGA timing mode withra pooel clock.

VGAZE_PPLL_PVG [2:0] oeWESgel toe Gitplay PULIn VGA ing mode wah
LiLWGA28PPLL_TCPOFF Force output of change pump for display PLLs to

became high-impedance in WGA tiring mode with
2BMHz peice! clock

WGA2E_PPLL_TVCOMAX RAN when TCPOFF is high, force VEO to run af maxirnuen
possible frequency for display PLLs in WS, timing
mode with 28MHz pixel clack.

EXT1_PPLL_PCP [2.0] ||Charge pump gain for display PLL# in extended timingrms,

ETUPLPOCTAT ||RW[8[Da araPTea
EXT1_PPLLPVG [2-0]|a|RW|Oee VCO gain for display PLLin extended timing made.
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EXT1_PPLL_TCROFF Farce output of charge pump far display PLL1 to
become high4mpedance in extended timing mode

EXT1_PPLL_TVCOMAX 1 when TCPOFF is high, force VCO to run at maximum
possible frequency for display PLL1 in extended
timing made,

EXT2_PPLL_PCP [2:0] |_|Charge pump gain for display PLL? in extended timingmode

ExXT2_PPLL_PDG [10] leDuty cycle for display PLL2 in extended timing mode.EXT2_PPLL_PVG [2:0];RW[oe|VCO gain for display PLL2 in extended tirrang mode.
EXT2_PPLL_TCPOFF Foroe output of charge purr for display PLL2 to

become highimpedance in extended timing mode

EXT2_PPLL_TVCOMAX 1 Ot when TCPOFFis high, force VCO to run at maximum
possible frequency for display PLLZ in extended
timing made,

PIPLL_REFCLE_SEL Pe]eeEnables jitter rejecter on display PLL1 referenceclock

P1PLL_FBCLK_SEL Ty) Rw Enables jitter repecteron display PLL! feedback clock.
PIPLL_RESET p17|RWfot] Resets display PLL1
PiPLLSLEEP|7|Power down display PLLA

P2PLL_REFCLK_SEL S|eyEnables jitter rejectar on display PLL? referencechock.

P2PLL_FBCLK_SEL reEnables jitter repecter on display PLL2 feedback clock
RSS|rerrcae Ffra

PTPLL_TIMING_MODESTATUS Readback of timing mode in which display PLL 1 is
running in.
0 = extended timing mode.
1 = reserved.

22 VGA timing mode with 25MHz piel clock.
35 VGA timing mode with 2EMHz pixel clack,

Readback of timing mode in which display PLL 2 is
running in.

RAW aa” Bont reset of POLK_CRTGCH.
fedellil

PCLK_CRTC2_RESET (Oo Soft reset of PCLK_CRTC2.ES
ANE|POLKDACA_RESET Soft resel of POLK_DACA.

PCLK_DAGA_GATE_DISABLE { Ont Disables functional gating of PCLK_DACA.

LitaLULl
ee(eSee

) iePOLK_TMDSA_RESET Soft reset of PCOLA_TMODSA.Peaceorenour—|-1-|mw—|so|omPoCHEEK——
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| LF|Sof reset of PCLK_HIDCP
PCLK_HDCP_GATE_DISABLE Disables functional gating of PCOLK_HDCP.

PCLK_DVOA_RESET t
PCLE_DVOA_GATE_DISABLE

Selects clock source for POLE_CRTC1,
O = main pixel clock 1.
1 = main piel clock 2.

Chooses inverted clack source for POLE_CRTC4
0 = non-inwerted clock source
1 = inverted clock source.

Selects clock source for POLK_CRTG2,

Chooses nveried chock source for PCLK_CRTC2,

Selects clock source for POLE_DACA

Chooses inverted clock source for POLEK_DACA.

enerTt

PCLK_TV_RESET

PCLK_TV_GATE_DISABLE

I
ial

I

eeuenees
Z

CRTC1_CLK_INV |
¢RTC2_CLK_SRC is
CRTG2_CLK_INV ese|

?

er

DACE_CLK_INV

TMDSA_CLK_SRC i.
—_

aeew
HOCPCLKINY |
poreswe||eeeeeeenesemeres
eeeeee
iiSOISelects clock source for POLE_LVDS.

LVDSCLE_INV Chooses inverted clock source for POLKLVDS.

22 eee
REECEBSE—|-1-|—Rw[poaeer
perceee eer
REETATEDARE|[Rw

REGCLK_VIP_RESET oo Soft reset of SCLK_R_VIP.
REGCLK_VIP_GATE_DISABLE eeeeee Cisable gating of SCLK_R_VIP.
[SEVERE|farce
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[SRNRTEDRARETT[RW[oat[oeraeDRLVR
3 T_Txconpare—|-1-|e0|ee.

peciceeueRene[TR[a [ereoO
RSLSDORE[|a[oe[tenareece

1[Rw[0[eetrmtecieseie
[SECRELG_SATE_DAE—[T_[RW[OapereETRALLE
[eae|e[oe[eereerrseocasag

aae 3-602
um
[oe

SCLUK_SCL2 GATE_DISABLE 1 Oo Disable gating of SCLK_G_SCL2

SCLR_SCLIG_RESET 4

SCLK_SCL2c_RESET 1 _

SCLK_SCL2C_GATE_DISABLE [|
Soft reset of SCLA_G SCL2cre

eo[noe
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10 sub-module Specification

10.1 SCLK Domain

Although the CG block 6 responsibe for the generation of ihe core clock from the PLLs for ihe entire chip, the SG
provides the gated version of this core clock for the DC. These gated clock branches are generated based on ihe
different clock gating conditions from the various blocks. The single gater structure is shown in the Figure of “SCLK
gater.

 
DGOG_sclk_om_clock_on

Figure 1 SCLK Gater

The “block busy extender extends the busy signal to a number of “tum off latency’ programmed by a register of 6-
bits. There is an “or gate and a flop inside “ati master clock gater”, The result of “or gate, which is “CHR” of the
enable signal and the permanent disable signal, drives ihe gater to tunn on the gated clock. The pipelined flops are
used to tum on the galed clock as Soon as possible when the rising edge arrives, but lum off the gated clock a few
clocks later when the falling edge occurs, The clock-on signal is asserted a few clocks later when the gated chock is
lumed on and de-asserted a few clocks early when the gated chock is tuned off. In this way, it guarantees that
within the “high” period of clock-on signal, there is always a few clocks margin for the gated clock. The timing
diagram is shown in the Figure of “SCLK Timing Diagram”.

it shoukd be pointed that the gated chock branches for Scaleri and Scaler? ane slight different from all ihe other
branches. The clock-on signal is asserted 2 clocks early in order io save two enties of synchronization fifo.
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DCCG_sclk_p_de TURN_OFF_LATENCY

ao MUla.p
busy

busyextended

d3

d4

gated_clock

Q-2
clock_on

Figure 2 SCLK Timing Diagram

The 36 receives busy signals or active signals from the various blocks in DC. It combines these signals to generate
the internal busy signals to drive the “SCLK gater’, It the SCLK_GATE_DISABLE remains to high, which is
programmed through register write, all gated clock function is disabled in SCLK domain. Different register can also
contre the gated clock function for individual sclk branch.

The gated clock condilions of different branches are iid bellow.

sclk_r_rbtnoif_busy = O_REBM_DCCS_regcik_active | O_SCLK_GATE_DISABLE

sclk_m_busy = @_SCLK_ODCT_DC_memreg| DISP_DCCG_cursorbusy | DISP_DCCG_icon_busy|
DCciF_de_busy | VIP_DCCG_busy|
Q_SCLK_M_GATE_DISABLE @_SCLK_GATE_DISABLE

sclk_r_disp_busy = RBBMIF_DCCG_dispreg_busy | Q_REGCLK_DISP_GATE_DISABLE |
Q_SCLK_GATE_DISABLE

sclk_r_tvout_busy = RBBMIF_DCCG_tvoutreg_busy | Q_REGCLK_TV_GATE_DISABLE |
G_SCLK_GATE_DISABLE

sclk_r_vip_busy = REBMIF_DCCG_vgareg_busy | RBBMIF_DCCG_vipreg_busy|
@_REGCLK_VIP_GATE_DISABLE | Q_SCLK_GATE_DISABLE
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sclk_g_vga_busy = VGA_DCCG_busy |GSCLK_VGA_GATE_DISABLE | G_SCLK_GATE_DISABLE

sclk_g_vip_busy = VIP_DCCG_busy | Q_SCLK_VIF_GATE_DISABLE | Q_SCLK_GATE_DISABLE

sclk_g_dep_busy = DCP_DCCG_busy | RUN_CLK_DEBUG_DCP_LB_SCL_SCLK|
Q_SCLK_DCP_GATE_DISABLE | Q_SCLK_GATE_DISABLE

sclk_g_scll_busy = SCL1_DCGCG_busy | RUN_CLK_DEBUG_DCP_LB_SCL_SCLK|
QSCLK_DCP_GATE_DISABLE | Q_SCLK_GATE_DISABLE

sclk_g_scl2_busy = SCL?DCCG_busy|RUN_CLK_DEBUG_DCP_LBSCL_SCLK|
@_SCLK_DCP_GATE_DISABLE | Q_SCLK_GATE_DISABLE

10.2 PCLK Domain

The DCCG in BO 6 responsible for generating pixel clocks for different display mode, The frequency source can be
PLLi, PUL? oF external source depending on the frequency that the mode requires. The top-level diagram of POLK
shows in the Figure PCLK Top Diagram. The main pixel clock? and main pixel clock? can be considered as ihe two
clock roots.

PCLKE Top Diagram

10.2.1 DISPLAY PLL DIVIDERS

IREPCLEOM

> — »> OSLCLKI ——»
Display PLL

[FBCLRGM
OSLCLEO y | Post Onider

>
ISLREG| OSLACK1 ISLREQO GSLACKO

PPLL_REF_OW_SRC[30] 1 : 1

T ¥

Feedback

> sas Feninel Saagaree ¢ 4

> Feedback Devider <

Figure 3 Display PLL with Dividers
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There are three dividers associated with each display PLL.

(1) Reference Divider (Incoming clock is divided by a factor of M)
(2) Feedback Divider (Incoming clock is divided by a factor of Nh
(3) Post Divider (Incoming clock is divider by a factor of PY

These three dividers, together with the frequency of the input clock, will detenmine the frequency of the output clock,

N

Sons of OTF M 4 P
In the following subsections, we willlook al each diveder in more detail.

10.2.2 Reference Divider

The diagram below depicts the reference divider,

COunT © ENC _PLL_AEF_Gncd

| COUNT
p

POICLK 3 | Sublract 1 jotSean
2TALIN o

POLLREF _Ore_OLk 40 CLE_OUT

SMC, REF_Orvg
SSIN RST|NRRLSBoueal ‘

RESET of COUNT=1
RESET

PPLL_REF_OW_SRC[3:0]

Figure 4 Reference Divider of PLL

The input to the reference divider is one of the following clock sources :

(1) PCICLK
(2) Crystal clock
(3) GENERICA
(4) GENERICB
(5) VPCLK
(6) VIFCLE
(7) DVOCLK1
(8) HSYNCA
(9) HSYNCE
(10)SS1N
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The signal PPLL_REF_ODIV_SRC controts which one of the above clock sources goes into ihe reference divider.
PPLL_REF_DIV_SRC gets is value from one of ihe four sets of registers, depending on the timing mode (VGA or
extended) and which display PLL (P1PLL or P2PLL).

The algorithm used inside the reference divider is quite simple. Al reset, [he counter inside the reference divider is
initially boaded with the divider value (M), from one of the 4 sets of reference divider registers, also depending on the
timing mode and which display PLL. The counter, which runs at the input clock of the reference divider, will be
decrement by 1 after each clock. When the counter reaches a value of one, if will be loaded with an updated value
ofM. The output clock have a value of 1 when the counter value is larger than M/2, and a value of O when counter
6 smaller than or equal to We. Therefore, its frequency will be 1/M4 of the input frequency and its duty cycle is
almost 50%. The output clock of the reference divider will go directly to the reference clock input of the display PLL.

EXT12_PPLL_REF_Onpt EXT12_PPUL_REF_OivSRonay

o PLL Mer_oneo o
WOAIS_POUL_REF_ON_SRO

PPLL_AGF_ OnSACa

WGAPPL PISorg o
0

VGAZE_PPLL REF_Orvproy 1 }
VORBOLL ee OySeooj

Wea CoCa_ cient _zette

(0A DSGdkpace_or

WGUA_DAAOG. teringseni|>)

The above Figure describes the logic 16 choose which one of the four registers 6 used a5 the reference divider
value and reference divider clock source. If both VGA_DCCGmode_en and VGA_DCCG_timing_selare 1, that
means VGA timing mode. Reference divider will use either VGA25.ox or VGA28cox, depending on speed of
pixel clock in VGA timing mode, determined by VGA_DCCG_clock_speed. If extended timing mode, reference
divider for PLL 1 willuse EXT1_.om and reference divider for PLL 2 wall use EXT?som,

Figure § PLL Reference Divider Source Selection

When the reference divider register is updated, the input to the reference divider nol updated right away. The
register value is first copied to a pending buffer and stays there. When certain conditions are met, the value in the
pending buffer will be copied to the active butter, which is the input to the reference divider. Double buffering works
as follows :

(1) Betore any register update ib pertormed, the lock ba associated with the regisier is setto 1,
(2) Then the register is updated. This will set ihe update pending bil associated with the register to 1. The new

register value will be copied to. a pending buffer and stays there.
(3) Set ihe lock bitto 0. The state machine will then wait for the counter in the reference divider to wrap around

from Oto M, then to Me, Then the new value in the pending buffer will be copied to the active buffer. Also the
updated pending ba will be cleared to 0. Notice that if lock bil is kepl to be 1, update of the active bulfer will
never oocur even when the counter reaches M-1.

(4) Set the lock bit back to 4.

The reason to use double buffering is that we want the values forthe reference and feedback dividers lo be updated
al the same moment. ARnough the registers for citéerent dnacders are written al different imes, double bultenng can
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BCG

make sure that they arrive to the active buffers of the dividers at the same moment. Double buffering can also be
delayed until the next VSYNC. This is enabled by setling register EXT1/2_PPLL_UPDATE_SYNC to 1.

Note that double buffering is not enabled in VGA timing mode.

| COMPpAaralor
UPDATE_PENOING }

PRLL_ Per_Oreity
Ipevenreg tthe]

UPOATE_vooe *

(
feherence divider court = MM - 1 PLLUPDATE

*

LPRaT 2_ Paes a
PPLL_ REF Oycur

10.2.3 Feedback Divider

The diagram below depicts the feedback divider.
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| 0

: ra ! Subtract 1 | o|MetcouerW

@SLOUR1 fren Diiotiy PLL S 111

RET SNSPPL6Onpioad

RESET RESET of OOUAT at

/D *

Sy HC_PPLL PerCevped]
facbes bull)

?
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The feedback divider takes the oulpul clock from the display PLL and divides the frequency by MN, the output clock
of the feedback divider goes to the feedback clock input of the display PLL,

The algorithm used inside the feedback divider is similarto the reference divider. Al reset, the counter inside the
feedback divideris initially loaded with the divider value (N), from one of the four feedback divider registers.
depending on ihe timing mode and which display PLL. The counter, which runs at the slipable ouiput clock fram
display PLL, is decremented by 1 after each clock, When the counter reaches 1, if will be loaded with an updated
value of N. The output clock will have a value 1 when the counter is larger than N/2, and a value of 0 when counter
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is smaller than or equalte W2, The oulput clock of the feedback divider will have a frequency 1/6 of the input
dock, and it alse have an almost 50% duty cycle.

The feedback divider value can come from one of the four registers, Ifboth VGA_DCOGSmode_en and
VGA_DCCG_timing_sel are 1, feedback divider will use either VGAZ5sox or VGA28sox, depending on value of
VGA_DCCGclockspeed. Otherwise, feedback diver for PLL 1 will use EXT1_xxx and feedback divider for PLL
2 will use EXT2_:ox, The below Figure describes the musing logic.

EXT1/2_PPLL_FA_DMIO0

PPLL_FB_Oiv[ 10-0]

VGAZ5_PPLL_FB_DIV1O0

VGAZE_PPLL_FB_DMTMO|

VGA_DCOG_clock_speed

VGADOCGmode_en

VGA_DCOG_liming_eel

 
Figure 6 PLL Feedback Divider Source Register Selection

Double buffering is also used to update the active buffers for feedback divider values. The algorthm used for
reference and feedback dividers are identical, Values of boih dividers are updated al the same time.
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10.2.4 Slip Requestor for Fractional Feedback Divider

The diagram below depicts the slip requestor for fractional feedback divider.

SUPCOUNTFRACT_FE= 0
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Figure 7 PLL Feedback Divider Slip Requestor State Diagram

The counter algorthim used in the feedback divider can only divide the input chock frequency by an integer value. In
order to divide the input clock frequency by 4 fractional value, a technique called slip request is employed. At every
output clock from the feedback divider, a cerain numberof slip request is made to the output clock of ihe display
PLL. Each slip request will make one output clock of the PLL elongated by 1/5 of the period. Thal is equivalent to
adding 1/5 to ihe feedback divider value. Therefore, the counter inside the feedback divider, together with the ship
request will be able to make a fractional feedback divider, with fractional part of the divider valwe rounded to the
nearest 0.2.

Look at the state diagram on the left hand side of the above Figure,

(1) Inthe IDLE state, the counter inside ihe feedback divideris initially loaded with the feedback divider value (NM).
At each input clock of the feedback divider, the counter is decremented by 1, When the counter reaches a
value of 1, counter will be wrapped around to N. The transition of a counter value from 1 to N is also the rising
edige of he oulpul clock from the feedback divider. AL thal moment, the stale machine will ransiion to the
START state. Also note that slip counteris infially set to 0.

Inthe START state, the slip request circuit will make a slip request by toggling the level of the requesi signal.
Al the same time, the slip counter will increment from initial value of Ota 1. The display PLL acknowledgesihe
slip request by toggling the level of the acknowledge signal, and at the same time,slip the output clock of the
PLL by 1/5 of ie period. Then the siate machine will transition to the CONTINUE siate.

(2 —
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(3) Inthe CONTINUE state, the slip counter will be checked against the number of slip requesis the slip circuit is
supposed to make. Wit has not finished all the slip requests, will continue to make them and increment the
slip counter by 1 for each request made. Once it has finished make alll slip request, and that each request is
acknowledged and performed by the display PLL, the state machine will transition to the stop state,

(4) Inthe STOP state, the slip request circuit will not make any slip request, and the slip counter will be reset to 0.
Then the state machine will retum to the IDLE siate and wail for anoiher rising edge of the output chock from the
feedback divider.

The number of slip request to make in each period of the output clock from ihe feedback divideris stored in the
signal PPLL_FB_DIV_FRACTION. The signal gets ils value from one of lve four sets of registers, depending on the
timing mode (VGA or extended) and which display PLL (P1PLL or P2PLL). if both VGA_DCCG_mode_en and
VGA_OCCG_timing_sel are 1, fractional feedback divider will use either VGAZ5soo or VGA26_oom, depending on
value of VGA_DOCG_clock_speed. Otherwise, fractional feedback divider for PLL 1 will use EXT1_soxx and
fractional feedback divider for PLL 2 will use EXT2_.oo Figure 44 descnbes the musing logic.

 
EXT12_PPLL_PB_OMV_FRACTION(20]

}0|PRLLIFE_OW_FRACTION[2:0]
WGAZSPPLLFBOFRACTIONZO

 
VG028PPLLFBDAFRACTION O] Ley

VWGA_DOCGclock_spesd|
VGA_DCCG_mode_en i

VGA_DCOCG_timang_sal

Figure 8 PLL Fractional Feedback Divider Register Source Selection

Double buffering is also used io update the active bulfers for fractional feedback divider values. The algorithm used
for reference and fractional feedback dividers are similar, The main difference is that the number of slips to make
per feedback clock is updated al the time when the counter in the feedback divider changes from 1 to N, This will
make sure thal the slp circuil will perform an updated number of slips at the same time when the counter in the
feedback divider i updated with a new value. That will effecively update the integral and fractional part of ihe
divider value at the same time,
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10.2.5 Post Divider

The diagram below depicts the post divider.

iTCLE
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loge

PPLL_POST_DN[a0)

Figure § PLL Post Divider and the Mux

The following are ihe clock sources of the display PLL post divider:

{1} Extemal clock, input of reference divider
(2) PLL clock

Cav?

Giy_By_3

biv_fv_a

Ory_By_6

Diy_By_8

Ovie_t?

Or_By_™s

Gow_Err_ad

Covent33

 ARTI
‘SLITCH
CIRCUIT

BCG

main pimel clock

The signal POST_Dlly_SRC determines the clock source to the inpul of the post divider. POST_DBIV_SRC gets its
value from one of the four sels of registers, depending on the timing mode (VGA or extended) and which display
PLL (P1PLL or P2PLL). The signal PPLL_POST_DIV will determine the value for post divider. PPLL_POST_DIV
also gets its value from one of ihe four sets of registers, depending on timing mode and which PLL, If both
VYGA_DCCGmode and ¥GA_DCOG_timing_sel are 1, post divider will use efher VGAZ5sox or VGAZB_sox Toriis
clock source and divider value, depending on value of VGA_DCCG_clock_speed. Otherwise, post divider for PLL 1
will use EXT1_xxx and post divider for PLL2 will use EXT2_soor
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Figure 10 PLL Post Divider Register Source Selection

The post divider uses the input clock to generate a limited number of clock outputs whose periods are integral
multiples of tite inpul clock. The following multiples are generated : 2, 3.4.6, 8, 12, 16, 24, 32. Instead of using the
counter algorithm employed by reference and feedback dividers, the following algorithm is used to generate these
divided clocks :

if (reset) then
DIv_?CLK=0
Div_3A_CLK =O
Div_3B_CLK=0
Div_4CLK=0
Div6CLE =0
Div_8_CLK=0
DIV_12_CLK=0
Diy16CLE =a
Div_24CLK =O
Div_32_CLK=0

Else if (Al rising edge of input clock) then
Div2CLE = notiDl¥_2CLK and (DIV_3A_CLKE or DIV_3B_CLK or DIV_6_CLK})
DIV3A_CLK = not DIV/3B_CLK and not DIV_3A_CLK
DIV_3BCLK = DIV_3A_CLK
Ol4CLE = not4CLK xor DIV_2CLR)
DIV6CLK = not (DIV_6_CLK xor (DIV_3A_CLK or DIV_3B_CLK)}
DiV_8CLK = not(DIV_8CLK xor (DIV_2_CLK or DIV_4_CLK))
DiVv_12_CLK = not (DIV_i2_CLK sor (OlV_3A_CLK or GIV_3B_LCLK or DIV_6_CLK))
DIV16_CLK = not (DIV_16_CLK xor (DIV_2_CLK or DIV_4_CLK or DIV_8_CLK))
DIV_24CLK = not (DIV_24CLK xor (DIV_3A_CLK or DIV_3B_CLK or DIV_6_CLK or DIV_12_CLK) )
DIV_32_CLK = not (DIV_32_CLK xor (DIV_2_GLK or DIV_4_CLKor DIV_8_CLKor DIV_16_CLK} )

End if

{Al falling edge of input clock)
DIV_SD_CLK = DIV_3A_CLK
DiV_3E_CLK = DOMV_3D_CLK

DIV_3.CLK = DIV_3A_CLK or DIV_3D_CLK (just combinatorial)
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The waveform of the divided clocks lookslike ihe diagram below (DIV_24_CLK and DIV_32_CLK does not exist in
R300} :
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Look at figure 5 again, The divided clocks, together with all the input clock sources of the post divider will go into a
larger mux, The larger mux uses signals POLK_SRC and PPLL_POST_DIV to choose one of the input clocks to be
the main pixel clock. PPLL_POST_DIV determines the divider value of the post divider. The following post divider
values are available : 1, 2,3, 4,6, 8, 12, 16, 24 and 32. Notice thal both POLK_SRE and PPLL_POST_DIV are mot
double buttered,

When either the clock source to the post divider or the post divider value is changed, 1 can cause instability and
glitches to the main pixel clock. Therefore, an anti-glitch circul is needed,

Figure 6 describes how the anti-glitch functions.
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Figure 14 Anti-glitch Circuit State Diagram

In figure 5, all the divided clocks aind the input chock sources for the post divider will be the source of ihe bagger
mux, Whenever ihe clock sources ta the bigger muy changes, caused by either change in PCLK_SRC or
PPLL_POST_DIV, there will be a change of clock source to the bigger mux.

In figure 6, the anii-giitch circuit state machine is initially transitioned from RESETstate to “RUN CLOCK™ state, in
which the main pixel clock is cunning smoothly. Whenever the clock source register or the post divider value
register changes, the value in the pending buffer will be different from the register values, The state machine will
detect this change of clock source and transition to the “STOP CLOCK"state. Inthe “STOP CLOCK" slate, the
main pixel clock is temporarily gated off. The state machine then transitions to the “change clock source” stale, In
this state, the register changes will then be ansferred to the pending buffer and finally to the active butler, The
change in the active buffer will switch the clock source of the main pixel clock. Notice that the main pixel clock is
still gated off in this state, After the switch of ihe main pixel clock source, the state machine will transéion back to
the “RUN CLOCK” siate. The main pmeel clock resumes running again. So ihe main function of the anti-gliich circuit
is to Stop the main pixel clock, sweich the clock source and resumes ihe clock.
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10.2.6 Slip Requestorfor Post Divider

Anolher feature related to the display PLL is that the output clock can be slipped a number of times for each line of
the display. This 5 accomplished by adding a slip request circuit to the display PLL output clock. The slip
requestor for post drader & similar to the slip requestor for the fractional feedback divider. They are different in the
condilions when the slip request will be made. Notice that this slip requestor is mol enabled in VGA timing mode.

SueSouUNT ao
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Figure 12 PLL Post Divider Slip Requestor

The state machine of the slip requestor for post dnader works a5 follows:

(1) In the IDLE state, the slipable output clock trom the display PLL is nenning at a regular frequency, i.e. period of
each clock cycle is the same. At the HSYNC of each display line, the state machine will transition to the START
state. The register EXT12HTOT_CNTL_EDGE determines whether the transition of state happen in the
positive ar negative edge of HSYNC.

f2 — inthe STARTstate, the slip request circuit will make a slip request by toggling the level of the request signal.
Atthe same time, the slip counter wall increment from initial value of zero to one, The display PLL
acknowledges the slip request by toggling the level of the acknowledge signal, and al the same time, slip the
output clock of the PLL by 1/5 of the period. Then the state machine will transition to the CONTINUE state.

@ — In the CONTINUE state, the slip counter will be checked agains! the number of sip requests the sip circu is
supposed to make. If it has not finished all the slip requests,it will continue to make them and increment the
slip counter by 1 for each request made, Ones a has finished make all slip request, and thal each request is
acknowledged and performed by the display PLL,the slate machine will transition to ihe stop state.
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(4) Inthe STOP siate, the slip request circud will not make any slip request, and the slip counter willbe reset to 0.
Then the state machine will return to the IDLE state and wai for the HSNEC in the mex line.

The number of slip request io make nm each horizontal line of the display % stored im the active buffer
HTST_PPLL_SLIP. When the slip count register is updated, it will be copied to the pending buffer and stays there,
The new value in the pending buffer will not be copied to the active buffer until there is a tigger event. The tigger
event is the write inigger signal generated by writing to the register EXT1/2_HTOT_CNTL_W. This trigger event will
generate an update request to update the active buffer that holds the number of slips to be perfonmed per horizontal
line. After the new value is copied fram the pending buffer to the active buffer, an acknowledge signalis generated
fo tun off the request. This is illuesttated in the slate diagram on the right hand side of figure fF.

The post divider slip circuit can be disabled by setting the register EXTi/2_HTOT_SLIP to @.

10.2.7 Functional Clock Gating for Pixel Clock

The two main pose! clocks, one for each CRTC is functionally gated to provide pixel clocks for each display device.
The clock branches include POLK_CRTC1, PCLK_CRTC2, PCLK_DACA, PCLK_DACB, PCLK_TMDSA,
PCLK_HOCP, PCLE_DVOA, Each clock branch have different gating conditions, but they are usually the enables
for the device associated with the clock branch. The functional galing of each branch can be disabled by individual
register bit.

The below diagram depicts the muxing and functional clock gating of each branch of the pixel clock.

PCLK_DIAGRAM

Main pixel clock 7 and main pixel clock 2, and there inversions, serve as inputs to the PCLK_CRTC1 and
PCLK_CRTG2, a5 well as pixel clock branches for various devices. They will first go through a mux and an antl-
glitch circuit. Then output of the anti-gliteh circuit will be functionally gated by individual conditions of each display
device to become the pixel clock for that device. The table below describes the clock source musing and functional
gating of each pixel clock branch.

a— PORTLEN=1|AwaysrunPCUK CRTC?|CRTC2 CLK SRC = 0[Pbvelclock|TPCLKCRIC2GATEDiset[___{Abwaysrun_|
-ERTE2CUSRC=1|Pheellack2|PELKCRTCGATEOG=2|SENRe

PCLKDACA

Pixelclock 1|PCLK_TMDSA_GATE_DIS =1

[pesca TOLSTED:1 o

 
poEC'SALEN = 7|Alwaysrun|

PCLK HDCP [HDCP CLK SRC=0|Pixelclock1 |PCLK HDCP GATE DIS=1||Awaysrun_|
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|—C«dADCP CLK SRC 1 PCLK_HDCP_GATE_Dis =o

HeoveA|WOKSIZSeeFdBealeREOoRextDigeHPOLKDVOA|DVOA CLK SRC ==o PCLE_DVOA GATE DIS = 4

[HDCPEN=0O|Stop
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10.3 TMDS Links

The feature of R500 includes a second internal THOS link in orderto support display resolution larger ihan
1600x1200 at G0Hz refresh rate. These duallinks operates at two different modes, which are dual-link mode and
iwo-single-link made.

In the duallink mode, the display clock is running at 330 MHz. The two separatefifo store the pixel data for even
pels and odd pels. Allhough one TMIDS link can only support 165 MHz piel rate, with the second link, a total
bandwidth of 330Mpixel per second can be supported.

In the two single link mode, the two TMDS links operates separately at the frequency of 165 MHz. The clock source
in these two single links can be from the same erie] of erica clock source. They also can be from the different erici
and eric? chock source depending on the mode setting.

The DOCG block in DO is responsible for generating clocks for TMOSA and TMDSB through the clock tree
synihesis. The frequency of these two clocks is 330 MHz in the dual-link mode and 165 MHz in te two-single-link
mode,

The TMOSCLABLK genérates the clean version of the clocks. In the dual link mode, the data synchronizer needs
‘divide-by-two" version of clock in order to read the data from the separate data fifo of even pixels and odd pixels,If
“divide-by-two" is dane in TMOSCLEBLK,the requency of TMDSA_DIRECT and TMDSB_DIRECT is 165 MHz.
Otherwise the frequency & 330 MHz. This means that this “diide-by-two" will be done the TMOS macro. in the case
of two-single-links, the frequency is 165 MHz.

The clock source sélection depends on ihe mode control and the source control,

Ait (hued Nive treks)
if (ids clock from crte1)

pclk_imdsa = pclk_ertet
pelk_imdsb = pelk_ertct

ese

pclk_imdsa = pclk_ertc?
pelk_imdsb = pelk_crte?

else if (single link mode}
if (imdsa clock from erte1)

pelk_imdsa = pelk_ertet
else

pclk_imdsa= polk_ortc?
iimdsb chock from crtet)

pelk_imdsb = polk_erted
else

pclk_imdsb = pelk_erte?

The detailed clock generation diagram shows in the following link.

DUAL_LINK_TMDS_CLOCK
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10.4 T¥_VCLK Generation

A method of Discrete Time Oscillator (OT) is used to generate TV_VWOLK, The algonihm used by OTS is basically
a scaling algorithm.

Let's take NTSC a¢ an example:

it the scaling ratio for NTSC = 35/121 = 0.289256

The accumulator is reset at 0, After thal at each cycle of pixel clock, itis incremented by the scaling ratio. Al each
pel clock cycle where the integer part of the accumulatoris incremented, the TV_VCLK will generate a piel clock
pulse. Otherwise, TY_VCLK wall be zero.

OTO also outputs the phase coefficient forthe upsampler al each pixel clock, The fractional part of the accumulator
i used as the phase coeficrent.

Pixel clock cycle: Accumulator value TV_VELK
Oo Oo Fer

4 0.280256 zero
z 0.578512 zero
a 0.867768 Fer

4 1.157024 pixel clock pulse
5 1.446260 zero
5 1.735536 Fer

7 2.024782 pixel clock pulse
8 2.314048 zero
9 2.603204 zero
10 2.892580 zero

VW 3.181816 pixel clock puke
12 3.471072 zero
13 3. fF 60328 zero

14 4.040564 pixel clock pulse

The pixel clock and TV_VCLK will look like the below diagram.

pieel chock

In the hardware implementation, we want to calculation in fix point instead of floating point, Therefore, we need to
approximate the scaling ratio wilh an unsigned integer. In R500, a 32-bit register field is defined to represent the
scaling ratio.

OTO_VCLK_INC(31:0]

The following formula 6 used to calculate the register value based on scaling ratio:
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OTO_VCLE_INC = integer pani(scaling_ratio x 2")

The size of the accumulator is defined as 32 bats for ROO.

tvolk_accumulator[31:0)

The accumulator is inilially reset to 0, At each pixel clock cycle, tvclk_accumulatoris incremented by
DTO_VCLK_INC. Al the pixel clock cycle where tvcik_accumulatod31] is 1, the accumulator has overtiowed, DTO
will oulput a pocel clock pulse al this cycle. Also at each pixel clock cycle, the 6-bit msb (bit 30 to 23) of the
accumulator will be used as the phase coefficient for the upsampler.

Afér lhe accumulator has been incremented with the scaling ratio for NM limes, where Wis the denominator of the
scaling ratio, its fractional part should be equal to zero, wiih the integer pari equal to the numerator of ihe scaling
ratio. However, since we round off the fractional part when we calculate DTO_VCLK_INC,this will not happen, To
cOmecl this, we need lo add an offsel to the accumulator every WN pixel clock cycles, where Nis ihe denominator of
the scaling ratio.

In order ia keep track of the number of cycles the accumulator has been incremented, we define a 12-bit register to
store the denominator of the scaling ratio.

DTO_VCLK_DENOMIN[1 1:0] = Denominator of the scaling ratio = 1

The counter tvelk_denominatorcount is initialized to 0. At each pixel clock cycle, it is incremented by one. Wien
counter reaches DTO_VCLK_DENOMIN, fl will be reset to 0. At this same cycle, the accumulator is incremented by
(OTO_VCLK_ING + offset) to compensate for the round off of OTO_VCGLK_DENOMIN.

A 32-bit register is defined to represent the value added to the accumulator every N cycles, where N is [he
denominator of ive scaling ratio.

DTO_VCLK_INC_CORR[31:0]

DTO_VCLK_INC_CORR = Numerator x 2°’ - DTO_VCLK_DENOMIN x DTO_VCLK_INC

The algorithm to generate TV_VCLK_EWNis described as below,
algorithm
At avery pooel clock cycle
if(reset)

tvelk_accumulator <= 0
tvelk_denominator_count <= 0
Upsamplerphase <= 0

else

ifttvelk_denominator_count == DTO_VCLK_DENOMINATOR)
tvelk_accunmuiator <= tvelk_accumulator[30:0] + OTO_VCLK_INC_CORR
twelk_denominatorcount <= 0

else

tvelk_accumulator <= tvelk_accumulator[(30:0] + OTO_VCLK_INC
tvolk_denominator_count <= twolk_denominator_count + 1

if(reset)
upsampler_phase = 0
TV_VCLK_EN <=0

Else

Uipsampler_phase <= tvclk_accumulator[st:23]
TV_VCLK_EN = tvelk_accumulater[31]
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10.5 One-shot Dynamic Stopping/Running Clock for Debug Purpose

One-shot dynamic stopping/running clock has been implemented as a new fealure in RAG and R500 compared to
previous projects. This feature makes clocks of a certain braches stopped or nun dynamically in order to analyze the
status of the chip through the debug bus. Atter a panicular ciock branch & stopped, it can be advanced one of more
clock cycles through register-write and will stop again whenit is finished.

There are two modes of one-shot dynamic stopping/running clock, manual mode and tigger mode. The manual
mode 6 uncer register control, which register-write makes clock stopping or running at a particular moment. In ihe
ingger mode, the clock is stopped when a trigger event on the test debug data bus is detected as the matching
pattem that is expected.

The clocks branches are controlled by one-shot debug mode are listed bellow.

S06 in OC branches

« System clock branch used by DCP (sclk_q_dep)
* System clock branch used by VGA renderer (sclk_g_vga)

DCs in OO branches

* System clock branches used by SCL1 and SCL2 (sclk_g_scl1, sclk_gscl?)
» Pixel clock branch used by the primary main pixel clock source (main_pictclk)
«* Pixel clock branch used by the secondary main pixel clock source (main_pocclk)

The registers are lsied bellow,

SOG:

SCG_ONE_SHOT_CLOCKING_CNTL
{

S06_ONE_SHOT_CLOCKING_MODE [1:0]
SCG_TEST_DEBUG_DATA_TRIGGER_ONE_SHOT_EN

ki

S0G_ONE_SHOT_STOP_CLOCKSCNTL
{

SCG_ONE_SHOT_STOP_DCP_SCLK
S0G_ONE_SHOT_STOP_VGA_SCLK

I

$06_ONE_SHOT_RUN_CLOCKS_CNTL
{

SCG_ONE_SHOT_RUN_DCP_SCLK
$CG_DCP_SCLK_OVERALL_STATUS
SCG_ONE_SHOT_RUN_VGA_SCLK
SCGVGA_SCLK_OVERALLSTATUS

h

S0G_ONE_SHOT_RUN_CLOCKSCOUNT
{

SCG_ONE_SHOT_RUN_DCP_SCLK_COUNT [7:0]
SCG_ONE_SHOT_RUN_VGA_SCLK_COUNT [7:0]

I

DCCG_SCL_ONE_SHOT_STOP_CLOCKS_CNTL
{
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DCCG_ONE_SHOT_STOP_SCL_SCLK

DCCG_SCL_ONE_SHOT_RUN_CLOCKS_CNTL
{

DCCG_ONE_SHOT_RUN_SCL_SCLK
DCCG_SCL_SCLK_OVERALL_STATUS

hi

DCCG_SCL_ONE_SHOT_RUN_SCL_SCLK_COUNT
{

DCCG_ONE_SHOT_RUN_SCL_SCLK_COUNT
}

ONE_SHOT_STOP_CLOCKS_CNTL_MIRROR
{

SCS_ONE_SHOT_STOP_DCP_SCLK
DCCG_ONE_SHOT_STOP_SCL_SCLK

}k

ONE_SHOT_RUM_CLOCKS_CNTL_MIRROR
{

SCG_ONE_SHOT_RUN_DCP_SCLK
DCCG_ONE_SHOT_RUN_SCL_SCLE

h

occa:

DceG_ONE_SHOT_CLOCKING_CNTL

DCCG_ONE_SHOT_CLOCKING_MODE[1:0]
DCCGTESTDEBUGDATA_TRIGGER_ONE_SHOT_EN

hk

DCCG_ONE_SHOT_STOP_CLOCKSCNTL

DCCG_ONE_SHOT_STOP_PIICLK
DCCG_ONE_SHOT_STOP_PIX2CLK

hk

DCCG_ONE_SHOT_RUN_CLOCKS_CNTL
{

OCCG_ONE_SHOT_RUN_PIX1CLK_
DCCG_PIXICLK_OVERALL_STATUS
OCCGONESHOT_RUN_PIX2CLK
OcCG_PIMSCLK_OVERALL_STATUS

i

DCCG_ONE_SHOT_RUN_CLOCKS_COUNT
{

DCCG_ONE_SHOT_RUN_PIX1CLK_COUNT[7:0]
DCCG_ONE_SHOT_RUN_PIX2CLK_COUNT[7:0]

};
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10.6 Read Back Test Counter

The test counteris implemented to calculate pixel clock frequency. This pixel clock can be selected from one of ihe
pclk_maint and pelk_main?. The method Is using SCLK as a reference.If the test counter enable is set, the test
counter will increment by 1. This test counter enable bil & programmed through REEBMIF. tl can be enabled a
number of clock cycles of SCLE and then disabled. After thai the REBM will read back the counter number to
calculate the frequency for pixel clock.

M cycles of SCLE

SCLK Oe

POLK
C

TEST_COUNT_EN

TEST_COUNT |x1X z yey na) hl

The register field is defined as below.

TEST_COUNT_MUX_CLK (select pelk_main 1 or polk_main 2)
TEST_COUNT_EN
RESET_TEST_COUNT
TEST_COUNT[23:0] (read only)

Ifthe TEST_COUNT_EN is set for M cycles of SCLK, and the TEST_COUNT value is N cycles of pixel clock,
The pixel clock frequency is calculated as below formula:

PCLK_frequency = N* SCLK_frequency’M
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10.7 Clock TST Control

The TST centre for SCLE domain is inched in CG block. The POLK domain TST contra & done inside DOCG.

There are four test clock sources:

TST_OCCG_test_pixcik
TST_DCCG_test_dvocik
TST_DGeGtesi_fcp
TST_DCCG_test_tck

In the scan debug mode, all these TST sources come from PO_TST_TCRK. However in the functional test mode, they
are from ihe different lO ports.

1O_TST_piwctk ‘' TST_DOCG. ptectk
hO_TST_ick re

10_TST_dvo
, TST_DCSG.dvock

bO_TST_tek

i0_TST_icp
| TST_DCOG_fep

bO_TST_tck

These TST clock sources are used for the different POLK branches as below description,

l(TST_DCCG_test_sel[i])
PIXICLK = TST_DCCG_test_ptecik
PIX2CLK = TST_DCCG_test_pixclk
PCLK_DVOCLK_C/D = TST_DCCG_test_dvoctk
PCLK_FCP = TST_DCCG_lest_fep
PCLK_tv = TST_DCCG_test_pixclk
Tvelk = TST_DCCG_test_tck
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Revision Changes

This Section i optional for changes to the document before the first official release to other groups (rev 71.0), After
that point, all changes must be briefly detalled in this section.

Rev 0.7 Jimmy Lau
Date: June 4, 2002
Initial revision,

Rev 0.2 Jimmy Lau
Date: June 4, 2002
Fix the problem thal top level diagram cannot be accessed,
Add sections 3.1, 3.2 and 3.3

Rev 0.3 Jimmy Lau
Date: June 9, 2002

Major update after specs review,
Rey 1.0 Jie Zhou

Date: April 4, 2003
Major update for R500. Add TMDS Link, TVGLE generation, one-shot mode for debug purpose, Read
back test counter, TST mode.
Rev 1.1 Jie Zhou

Date: Oct 8, 2003
Add DTG, lest counter, fix Hyperink
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1. Overview

The Memory Controller (MC) reads and writes the local memory and converts between the memory clock domain and
the core clock domain. There is one MC per render pipeline. The R400 and R450 have four render pipelines and
hence four memory controllers. The RV400 has two renderpipelines and hence two memory controllers.

Each MC accepts read and write requests from the global Memory Hub (MH) and from the Render Backend (RB)in its
render pipeline. The MC also transfers data between the MH and its RB. The memory clock can be slower than the
core clock or can be up to twice as fast as the core clock, so the MC converts betweenthe two clock rates.

1.1 Top Level Block Diagram
The MC can be thought of as containing three sub-blocks. The Client Interface (MCCI) puts requests into the proper
queues and routes read and write data. The Ordering Engine (MCO) handles the memory clock end of the queues and
schedules the memory accesses. The Protocol Engine (MCP) buffers read/write commands, read data, and write data
and performs the actual memory accesses. Thefigure below shows therelationship of these three sub-blocks and the
namesof the busses that connect them to each other and to other blocks.

  
 

 ees Read Data
RB Access

MH: AddrRetum ares
MH&RB: TagRetum MCC: MCO;: Mcp: k—» Address,

MH: ReadDataRe Client Ordering | Protocol ol To Pads
Read |>|Interface Engine |MemWre) Engine 128-bitData Bus

RB: ReadDataReg,Read
RB & MH Queue Count

core clock ~=memclock
el

Figure 1: MC Top Level Block Diagram

The clock crossing from core clock to mem clock occurs in the queues and dual ported memories that connect the
client interface to the rest of the MC. With the heads of the queuesin the core clock domain the clients can access
the queues without waiting to cross a clock boundary. By having thetails of the queues in the memory clock domain
the ordering engine sees all the queues and can select the next access knowing the state of each DRAM bank.

The pins transfer 64 bits to or from the DRAMs twice per clock. In the pads this is converted to 128 bits once per
clock. Read and write data is stored in 128-bit wide memories; transfers to or from the pads can occurat a rate of 128
bits per mem clock. The design is optimized for a memory clock to core clock ratio of 1 or somewhat higher.
However the design will function correctly at any ratio.

1.2 Memory Configurations
The MC supports regular DDRAM2-style parts and Elpida DDRAM,both of which have four banks and 8 or 9 column

address gin the Mc does notoefoeeaei _orSGRAM.SGRAM,Ope aeect
 
Thisiis not ecdseatiy a saipecad csclagincaeor, dustto issuescullsof‘the MC.
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The maximum memory size is 512 MB total, 256 MB per MC. 11-14 rows and 8-10 columnbits are supported. Two
ranks are allowed, but in that configuration the numberof row bitsis limited to 13._ The latest DDR II spec calls for 8
banks in the 1Gb and largerparts; this is not supported in the MC.

Class Vo On-Chip Data Size Speed Width Banks|Rows Cols|Supported
ve Term. Inv. In R400?

GDDRIIl|1.8v.|High ¥ 256Mb|600 MHz.|X32 4 32. 19 ca
GDDR|| 1.8v.|Mid 128Mb|500 MHz.|X 32 4 12 8 fs
DDRIl 1.8v. |? 256Mb|333 MHz.|X 16 4 13 9 a

1.8v. |? 512Mb|333 MHz.|X16 4 13 10 ¥

Elpida 1.8v.|Mid 64Mb 300 MHz.|X32 4 ii 8 fu
Elpida 1.8v.|Mid 128Mb |? X32 4 2? ? x
GDDR| 2.5v.|None 128Mb|To X32 4 a 8

-3.0v. & 500 MHz. &
256Mb 9

1.8v.|None 128Mb|To X32 4 42 8 «
& 500 MHz. &
256Mb 9

DDR | 2.5v.|None 64Mb To X16 4 12 8
to 300 MHz. & &
256Mb 13 |g

          
 

The MC uses Fetch-4 mode on all memory parts. Fetch-4 mode uses a burst of two memory clocks to read or write
four 64-bit data words. Fetch-2 mode (1-clock bursts of two data words) will never be used, even on slower DDRAMs
that support this mode, since fetch-2 does not provide extra slots on the command bus for activate and prefetch
commands.It now appears that all DDRAMs under consideration for R400 will support Fetch-4 mode, so R400 will not
use Fetch-8 mode(a four clock burst of eight data words), even on parts that support it.

A key issue for the memory controller design is finding ways to hide the latency between finishing with a row in a
particular bank until a different row can be accessedin that bank. Typical row cycle times for the least expensive parts
are in the range of 60ns, which is 18 to 30 memory clocks for 300MHz to SOOMHz DDRAMs.This is the design center,
though the MC should also be able to take advantage of more expensive parts with shorter row cycle times, e.g. down
to 36ns, or 13-22 clocks. The time from the last access in one row to the first access of a different row in the same
bankis typically 2/3 of the row cycle time, or 12 to 30 memory clocks for 300MHz to 500MHz DDRAMs.

The MC hides prefetch and row access latency by scheduling accesses to other banks while a given bankis changing
rows. The MC selects accesses from multiple address queues, based on the latency requirements of each client and
the time needed to hide precharge and row activate cycles. With the sole exception of texture read accesses, the MC
does not change the order of accesses within an address queue. Therefore, clients should be designed so that they
typically group together accessesthat are in the same row.

Another key issue is minimizing the numberof transitions between reading and writing on the memory bus. On older,
DDRAM1 parts, a sequence of reads->writes->reads wastes 4-5 clocks on the data bus, due to turnaround time on the
bus and inside the memory parts. With DDRAM2parts, current estimates are for 7-12 clocks wasted on the data bus,
with larger numbers for the faster parts. A enhanced write proposal would reduce this to 2-4 clocks, but evenif parts
are designed that support enhanced writes, we cannot depend on using those parts. Therefore, read and write buffers
need to be large enoughto reduce the numberof read->write->read transitions.

Finally, we must allow the memory clock to run faster than the core clock, to give us more configuration flexibility.
This requires that the MC support more than 128-bits per clock for both address requests and data transfers. Each
MC address request specifies a 256-bit addressable unit. Most requests will read or write the entire 256-bits, though
some may only access half of that data. Both the RB and the MH can make one request per clock, so address
requests exceed 128-bits per clock. Data transfers occur over separate 128-bit read and write busses. Given a mix of
reads and writes, the MC can therefore support a memory clock rate up to twice as fast as the core clock rate. In
practice, the memory clockis unlikely to ever be more than 50% faster than the core clock.
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1.3 Memory Formats
The R400 Memory Format Specification describes the format of data in local memory. Some of the details are
important for this specification and are reproduced here. All data stored in the local memory usestiled formats, where
the precisetiling format depends on the dimensionality of the data: 1D, 2D, or 3D. The MH cantranslate the tiled
formats so that its clients can access memory linearly, but direct accesses from the RB always usedtiled formats.

The R400 frame buffer formats divide local memory into eight disjoint subsets. Each memory controller contains two
subsets that are organized by banks. In memory controller 0, for example, subset abO contains all of the memory
words addressed in banks A and B. Subset cdO contains all of the memory words addressed in banks C and D.
RV400 frame buffer formats are similar, except that the RV400 divides local memory into four disjoint subsets, since
the RV400 has only two memory controllers instead of four.

The 2D and 3Dtiling formats interleave even/odd scanline pairs within each 128-bit access. Adjacent 128-bit words
step through an 8x8 pixel tile before stepping to the nexttile. Since the smallest pixel size is 8-bits, this means that the
smallest allocatable unit of memory is 512-bits. After filling a page in bank A (for example) with 8x8 blocks, the next
128-bit word comes from the same page on bank B. When bank B isfull, the next 128-bit word comes from the next
page in bankA, etc. As a result, stepping horizontally to the next 8x8 tile can never change to a different page within
the same bank. Vertically, 2D and 3Dtiling alternates between the AB and CD memory subsets, so that stepping
vertically also can never change to a different page within the same bank. 3D tiling also alternates memory subsets
when stepping in the Z direction.
{Open Issue: How many different DDRAM types will R400 support? DDR|, SGRAM, DDRII, and SOOMHz type, maybe
Elpida and Infineon memory. Elpida has 64Mbit memory at 350-400Mhz, but market is coalescing to 128Mbit at this
frequency range. But Elpida has the advantageof internal termination (helpful for mobile products)}
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2. Client Interface (MCCI)

 
 

2.1 MCCI Block Diagram
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Figure 2: MCCI Block Diagram

The MCCI (MC Client Interface) is the interface between the requestors MH, RB and the MC Ordering engine and
Protocol engine. It organizes requests from MH and RB into different queues before passing them on to the Ordering
Engine. It reorganizes 32-bit words from MH write requests into 128-bit words. It handles address and tag return
depending on the result of arbitration from Ordering Engine. It passes read data coming back from the Protocol
Engine on to the requestors MH and RB. It routes requests and data between MH and RB. The boundary between
MCCI and the rest of MC is also the interface between SCLK and MCLK,
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2.2 Receiving Requests from RB and MH
The MH and RB each has their own access bus to the MC (MH Access Bus and RB Access Bus). Each Access bus
has the Request portion and the Write Data portion each with their own valid bit (validrequest and validdata). Each
portion also has their own destination fields (requestqueue and dataqueue) indicating different requests from different
sources to be deposited into different destination queues (to either Ordering engine or the other requestor, MH or RB).
Since the two access busses feed into two different same-page detection logic and a non-overlapping set of queuesin
the MCCl, there is no conflict when the two sends information simultaneously. Instead of having handshake signals,
only a send signal is needed per bus to indicate that the bus has something to send. All requests can be for 128-bits
of data or 256-bits. On the data side of the bus, the data field of the MH busis 32 bits wide and that of the RB busis
128 bits wide. There is also a one-bit word field to indicate which half of the 256-bits the current cycle of data is for.
Also for every byte of data there is one bit of bytevalid. For the MH bus, since the data cycle is only 32-bits, there is a
2-bit select field to indicate the position of the word within a 128-bit word. There is also an endofwordfield to signal
the end of a 128-bit transfer. Write data can precede the write request, but the last cycle of data has to match the
write request. Other cycles of the data can be matched with other read requests. This increases the utilization of the
access busses. There is no longer any wordvalid bits since we eliminated the half populated case. RB will always
access 256-bit data at a time. Evenif it has only 128 bits of valid data it will still send the other cycle with the proper
masks. MH will always send at least one access bus transfer for each of the two 128b words of write data. MH can
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also send "dummy_write” (also must be 2 cycles) that has all data mask set to zero. The MCCI will mark that request
with a same pagebit and return a tag on this request. But dummy_write would create bubbles on MCPpipelines.

For those accesses that read or write to the frame buffer, their information is organized into two or three sets of
queues (depending on whether the accessis read or write) going from MCCI to the Ordering Engine. There are the
arbitration queues that contain just enough information for the Ordering Engine to pick the next winner. There are the
address store queues and the write data store queues that can be indexed by the Ordering Engine once a winner has
been picked to access the complete request information. Each of those groups of queues is divided according to
destination and all requests within the same queues are in order. For example, an RB Write AB request would have
its arbitration information in its own arbitration queue, address queue and data queue, but they are all in the same
order. This way when the queues cross over to the Ordering Engine, the MCO can arbitrate for the winner and then
depending on the destination queue index into the corresponding address and data queues and simply select the top
entry to access the complete request information. Each of the arbitration queues is 8 deep, as is each of the address
queues. The data queues are 128-bits wide and 16 deep each with every 2 entries corresponding to an address
queue entry. Tile and host queueswill be 8 deep as well

But before the information can be stored in the queues, they have to go through some organization. For the arbitration
queues, there is the same page logic. The same page logic operates on the request portion of the bus. It compares
the address (rank, bank, and row) and operation (read or write) of the latest request to that of the last request in the
Same queue to generate a same pagebit. This bit will be later used by the Ordering Engine to determine whether
there is any same page advantageto be exploited in arbitration. The MCCI then puts just enough address information
(rank, bank, and op) together with the same pagebit into the corresponding destination queue awaiting arbitration. A
special case is one of the MH's clients, Texture Cache, a read only client. Requests from this client go into a special
CAMto be reordered to extract more of the same page sequentiality (explained in 2.5). The output of the CAM is then
fed into two arbitration queues for AB and CD bank accesses, as well as the Address queues. In addition, the data
portion of the MH access bus has to be assembled into 128-bit words suitable for storage in the MH data queue.

2.3 Returning Information to MH and RB
The MCCI needs to communicate information back to the MH and RB as well. For those requests that access the
frame buffer, once the arbitration has selected a winner and passed that information to the MCCI and its Read Buffer
Allocation logic, the MCCI needs to send a queue count signal back to MH and RB to indicate which queue has been
selected winner so that the requester will know that a FIFO space has been freed up in that particular queue. This is
passed through the MH QueueCount Bus and RB QueueCount Bus. If the access is a write, then tag information (for
MH) or queue information (for RB) should also be returned via the RBMH TagReturn bus upon winning. (Is this
necessary?) Meanwhile when the accessis a read, the Read Buffer Allocation logic allocates a Read Buffer space to
the winner and then sends back on the TagReturn bus the index of the buffer space together with the tag/queue
information. The source is always noted to indicate whether the request is from MH or RB. The MH or RB can then
request for that read data through RB readdatareq bus and MH readdatareq bus with the proper index indicated. The
MCCIwill return the appropriate data if the valid bit for that entry is set. VWWhen there are read data requests from both
RB and MHthey will be serviced one from each at a time to maintain fairness. There will need to be skid buffer in
addition to storage buffer for read data requests. Note that tag return is a don’t care for RB writes to frame buffer, but
since the logic already exists for RB reads anyway,always return tag.

The Read Data Buffer has one write port and one read port. The write port interfaces to the Protocol Engine and the
read port to the MH and RB read bus. The Read Buffer has a Valid bit associated with each pair of 128-bit word. This
valid bit is set when the MCP writes that location and is cleared when RB or MH readsthat location. There is also a
Allocated bit associated with each entry. Oncethe entry is allocated to a particular read request, the Allocated bit will
be set to 1, Upon receiving data into that location, the Valid bit will be set to 1 as well. As soon as the read data has
been passed back on the read bus to MH or RB,both the Allocated bit and the Valid bit are cleared. Both the Valid bit
and the Allocated bit are determined on the core clock side. The indices of freed up entries are sent from core clock
side to MCLKside to be allocated to winning reads. The indices of data returned from MCP are sent across the other
direction to mark the entry as valid. Indices are synchronized through FIFOs when crossing boundaries in either
direction. The read data buffer will have 128 pairs of 128-bit entries, so will hold the data from 64 read requests. To
prevent deadlock, minimum allocations are set for (groups of) clients. The following minimum and maximum number
of buffers will be enforced:

* RB: minimum&for all RB queues; a programmable maximum, tentatively set to 32.
« Host: 1, minimum and maximum. There can be only one read outstanding
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* Shared: minimum 1; a programmable maximum.
* Texture: minimum 1, but this should be revisited when the architecture of the cache is set. A programmable

maximum.

« Display: 16 minimum and maximum. Logic will be included to hold off the display requests until § read
buffers are free.

To further prevent deadlock, TC should not allow multiple reads on the same cacheline. Also no client should have a
read dependent on a previous read.

 

 

 
{ Issue. There is talkfromSteve|

There is also a routing functionality in the MCCI. Certain access requests are not destined for the frame buffer and
the MCCI needs to route these requests to MH and RB accordingly. Whenever RB performs a system memory
access or texture cache fetch, the MCCI hasto route the corresponding address and data to the MH. It does so by
stealing cycles from the MH Read bus, with the proper source and destination noted on the busses. A system
memory write requires three cycles of the MH Read bus, one to send the address and two to send the data. The
addressis always sentfirst. Likewise when the MH has data to send back to the RB in response to a TC fetch or
system memory read, cycles will be stolen from the RB read bus to send these data with the proper source indicated.

A couple of restrictions on RB->MH requests:

+ An AGP write request is 2 cycles on the RB_MC accessbus,but it has to be followed by 1 cycle free of other} Formatted:BulletsandNumbering
RB->MH requests.

« No two RB->MH requests can appear on the RB_MC_access bus at the sametime.
These restrictions are necessary because of the limited amount of request buffering available in MC. If two requests
were sent on the same cycle, and there is also a contention with the MH read data return, only one of the incoming
requests would be saved and buffered.

 

MH->RB requests such as AGP read data return and multi-sample requests are always sent in 8 data cycles on the
MH_MC_access bus.

2.4 Render Backend Queues
The Render Backend reads and writes depth data, color data, and tile data. The RB can read or write local memory or
can write this data to the MH for transfer to system memory. The RB also responds to requests from the Texture Unit
by computing shadow coverage andfiltered pixel colors and sending the results to the Texture Unit via the MH. The
RB hassix request queues that are divided amongthese different types of accesses.

The RB Tile queue stores read and write requests for tile data. The tile data stores hierarchical Z and color/depth
compression information for each 8x8 tile, in groups of 16 tiles. This queue requires few entries, since there will
usually be very few requests outstanding at the sametime. The queue stores both read and write requests.

The two RB Read queues store read requests for color and depth data. One queue holds the requests to the local
bank A/B subset, the other to the local C/D subset. Now requests for color are notlikely to be on the same page as
requests for depth. So if color and depth requests are interleaved one color request followed by one depth request,
multiple requests to the same page will be separated in the queue and not detected. So when the RB merges the
color request stream with the depth stream it should keep the requests to the same pagetogether.
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The two RB Writequeues store ‘write requests for color and depth data. As for reads, one queue holds the requests to
the local bank A/B subset, the other to the local C/D subset. And as for reads the RB should keepwrites to the same
page together.

Finally, the RB External AGP and TC fetch queues are used for system memory requests. This request is not passed
to the Ordering Engine; instead, it is sent over the MH Read buss on the next few clocks without using queues. Other
traffic on these busses is delayed. Addresses that are marked as coming from the RB External queue represent
external accesses, so the MH converts them into AGP transactions.

The RB processes data in units of 512-bits. All 8x8 tiles of color and depth data occupy a multiple of 512-bits in the
frame buffer. Even the tile data comes in units of 512-bits. A tile of 32-bit pixels occupies 2048 bits. The RB may not
need to access all of an 8x8 tile, but typically the RB accesses multiple 256-bit words within eachtile. As a result,
requests in the RB Read and Write queues have a lot of coherency, so that multiple sequential requests are in the
same page.

2.5 Memory Hub Queues
The Memory Hub processes memory accesses from the Display Unit, the Texture Unit, the AGP/PCI, and a variety of
low bandwidth sources, such as the Video Interface Port (VIP). The MH mergesall of these accesses onto a single
address request bus to the MC. Each request specifies one of four request queues, depending on the source of the
request. As with the RB request queues, most of the queued address requests are stored in a common dual!ported
memory.

The Host Access queue stores writes and possibly one read from AGP/PCI accesses where R400/RV400 is the slave.
Additionally, servicing this queue is Urgentif there is a read in the queue, since the host may block until the read is
serviced, Otherwise the queueis low priority. Host reads and writes go into the same queue to ensure that orderis
preserved.

The Shared queue stores read and write requests from several MH clients. This queue has high priority since these
clients may stall if they don't get data in time. To handle the case where the real time clients are not receiving the
accesses they require, the MH can makethe shared queue urgent.

The Display Read queue stores long sequences of reads from up to four different surfaces: a main display surface
and an overlay surface for two video outputs. This queue has the lowest priority, except when the MH signals that
Display Read is Urgent. Then it has a very high priority, since a display artifact may occurif the Display Unit does not
receive data in time._The output of the display queue is enabled for non-eff1 arbitration only if there is space for at
least eight requests in the read buffer. Effi requests are same page requests that would follow a beginning non-eff1
request. Thus at least eight same page requests would be processed without interruption if they are present in the
queue.

Texture read requests are first entered into a CAM to attempt to group accesses on the same page. The MH receives
texture requests from the L2 texture cache in an arbitrary order, since the pipelines are not synchronized and since
texture accesses would be somewhat chaotic even if they were. The L2 cache removes requests for texels that are
already in the L2 cache(or that it already requested) and passes the rest of the requests to the MC

The Texture queue accomplishes this reordering by providing a 16 entry CAM. The figure belowillustrates the CAM
entries. Each contains one address request register and a 16-bit comparator, which compares the contents against
the most recent texture read address. Priority logic selects the oldest address request register that matches the most
recent texture read address, or the oldest address request register if none of them match. When thepriority logic
selects a texture read as the next access,
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that register is read out and the registers with newer requests transfer their results to close the gap. As a result, the
texture queueis able to group texture requests onto the same page within the most recent 16 requests.

3. Ordering Engine (MCO)
The MC Ordering Engine (MCO) fetches read/write address requests from queues and schedules the memory
accesses. There are multiple request queues. Memory accesses occur in order within a given queue. The Ordering
Engine selects which queue to service based on latency requirements for the different clients and based on minimizing
dead cycles on the memory bus. The ordering engine works entirely on memory clock.

3.1 MCO Block Diagram
The MC Ordering Engine inputs address requests from the Render Backend and the Memory Hub.It produces a
sequence of memory access commands for the MC Protocol Engine and a sequence of accessesthat are returned to
the Memory Hub. The figure below shows the basic structure of the MCO.The Priority Logic looks at the next address
from each queue, combinesthis with information about the efficiency of various accesses and whether a queue has
been declared “urgent’, and decides on the next address to send to the MC Protocol Engine.
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Figure 5446: Ordering Engine Block Diagram

Ten queues feed the priority logic. The storage for these queues is separate for each queue so that it can respond
more quickly. The priority logic only receives from each FIFO thefive bits needed for the arbitration decision:

¢ 2bits DRAM bank
* 1 bit DRAM rank

1 bit operation (0 -> read, 1 -> write)
.

1 bit same page (1 -> this request is on the same pageas thelast one in this queue)
.

The address and other data for the request are stored in the address and write data memories. These are addressed
by a pointer for each queue. The winner of arbitration is immediately placed in a short queue to cross the clock
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boundary to the client interface. There each winner is decoded and the appropriate transfer is generated back to theclient.

The read buffers are managed by the memory controller. They are allocated when the read operation enters the
Protecal Engine, and released when the client reads the data. A valid bit is set when the read data is stored into the
buffer, Client reads of the buffer are held up until the data is markedvalid.

The operation of the Ordering Engine proceeds as follows. The arbiter selects the top of one of the queues as the
next operation to be done based on information saved about the previous winner. That queue entry is popped off and
sent several places. It goes to the address and write data memories; the correct queue pointer is used to pop off the
address and the write data if necessary. The winneris also sent to the client interface for client notification and to the
read buffer allocation logic to receive a read buffer index if needed. Whenall of this completes, the access is sent to
the protocol engine for processing.

Figure 7 below shows some examples of how the MCOinterprets the address as passed down from the MCCI. The
complete address is indicated with the two fields: address and subset. The actual bank numberis indicated with a
combination of subset and bank bits. The subsetbit “s" indicates whether the request is for subset (bank group) AB or
CD. In MCCI, this bit selects the destination queue the request would go into and therefore is placed in its own field
apart from the address field in the Access bus. Between the row address and column address is the bankselect bit
that chooses between Bank A and B if subset AB, or between Bank C and D if subset CD. This bit is so placed to
avoid having nearby pixels on different rows of the same bank, but rather same row different banks, “r’ selects
between two ranks of memory chips. The numberofbits indicating row address depends on the DRAM type. So is
the numberof bits for column address. However, since the address selects a burst of 4, the least significant two
columnbits are truncated. “x” specifies bits that are unused. Note bank A,B,C,D correspondsto 0,1,2,3 on DRAMs.
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Figure 6337: Address Subfields

3.2 Priority Logic
The priority logic can be viewed as a simple fixed priority arbiter that selects the highest priority request as the next
winner. However each queue canenterthe arbitration at several different levels; which levels depends onthe state of
three fairness counters and the properties of the queue, the request at the head of the queue, and the last winner
These counters implementa limited round robin algorithm among someof the queues.

It is useful to think of queues making requests at several different efficiency levels. These efficiency level definitions
are similar to those used in prior memory controllers; they relate the current request to the previous winner:

« efficiency 1. (EFF1) The current request has the same operation and is on the same page as the previous
winner.

« efficiency 2. (EFF2) The current request has the same operation and rank but a different bank in relation to
the previous winner, or it’s EFF1.

« efficiency 3. (EFF3) The current request is to a different bank or rank relative to the previous winner, or it’s
EFF1.

* efficiency 4. (EFF4) All requests.
Note that if a request qualifies at a certain efficiency level, it will also qualify at all lowerlevels.
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The priority logic takes in the bank status from from the protocol engine. This status indicates when a particular bank
can take a request to another page. Thereis no point issuing a request to a busy bank, so the priority logic removes
from consideration all requests to busy banks, other than EFF1 requests. This keeps the ordering engine from issuing
requests to a bank while it is precharging. Note that this approach eliminates the requirement to have the EFF3level
of requests in arbitration. The reason to look for another bankis to avoid choosing a bank that is busy. But that can't
happen when the bankstatus is used. A modified EFF2 is still used to give priority to the same operation and rank. So
the efficiency definitions are modified as follows:

« efficiency 1. (EFF1) Same as above.
* modified efficiency 2. (EFF2’) The current request has the same operation and rank as the previous winner,

and it is to a non-busy bank.
* modified efficiency 4. (EFF4') The current request is to a non-busy bank.

In general the priority logic puts requests that are more efficient (with a lower efficiency number) at higher priority.
Fairness counters are used to limit the number of contiguous requests of a particular type. This hopefully prevents
many accesses of the same type from locking out indefinitely otherwise higher priority requests that are not as
efficient. One fairness counter, SAME_PAGE_COUNT, counts the number of contiguous same page accesses.
Whenthe counter expires, EFF1 requests are shut off. Since an EFF1 request is probably to a busy bank,it will not
make a request at EFF2’ or EFF4’ until the bank closes. This makesit likely that some other EFF2' or EFF4’ request
will win. Another counter, SAME_PAGE_COUNT_URGENT,also counts contiguous accesses at EFF1. lf the
counter expires and an urgent request is pending, EFF1 requests are shut off. Since urgent requests then become
the highest priority, one of them will win. This counter has no effect unless it is set to a value less than the
SAME_PAGE_COUNTcounter. Its purpose is to allow urgent requests to break a string of EFF1 requests sooner
than the SAME_PAGE_COUNT counter would. The SAME_OP_COUNT counter counts contiguous non-EFF1
accesses made with the same operation. When the count expires all EFF2' accesses are shut off. So EFF2' requests
are forced to EFF4’.

The MH Host, Display, and Shared queues may be marked by the MH to be urgent. This status causes their requests
to enter arbitration at a higher level regardless of their efficiency. This is meant to be used only by time critical clients
whentheir accesses are being held off too long. Since ignoring efficiency will reduce total memary performance, the
client should not use urgency often. The definition and handling of urgencydiffers for each of the queuesthat can be
urgent:

« Display: Urgent status will be set when the interface wire is pulsed. It will be cleared when the display read
data buffers are full.

* Host: Urgent status will be set when the interface wire is pulsed. It will be cleared when the queueis empty.
The host can only have one read outstanding, and fast writes will be distributed over the four MCs, so the
queue will empty quickly.

e Shared: Urgent status is declared as long as the interface wire is asserted, Currently only the xDCT block
uses urgent. The MH will assert shared urgentto al! four MCs whenit detects xDCT urgent. This approach
may cause the urgent state to be held longer than necessary, but using urgent with the shared queue does
not have a huge effect on priority. The shared queueis already nearthe top ofthe list, and DRAM bank
status is never ignored. So urgent here only causes the shared queue to go above the RB tile queue and
bypass the sameopefficiencylevel.

Within each efficiency level the requests are normally ordered as follows, highest priority first:
« RBtile
© MH shared
e MH Texture A/B and MH Texture C/D
e RBread A/B and RB read C/D
« RBwrite A/B and RB write C/D

« MH Display
For each of MH Texture, RB read, and RB write, the A/B and C/D queuesare in a round robin. For each non-EFF1
arbitration, the priority of A/B and C/D are switched for all three queue pairs. This attempts to give all banks equal
priority.

Both RB and MH Texture are likely to be high bandwidth clients. Since the texture unit is earlier in the pipelineit
should have higher priority. However it may be that allowing the RB some minimum bandwidth will improve
performance, so the programmable TEXTURE_WIN_COUNTfairness counter was added. Texture non-EFF1 wins
are counted; when the count expires both MH Texture queues are made lower priority than the RB queues. Within
eachefficiency level the order becomes:
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RB tile
MH shared
RB read A/B and RB read C/D
RB write A/B and RB write C/D

e MH Texture A/B and MH Texture C/D
MH Display

This priority is maintained until any RB request wins. Then the counter is reloaded and the priority returns to normal.

The overall priority is then, highestfirst:
e EFF1

Urgent MH Display
Urgent DRAM refresh
Urgent MH host
Urgent MH shared
EFF2
EFF4
MH host
DRAMrefresh

*e#@©@@@@
Note that only one queue may have an EFF1 request because same pageis detected only within a queue. These
requests will probably be handled special in the priority logic, and not go through the arbiter.

3.2.1 Write-Read Bus Turnaround Enhancement

Current DRAMs cannot transfer data for many clocks during a transition from write to read. After the last write there is
a several clock delay before a read command maybe issued. Then the data busis idle until the CAS latency period is
past. To increase the data busutilization and thus DRAM throughput an enhancementis being considered that would
allow additional write data to be transferred during this transition period. The commands and addresses to write this
data would be sent after the read commandsarefinished, at the point of read to write transition.

This raises several challenges for the ordering and protocol engines. At the time the Ordering Engine makes the
transition from write to read, it must issue the read accessesatfull rate. But it must also select several writes that it
will issue at the later read to write transitions. These writes will have their data sent to the Protocol Engine for
transmission to the DRAMs, but the addresses and commands must be saved somewhere. Howis the Ordering
Engine to know what are the correct writes to select to be sent after the reads? What bankwill the last reads be to?
{To be further discussed}

3.3 Refresh Generator

Data is maintained in the DRAMsbyissuing Auto Refresh commands. The Auto Refresh approach requires that the
MC issue periodic refresh commands to the DRAMs with sufficient frequency to ensure that each row is refreshed
within the maximum refresh time specified by the DRAM manufacturer. The row address counters are maintained
within the DRAM, and the same row in each bankis refreshed simultaneously.

The refresh generator is implemented in three stages. First, there is a simple divide-by-64 counter that runs on the
memory clock. Second, there is a software-programmable timer that defines the nominal row refresh interval.
Typically, DRAMs require a 7.8 us row refresh rate. Third, there is a refresh request log counter. The request log
counter is initialized to 7, then increments for every required refresh and decrements for every refresh actually
performed. Refresh requests are made as long as the counter is non-zero, and an urgent condition exists if the
counteris greater than 11 (decimal). The requests retum to normal once the counter is below 9. This allows at least
4 refresh requests to pass through whenever the urgency wins arbitration, This method allows refreshing to “work
ahead” when there is no meaningful work in the queues, and to tolerate some period of denial. The maximum refresh
interval to any single row will be within 1%of the requirement with this method.

Issue: Do we support %2 clock speed and Auto Refresh? If so we need to makethefirst divider programmable. Or we
can select between two counters, divide by 64, and divide by 32.
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4. Protocol Engine (MCP)
The MC Protocol Engine (MCP)initializes the DDRAM and performs burst reads, burst writes and refresh cycles under
the control of the MC Ordering Engine (MCO). Thefirst subsection below describes the basic functionality of the MCP.
The second subsection describes the commands passed to the MCP from the MCO.

4.1 MCP Block Diagram
The MC Protocol Engine (MCP) accepts the winning requests’ address command and write data from the MC |
Ordering Engine (MCO). It pipelines the request as controlled by the DRAM Timing Generator and outputs command
and write data on the memory bus. The Timing Generator also sends bank status information (whether a particular
bank is busy or not) back to the MCO to help it select the next winner. The MCP accepts a read index from the MCC|

From Ordering Engine eich eae From Routing Engine: Issue Rag to
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Read Pipeline Controller
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for read operations and sends back the read data to MCC! to be written into the Read data buffer at location indicated
by the Index. There is a software controlled command unit which can hold off the MCP pipeline and inject custom
commands for purposes of debugging, controlling self refresh, or managing initialization and ACPI power state
transitions.
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Figure 7669: Protocol Engine Block Diagram

Internally, the DDRAM control logic contains multiple registers that store the commands being processed at multiple
pipeline delays. This allows the control logic to issue commands,issue read data, and capture write data at different
timing delays. It also allows the control logic to look ahead in the queue to decide whento close or open a pagein
each bank. The control logic also enforces protocol constraints, including prefetch delays, row access delays,
read/write transition delays and the special constraints required by Elpida DDRAMs.

 

rl Formatted: Heading 24.2 Software DRAM Command Unit (BTA
Sometimes it is necessary to send commands to the DRAMs that are not associated with read or write operations.
Initialization and power down mode entry and exit are two cases. Hardware diagnostics is another case. Rather than
anticipating all possible command sequences in the protocol engine controllers, this general purpose unit has been
added. Through RBM interface writes:

« Any command can be sent to the DRAM.
« Commands can be separated by a specified time.
« Any command can be specified as having read or write data associated with it. The timing of the reception of

read data or transmission of write data is controlled through the same timers used by the rest of the protocol
engine.

e__CKEcan be manipulated.

 

The-software-command-_unitis_tobe-controlled through software writes to the registerMC-DRAM—CMD.—Theregister
has the following format:
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Figure 8744: MC DRAM_CMDRegister Definition

The command register has fields that spell out the address and command (RAS#, CAS#, WE#, CKE, etc) as would
appear on the external memory bus. It also has a delay field in units of MCLKsto indicate when the next DRAM
command can happen. Almost any command canbe issued through software. The R400 will be using a wide mixture
of DRAMsincluding both DDR and DDRII. Theinitialization methods of many of those DDR || type DRAMs have not
completely been finalized. Having a software controlled commandregister allows the flexibility of implementing these
init and reset sequencesin software. In addition, the power management state machine performs manyinitializations,
precharge, and self refresh. The same benefit offlexibility applies if that state machine is implemented in software.

Whether a command send write data or brings in read data is determined by the wr and rd bits, not the CMD bits. So
setting CMD to write alone will not send write data; the wr bit must be set as well. Reads behave similarly. Do not set
both wr_andrdbits.

4.2.1 Procedure for Sending DRAM Commands
Any commands send through this facility are not coordinated with read, write, and refresh commands generated by the
hardware controllers. So these must first be shut off. Note that shutting off refresh can cause the contents of the
DRAMto be lost unless the refreshes are resumedin time.

 

If necessary, wait for required operations to complete. An idle MC can be detected b
MC_STATUS 0=0.
 

e Clear MC_ENABLE and MEM REFRESH RQ EN in MC _CNTL. This shuts off queue and refresh
processing.

e Wait to make sure all operations are finished. Again, MC_STATUS can be checked.

« SetMC POINTER =O.

« Write up to 16 commands into MC_DRAM CMD. This doesn't send out the commands, it just loads
a buffer. Each write autoincrements MC_POINTER. 

« Send the buffer of commands to the DRAMsby setting ISSUE DRAM CMDS in MC_CNTL. Leave
MC_POINTERalone; it's used to mark the last command in the buffer.

 
 

Any subsequent RBBM operations will be held up until all commands are issued to the DRAM.

4.2.2 Procedure for Initializing Write Data
lf anyif the commands issued through the software command unit send write data, that data must be set up before the
commands are issued. The write data is pushed into a fifo before the commands are issued. The fifo can hold the
data and mask for up to 8 write commands. Each write command requires exactly 9 RBBM writes to the
MC_DRAM_DATAregister. The first write is 32 bits of byte enables. bit O for the first byte and bit 31 for the last. The
next eight writes contain the 256 bits of data, with the first write being the least significant word and the last the most
significant. Note that the RBBM writes byte enables; one implies write. When they are sent to the DRAM they are
byte masks: one implies don't write. So the byte enables are inverted by the MC.
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Any data read by commands issued through the software command unit is stored in the read data buffer,like all read
commands. Each time ISSUE DRAM CMDS is set, the read data is stored beginning at address 0 of the read data
buffer and continuing to the next higher address for each read. Note that any old data in the read data buffer will be
overwritten.

 

 

Once the DRAM reads are complete the read data can be accessed by setting the MC POINTER register to the
correct address and reading the MC_RDBUF DATAregister. The data from each read occupies 8 addresses as
seen by MC POINTER. Each read of MC_RDBUF DATAincrements MC_POINTER by one. So to access the data

from the first read set MC_POINTER to 0 and read MC_RDBUF DATA8times. MC POINTER will now be 8, the
addressofthe first word of the second DRAM read command.

. 1 rn : Bullets and Numberin }4.2.4 Procedure for Looping a Set of Commands ——
It_is possible to loop continuously through up to 16 commands loaded into the command buffer. To do this the MC
must_have just been reset, without any intervening DRAM write commands. Normally the DRAM initialization
sequence does not write the DRAM, so this is OK. Next load the commands as described above andinitialize any
needed write data, also as described above. There must be exactly enough write data for the write commandsin one
pass throught the command loop. Each pass will resend the same sequence of write data as the first. To specifiy
looping, set the LOOP_DRAM_ CMDSbit in the MC_DEBUGregister. Then set ISSUE DRAM _CMDSasbefore.

 
 
 

 

 

 

 

The only way to terminate the loop is to reset the MC, either by chip reset or a MC soft reset. If DRAM reads are
included in the loop, the data is stored in the read data buffer starting at location 0. Each pass of the loop does not
reset the buffer address. The address register has a cycle of 32 read commands, and so continuously stores read
data in buffers 0 to 31, and repeating. Each bufferuses 8 address of MC_POINTER, as described above, —| Formatted: Font color: Auto }Se: a-sofhwa pads-a vritestothe RBBM inorder? 5o-software a a+egisterafte e-writete

  

  Are rea-rea 5         

 
 

    
refresh?Notthat muchdifference in power. Current-plan-is to lettheCP handle theACP] powerstate transitions

 

Formatted: Bullets and Numbering
4243Protocol Engine Commands
The MC Ordering Engine (MCO) uses the MemCmdbus to send burst read, burst write, and refresh commandsto the
MCP. The Protocol Engine always executes the commandsin order. The following is a description of the fields of each
command. These fields support up to 32Mbits of memory behind each data pin. This is enough to support up to a
512MB frame buffer using two 64-bit wide memory controllers.

Bank (2-bits): 0: bank A; 1: bank B; 2: bank C: 3: bank D
ColAddr (7-bits): Stores column address bits<8:2> for a burst 4 access
RowAddr(13-bits): {what is the maximum numberof row address bits?}
Rank (1-bit): selects bwtween two ranks of memory chips that use the same data pins
Operation (3-bits): Specifies the memory operation with its address context (see table below)
Index (6-bits): Specifies the location(s) to use in the Memory Read or Memory Write buffer

The table below describes the operations supported by the MCP. The MCO schedulesrefresh cycles in the same way
that it schedules other address requests. The MCO issues a separate burst read or burst write cycle for each 4-word
burst. With a 64-bit wide memory controller, these are 256-bit bursts. The MCO also marks each read and write burst
to indicate thatit is on a different page or the same page asthe previous access to the same bank.
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Notes  Code

ooo

001  No-op

Initiate an auto-refresh cycle Refresh
 
 

MCP ignoresthis invalid command
MCO decides when MCP mustrefresh  

 010 (reserved) 

 011

100

 

  
(reserved)

Read burst for the RB, onadifferent page 

 101 W_Diff Write burst for the RB, on a different page

{Do we need commands for special
operations?}

  This burst is on a different page from
the most recent burst to the same bank. 

 110

 
 Read burst for the RB, on the same page

Write burst for the RB, on the same page
 

 
 

This burst is on the same page as the
most recent burst to the same bank.

 
 

The MCPusestheIndexfield to select where to access the Memory Read buffer for a given burst. The Index specifies
an aligned pair of 128-bit entries in the queue. 128-bit bursts use either the lower or upper half, depending whether the

Table L113: MCP Command Bus Operations

burst column address is even or odd.

5. Bus and Pin Interfaces

The three Memory Controller sub-blocks interface to the Memory Hub (MH), the Render Backend (RB), and the local
memory pins. This section describes these interfaces and the busses between the MC sub-blocks. Thefirst
subsection below describes address interfaces between the MC Ordering Engine (MCO) and the RB and MH. The
second subsection below describes data interfaces between the MC Routing Engine (MCR) and the RB and MH. The
third subsection describes interfaces between the MC Protocol Engine (MCP) and the other two MC sub-blocks. The
final subsection describes the local memory pin interface.

Note that in the tables that follow the convention used is that MCn refers to any ofthe distinct instantiations of the MC,
MCO, MC1, MC2, or MC3.

5.1 MCCI Interfaces with MH and RB

There are four types of busses between the MCCI and the MH and RB. AllexceptforAddressreturn-bus-are defined
for both R B and MH:

« Access bus: Sends request address and write data from MH and RB to MCCI
* Queue count bus: Returns indicator about each arbitration queue freeing up to MH and RB
« Read data request bus: For MH and RB to request read data in the MCCI read data buffer once they received

th
e« Read data return bus: Returns read data from MCCI to RB or MH.

e tag/index.

5.1.1 Access Bus

MH Accessspecifies a 256-bit burst read or write address and associated information. The MH may send whenever it
has either valid address or valid data and will indicate so by asserting the send bit.
select the 256-bit word to access (refer to section 3.1 for more on address format). Write selects a read or write
transfer and Requestqueue selects one of 4 different arbitration queues that store requests from Memory Hub clients
(TC will be split into different queues after the CAM). MH also sends downatag field with each request and keeps
track of them through tagreturn bus. Urgent bits specifies whether the MCO should raise the priority of this Queue.
Dataqueue selects destination for data which could be the RB. Since TC and DC are read only clients, they are not
valid as write data queues. MH transfers 32 bits per cycle due to routing constraints as well as the fact that it is
relatively low bandwidth (as compared to RB). Select specifies the relative position of the 32 bit word in the 128 bit
word. Endofword is important to signal end of an 128 bit transfer, especially for the first half of a 256-bit. For the
secondhalf the indication can be derived by the fact that the write request will accompany the data in the same cycle,
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but MH guaranteesthe Endofword ta be set correctly for either half. AGP read data return and multi-sample requests
are always sent in 8 data phases. 
 
 
 

  

 

 
  
 

 

 

 
 
 

  

  

 

 

 

 

 
 

 

 
 

    
Table 2: MC Access Interface

babeddeeselefee!

| Name Bits|Description
| MH_MCn_access_send 1 R400 standard flow control
| MH_MCn_access_validrequest 1 request portion of transfer is valid

MH_MCn access requestqueve|3 Selects one of the MH request queues
0: HI
1:TC
2: DC
3: Shared
4:7 not valid target for requests

MH_MCn_access_address 24 Address of this 256-bit access within this memory controller,
allows reach of 512MB per MC which equals the system
maximum. Format is Device Addr—FB START

MH_MCn_access_write 1 0: read request, 1: write request

MH_MCn access _tag 6 MH generated tag associated with this access

MH MCn access _validdata 1 data portion oftransfer is valid
MH_MCn_access_dataqueue 3 Selects one of the MH request queues

0: HI
1: TC
2: DC
3: Shared
4: not used
5. dest is RB in response to system memory read
6: dest is RB in conjunction with TC fetch _shadow request
7: dest is RB in conjunction with TC fetch_multisample request

MH _MCn_access_word 1 Selects a 128-bit word out of the 256-bit buffer location

MH_MCn_access_bytevalid 4 Overloaded field:
If data queue is 0. 1, 2, or 3 then use as bytevalids. If 1, the
corresponding byte should be written by the destination
If data_queue is 5, then theselines transfer the tag associated with
the RB read back to the RB in multiple phases.
phaseO: bits[3:0] = tag[3:0]
phase: bits[3:0) = tag[7:4]
phase2: bits[O) = tag[8

MCn_access_select 2 Selectswhich32 bit section ofthe128 bitwordisbeing transferred
MH _MCn_ access data 32 data for this cycleMH_MCn access_endofword 1 Indicates that this transfer completes this 128 bit word

MH_MCn access dcurgent 1 Display requests, pulsed, serviced while read buffers are available
MH _MCn_access_sharedurgent 1 Shared requests, level, urgent priority until signal is lowered

| MH_MCn_access_hiurgent 1 Host requests, pulsed, serviced until request queue is empty

RB Access bus is similar to the MH access bus. It transfers 128 bits of write data rather than 32 and therefore
requires no Endofword bit. The Addressis 26 bits instead of 23 bits. This allows the RB to specify a 256-bit access
out of the 2”byte system address space for AGP accesses, Also the RB does not havea tag field because it does
not keep track of the requests. The TC fetch requests (shadow and multisample) are a different type of access.
These requests are not made to the MC but to MH, so they have special formats and the requestis actually sent in the
data field of the access bus rather than the “normal” request fields. This is why the requestqueue field does not use

| codes 6 and 7.
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Description
 

RBn_MCn_access_validrequest
      

RBaMCr_access_subsct
 

RBn_MCn_access_address

RBn_MCn_access_write

The Rrequest (RBa MCn_access_write)is valid
  
|Addressof this 256-bit aligned access. (2°/2°=2"Jaccesswithin

O: read request; 1: write request
 

RBn MCn_ access _tag
RBn_MCn_access_requestqueue

Tag, to be returned to the RB with the read data
Selects one of sixfive RB request queues
0: ReadAB
1: ReadCD
2: WriteAB
3: WriteCD
4Tile
5: AGP access
6: TC fetch_shadow(not used)reserved
7: TC fetch multisample (not valid for any RB request, data
only)reserved

 
 

RBn_MCn_access_validdata =

 

Requestis valid
 

RBn_MCn_access_dataqueue Selects one of four RB write request queues-ferthistransaction
0: ReadAB(not valid for an RB write request)
1: ReadCD (not valid for an RB write request)
2: WriteAB
3: WriteCD
4: Tile
5: AGP access
6: TC fetch_shadow(not-validfor-any-RBrequest)(notused) 

RBna_MCn_access_word

RBn_MCn_access_data 128

Z:TG fetch_multisample {fot valid for anyRBrequest)—__
9 ocationValid only 

for writes. Coincident with the data.
O: The least significant 128 bits; 1: The most significant 128 bits.

The 128-bit data for thistransfer
 

RBn_MCn_access_bytevalid

 
16

  
 destination’: The cuermmcades ini vat be writer 3: The

 
byte must not be written to memory
 

5.1.2 Queue Count Bus

The MH and RB QueueCountInterfaces allow the MC'sclients to track how many request queue entries are available
for use. MH and RB each keeps internal counters for the available entries in each arbitration queue. They are
decremented for every request sent and incremented when the corresponding queuecount signal is asserted.

Table 4335: RB Access Interface

 

    
 

Name Bits|Description
MCn_ MH_queuecount_hi 1 HI request queue has had one entry read out
MCn_ MH_queuecount_te 4 TC request queue has had oneentry read out
MCn_ MH_queuecount_de 1 DC request queue has had one entry read out

| MCn_ MH_queuecount_shared 4 Shared request queue has had one entry read out

Table 5446: MH QueueCountInterface
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Name Bits|Description
MCn_RBn_queuecount_readab 1 ReadAB request queue has had one entry read out |MCn_RBn_queuecount_readed 1 ReadCD request queue has had one entry read out

MCn_RBn_queuecount_writeab 4 WriteAB request queue has had one entry read out
MCn_RBn_queuecount_writecd 41 WriteCD request queue has had one entry read out
MCn_RBn_queuecount_tile 1 Tile request queue has had one entry read out

   
 

| Table 6357: RB QueueCount Interface

5.1.3 Tag Return Bus

The TagReturn interface for the MH and RB provides tags and or indices that indicate when the MC has completed
256-bit reads and writes. The MH and the RB both read this interface and select the tags for their own MC requests.
The MH and RB must be able to accept a tag on every clock cycle, so no handshake signal is required. The index
field is interpreted the same way by both MH and RB, but the tag field is read by MH as the tag that it sent on the
access bus, read by RB as the queueidentifier as on the access bus.

| Name Bits_| Description
| MCn_tagretum_send datais valid on this cycle
| MCr_tagretum_index Selects an aligned pair of 128-bit words in the read buffer
| MCn_tagretum_tag Either the MH tag or the RB queueidentifier
| MCn_tagretum_write Write requestif 1, else read request
| MCn_tagretum_source QO: MH request; 1: RB request

    =|3|aq|a}o
 

Table 7669; RBMH TagReturn Interface  

aaFormatted: Bullets and Numbering } 
514-Read Data Request Bus

 
 
    
  
The MH Read Data Requestinterface specifies a 256-bit read from the Memory Data Read Buffer.
 
 
 

 
 

Name Bits|Description
MH_MCn_readdatareq_send Datais valid on this clock
MCn_MH_readdatareg_rtr Ready to receive a new MH read request
MH_MGrn_readdatareq_index Selects a 256-bit location to read from the data buffer
MH_MCr_readdatareq_ta Tag forthis transaction

MH MCn readdatareg queue which request queue generated this read data
O: HI
1:TC
2: DC
3. SharedQueueforthistransaction

Table 98815: MH Read Data Request (readdatareq) Interface

   

   

 
  Ina]|a}=|>
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EDIT DATE DOCUMENT-REV. NUM. PAGE

GEN-CXXXXX-REVA 25 of 25 [date \@ "d MMMM,

3-+65.].5 Read Data Return Bus

The RB Readinterface specifies a 128-bit read of data into the RB. The source field indicates whether the data comes
from MC (frame buffer) or the MH. As a result the index field is overloaded to indicate index to read data bufferif the
source is MC, or indicate the nature of the data if the source is MH. Word field specifies whetherthis transfer is the |
upperor lowerhalf of the 256-bit word. 
Name
MCn RBn read send

MCn_RBn read tag

 

MCn_RBn_read_word
MCn_RBn _read_source
MCn_RBn_read_data

 
 

 

Bits|Descripti
Data is valid on this clock
Overloadedfield:
source == MC: The RB's original read request tag is returned
source == MH: Encoded value specifying nature of the data

tag = 0x40: Multi-sample request from TC
Others: As indicated by MH

128-bit word out of the 256-bit buffer location
Q: source is MC; 1:source is MH;

128|The 128-bit data for this transfer

 
 

 
 

 

  
 
 

 

   
 
 

 
 

 

 
 
 

Table 109920; RB Read Interface

The MH Read interface is defined similarly to the RB Read Interface, except the index is not returned.

 
 
 

MCn_MH_read_word

Name Bits Description
MCn_MH_read_send 4 Datais valid on this clock
MCn_MH_read_tag 6 Overloadedfield:

source == mcO: tag associated with this transaction
source ==rb+: encoded value specifying nature of data

Tag =0: RB AGP access descriptorexternal4GPaccessaddress
Tag = 5: RB AGP write data portionwrtedata_geingte_system

memory
Tag = 6: data to TC in response to Fetch_shadow (no longervalid)
Tag = 7: data to TC in response to Fetch_multisample

1 128-bit word out of the 256-bit buffer location 

MCn_MH_read_source 4 |0: source is MC;1: source isRB
 

MCn_MH_read_data 128 If source =-=rb4+ and tag == 0:
bits [0]:__O:read,1:write-subset
bits [31:522-4]: Device address of access [31:5]addrass
bits [40:3223]: AGP request tagwrite

if source =s mcElse:
Read data returned to MHThe428-bitdataforthistransfer  

MCn_MH_read_bytevalid

  
16 If 1, the corresponding byte should be written by the destination. Not

used when source = 1 and tag = 0.

  
 

5.2 MC Pin Interface

{To be specified}

R400MemCt.doch.400.MemGUR400_MemCtdoe

Table 11444021; MBHRead Interface
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TP Block Performance

Thefirst 3 sections of this document identify areas that affect performance. The fourth section defines the
performace cases that need to be verified along with details explanations of how to constructthesetests.

3 things control flow within the TP:

tpc_walker state machine
tpc_aligner state machine
tpc_tr_fifo latency FIFO

The state machines are counters that count down form a variable maximum count. For performance, each state
machine must:

generate the proper numberofcycles
determine the worst case cycles over the 4 TPs properly

Both state machines also read from FIFOsseparating them from the previous pipeline. Thus, it is necessary to
verify the following:

Proper FIFO functionality, size, and watermarks
Optimal read logic.

1. tpc_walker

11 State machine

For mipmapping where TPQ..3 require a maximum of n cycles, tpc_walker must generate n cycles for each cycle
from the SQ/SP, n=[1..2].
For volumefiltering where TPO..3 require a maximum of n cycles, tpc_walker must generate n cycles for each
cycle from the SQ/SP, n=[1..2].
Forhicolor cases where TPO..3 require a maximum of n cycles, toc_walker must generate n cycles for each cycle
from the SQ/SP, n=[1..4].
For anisotropic cases where TPO..3 require a maximum of n cycles, tpc_walker must generate n cycles for each
cycle from the SQ/SP, n=[1,2,4,6,8,10,12,14, 16].

For a combinationof hicolor, mipmapped, volumefiltering, and anisotropic filtering modes where TPO..3 require a
maximum of h, m, v, and a cycles for cach mode respectively, tp_walkcr must gencrate h*m*v*a cycles for cach
cycle from the SQ/SP, h=[1..4], m=[1..2], v=[1..2], a=[1,2,4,6,8, 10, 12,14,16].

1.2 Control

Is the tpc_walker stale machine sending TP_SQdec back to SQ asearly as possible?

Are the following FIFOs read by the walker state machine properly sized to work with the SQ_TP interface?

tpc_walker_fifo
tp_lod_fifo
tp_coord_fifo

2. tpc_aligner

2.1 State machine
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For alignment cases where TPO..3 require a maximumof ncycles, does tpc_aligner generate n cycles for each
cycle from the SQ/SP, n=[1,2,4].

2.2 Control

Is the FIFO read cnable optimal?

Is the RTR thatstalls the previous pipeline section optimal? This involves the FIFO control logic as well as FIFO
sizes and watermarks.

Are RTRsfromfollowing pipelines being efficiently handled (no extrastalls)?

3. tpc_blend

TPC_TC_rtr and whetherthe tpc_rr_fitfo latency FIFO is full are the 2 condition thatstall the tpc_aligner. The
latency FIFO will causestall, but it has been sized to handle typical memory latencies.
3.1 Control

Is tpc_tr_fifo sized properly? Thatis, is there an unresonable amountof stalling for actual memorylatencies

4. Cases to Test

Assuming no external bottlenecks (0 memory latency, 100%cache hits), each cycle requires the following number
of cycles to complete:

h*m*v*a*al

h # of cycles to handle the DATA_FORMAT[1,2,3,4]
m mip filter mode [1,2]
Vv volumefilte rmode [1,2]
a aniso filter mode [12,4,6,8,10,12,14,16]
al alignment multicyling [1,2,4]

Ideal performance can be computed using the observations aboveasa basis.

4.1 General Test Characteristics

All tests must rendcr a destination region large cnoughto reach stcady state performance. The tests must also
eliminate TC and memory system bottlenecks. Unless otherewise notes, the tests in sections 4.3, 4.4, and 4.5 have
the following characteristics:

« Destination regions is 128x128 defined by VO, V1, V2, and V3. This arca can befilled using two
triangles defined VO, V1, V3, and VO, V3, and V2.

VO.[x.y] = [0.0, 0.0]
VL.[x.v] = [128.0, 0.0]
V2.[x.v] = [0.0, 128.0]
V3.[x.y] = [128.0,128.0]

« BORDERSIZE =0, BORDERCOLOR = ARGB White

« The base texture map is defined by:

Width = 128

Height = 128
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Depth = 2

These are to be programmedinto the const.SIZE according to the dimension of the texture map required:
normally 2D, 3D for cases with volumefilter.

DIM=2D,unless volumefiltering is enabled, in which caseit is set to 3D

MAX_ANISOset to 16:1 to avoid concealing incorrect aniso ratio setup with a clamp. Where the case
name does not specify an aniso ratio, it is disabled.

Clamp modes X, Y, and Z should all be set to “clamp to border color’. This will remove TC and the
memory subsystem as bottlenecks

The texture coordinates(s, t, w) should be programmedas follows

V0_[s.t] = [2.0, 2.0]
V1Js.t] = [2.0+(n*sqrt(2)), 2.0]
V2.[s,t] = [2.0, 2.0+sqrt(2)|
V3.[s,t] = [2.0+(*sqrt(2)), 2.0+sqrt(2)]
V{0..3}.p(aka 1) = 0.5f

 

The s and t coordinates are meant to create a 50-50 blend between the mip levels 0 and 1 (base map and
the next one down)nis defined by the desired aniso ratio, n:1. The w coord of 0.5 will create a texture z
coord of 1, which will require a 50-50 blend between 2 z layers when volumefilter is turned on. When
volfilter is off, it will just clamp to one of the levels.

IF POSSIBLE, BECAUSE ALL TEXELS MAP TO BORDER, IT MAY NOT BE NECESSARYTO INITIALIZE
THE TEXTURE.

4.2 Gathering of Performance data

The number of cvcles elapsed can be approximated by counting the time betweenthefirst rising and last falling
edge on the TP_SP_data_valid signal. Ideal cycles have beencalculate with:

128*128 / 16 pixels/clock *h*m*v*a

h, m, v, a definedat the start of section 4.
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43 FMT8888 Even-sized Texture Maps

Mode

9 point, vol point, aniso disabled
0 linear, vol point, aniso disabled
9 point, vol linear, aniso disabled
p point, vol point, aniso 2:1

© point, vol point, aniso 4:1
0 point, val point, aniso 6:1
9 point, vol point, aniso 8:1
0 point, vol point, aniso 10:1 (a)
0 point, vol point. aniso 12:1
p point, vol point. aniso 14:1 (a)

© point, vol point, aniso 16:1
0 linear, vol point, aniso 2:1
0 linear, vol point, aniso 4:1
0 linear, vol point, aniso 8:1
0 linear. vol point, aniso 16:1
p point, vol linear, aniso 2:1

0 point, vol linear, aniso 4:1
0 point, vol linear, aniso 8:1
0 point, vol linear, aniso 16:1
0 linear, vol linear, aniso 2:1
0 linear. vol linear, aniso 4:1
p linear, vol linear, aniso 8:1

o linear, vol linear, aniso 16:1
0 point, vol point, aniso 16:1 clamped to 1:1 (
0 point, val point, aniso 16:1 clamped to 2:1 (
0 point, vol point, aniso 16:1 clamped to 4:1 (
0 point, vol point, aniso 16:1 clamped to 8:1 (
9 point, vol point. aniso 16:1 clamped to 16:1
p linear frac=0, vol point, aniso disabled

0 point, vol linear frac=0, aniso disabled (b)
o linear tri_juice 1/6 frac=1/8, vol point, aniso disabled
0 linear tri_juice 1/4 frac=7/32, val point, aniso disabled
0 linear tri_juice 3/8 frac=21/64, vol point, aniso disabled

1)
1)
1)
1)
(1 )

33B33323333233232333333233333232333332333 
(1) The following texture coordinates(s, t. w) should be programmed with different values from above:

V1 [s.t] = [2.0+(16*sqrt(2)), 2.0]
V3.[s.t] = [2.0+(16*sqrt(2)), 2.0+sqrt(2)] 

Pixels hicolor mip volume aniso
16384 1 1 1 1
16384 1 2 1 1
16384 1 1 2 1
16384 1 1 1 2
16384 1 1 1 4
16384 1 1 1 6

16384 1 1 1 8
16384 1 1 1 10
16384 1 1 1 12
16384 1 1 1 14
16384 1 1 1 16
16384 1 2 1 2

16384 1 2 1 4
16384 1 2 1 8
16384 1 2 1 16
16384 1 1 2 2
16384 1 1 2 4
16384 1 1 2 8
16384 1 1 2 16

16384 1 2 2 2
16384 1 2 2 4
16384 1 2 2 8
16384 1 2 2 16
16384 1 1 1 1
16384 1 1 1 2

16384 1 1 1 4
16384 1 1 1 8
16384 1 1 1 16
16384 1 1 1 1
16384 1 1 2 1
16384 1 1 1 1
16384 1 1 1 1
16384 1 1 1 1

MAXANISOset to ratio as specified by “clamped to n:1”.

(a) Setting up an exact n:1 ratio caused the actual stepping to be n+2:1. The ratio was modified to slightly less

Ideal
1024
2048
2048
2048
4096
6144

8192
10240
12288
14336
16384
4096

8192
16384
32768
4096
8192
16384
32768

8192
16384
32768
65536
1024
2048

4096
8192
16384
1024
2048
1024
1024
1024

Actual
1040
2080
2080
2080
4156
6236

8312
10392
12468
14544
16624
4156

8312
16624
33248
4156
8312
16624
33248

8312
16624
33248
66496
1040
2076

4156
8312
16624
1040
2076
1040
1040
1040

%
98%
98%
98%
98%
99%
99%

99%
99%
99%
99%
99%
99%

99%
99%
99%
99%
99%
99%
99%

99%
99%
99%
99%
98%
99%

99%
99%
99%
98%
99%
98%
98%
98%

than n:1 to acheive the numbers listed. Using the exact ratio, the actual number of cycles would have been the
same as that for the n+2:1 ratio.

(b) To simplify control of the TP, zero fractions in the depth coordinate will still generated 2 cycles. This is
because the decision to multicycle is made before the fraction can be found.
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44

Mode

ip po
in

0
0
0
0
0

0
0
0
0

in

0

    
0
0

0
0

p
p
p
p

p
p
p
p
p
p
p

p
p

p linear, ¥

ip
p

p
p
p
p
p
p
p

p
p
p
p

FMT_161616_ 16 Even-sized Texture Maps

int, ¥o
at, ¥

int, ¥0

int, ¥o
int, ¥o
int, vo
int, ¥0
int, ¥o
int, ¥o

int, ¥o
int, ¥o

inear, ¥0
ineat, ¥

ar, ¥

int, ¥o
int, ¥o
int, vo
int, ¥o
at, ¥
at, ¥

ineat, ¥

ineat, ¥0
int, ¥o
int, vo
int, ¥o
int, ¥o

  
int, ¥o

roint, aniso disabled

 
 

| point, aniso disabled
linear, aniso disabled

coint, aniso 2:4
point, aniso 4:4
point, aniso 6:1
roint, aniso 8:4
point, aniso 10:1 (a}
roint, aniso 12:1
roint, aniso 14:4 (a)
roint, aniso 16:4

| point, aniso 2:1
| point, aniso 4:1
I point, aniso 6:1
I point, aniso ‘6:1
linear, aniso 2:1
linear, aniso 4:1
linear, aniso 8:1
linear, anisa ‘8:1
llineat, aniso 2:1
llineat, aniso 4:1
llingar, aniso 8:1

|linegar, aniso 16:1

coint, aniso 16:1 clamped to 1:1 (1)
point, aniso 16:1 clamped to 2:1 (1)
point, aniso 18:1 clamped to 4:1 (1)
coint, aniso 16:1 clamped to 8:1 (1)
coint, aniso 16:1 clamped to 16:1 (1)

 

Pixels

6384
6384
6384
6384
6384
6384
6384

6384
6384
6384
6384
6384
6384

6384
6384
6384
6384
6384
6384

6384
6384
6384
6384
6384
6384
6384

6384
6384

 
hicolor mip

2 {
2 2
2 {
2 {
2 {
2 {
2 {

2 {
2 {
2 {
2 {
2 2
2 2

2 2
2 2
2 {
2 {
2 {
2 {

2 2
2 2
2 2
2 2
2 {
2 {
2 {

2 {
2 {

volume aniso

 
eeODHDMDPDPD

{

coO27™Re=
orro

Ideal

2048
4096
4098
4098
6192

12288
16384

20480
24576
28672
32768
6192

16384

32768
65536
8192

16384
32768
65538

16384
32768
65536
134072

2048
4095
6192

16384
32768
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Actual 4
2080 98%
4190 98%
4190 98%
4190 98%
8416 99%

12476 98%
16632 99%

20792 984
24948 99%
29108 99%
33264 99
8318 49%

16632 99%

33264 99%
66528 99%
$318 99%

16632 99
33264 49%
66528 99%

16632 99%
33264 99%
66528 99%
139038=99%

2060 98
4156 49%
316 99%

16632 99%
33264 99%
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4.5

Mode

ip point, yo
ineat,
aint, vo

gint, vo
gint, vo
oint, vo
oint, vo
0
0
0

=

int, ¥o
int, ¥o

int, vo
gint, vo

inear, ¥0
ineat, ¥
ineat, ¥

gint, vo
gint, vo
oint, vo
oint, vo

ine at, ¥
ine at, ¥
ineat, ¥

inear, va
gint, vo

int, vo
int, vo

point, aniso disabled
| point, aniso disabled
linear, anise disabled

      
p
p
p
p

p
p
p
p
p
p
p

p
p

p linear, ¥

ip
p

p
p
p
p
p
p
p

p
p
p
p

0
0

gint, vo
gint, vo

point, aniso 2:4
point, aniso 4:1
point, aniso 5:1
point, aniso B:1
point, aniso
point, aniso
point, aniso
point, aniso

| point, aniso 2:1
| point, aniso 4:1
| point, aniso 6:1
| point, aniso 16:1
linear, aniso 2:1
linear, aniso 4:1
linear, aniso 8:1
linear, aniso 16:4
llinear aniso 2:’
llinear aniso 4:’

14
[

10
12
14!
16

llinea iso 8:
llinear aniso 13:4

point, aniso 16
point, aniso 16
point, aniso 16 ’
p 16
p 16

 
int, aniso
int, aniso

 ‘clamped
clamped

clamped
clamped

(a)

a)

to |
to 2

clam ped to 4:
to 8
to |

FMT32323232 Even-sized Texture Maps

Pixels

6384
6384
6384
6384
6384
6384
6384

6384
6384
6384
6384
6384
6384

6384
6384
6384
6384
6384
6384

6384
6384
6384
6384
6384
6384
6384

6384
6384

 
hicolor mip

4

SeFeFeRFRFRFRFBFRFRFFRFeRFRFRFRFFFBFRFFFBREF aeoeeeLsRepeRDRD==oRoDRDOR
volume aniso

{

coOFRe=
ornt& 

eeODHDMDPDPD —

Ideal

4095
6192
6192
6192
16384
24576
32768

40960
49152
j7344
65536
16384
32768

65536
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Actual

4160
$320
$320
$320

16945
24955
34272

41592
49908
56228
66544
16335
34272

bG544
133088
16936
33272
66544

133088

33272
66544

133088
286'76

4160
§3'8

16348

33272
66544

98%
98%
98%
98%
98%
98%
98%

98%
98%
98%
98%
98%
98%

98%
98%
98%
98%
98%
98%

98%
98%
98%
98%
98%
99%
98%

98%
98%
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4.6 FMT8888 Odd-sized Texture Maps

Odd-sized texture maps are used to stress the aligner state machine, both with and without the presence of walker
multicycling. Both cases vary slightly from the standard form described in 4.1.

Non-anisotropic filtcring cascs:

« The base texture map is defined by:

Width = 7

Height = 7
Depth = 4

These are programmed into the const.SIZE according to the dimension of the texture map required.

e MAXANISOset as specified in the test case name

« Clamp modes X, Y, and Z are set to wrap. The clamp-to-bordertrick can’t be used since that would
optimize the numberof texel requests to one through the aligner, making it unnecessary to multicvcle.

e The texture coordinates(s, t, w) should be programmed as follows

VO0.[s,t] = [0.0, 0.0], [0.0, 0.5], [0.5, 0.0]
V1 [s.t] = [0.0, 0.0], [0.0, 0.5], [0.5, 0.0]
V2.[s,t] = [0.0, 0.0], [0.0, 0.5], [0.5, 0.0]
V3.[s.t] = [0.0, 0.0], [0.0, 0.5], [0.5, 0.0]
V{0..3}.p(aka 1) = 0.5f

Constant s and t coordinates minimize the amount of cache accesses and create predictable alignment
behavior. The 3 values above used are for 4-cycle, 2-cycle horizontal, and 2-cvcle vertical alignment
stalls, respectively.

« SetGradients* commandsare used to set up a desired LOD andanisoratio.

Anisotropic filtering cases are the same as the non-anisotropic odd-mapped cases except:

« The texture coordinates(s, t, w) should be programmedas follows

V0.[s,t] = [0.0, 0.0]
V1[s.t] = [0.0 +s’, 128.0+t’]
V2.[s,U] = [G*128.0) +8’, 128.0+17]
V3.[s,t] = [G*128.0) +s’, 0.040]
V{0..3}.p(aka n) = 0.5f

 

S’ is 0.0 if an alignmentstall is desired in the horizontal dimension or 0.5 if not. T’ is 0.0 if an alignment
stall is desired in the vertical dimension or 0.5 if not. The parameteri is used to set up an i:1 anisotropic
ratio. The endpoints being 128.0 mean that each sample will land on the same point in the texture map,
just on different copies.
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Node Pixels ch mip vol aniso align Ideal Actual %

ip point, vol point, aniso disabled, allee 6382 { | 4 4096 4136 99%
p point, vol point, aniso disabled, 2 ee x 6382 { | 2 2048 2076 99%
p point, vol point, aniso disabled, 2 ee y 6382 { | 2? 2048 2078 99%
p linear, volpoint, aniso disabled, allege 6382 2 | 4 8192 $312 99%
p linear, volpoint, aniso disabled, 2 ee x 6384 2 | i 4095 41}§ 99%
p linear, volpoint, aniso disabled, 2 ee y 6384 2 | i 4095 4156 99%
p point, vollinear, aniso disabled, allege 8384 { i 4 $192 312 99%
p point, vollinear, aniso disabled, 2 ee x 6382 { 2 2 4096 4136 99%
p point, vollinear, aniso disabled, 2 ee y 6382 { 2 2 4098 4156 99%

ip linear, vollinear, aniso disabled, allee 6382 2 2 4 16384 16624 99%
ip linear, vollingar, aniso disabled, 2 ee x 6382 2 2 2 8192 $312 99%
p linear, vollinear, aniso disabled, 2 ee y 6384 i H i $192 8312 99%
p point, vol point, aniso 2:1, allee 6384 { | i 4 $192 8312 99%
p point, vol point, aniso 16’, allee 6382 { | 16 4 65536 «666496=99%
p linear, vol point, aniso 2:1, allee 6382 2 | 2 4 16384 16624 99%
p linear, volpoint, aniso 6:1, allee 6382 2 | 16 4 {31072 132992 99%
p point, vollinear, aniso 2:1, allee 6382 { 2 2 4 16384 16624 99%
p point, vollinear, aniso ‘6:1, allee 6384 { H 16 4 491072 132992 99%
p linear, vollinear, aniso 2’, allee 6384 2 Hy i 4 32768 «633248=99%
p linear, vollingar, aniso 16:1, allee 6382 2 2 16 4 262144 265984 99%
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4.7 FMT_16_161616 Odd-sized Texture Maps
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FMT32323232 Odd-sized Texture Maps
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Al. Performance Counters

Though notdirectly related to block performance, these counters have been included here for completeness.

Al.l TPC status

tpc_busy
tpc_stalled
tpc_starved
tpc_working

TPC is busy when anything from the top (SQ_TP ati_dff_in) to the bottom (TP_SP_data_valid ati_dff_out) is busy.

It’s hard to visualize whatstalled, starved, and working look like when viewing TPC as a whole. There may be
starved andstalled situations within TPC, but not from around its periphery. These signals will thus be defined
according the following:

TPC is starved when the lower pipe (blend)is idle waiting for data from the TC but the TPC as a wholeis busy.
This can be true if any part of the upper pipe od, aniso) is busy. Thisis a little misleading, since the upper pipe
maybe doing useful work.

TPCis stalled when:

« TC isstalling the upper pipe and lower pipe is empty. The second part of that is important, since if the
lowerpipe is busy and the TCisstalling the upper pipe, TPC as a wholeis still doing useful work.

e TPC must wait for the proper phase before writing data to the SP. This one’s a tricky oneasit really isn’t
a stall. It’s more like a deferring buffer

TPCis doing work whenanyof the pipelines are busy. This is tpc_busy excludingthe fifos. This busyincludes:

input instr/const gatherer - TI_TCG_busy
walker pipe - TW_TCG_busy
aligner pipe - AL_TCG_busy
blend pipe - TB_TCG_busy
formatter pipe - SP_TCG_busy (??)

The 3 definitions above do not add up cleanly, but hopefully provide some extra useful information. I believe the
tpc_busycountto be the only accurate count at this level.

Al.2 TPC walker status

This set of registers monitors the status of the TPC/TP pipe from the walker state machine up to the SQTP
interface. Note that the input instr/const gathering logic is separte in the TPC status but is included with this
walker state.

tpc_walker_busy
tpc_walker_stalled
tpc_walker_starved
tpc_walker_working

The walkeris busy is if any of the following blocksare busy:

e Input instr/const gatherer — TLTCG_busy
e Walker pipe — TW_TCG_busy
« Walker fifo, state machine and read control - FW_TCG_busy
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The walkeris stalled if the aligner is not readyto receive, indidated by TW_TA_rtr.

The walkeris starved if the walkerfifo is not empty , but the input and walker pipes are. This indicates that the
walkeris still busy trying to send data onto the aligner, but the SQ/SP is not sending more data along and thus
starving the input and walkcrpipes.

The walker is doing useful work if the input and walker pipes are busy.

Al.3 TPC alignerstatus

Thisset of registers monitors the status of the TPC/TP pipe from top of the aligner pipe to the TC and top of the
latencyfifo.

tpc_aligner_busy
tpc_aligner_stalled
tpc_aligner_starved
tpc_aligner_working

The aligneris busyis if any of the following blocks are busy:

e Aligner pipe — AL_TCG_busy
e=Aligner fifo, state machine and read control - FA_TCG_busy

The aligneris stalled if.

e TC not readyto receive, indicated by a flopped version TC_TPC_rtr.
e Blender not ready to receive, indicated by TA_TB_ttr.

The aligner is starved if the aligner fifo is not empty , but the input and walker pipes are. This idicates that the
aligneris still busy trying to send data on to the TC and latency FIFOs, but the walker is not sending more data
along and thus starving the aligner pipe.

The aligner is doing useful work ifthe aligner pipe is busy.

Al.4— TPC blenderstatus

These registers monitor the TPC/TP pipe the top of the latency FIFO downto the bottom of the output FIFO (or
bottom of the sp_tpformatter, TBD).

tpc_blend_busy
tpc_blend_stalled
tpc_blend_starved
tpc_blend_working

The blender is busy is if any of the following blocksare busy:

Latency fifo (read return FIFO) - FR_TCG_busy
Blender pipe — TB_TCG_busy
Outputfifo, state machine and read control - FO_TCG_busy
Formatter pipe — SP_TCG_busy

The blenderis unstallable, so we will modify this counter to count the numberof cycles a read from the output is
delayed because of the incorrect phase.
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The blenderis starved if the latency fifo is not empty and no data is coming back fromthe cache. This is when
q_rfifo_emptyand rfifo_ren are low.

The blenderis doing useful workif the blender and formatter pipes are busy.

Al.5 TPC Counts

0 - # of valid cycles on the output of the walker state machine
1 - # of phases with any 1:1 aniso,bilin, or point sampling
2 - # of phases with any aniso (>1:1 ratio)filtering
3 - # of phases with any mipfiltering
4 - # of phases with any volumefiltering
5 - # of phases with mip and volumefiltering
6 - # of phases with mip and aniso (>1:1 ratio) fillering
7 - # of phases with volume andaniso (>1:1 ratio) filtering
8 - # of phases with 2:1 aniso sampling
9 - # of phases with 4:1 aniso sampling
10 - # of phases with 6:1 aniso sampling
11 - # of phases with 8:1 aniso sampling
12 - # of phases with 10:1 aniso sampling
13 - # of phases with 12:1 aniso sampling
14 - # of phases with 14:1 aniso sampling
15 - # of phases with 16:1 aniso sampling
16 - # of phases with mip, volume and aniso (> 1:1 ratio) filtering
17 - # of 2-cycle misaligned phascs
18 - # of 4-cycle misaligned phases

Al.6 TP Counts

0 - # of quadsthat are point samples (including 1:1 aniso samplesthat are point sampled)
1 - # of quadsthat are bilinearly filtered (including 1:1 aniso samplesthat are bilinearly filtered)
2 - # of quads with any aniso (-1:1 ratio) filtering
3 - # of quads with any mipfiltering
4 - # of quads with any volumefiltering
5 - # of quads with mip and volumefiltering
6 - # of quads with mip and aniso (>1:1 ratio) filtering
7 - # of quads with volume and aniso (>1:1 ratio) filtering
8 - # of quads with 2:1 aniso sampling
9 - # of quads with 4:1 aniso sampling
10 - # of quads with 6:1 aniso sampling
11 - # of quads with 8:1 aniso sampling
12 - # of quads with 10:1 aniso sampling
13 - # of quads with 12:1 aniso sampling
14 - # of quads with 14:1 aniso sampling
15 - # of quads with 16:1 aniso sampling
16 - # of quads with mip, volume and aniso (>1:1 ratio) filtering
17 - # of 2-cycle misaligned quads
18 - # of 4-cycle misaligned quads
19 - no valid pixels in quad
20 - 1 valid pixel in quad.
21 - 2 valid pixcls in quad
22 -3 valid pixels in quad
23 - 4 valid pixels in quad

Al.7|Summary
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TPC

0 - # of valid cycles on the output of the walker state machine
1 - # of phases with any1:1 aniso, bilin, or point sampling
2 - # of phascs with any aniso (~1:1 ratio) filtcring
3 - # of phases with any mip filtering
4 - # of phases with any volumefiltering
5 - # of phases with mip and volumefiltering
6 - # of phases with mip and aniso (>1:1 ratio) filtering
7 - # of phases with volume and aniso (>1:1 ratio) filtering
8 - # of phases with 2:1 aniso sampling
9 - # of phases with 4:1 aniso sampling
10 - # of phases with 6:1 aniso sampling
11 - # of phases with 8:1 aniso sampling
12 - # of phases with 10:1 aniso sampling
13 - # of phases with 12:1 aniso sampling
14 - # of phases with 14:1 aniso sampling
15 - # of phases with 16:1 aniso sampling
16 - # of phases with mip, volume and aniso (>1:1 ratio) filtering
17 - # of 2-cycle misaligned phases
18 - # of 4-cycle misaligned phases
24 - tpc_busy
25 - tpc_stalled
26 - tpc_starved
27 - tpe_working
28 - tpc_walker_busy
29 - tpc_walker_stalled
30 - tpc_walker_starved
31 - tpc_walker_working
32 - tpc_aligner_busy
33 - tpc_aligner_stalled
34 - tpc_aligner_starved
35 - tpc_aligner_working
36 - tpc_blend_busy
37 - tpc_blend_stalled
38 - tpc_blend_starved
39 - tpc_blend_working

TPO..3

0 - # of quadsthat are point samples (including 1:1 aniso samples that are point sampled)
1 - # of quadsthatare bilinearly filtered (including 1:1 aniso samples that are bilinearly filtered)
2 - # of quads with any aniso (>1:1 ratio) filtering
3 - # of quads with any mipfiltering
4 - # of quads with any volumefiltering
5 - # of quads with mip and volumefiltering
6 - # of quads with mip and aniso (>1:1 ratio) filtering
7 - # of quads with volume and aniso (>1:1 ratio) filtering
8 - # of quads with 2:1 aniso sampling
9 - # of quads with 4:1 aniso sampling
10 - # of quads with 6:1 aniso sampling
11 - # of quads with 8:1 aniso sampling
12 - # of quads with 10:1 aniso sampling
13 - # of quads with 12:1 aniso sampling
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14 - # of quads with 14:1 aniso sampling
15 - # of quads with 16:1 aniso sampling
16 - # of quads with mip, volume and aniso (>1:1 ratio) filtering
17 - # of 2-cycle misaligned quads
18 - # of 4-cycle misaligned quads
19 - no valid pixcls in quad
20 - 1 valid pixel in quad
21 - 2 valid pixels in quad
22 -3 valid pixels in quad
23 - 4 valid pixels in quad

Al.8|How TPCpipe sections map to TP pipe sections

TPC inputinstr/const gatherer
TPC walker pipeline
TPC walker FIFO

TPC alignerpipeline
TPC aligner FIFO
TPC latency FIFO
TPC blend pipe
TPC output FIFO
SP_TP_formatter

-> TP input instr/const gather
-> TP LODderiv and aniso pipelines
-> TP LOD and COORD FIFOs

-> TP addresser pipeline
-> TP aligner FIFO
-> TP aligner logic (no state), TP_TC interface, TP latency FIFO
-> TP blend pipeline (ch_blend,tt, hicolor)
-> TP output FIFO
-> SP_TP_formatter
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Mode Pixels hicolor mip volume aniso Ideal Actual %
mip point, vol point, aniso disabled 16384 1 1 1 1 1024 1040 98%
mip linear, vol point, aniso disabled 16384 1 2 1 1 2048 2080 98%
mip point, vol linear, aniso disabled 16384 1 1 2 1 2048 2080 98%
mip point, vol point, aniso 2:1 16384 1 1 1 2 2048 2080 98%
mip point, vol point, aniso 4:1 16384 1 1 1 4 4096 4156 99%
mip point, vol point, aniso 6:1 16384 1 1 1 6 6144 6236 99%
mip point, vol point, aniso 8:1 16384 1 1 1 8 8192 8312 99%
mip point, vol point, aniso 10:1 (a) 16384 1 1 1 10 10240 10392 99%
mip point, vol point, aniso 12:1 16384 1 1 1 12 12288 12468 99%
mip point, vol point, aniso 14:1 (a) 16384 1 1 1 14 14336 14544 99%
mip point, vol point, aniso 16:1 16384 1 1 1 16 16384 16624 99%
mip linear, vol point, aniso 2:1 16384 1 2 1 2 4096 4156 99%
mip linear, vol point, aniso 4:1 16384 1 2 1 4 8192 8312 99%
mip linear, vol point, aniso 8:1 16384 1 2 1 8 16384 16624 99%
mip linear, vol point, aniso 16:1 16384 1 2 1 16 32768 33248 99%
mip point, vol linear, aniso 2:1 16384 1 1 2 2 4096 4156 99%
mip point, vol linear, aniso 4:1 16384 1 1 2 4 8192 8312 99%
mip point, vol linear, aniso 8:1 16384 1 1 2 8 16384 16624 99%
mip point, vol linear, aniso 16:1 16384 1 1 2 16 32768 33248 99%
mip linear, vol linear, aniso 2:1 16384 1 2 2 2 8192 8312 99%
mip linear, vol linear, aniso 4:1 16384 1 2 2 4 16384 16624 99%
mip linear, vol linear, aniso 8:1 16384 1 2 2 8 32768 33248 99%
mip linear, vol linear, aniso 16:1 16384 1 2 2 16 65536 66496 99%
mip point, vol point, aniso 16:1 clamped to 1:1 (1) 16384 1 1 1 1 1024 1040 98%
mip point, vol point, aniso 16:1 clamped to 2:1 (1) 16384 1 1 1 2 2048 2076 99%
mip point, vol point, aniso 16:1 clamped to 4:1 (1) 16384 1 1 1 4 4096 4156 99%
mip point, vol point, aniso 16:1 clamped to 8:1 (1) 16384 1 1 1 8 8192 8312 99%
mip point, vol point, aniso 16:1 clamped to 16:1 (1) 16384 1 1 1 16 16384 16624 99%
mip linear frac=0, vol point, aniso disabled 16384 1 1 1 1 1024 1040 98%
mip point, vol linear frac=0, aniso disabled (b) 16384 1 1 2 1 2048 2076 99%
mip linear tri_juice 1/6 frac=1/8, vol point, aniso disabled 16384 1 1 1 1 1024 1040 98%
mip linear tri_juice 1/4 frac=7/32, vol point, aniso disabled 16384 1 1 1 1 1024 1040 98%
mip linear tri_juice 3/8 frac=21/64, vol point, aniso disabled 16384 1 1 1 1 1024 1040 98%
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Mode Pixels hicolor mip volume aniso Ideal Actual
mip point, vol point, aniso disabled 16384 2 1 1 1 2048 2080
mip linear, vol point, aniso disabled 16384 2 2 1 1 4096 4160
mip point, vol linear, aniso disabled 16384 2 1 2 1 4096 4160
mip point, vol point, aniso 2:1 16384 2 1 1 2 4096 4160
mip point, vol point, aniso 4:1 16384 2 1 1 4 8192 8316
mip point, vol point, aniso 6:1 16384 2 1 1 6 12288 12476
mip point, vol point, aniso 8:1 16384 2 1 1 8 16384 16632
mip point, vol point, aniso 10:1 (a) 16384 2 1 1 10 20480 20792
mip point, vol point, aniso 12:1 16384 2 1 1 12 24576 24948
mip point, vol point, aniso 14:1 (a) 16384 2 1 1 14 28672 29108
mip point, vol point, aniso 16:1 16384 2 1 1 16 32768 33264
mip linear, vol point, aniso 2:1 16384 2 2 1 2 8192 8316
mip linear, vol point, aniso 4:1 16384 2 2 1 4 16384 16632
mip linear, vol point, aniso 8:1 16384 2 2 1 8 32768 33264
mip linear, vol point, aniso 16:1 16384 2 2 1 16 65536 66528
mip point, vol linear, aniso 2:1 16384 2 1 2 2 8192 8316
mip point, vol linear, aniso 4:1 16384 2 1 2 4 16384 16632
mip point, vol linear, aniso 8:1 16384 2 1 2 8 32768 33264
mip point, vol linear, aniso 16:1 16384 2 1 2 16 65536 66528
mip linear, vol linear, aniso 2:1 16384 2 2 2 2 16384 16632
mip linear, vol linear, aniso 4:1 16384 2 2 2 4 32768 33264
mip linear, vol linear, aniso 8:1 16384 2 2 2 8 65536 66528
mip linear, vol linear, aniso 16:1 16384 2 2 2 16 131072 133056
mip point, vol point, aniso 16:1 clamped to 1:1 (1) 16384 2 1 1 1 2048 2080
mip point, vol point, aniso 16:1 clamped to 2:1 (1) 16384 2 1 1 2 4096 4156
mip point, vol point, aniso 16:1 clamped to 4:1 (1) 16384 2 1 1 4 8192 8316
mip point, vol point, aniso 16:1 clamped to 8:1 (1) 16384 2 1 1 8 16384 16632
mip point, vol point, aniso 16:1 clamped to 16:1 (1) 16384 2 1 1 16 32768 33264
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Mode Pixels hicolor mip volume aniso Ideal Actual
mip point, vol point, aniso disabled 16384 4 1 1 1 4096 4160
mip linear, vol point, aniso disabled 16384 4 2 1 1 8192 8320
mip point, vol linear, aniso disabled 16384 4 1 2 1 8192 8320
mip point, vol point, aniso 2:1 16384 4 1 1 2 8192 8320
mip point, vol point, aniso 4:1 16384 4 1 1 4 16384 16636
mip point, vol point, aniso 6:1 16384 4 1 1 6 24576 24956
mip point, vol point, aniso 8:1 16384 4 1 1 8 32768 33272
mip point, vol point, aniso 10:1 (a) 16384 4 1 1 10 40960 41592
mip point, vol point, aniso 12:1 16384 4 1 1 12 49152 49908
mip point, vol point, aniso 14:1 (a) 16384 4 1 1 14 57344 58228
mip point, vol point, aniso 16:1 16384 4 1 1 16 65536 66544
mip linear, vol point, aniso 2:1 16384 4 2 1 2 16384 16636
mip linear, vol point, aniso 4:1 16384 4 2 1 4 32768 33272
mip linear, vol point, aniso 8:1 16384 4 2 1 8 65536 66544
mip linear, vol point, aniso 16:1 16384 4 2 1 16 131072 133088
mip point, vol linear, aniso 2:1 16384 4 1 2 2 16384 16636
mip point, vol linear, aniso 4:1 16384 4 1 2 4 32768 33272
mip point, vol linear, aniso 8:1 16384 4 1 2 8 65536 66544
mip point, vol linear, aniso 16:1 16384 4 1 2 16 131072 133088
mip linear, vol linear, aniso 2:1 16384 4 2 2 2 32768 33272
mip linear, vol linear, aniso 4:1 16384 4 2 2 4 65536 66544
mip linear, vol linear, aniso 8:1 16384 4 2 2 8 131072 133088
mip linear, vol linear, aniso 16:1 16384 4 2 2 16 262144 266176
mip point, vol point, aniso 16:1 clamped to 1:1 (1) 16384 4 1 1 1 4096 4160
mip point, vol point, aniso 16:1 clamped to 2:1 (1) 16384 4 1 1 2 8192 8316
mip point, vol point, aniso 16:1 clamped to 4:1 (1) 16384 4 1 1 4 16384 16636
mip point, vol point, aniso 16:1 clamped to 8:1 (1) 16384 4 1 1 8 32768 33272
mip point, vol point, aniso 16:1 clamped to 16:1 (1) 16384 4 1 1 16 65536 66544
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Mode Pixels ch mip vol aniso align Ideal Actual %
mip point, vol point, aniso disabled, all ee 16384 1 1 1 1 4 4096 4156 99%
mip point, vol point, aniso disabled, 2 ee x 16384 1 1 1 1 2 2048 2076 99%
mip point, vol point, aniso disabled, 2 ee y 16384 1 1 1 1 2 2048 2076 99%
mip linear, vol point, aniso disabled, all ee 16384 1 2 1 1 4 8192 8312 99%
mip linear, vol point, aniso disabled, 2 ee x 16384 1 2 1 1 2 4096 4156 99%
mip linear, vol point, aniso disabled, 2 ee y 16384 1 2 1 1 2 4096 4156 99%
mip point, vol linear, aniso disabled, all ee 16384 1 1 2 1 4 8192 8312 99%
mip point, vol linear, aniso disabled, 2 ee x 16384 1 1 2 1 2 4096 4156 99%
mip point, vol linear, aniso disabled, 2 ee y 16384 1 1 2 1 2 4096 4156 99%
mip linear, vol linear, aniso disabled, all ee 16384 1 2 2 1 4 16384 16624 99%
mip linear, vol linear, aniso disabled, 2 ee x 16384 1 2 2 1 2 8192 8312 99%
mip linear, vol linear, aniso disabled, 2 ee y 16384 1 2 2 1 2 8192 8312 99%
mip point, vol point, aniso 2:1, all ee 16384 1 1 1 2 4 8192 8312 99%
mip point, vol point, aniso 16:1, all ee 16384 1 1 1 16 4 65536 66496 99%
mip linear, vol point, aniso 2:1, all ee 16384 1 2 1 2 4 16384 16624 99%
mip linear, vol point, aniso 16:1, all ee 16384 1 2 1 16 4 131072 132992 99%
mip point, vol linear, aniso 2:1, all ee 16384 1 1 2 2 4 16384 16624 99%
mip point, vol linear, aniso 16:1, all ee 16384 1 1 2 16 4 131072 132992 99%
mip linear, vol linear, aniso 2:1, all ee 16384 1 2 2 2 4 32768 33248 99%
mip linear, vol linear, aniso 16:1, all ee 16384 1 2 2 16 4 262144 265984 99%
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Mode Pixels ch mip vol aniso align Ideal Actual %
mip point, vol point, aniso disabled, all ee 16384 2 1 1 1 4 8192 8316 99%
mip point, vol point, aniso disabled, 2 ee x 16384 2 1 1 1 2 4096 4156 99%
mip point, vol point, aniso disabled, 2 ee y 16384 2 1 1 1 2 4096 4156 99%
mip linear, vol point, aniso disabled, all ee 16384 2 2 1 1 4 16384 16632 99%
mip linear, vol point, aniso disabled, 2 ee x 16384 2 2 1 1 2 8192 8320 98%
mip linear, vol point, aniso disabled, 2 ee y 16384 2 2 1 1 2 8192 8316 99%
mip point, vol linear, aniso disabled, all ee 16384 2 1 2 1 4 16384 16632 99%
mip point, vol linear, aniso disabled, 2 ee x 16384 2 1 2 1 2 8192 8316 99%
mip point, vol linear, aniso disabled, 2 ee y 16384 2 1 2 1 2 8192 8316 99%
mip linear, vol linear, aniso disabled, all ee 16384 2 2 2 1 4 32768 33264 99%
mip linear, vol linear, aniso disabled, 2 ee x 16384 2 2 2 1 2 16384 16632 99%
mip linear, vol linear, aniso disabled, 2 ee y 16384 2 2 2 1 2 16384 16632 99%
mip point, vol point, aniso 2:1, all ee 16384 2 1 1 2 4 16384 16632 99%
mip point, vol point, aniso 16:1, all ee 16384 2 1 1 16 4 131072 133056 99%
mip linear, vol point, aniso 2:1, all ee 16384 2 2 1 2 4 32768 33264 99%
mip linear, vol point, aniso 16:1, all ee 16384 2 2 1 16 4 262144 266112 99%
mip point, vol linear, aniso 2:1, all ee 16384 2 1 2 2 4 32768 33264 99%
mip point, vol linear, aniso 16:1, all ee 16384 2 1 2 16 4 262144 266112 99%
mip linear, vol linear, aniso 2:1, all ee 16384 2 2 2 2 4 65536 66528 99%
mip linear, vol linear, aniso 16:1, all ee 16384 2 2 2 16 4 524288 532224 99%
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Mode Pixels ch mip vol aniso align Ideal Actual %
mip point, vol point, aniso disabled, all ee 16384 4 1 1 1 4 16384 16636 98%
mip point, vol point, aniso disabled, 2 ee x 16384 4 1 1 1 2 8192 8316 99%
mip point, vol point, aniso disabled, 2 ee y 16384 4 1 1 1 2 8192 8316 99%
mip linear, vol point, aniso disabled, all ee 16384 4 2 1 1 4 32768 33272 98%
mip linear, vol point, aniso disabled, 2 ee x 16384 4 2 1 1 2 16384 16636 98%
mip linear, vol point, aniso disabled, 2 ee y 16384 4 2 1 1 2 16384 16636 98%
mip point, vol linear, aniso disabled, all ee 16384 4 1 2 1 4 32768 33272 98%
mip point, vol linear, aniso disabled, 2 ee x 16384 4 1 2 1 2 16384 16636 98%
mip point, vol linear, aniso disabled, 2 ee y 16384 4 1 2 1 2 16384 16636 98%
mip linear, vol linear, aniso disabled, all ee 16384 4 2 2 1 4 65536 66544 98%
mip linear, vol linear, aniso disabled, 2 ee x 16384 4 2 2 1 2 32768 33272 98%
mip linear, vol linear, aniso disabled, 2 ee y 16384 4 2 2 1 2 32768 33272 98%
mip point, vol point, aniso 2:1, all ee 16384 4 1 1 2 4 32768 33272 98%
mip point, vol point, aniso 16:1, all ee 16384 4 1 1 16 4 262144 266176 98%
mip linear, vol point, aniso 2:1, all ee 16384 4 2 1 2 4 65536 66544 98%
mip linear, vol point, aniso 16:1, all ee 16384 4 2 1 16 4 524288 532352 98%
mip point, vol linear, aniso 2:1, all ee 16384 4 1 2 2 4 65536 66544 98%
mip point, vol linear, aniso 16:1, all ee 16384 4 1 2 16 4 524288 532352 98%
mip linear, vol linear, aniso 2:1, all ee 16384 4 2 2 2 4 131072 133088 98%
mip linear, vol linear, aniso 16:1, all ee 16384 4 2 2 16 4 1048576 1064704 98%
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TP Debug Registers

1. Overview

The following is an overview of the TP registers space.

0x0000..0x0007 — TP/TC functional

0x0008..0x000b — TCR debug/extra
0x000c..0x000f — TCF debug/extra

0x00 10..0x0013 — Unused

0x0014..0x002b — TCR performance
0x002c..0x005b — TCF performance
0x005c..0x005f — TP/TC clock gating

0x0060..0x0067 — Unused

0x0060 TPC_DEBUGO
0x0064 TPC_DEBUGI

0x0068..0x006b — TP functional

0x006c..0x006f — TP dcbug/cxtra

0x0070..0x00ff — TP functional/performance

0x0074..0x00d3 — TP functional/performance

0x0100..0x011b — VC functional

Ox011c..0x014f — VC debug

0x0150..0x0167 — TCMperformance

//0x0200..0x029f — TP debug regs
// 0x0200..0x21f — TPC debug regs
// 0x0220..0x23f — TPO debug regs
/f 0x0240..0x25f — TP1 debug regs
// 0x0260..0x27f — TP2 debug regs
Hf Ox0280..0x29f — TP3 debug regs

0x0300..0x035f-— TC debug regs
0x0380..0x03bf — TC debug regs

There is a large regionof free space al 0x2** where a numberof debug registers can be added. However, trying to
fill this area with TPC/TP signals is actually hard, perhaps overkill. The following sections define TP/TPC debug
registers withg minimal additional register locations, using

2. TPC

TPC_CNTL_STATUS <TPDEC:0x00C4> 32 {
TPC_-NPUT BUSY 0 NUM Re

TPCTCFIFOBUSY 1 NUM R; // includes fifo erpty
TPC_STATE7IEOBUSY 2 NUM R; // includes fifo empty
TPC_FETCH7IEFOBUSY 3 NUM R; // includes fito ompty
TPCWALKERPlP+BUSY 4 NUM Re
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TPCWALKFIFO3USY 5 UM R;
TPC_WALKERBUSY 6 UM R;
TPC_ALIGNERPIPEBUSY 38 UM R;
TPCALIGN #LEOBUSY 9 LUM Ry // includes fifo empty
TPC ALIGNER BUSY 10 UM R;?
TPC RR FIFO BUSY 12 UM R; // includes fifo empty
TPCBLENDIPEBUSY 13 UM R;
TPC OUT FIFO BUSY 14 UM R; // includes fifo empty
TPC_BLEND_BUSY 15 UM R;
TFTW_RTS 16 UM R; // DEBUG field
TETWSTATERTS 17 UM R; // DEBUG field
TFTW_RTR 19 UM R; // SERUG field
Tw_TARTS 20 UM R; // ZEBUC field
Tw_TA_TTRTS 21 UM R; // SEBUG ficld
TwolLALAS'TRIS 22 LM Rp // Sh3UG field
TW_TA_RTR 23 UM R; // TERUG field
TA_TBRTS 24 UM R; // TERUG field
TATBTTRTS 25 UM R; // TERUG field
TA_TB_RTR 27 LM R; // TERUG Cield
TA_TF_RTS 28 UM R; // CRRUG field
TA_TF_TCFIFOREN 29 UM R; // DEBUG field
TESQdec 30 UM R; // 2E3UC field
TPC_BUSY 31 UM R;

le

TPC_DEBUG_0 <TPDEC:! 0x00€c> {
LOD CNTL UM R; // TERUG field

IccUR UM R; // TERUG field
WALKER CNTO : UM R; // TERUG field

AT TENRR_CNTT, 10:8 UM R; // CRRUG field
PREVTCSTATEVAL=D 12 UM R; // q_tfifo_qvalid from tpc_fifes.v

WALKERSTATE 25:16 NUM R; // SER3UC field
ALICNLER_STATE 27:26 NUM R; // SERUC field
CLKGATEOVERRIDE 2 KUM R;
R2GCLKEN 29 NUM RB;
TPC_CLK_EN 30 NUM RB;
SQTPWAKBUP 3 KUM Re

he

TPCDEBUG1 <TPDEC:9x0070> 32 {
i

3. TP

TP@ CNT,STATUS <TPDRCLIKOOCO> 32 {
TPINPUTBUSY 0 UM R;
TPLODBUSY 1 UM R;
TELODFIFOBUSY 2 UM Re
TPADDRBUSY 3 UM R;
TPALIGNFIFO3USY 4 UM R;
TTPALIGNERBUSY 5 LM Re
TP TC FIFO BUSY 6 UM R;?

TPRRFIFOBUSY 7 UM R;
TPFETCHBUSY 8B UM R;
TPCHBLENDBUSY 9 LM RB;
TP_T™BUSY 19 UM R;
TPH-COLORBUSY 11 UM R;
TPBLENDBUSY 2 UM R;
TEOUIFIFOBUSY 13 UM Re
TPOUTPUTBUSY 14 UM R;
INLCRIS 16 LM Ry
LCLARTS 17 UM R;
LA FL RTS 18 UM R;?
FL TA RTS 19 UM R;?
TAFARTS 20 UM R;
TAFATTRTS 21 LM RB;
FAAT, RTS 22 UM R;z
FAALTTRTS 23 UM RB:
AL_TF_RTS 24 UM Rz
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AL_TF_TTRTS 25 UM R;
TFIBRTS 26 UM R;
TFIBTTRTS 2 UM R;
V3lvRIS 28 LM R¢
T3 17 TT RESET 29 UM R;
T3 TO RTS 30 UM R;

TPBUSY 31 UM R;
VF

TP@ DEBUG <TPDEC:9x00C0> 32 {
QLOD_CNTL 1:0 UM R; // DEBUG field
CLKGATEOVERRIDE 2 UM R;
QSQ_TP_WAKEUP 3 UM R;
FLTA_ADDRESSERCNTIL 20:4 UM Ry // SERUG ficld
RAGCLKEN 21 LM R¢
PZRF_CLK_EN 22 UM R;
TP_CLK_EN 23 UM R;
QWALKER_CNTL 27:24 NUM R; // DEZUC field
QALIGNER_CNTL 30:28 NUM R; // SERUC field

te
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