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Optical Ethernet: Protocols,
ganagement, and 1-100 G
echnologies

cedric F. Lam and Winston L. Way
opvista, Milpitas, CA, USA

31 INTRODUCTION

Afier years of harsh winter in the telecom industry, which started from the burst of
e technology bubble in the beginning of this century, telecom service providers
ae again hard working with vendors to deploy the next-generation equipment to
prepare for the growing bandwidth demands, which are propelled by a slew of new
boadband applications such as internet protocol television (IPTV), network
mming, peer-lo-peer networking, video/web conferencing, telecommuting, and
wice over [P (VOIP).

As the vehicle that interconnects billions of users and devices on the Internet.
Ethernet has become the most successful networking technology in history. Even
during the years of harsh winter, Ethernet development has never slowed down.

work of I0GBASE-T (IEEE 802.3an, 10-Gigabit Ethernet over twisted pair)

¥ started in November 2002. In the following year (November 2003), TEEE

023 launched the project of I0OGBASE-LRM (IEEE 802.3aq, 10-Gigabit Ether-

Lover 300 m of multimode fiber, MMF). The standard for Ethernet in the First

Vile ( » IEEE 802.3ah) was finished in June 2004. Ethernet continues to
“I"'? apidly as the human society marches further into the information era.

ginally developed as an unmanaged technology for connecting desktops in

o area networks (LANSs) [1], nowadays Ethernet has also become a technology

. and backbone networks. The success of Ethernet is attributed to its

Plicity, 1ow cost, standard implementation, and interoperability guarantee [2].
Prog Allributeg helped Ethernet and the data networking community it serves to

Per [3), hence producing the economy of scale.
gmc:r F;b" Telecommunications v B: Systems and Networks

’Eﬂu-“ © 2008, Elsevier Inc. All rights reserved.
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346 Cedric F, Lam ang Winsto, I 1
The Internet, which was initially deviseq for c?nta CUI:InBthi.l‘y, iS oy, hfing
transformed into a converged plallhr{n to deliver voice, d?;d. an;i videg SeTViceg
so-called triple-play) through the universal Ethernet inte a:?e. uch cony._?r ence;,
made possible by several factors: (1) new mpeg campr_cﬁzﬂﬂ technologies Whigy
tremendously reduced the bandwidth and storage required for both Standgpg
high-definition broadcast quality videos to reasonable values, (2) advance |
electronic memory, storage, and processing ttChﬂl:'.'llﬂgl.Es, which allows thousgyg
of movies to be stored and switched in practical size wc!e_cn Servers, (3) abyng
of bandwidth made available by low-cost wavelengm-diwsm_n multiplexing (WD
and high-speed Ethernet technologies, (4) impmvcp&ents n 'the ah:ailahilit}r
quality of service (QoS) offered by data networks, which made it possible to gy
always-on and delay-sensitive services such as voice. As an example, With mpeg)
compression [4], a Gigabit Ethernet link is capable of carrying 240 streams of
standard-resolution video signals, each of which requires 3,75 Mb/s bandwidip,
Traditional data services offered on internet protocol (IP) and Ethernet pey.
works are best-effort services, Such no-frills approach helps the Intemet g0
Ethernet to penetrate with low initial cost at the beginning [5]. However, as e

network grows and the information society becomes more and more network-
. 3 dependent, best-effort services Will no longer be sufficient. This requires the
:_"I network infrastructure angd its underlying technology to evolye in order to satisfy
b j t the growing needs as wel] as increasing levels of service quality expectations.
: To cope with this trend, Ethe i
-8

a5 gone through many changes and is
ifferent from its initial des; gn. Yet, such changes
in a controlled manner to allow the existing broad

oothly, In thig chapter, we review some of the
Ogy developmen;.

9.2 STANDARDS ACTIVITIES

I Ethemet is developed within

the IEER 802 LAN/M AN Standard Commiltet
(LMS.C} [6]. The LMSC is esponsible fqor developin standards for equipmer!
used in LANs and  network g
works in LMSC orks

(MANS). Some of the well-know™
ot 8023), wireless 1 AN (802.11), token o
» nd bridging (802, 1), (Figure 9.1).
I‘tri covers the Physical layer (PHY) and g
soon of the data link layer in the OSI (OF

ing
d'in varioys g - Ethernet frame (packet) forward
" addition, there are many usth - fidging standards,

working er cop

. jzation®
0 i rtiu organiza

N varioyg Ethemehmlatnd iss i GaiaiE S
agreement) Consortium ues

' u E
Sk . For example, MSA (multis?
factor plugashie (SFP) such gy Gigabi¢ interfy

o
€€ convertor (GBIC), smal :
nent manufacturers (q SPeCify trpe ir;g:r{FZE
m

metropolitan are
include Ethe

50

m
~10] have peen formed by chuqtr:ﬂ
ules (the so-called PMD or phY’

4
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[ 8022 Logical link contro
2| 802.1 Bridging D
iy ata
g r_EDE 3 80 e
: 2.11 -
: || 2 80215 || 80216 || 80217 il
3 uada u Medium Medium Medium
g ccess access access access accass
802.3 802.11 802.15 802
. .16 802.17
Physical Physical Physical Physical Physical Fr::;?r
|| | =
CSMA/CD  Wireless Wireless Broadband  Resilient
Ethernet LAN personal wireless packet
area network access  ring (RPR)

9.1 The IEEE 802 LMSC organization overview (this figure may be

included CD-ROM).

medium dependent in Etherne
common electrical interfaces, W
systems. Metro Ethernet Fo
defining Ethernet service ty
(0AM) functions, and service
Within the international tel
published on carrying Ethernet over
mcw include the generic framing proc
Vitwal concatenation (VCAT) defined in
wjustment scheme (LCAS) defined in
Eﬁ:mﬁﬂ with FEthernet protection $
fu:mtinns and mechanisms for
si;:]]-uw Internet Forum (OIF) has
ing Ethernet connections in @ B
PLS) enabled optical networks [17]-
mvcﬁ\’emhelming standard WO
b inr everything in this chapter:
terested readers to explore in-

(GM

3
POINT-TO-POINT ETHER

t terminology
hich can be used interchan
another in

rk aroun
Therefore,
depth the re

rum (MEF) [11],
pes, operation, administration,
level agreements (SLAS).

(ITU), standards have been
Itiplexing (TDM) circuits.
ned in ITU-T G.7041 [12],
and link capacity
T G.8031 [15] is
1731 [16] deals with

ecommunication union

time-division mu
edure (GFP) defi
ITU-T G.7043 [13],

T G.7042 [14].
Tu-T Y.
_based networks.

user petwork 1in
eralized multiprotoco
es that it is impossible
to offer a direction (o

Ethernet
defined

witching.

J Ethernet im;_}!i
our goal 18
st of this ric

NET DEVELO

ITU

h subject.

PMENT

seen in color on the

) with common form factors and
geably with different

dustry consortium, is
and maintenance

terface (UNI) for
| label switching

9 ;
3 ng Architectur€
f
Bure

g 3322 shows the layering
Mg, > Standard [18]. In
With an media-independe

1 .
Modern Ethernet Layer
architectur® of

the

this figure
nt interfac® M

fined in the

gern Ethernet as de
]:;1;(3 layer and the pPHY layer ar¢
11) for 100 Mb/s Ethernet, GMII
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P2P Ethemst layers P2MP Ethemet layers

MAC: media access control MPMC: multipoint media access conjrg|
MDI: medium dependent interface PCS: physical coding sublayer
MIil: media independent interface GMII: Gigabit media-independent interfacs
XGMIl: 10 Gigabit media-independent interface PMA: physical medium attachment
PHY: physical layer device PMD: physical medium dependent

- Teconciliation sublayer

Figure 9.2 Modem Ethemet layering architecture (this figure may be seen in color on the included
CD-ROM).

(Gigabit media-indepe

ndent interface) for Gigabit Ethernet and XGMIT (10G M)
for 10 Gb/s Ethernet.

ey Al sl

with different physical layer technologies and transmission media for Ethernet.
Within the PHY layer, the physical coding sublayer (PCS) generates the line coding
suitable for the channel characteristics of the transmission medium. The physical

medium attachment (PMA) layer performs transmission, reception, collision detec-
tion, clock recovery,

ﬂi
. with point-to-point (mp}.mﬂ"ﬂﬂd
ub bridge. The distances between the hndgﬂfm'ﬁ.
al transmission impairments, As mentioned be

tions between the hosts and ah
hosts are only limited by physic

N 4
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or

ot embraces different physical !3}’” technologies with a standard interface
ﬂtﬂﬂ’n the MAC layer and thc_ph}rmcal layer. The MAC layer for P2P Ethernet
e changed much for a considerable period of time. Most of the developments

"sgmc met happened in the physical layer in the last 10 years.
in

ﬁig!h“ Ethernet Physical Layer
100Mbps Ethernets are mostly deployed on copper medium (coaxial cable or
1ded twisted pair, 1.e., UTP). Gigabit Ethernet was first standardized on
.cal fiber in 1998. Two designs were ratified in IEEE 802.3z to transmit Gigabit
Ehernet signals: the 1000BASE-SX uses short-wavelength lasers (850nm) on
\MFs, and the 1000BASE-LX uses long-wavelength laser (1310nm) on the
qmdard single-mode fiber. At that time, transmitting 1000 Mbps signals on the
wiely deployed Category 5 UTP was a significant challenge for silicon-chip
gesigners. It requires tremendous signal processing to mitigate the channel impair-
ments in copper wires such as ISI (intersymbol interference) introduced by limited
channe! bandwidth and signal crosstalks between pairs of copper wires.' It was not
wiil a year later that the 1000BASE-T standard (IEEE 802.3ab) was finished.
Alhough Gigabit Ethernet is now mainly deployed with UTP interfaces, early
Gigabit Ethernet was mostly deployed with optical interfaces. Fiber has the advantage
of ttle signal impairments and wide bandwidth. It is suitable for backbone transmission
which is the major application for early Gigabit Ethernet. To keep the cost of Gigabit
Bhemet low, the IEEE 802.3z committee very conservatively defined the transmission
stince limit of 1000BASE-SX as 300m, and that of 1000BASE-LX as 5 km.
Both 1000BASE-SX and 1000BASE-LX share the 8B10B 1000BASE-X PCS
ﬁﬂtcoding [18, Clause 36]. Besides the transmission media, the only difference
1000BASE-SX and 1000BASE-LX lies in the PMD layer which defines
SeT transmitter and photodetector. The interface between the PMA and PMD
[m]l; simply a serial interface. This made it easy to reuse all t?lﬂ dcsigl.ls between
. “BASE-SX and 1000BASE-LX except the PMD transceiver, which cannot
Alty le with each other. _ _ ‘
%uut;“l%h the IEEE 802.3z standard committee has maf;h: the P'MD spe_mficalmn
tog 2 Y conservative, it still represented a significant portion of the Gugahl_t Ethemnet
Cost of optical transceivers would explode in Gigabit Emcmg switches and
. ?;ﬂlammg high port counts. Luckily, the well-thought layered design of Ethernet
The Optical transceiver modules to be separated from r.hc rest of system,
o PMIEEE 802.3z standard did not specify an exposed interface I:rctwecn+ the PMA
by g - Nevertheless, transceiver manufactures formed MSA consortiums [20]
~\‘R0Dli¢a] transceiver modules (i.c., PMDs) with a common electrical
=1 —
“ ﬁu

ﬂa\sE.T uses four pairs of unshielded Category 5 pables simultancously for signal transmis-

g
hhtu

Oplical transceivers dominated the cost of Gigabit Ethernet. It is also well-known that

N is always difficult to compete with.
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detector amplifier
= Hx data {1‘}
Diagnosis i 12
h ) )
B Tx data (4)
Connector (MDI) sC Le
-
T =
GBIC SEP

Figure 9.3 GBIC and SFP MSA modules: block diagram (top) and picture (bottom) (this figure may be
seen in color on the included CD-ROM).

interface and uniform mechanical dimensions. The most commonly seen Gigabit
Ethernet MSA PMD modules are GBIC (7] and SFP [8] (Figure 9.3). SFP modules
are much smaller in size and became the most popular Gigabit PMD. To improve
system density, SFPs use the compact-form LC connector not specified in the TEEE
802.3 standard. Both GBIC and SFP modules are hot swappable so that a router
switch does not need to be populated with expensive optical modules when they are
manufactured. Instead, optical transceivers can be inserted when a port needs to be
connected. In addition, one does not need to decide ahead of the time which typﬁﬁf
optical PMD to be populated at the time of purchasing a piece of Ethernet equipmﬂﬂ'i
As shown in Figure 9.3, the GBIC and SFP MSA modules contain no data-ral¢
and protocol-specific processing blocks. Therefore, such modules can also be
for other applications such as Fiber Channel and Synchronous Optical NETwork/
Synchronous Digital Hierarchy (SONET/SDH). Therefore, the MSA concept ot
only created a pay-as-you-grow upgrade scenario, but also the economy of scale for
oplical transceivers which helps Lo reduce their costs through mass production- 4
Besides the basic necessary optical-electrical (OE) and electrical—optical [EI
conversion functions, MSA modules also offer a digital diagnostic 12C (Inter
bus) interface, which provides information such as PMD type, laser waveleng™
input, and output optical power to the host system. This interface can be US
optical link trouble shooting and performance monitoring. ved
Another advantage offered by MSA is the ease to incorporate new impro
PMD capabilities when they are available. As mentioned before, the IEEE Fﬂl;hc
commillee selected an extremely conservative optical reach of 5km fof

e, ALY Fad

d

?Clock and data recovery is performed in the PMA layer.

¥

b7
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The 10GBASE-W PHY contains a WAN inlgrface sublayer (WIS) (F'Egurg 9.4)
which encapsulates Ethernet MAC frames within a S{}NI.F.T.-"SDH compliant fryp,.
(18, Clause 50]. The WIS layer also performs rate adaptation function by streey;,
the gaps between adjacent Ethernet frames so that the output data rate generateq
the WAN interface matches the SONET/SDH OC-192 data rate of 9.953Ghys 4

The 10GBASE-W PHY was created because most of _the 10 Gb/s transpon
system existed in SONET/SDH forms at that time. At the time, lﬂ.Gb{s Etherney
was envisioned as an aggregation technology for hackhun:: appl_lcatmns. So i
seemed logical to create a WAN standard which was compatible with the existing
deployment base of 10 Gb/s transport systems. Nevertheless, the data COMMunicy.
tion world never liked the WAN standard and most of the 10 Gigabit Ethernet
equipment deployed today uses the 10BASE-R standard.

Parallel to 10GBASE-R and 10GBASE-W, a 10GBASE-X standard was created,
Similar to 1000BASE-X, the 10GBASE-X standard uses the 8B10B encoding
scheme. Instead of transmitting on a single serial interface, the 10GBASE-X PHY
transmits signals on a four-lane parallel interface, using four coarsely spaced

8 wavelengths (4 x 2.5 Gbps) around the 1300 nm spectral region to form the so-called
3 I0GBASE-LX4. It was the first time that the WDM technology was used in Ethemet
I standard. Even though the LX-4 interface has better dispersion tolerance and was

3 easier to design than 10Gb/s serial interfaces from a transmission viewpoint, it

requires four sets of lasers and photoreceivers, which increase the packaging size,
complexity, and cost. Within only a few years, 10 Gby/s serial PHYs have advanced

50 rapidly that they rendered the X4 interface obsolete. Three types of 10Gh/s
serial optical PHY standards were initially created: 10GBASE-S, 10GBASE-L, and
10GBASE-E, which are summ

arized in Table 9.1, The 10GBASE-E interface uses

ey, Bl

10 Gigabit Ethernet Standard IEEE 802.3a¢ was

cost Fabry-Perot (FP) lasers to transmit up to 220 m on legacy MMF which has

Table 9,1
_ Summary of 10GBASE optical standards.
—
PHY s:andam_ Wavelength (nm) Serial/paralle) Link distance  Medium
|0GBASE-SR/W 850 T —
Serial mMMF
el 30 seg o ok
1310 WDM (parallely 300m 50 unﬁﬁ?-f‘l”“mm
10GBASE-LR/W 1310 Serial 10km Single-mode fib®
I0GBASE-ER/W 1550 Seriat 10km Single-mode fibe

R
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Q 1

widely deployed in the early 1990s for FDDI and Fast Ethernet applications.
10GBASE-LRM requires advanced electronic dispersion compensation
iques in the receiver [21]. Chapter 18 (Volume A) by Yu, Shanbhag, and
sses electronic dispersion compensation (EDC) techniques in detail.

n
cealize
f ) techn
Choma discu

To

10GBASE-T lnte:rfaf:e The 1000BASE-T UTP standard was ratified a year
fter the standardization of 1000BASE-X. It quickly became the dominating
Gigabit Ethernet interfarcc. UTP interfaces have proven to be popular for inter-
connecting SErvers, swiltches, and routers because of the ease in their cable
irmination and handling. However, it was not until 4 years after the standardi-
ation of I0GBASE optical Ethernet that the I0GBASE-T interface standard had
ween finished [22].

The 10GBASE-T interface uses an low-density parity check (LDPC) PCS. It
employees a two-dimensional 16-level pulse amplitude modulation (PAM) encod-
ing scheme on copper wire. The traditional ubiquitous Category 5 cables are no
longer capable of supporting 10GBASE-T. 10GBASE-T allows transmission dis-
tnces of up to 55 m on Category 6 cables. To reach the 100 m distance achieved
by 10/100/1000BASE-T interfaces, 10GBASE-T requires a new Augmented Cate-
gory 6 (or CAT-6A) cable, which has the frequency responses, crosstalk, and alien
cosstalk® characteristics specified up to 500 MHz [23].

It can be expected that for a considerable period time, optical PHYs will still
dominate in 10GBASE Ethernets.

The XAUI Interface 10GBASE PHY and 10GBASE MACs are interconnected
Vith the XGMII. The XGMII interface uses a 32-bit wide data bus with a limited
fisance support of 7cm.

0 facilitate module interconnect, an XGXS (10 Gigabit extender) interface
xﬁ deﬁned to extend the reaches of XGII. The XGXS interface reduces the 32-bit
“OMII data path into a 4-bit 8B10B encoded XAUI (10 Gigabit attachment unit

Ace) interface as shown in Figure 9.5 [18, Clause 47]. The XAUI interface

the €xactly same coding scheme used in 10GBASE-LX4 standard. It also has

{gfr feach of 25 cm to facilitate the connection between a PHY device and the
Sl 4yer. Even though the 10GBASE-LX4 PHY using th:& same coding scheme
"'de::r been popular, the XAUI interface has been used in many 10 Gb/s MSA
ID(-;MB MSA 3 are divided into two major cate-
Bries Mg Modules 10Gb/s MSA modules are divided into two major cate
The Maj "’* transceivers and MSA transponders, which are shown in thurv:: 9.6.

: in“ difference is that transceivers interface with t}we host system using a
tl%tﬂttr;lace whereas transponders using 2 parallel interface. Therefore an
‘"‘ﬂizcﬂd U?‘U{)WX (multiplﬂxcn"demultlplexﬁﬂ (also called SERDES—
S~ Serializer) is included in a transponder.

L

Salk referg to the crosstalk between neighboring UTP cables in a bundle.
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| Session g XGMII
Transport |/ / i;xt? ndelr
i iona

Network |/ / P :

Data link PCS

Physical PMA PHY
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300-pin XBI

Fgure 9.7 Commaonly scen 10 Gh/s MSA modules. (this figure may be seen in color on the included
CD-ROM)

16-bit wide OIF SFI-4 (SERDES framer interface, Release 4) electrical interface
for SONET/10G-WAN/10G-LAN signals [76].
Transponders produce lower-speed parallel signals, which are easier to handle
% electrical printed circuit boards (PCBs). In contrast, they also require bigger
Packages and complicated processing circuits. Moreover, transponders are also
fien formar and bit-rate dependent, which limit them to a single application.
Despite the challenge in handling serial 10 Gb/s signals at the electrical interface,
: A ransceiver modules are more compact and consume less power. Figure 9.8
“Mmpares the block diagrams and applications of 10 Gigabit Ethernet MSA trans-
:ﬂdﬂs and transceivers. XENPAK and XFP are the most popular 10Gb/s MSA
t;ip‘f‘“'?fﬂr and transceiver, respectively. Besides maintaining the SI:gnal integrity,
dlﬂlpa[ign is a challenge for 10 Gigabit MSA modules, which limits the

J . - -
WPectnegs of their sizes. XPAK and X2 are essentially more compact versions
recent years to reduce

[
'XENp
AK. Significant ses have been made in the
: i S ransceiver standard called SFP +

A
ith fmmjule power consumptions. A new MSA . | P
AL factor compatible with SFP is being standardized at the time of writing
L Provides even higher density and lower power than XFP transceivers.

PAE'-lre 9.8 illustrates that all three 10 Gigabit Ethernet transponders ':X_E‘NF""‘K:
da X2) share the same design with embedded PCS and ?’MA sublayers
g AUl interface 1o the host system. This allows Il'te host system to use any
Gﬂﬁlhfz PHY device irrespective of the PCS line cludtng scheme U.e.ll_ whe:;e;-
g SE-R, 10GBASE-W. or 10GBASE-X PHY is required). For Layer-2/:
Jiﬂman Touter manufactures, this has the advantage of allowing lh"-:_"' sw:jchfng
"‘*ncenl 1 interface with any PHY devices. Nonetheless, as silicon design

® ang the Ethernet communily converges 10 the LAN interface, this
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Figure 9.8 10 Gigabit Ethernet transponder (top) vs transceiver (bottom) (this figure may be seen in
color on the included CD-ROM).

flexibility advantage gives way to the high port-count density and integration
benefit offered by transceiver modules. There is a growing industry trend lo
converge to XFP- and SFP + -based systems. Furthermore, for operational and
management efficiencies, the industry prefers only a small handful number of
10GBASE PHY interface types than having many different flavors.

Like their Gigabit counterparts, 10 Gigabit MSA transceivers can be designed
to operate at multiple data rates so that they can be used with other 10GbYs
transport systems such as SONET OC-192 and ITU-T OTU-2. Unlike GBIC and
SFP transceivers, which normally only have a simple laser driver and pﬂElﬂmPI"
fier, to maintain high-speed signal quality and integrity, 10 Gb/s MSA transceivers
are normally built with a signal conditioner which performs regeneration © cir:ﬂﬂ
up the distortions introduced by the electrical reshape, retime, and If‘-ﬂ“Fhf:'r
interface between the module and the host system. The signal conditionef al
represent (3-R) clock data recovery (CDR) units in transmit and receive pafs 4
even electronic dispersion compensators. To improve integration and fur™
reduce power consumptions, most of the SFP+ modules will not have built-"
CDR to achieve less than 1 W power ":ﬂﬂﬂumpli{}ﬂ. A transport gquipmcm ['I'iﬂﬂu'
facturer would usually prefer transceiver-based MSA modules because (1) el

can design transponders to work with different format signals and (2) they ma) ﬂfh
want to deal with the management and confi jated V!
the XAUI interface.

mer”

_ Nevertheless, 10 Gb/s transponders still represent the state-of-the-art com A
cial technology. New 10Gb/s transmission techniques with higher Pfrmnﬂa“hf
continue 10 emerge. Transponder manufacturers are taking the advantag® ﬂflw
extra spaces available in 300-pin and XENPAK modules to €M W

guration complexity assoc

-
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i
mission capabilities. For example, EDC (21, tunable laser [25], and duobin- |

uﬂﬁjﬁ] modulated transmitters have been incorporated in commercial 300-pin |

:,?oldiuﬂlﬁ‘ These improved capabilities simplify the job of transport system '

Jink Diagnosis in 10 Gb/s Ethernet Traditionally, for cost and simplicity,
gihernet does not include much diagnosis capabilities besides CRC frame integrity
eck and PHY‘ layer hr{k-upﬂmk-dmun verification. This was adequate when
ghernet was mainly used in LAN environments. 10-Gigabit Ethernet was intended
for MAN applications. To improve network troubleshooting capabilities, for the
first time, the IEEE 802.3 standard group introduced loopback and remote link
fult diagnosis functions into 10-Gigabit Ethernet designs. These capabilities are
siown in Figure 9.9.

The 10-Gigabit Ethernet standard includes optional loopback functions at
virious PHY sublayers as indicated in Figure 9.9. These loopback functions can
be implemented in MSA modules and invoked through the digital diagnosis
meerfaces so that when a port is not functioning properly, the problem can be
iolated and localized with various loopback tests.

Another capability introduced in 10-Gigabit Ethernet is the local fault (LF) and

remote fault (RF) signals, which are conceptually similar to the loss of signal (LOS) 1%
d remote fault inductor (RDI) maintenance signals on a SONET link. When a link .38
omor is detected, if the local receiver receives a corrupted signal, it will generate the ; ! 5‘."
LF code words (called LF ordered set, or LFOS) to the reconciliation sublayer (RS) . g

lyer (18, Clause 46). At the same time, the local RS layer inserts RF ordered set M
RFOS) 10 the transmitter which will be received by the link partner. The LF/RF S

©)

®

RFOS LFOS
Local fault
RTG:E f:::* orderad set
oraer

D)

Yy Y L
Yhe ey ?:Jp'hack modes (left) and link-fault
“olor on the included CD-ROM).
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signals are represented using special 64B66B code words. Thus they are term;
in the physical layer and not passed up to the upper layers. Maley

9.4 LAYER-2 FUNCTIONS IN ETHERNETS

Layer-2 functions include MAC and Ethernet frame switching, which is ajsy calleg
bridging. Unlike traditional circuit switched networks, Ethernet is a Packe;
switched technology. Every Ethernet frame is labeled with a source address (SA)
and a destination address (DA) which are used by Ethernet bridges to forward g,
frame to the proper destination. The IEEE 802.3 standard only covers the Mac
portion. Ethernet bridging is covered by the IEEE 802.1 standards. The moq
important idea for Ethernet bridging is the IEEE 802.1D Spanning Tree Protocy|

(STP) [27].

9.4.1 Ethernet MAC Frames

To discuss the bridging operation, one needs to first understand the format of
Ethernet frames. Figure 9.10 shows the basic Ethernet frame format. This basic
format has remained invariant for a considerable period of time, despite the rapid
development in Ethernet speed and different physical layer technologies.

Ethernet is a multimedia technology because it operates on different media with
various speeds. Ethernet devices are designed with clearly defined interfaces
between the MAC layer and the PHY layer. This layered approach allows the
physical layer to evolve independent of the MAC layer. Ethernet frames represcnl
the data format at the MAC layer. It is the common MAC layer specification and
MAC frame formats that allows Ethernet devices of different speeds and P!f'"
technologies to interoperate with one another, In fact, switches are often built with
ports of different speeds and medium types.

Ethernet frames are variable length with a payload area between 46 and 1500
octets. An invariant MAC frame format allows each generation Ethemet 1 be
backward compatible with early generations so that users do not need (0 upgrade

7 octets Preamble |
1 oclel SFD '
Eoclets | Destination address
B octats Source address
2 octats Length/type
46-1500 m.s{ . MAC client data '
| Pad :

4 oclels | Frame check sequence |

Figure 9.10 Basic Ethernet frume formar (SFD: stan frame delimiter).
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jayer software and applications when the network speed is increased. This
ﬂPf"r an important role 1o ensure the Commercial successes of Ethernet. An Ethernet
s me starts with a P“ﬂ"f‘b]e field Wiﬂ? ﬂ|l_ErnnLing 0's and 1's, which is used in early
ﬁ’-:ﬂ by hurst-m'ifd* receivers at a destmatfun node to recover the signal clock, When
Erj,fmet connections I'}EFEWE P2P, transmitter and receiver synchronization is always

inwined by transmitting idle Symbols when there is no data to send, This obviates
jenced of the preamble field, which nonetheless, is kept for backward compatibility.

The preamble is rulllnwed by an start frame delimiter (SFD) to signify the begin-
qing of a frame. Following the SFD is the DA and SA. The first bit of DA determines
fthe frame is a unicast or broadeast frame, A unicast frame is represented byao0
value in the first bit of the DA and a multicast packet by a | value. The all 1 address is
rserved as the universal broadceast address. Normally, a bridge receiving a frame with
1 broadcast/multicast address will forward the frame to all other ports except the
imoming port. A block of multicast addresses has also been reserved by IEEE for
poiocol implementations. Packets with these reserved addresses are interpreted as
protocol data units (PDUs) with special meanings. A station receiving these special
multicast packets will normally terminate such packets without forwarding them. In
other words, if a bridge receives a multicast frame with its DA in the reserved address
block and the switch does not understand the frame, it will simply drop the frame.

Ethernet frames also have a two-octet length/type field to represent the length < ®
of the payload field. Since the allowed maximum payload frame is only 1500 : c
bytes, a length/type value above 1536 represents the type of the Ethernet frames. [t 7
s often used to represent the upper layer protocol or the type of management 38 .
iaformation contained in the payload. The frame check sequence (FCS) field uses 15 BEE :
i four-octet eyclic redundancy check value (CRC) to protect the frame,

Figure 9,10 shows that Ethernet frames contain minimum management infor-

Mation, Such simple frame structure helped to keep the network equipment simple
i _l“"'"‘ﬂﬂﬁt- However, as network infrastructures continue to grow and Ethernet
:;]"-‘{m_ilﬂagement becomes more and more impnn?nt. the origipa! frflmc format

Minimal overhead designs is no longer sufficient. Expansions in Ethernet
Eiery have been carefully introduced in the recent years to allow the growths of
€S while minimizing the impacts on legacy Ethernet devices [28].

)
42 Transparent Bridging

A
%lf-‘sdi:;{.:n collision domain is a multipoint-to-multipoint mesh-connected broad-
ey ﬁlau'ﬁm IA"}’ Station in a broadcast domain can dmrr:l]}r: cummuntc?tc with any
iog ;. " 10 the same domain by broadcasting the frame in the dom;un. In fact, a
iy, JUst sengg a frame to its destination assuming that the frame will Ew_!ntuatly
lh,mm & dEslinal'.iﬂn_ As explained before, stations in a hmar:icast dnmt_un share
a nemﬂiﬂn Medium and its capacity. As the number of hosts in a domain grows
o1k size increases, the network performance will be degrade.

.y
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Figure 9.11 Architecture layering of a bridge (this figure may be seen in color on the includeg
CD-ROM).

A bridge improves the network performance by limiting the size of a collision
. domain. The term switch and bridge are used interchangeably in the networking
= industry. A bridge is a multiport device with a layering architecture shown in
b Figure 9.11. Each bridge port is connected lo a separate LAN (i.e., separate
& s collision domain). A bridge contains a MAC relay entity to forward MAC frames
j from one port to another.

Normally, besides broadcast/multicast frames, an Ethernet port only accepis
unicast frames with DA matching its own MAC address. A bridge port, in contrast,
works in a promiscuous mode. It receives frames with any destination addresss
and performs one of the three functions:

BNy

-

]

(1) Broadcast (flooding)
(2) Forwarding
(3) Filtering

Figure 9.12 shows the functional diagram of a bridge, which contains a S04
address table (SAT), a filter/forward lookup logic and a learning logic assoc .f
with port interfaces. When an Ethernet frame arrives at a port interface, the filte?
forward lookup logic makes use of the DA and SAT to decide whether the
needs to be broadcast, forwarded, or filtered. h
The SAT is populated automatically through the learning logic or manually teoss
management provision. Each entry of the SAT contains the association of 8 s
address and the bridge port that the addressed host can be reached from. In 340,
learning, when a new frame arrives at a bridge port, the learning logic examines IS
If that address is not yet in the SAT, the learning logic will populate the SAa i
port number in the SAT, so that next time, when a frame with the DA matchi’é &
address arrives at the bridge, the bridges knows how to forward the frame. Notice
the bridge operation assumes bidirectional links.

oE -
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i gpﬁrﬂf

Source address table SAT
MAC address | Pon

— ]
- Fiter/forward
_ lookuplogic

Fieure 9.12 Bridge functional diagram (this figure may be seen in color on the included CD-ROM).

Automatically learned SAT entries will be aged out (i.e., deleted) if a source
sbdress becomes inactive for a certain period of time. This allows the MAC host to
ke moved from one location to another without the tedious requirement to recon-
fgure the SAT manually.

Figure 9.13 illustrates the three functions performed by a bridge. In Figure
%.13(a), user Y attached to bridge port 2 sends a frame to user X attached to bridge
p 1. Upon receiving the frame at port 2, the bridge looks up X in the SAT and
lound it associated with port 1. The frame is thus forward to user X through port 1.
b Figure 9.13(b), user X is sending a frame to user T. User X’s frame is
ercepted by the bridge at port 1. The bridge looks up the SAT and find that :
bth user X and user T are both attached to port 1. So it filters the frame at port 1. -
Athird example is shown in Figure 9.13(c). In this case, user Y's frame for user Z

(a) (b) (c)
U;er E U;ar U;ar ﬂ
. UserT I UserT [ Usar T
1 1 oM

3 Lan
j- g

—r 2 User a
User Usar 2 User
¥ Y Y
|‘g“:'""""'lll‘tlla~:l: packet Filtered: packet Flooded: packet
from v 1o x fromXtoT from Y to Z
Source addrass table
MAC address| Port
X 1
Y 2
T 1

!_!3
T|]LL|I.tr;|lu-.|u1 of bridge operation (this figure may be seen in color an the included CD-ROM).

——_
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arrives at bridge port Z. Since Z is not contained in the SAT, that frame for
is flooded by the bridge to all ports except the incoming one. This way, z-'*‘!r.z
eventually receive its frame. When Z starts to transmit frames to other umm‘*lli
Z responds to the received frame), Z's SA will be learned by the bridge s, thatlg"
next frame bounded for Z will not need to be flooded again, the
Another situation an incoming frame is flooded is when the recciveqd Frame i
broadcast or multicast frame. It can be seen that forwarding and filtering h,;,|.|:,-|il
preserve the bandwidth in other parts of the network where the frame does m:
need to be flooded. As far as the end users are concerned, the existence of the
bridge is transparent as all the LANs (collision domains) interconnecied by ,
bridge form a single broadcast domain. An outgoing user frame will “magically"
arrive at its destination host no matter which bridge port it is attached to. Ther ;;
no address translation or frame encapsulation required when Ethernet frames g
forwarded from one section of the network to another section.® Thus Etherne

= bridging is also called transparent bridging.
L]
¥
. 9.4.3 Spanning Tree Protocol
. It is not difficult to imagine that two or more bridged LANs can be transparently
= joined to form a larger LAN network by interconnecting bridge ports. When multi-
E, ple bridges are connected together, there is a possibility to form loops of forwarding
= paths. Forwarding loops cause a problem called broadcast storm. An example is
i

shown in Figure 9.14. Imagine a broadcast frame arriving at one bridge port. This
j frame will be broadcast to all other outgoing ports to arrive at another bridge. Each
bridge seeing the broadcast frame will broadcast it to all outgoing ports. We end up
with a situation that the broadcast frame is circulating and replicating itself expe
nentially in the network, eventually exhausting all the bandwidth resources.
Another problem of having loops in a system is that a host can be reached
through multiple paths. This creates confusions in the bridge learning and for
warding logic. Nonetheless, the availability of multiple paths offers redundancy ©
allow network resilience in the case of link failures, because traffic can ¢
alternate route to the destination,
The solution to the above problems is to avoid multiple forwarding paths fro™
being formed in a bridged network using the STP. In the STP. all bridge P"“;
regularly send out Bridge Protocol Data Units (BPDUSs) to its link partnef [‘.
exchange the topology information. The BPDUs are well-formed Ethernet rr:l"‘i
using one of the aforementioned reserved multicast protocol destination udt!ff“’:lf
(BPDUS use the MAC address 01-80-C2-00-00-00h), Each bridge port Wil 10
exchange BPDUs with its link partner, which will not be forwarded. A® ©

; ; |
3 receiving a BPDU without being able to understand it will simply discdf

L—'

tr = % . ke
Ethernet MAC address space 15 Iilrge q:“uugh o gh"e each host o uniwrﬁn“}r umqut L]
address,
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figare .14 Loops lormed by multiple bridges. Broadeast traffic sent from a host will keep looping in
e ctwork; eventually use up the bandwidth resources (this figure may be seen in color on the included
CO-ROML

|8

BPDU. After exchanging enough BPDUs, a rool bridge is elected by the bridges
prticipating in the STP. The redundant links are disabled from forwarding traffic
f(ie. user data frames) by putting the ports connecting the link ends into the
biocked state so that each LAN is connected to the root bridge only through a
lesignated port on a designated bridge. Bridges elect the root bridge, designated
t'f'dﬂt and designated ports based on a set of priority criterions such as port speed,
and port IDs, and/or manually provisioned cost parameters. For space
masons, the details of the spanning tree algorithm will not be discussed here.
Iteresied readers should refer to IEEE 802.1D [27] for the details.
An example is given here in Figure 9.15. Figure 9.15(a) shows the physical
n’“““‘[\'ﬂr of a LAN with multiple interconnected bridges. Multiple paths of
"irding loops are possible in this physical topology. After running the spanning
Protocol, 1he ports marked with crosses [Figure 9.15(b)] are put into blocking
las I':hf forwarding loops are removed and an active tree topology with Bridge
foot bridge is formed.
e f!s:t 9uld realize that links blocked from forwarding traffic are still existent in
Ht'fi:d nt physical network. Whether a port is in the active forwarding state or
By, te, STP jg runming continuously with every port constantly exchanging

Ying . *ih its link partner. The blocked ports only block user data frames from
€ forwary

h"aq dn';: Active forwarding link goes down, the L-I.xpcf:tud_BFDU frames will be
bsema TS ON its two ends will time out. This will trigger the STP to send
™ messages 1o all connected bridges to recalculate the new active

%;:g-iﬁudr“"“ﬂnt links which were blocked before may then be activated (i.e.,

=

? lorwarding state) to restore the traffic.
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® |

. Figure 9.15 (a) Physical connections of a local area network connected with multiple bridges. (b) Afir
ol running STP, the ports marked with Crosses are set into block s

tate 50 that forwarding loops are remoyed

II'I-.“I .;1:-":

—
- .l

protocol usually takes tens of seconds to restore the traffic in
- For burst mode links, when the network is inactive, there isno
in the transmission channel. A link down can only be deter-
mined by BPDU time out. In the case of P2P fy]] duplex links, when a physical link

$ to be lost or PCS coding violation.

physical signal activity

Protocol (RSTP) was standardized as [EER 802.1w [29], which restores traffic in3
matter of a few seconds after 3 link failure,

The STP has the advantage of self-configuration. Once bridge ports are €0
nected, there is no need for Operator configuration and provision, However, for?
given physical connectivity, the active logical tree topology formed by STP *
static and cannot be adapted to the actual traffic pattern, An example is shown n
Figure 9,16. In this figure, N1 1o N5 Teépresent bridges connected in a phy sical .nIIE

r'
|
i A later variation of the spanning tree protocol called Rapid Spanning Tree

d N4 will not forward traffic unless some other Jinks if !
~ ning becomes broken). As 4 result, any traffic between LAN3 and LAN 4 ne¢®
¥ travel across a long link through bridge N even though there is a direc! o
between bridge N3 and N4 The root bridge N1 can easily become the net™
i performance bottleneck In contrast, Layer 3 protocols use other mechanis™
B
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(b)
Root _ﬂ,@

N1 |

T

Physical topology (ring) Logical topology (Spanning tree)

Figure 9.16 Inefficient use of link resources in STP. (a) Physical topology and (b) logical topology
afer unning STP (this figure may be seen in color on the included CD-ROM).

aoid infinite data loops and broadcast storms.” They can also make use of multi-
ple routing paths for load distribution.

MPLS (Multiprotocol Label Switching) is another method to perform IP/Ether-
wl raffic switching and engineering. In a packet-switching world, to achieve
SONET-like rapid reroute and traffic restoration (on the scale of 50 ms) in
Fsponse to link failures, MPLS fast reroute can be employed. Packet streams in
“MPLS network are routed on circuit-like label switched paths (LSPs), which are

between the source and destination nodes. A back-up LSP on a diverse

Oute s Precalculated when an LSP is formed. Path statuses are monitored by end-
xchanging “Hello” messages. An example of MPLS fast reroute protocol is

By EVPTE (Resource Reservation Protocol-Traffic Engineering) protocol [30].
4ult, in RSVP-TE, a “Hello” message is exchanged between the nodes at

i Iin“fa link every 5 ms. A node receiving the “Hello” message should respond to
Acg»:. Parner with “Hello Ack.” A link is declared failure when proper “Hello
" Missed in 3.5 “Hello” intervals (i.e., 16.5 ms). When the primary path fails,

I

% Quickly rerouted to the backup path.

45
"'L VLAN and VLAN Stacks
AN Basic

Bx 1 . .
by pa“f‘d bcfm-e, network hosts connected by bridges form a single broad-

Main, The virual bridged LAN (VLAN) technology [31] segregates a
‘\--.___‘___

et e .
& Called (ime 10 live (TTL) is widely used in routing protocols to prevent infinite loops and
fage Packeis,

~
1
A

i
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Logical broadcas) nelwarks
domains formed by VLN

Figure 9.17 VLANs segregate physically connceted LAN network (a) into
networks (b) (this figure may be seen in color an the included CD-ROM),

network physicall
(Figure 9.17).

VLAN offers the following network advantages:

multiple logical broadeay

¥ connected by bridges into multiple logical broadcast domains

(1) It limits broadcast traffi
performance.

(2) It provides network privacy and security
different organizations.

(3) It cases network management by allowing operalors Lo assign network ports
to different VLLAN groups

by separating traffic belonging to

= » e k'
12-bit VID © significance any more except for hf;
-bit allows 4094 different VLANS to be suppor™"
(The 0 VID is used o represent nrine: stoD ved.)

= 1 . rese
Frames belonging 1o 3 pap: priority frames and VID 0xFFF is

5 s aslﬁ
on the same VLAN. particular VLAN wij only be broadcast/forwarded (0 P

" i
iiﬂm .,:,,;]g hows the block diagram ang operation of a VLAN bridge: "
VLAN capable ENvironment, (here are three types of Ethernet frames: (1) untaé
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87654321

7 oclets Preamble 1000000 1] First octet

1 octet SFD 0000D0O0O0 0| Second octet

& oclets Destination address e

5 octels B,uumﬂ &Udrﬂﬂs : riar CFI First octat

2 octets | Length/Type = BD2.1Q-1ag type VLAN 1D (VID, 12bits)| Second octet
gfrg 2 octels Tag conlrol information ;

2 octets MAC client length/type CFI: cananical format indicator

MAC client data i (tor token ning bridging, "uselass® now)

46-1500 OCIBES §  beoeeeesinesiniaes Pad "I VID w0 priorily trames

T VID = 1: default PVID at ingress node

doctets | Frame check sequence VID = FFF: resarved

pigare 9.18 VLAN tagged Ethernet frame format (this figure may be seen in color on the included
D-ROM).

Port State [ Port State
Information | | Information
- Forwarding
. Process

f

Filtering
Database

Frame Frame
Reception Transmission

Tres.19 Block diagram of a VILAN bridge (this figure may be seen in color on the included CD-ROM).

E:. (2) priuﬁ[};hmgggd frame (VID = 0), and (3) VLAN-tagged frame. Similar
wm*‘mnl bridging philosophy described previously, as far as end users are
aum“d- the existence of VLAN is transparent.

*0d user frames in access networks are normally untagged frames. When a
by :’“ﬁ is recejved by a VLAN bridge port shown in Figure 9.19, it is processed
My O ingress ryles, The ingress rules add a VLAN tag to the user frame based

i~ Provisioned rules. The most common type of VLAN classification is port-
“hﬂhem Which each aecess port is assigned with a provisioned VID. VLANs can

4350¢; : | identifiers encapsu-
ay Within roe o With MAC addresses or upper layer protocol i ncapsu
Miom, " Sihernet frames. In the latter two cases, the ingress rules also need to
Ugrey, ']t"ffiﬂg and classification functions. Another function performed by the
Wyy, e is recaleulation of the FCS after inserting the VLAN tag. At the output
'“fal:ul Tidge port, 4 set of egress rules are performed to remove the tag and
In 4le the FCS. Th o idea of the existence of VLANs.
g - thus the end users have n
Wy oy “baseq VLAN, the operator can easily change a user from one broad-
4in 1o another broadcast domain by changing the VID of the port that the
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VLAN A
VLAN- | Teunkiink | VLAN- . VLAN 4
Access aware aware {i::ﬂﬂ
ks switch switch '
VLAN B ’ . Viay g
“Multiplex B (W VLANs ) Fremes can b o=
| Multiplex VLAN-unaware ultiplexing €an be laggey
devices 10 a VLA switch | | between VLAN switches, VLAN A and v aj g fe
port. Frames are un 8 Devices must be VLAN frames for viap, Cane
Usually at network edge. | aware on trunk links A un o this iny,
A ‘ | VLAN- VLAN- | | Wy
Aﬁ“ﬁ:“ aware aware ";ﬁ:“
g switch switch |
V0Lan B ~ | VLang
e Hybrid
- . link L@cness link
VLANG Q LT_’ VLAN C
(VLAN-unaware ! -
i ' JI - ‘I-"LAN E
end stations) ! ' S []
'~.,|j [j | (VLAN-aware ang station)
g .

Figure 9,20 Access, trunk and hybrid links in a VL
N

AN-enabled network (this
color on the included CD-ROM),

figure may be seenin

. A ile
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gy e

User is connecled to, An IT mana
ments on different VLANs
without going through ga

ger can also Separate users in different depart-

50 that they do not have access to each other's networ
teway,

ey
5
e
B
=
a
&
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ifferent VLANs, A third type of link is d1r:1lf>ih;
it both VLAN-tagged and untagged frames

this case, all the untagged VLAN frames Must belong to one and only one VLAN.

VLAN Stacks

B

() Th":_ ,IE'I:.'“ VID SUPPOrts only ahoy 4000 different VI.ANs, This is '
llrmtmg In a carrier environmeng. ofS
as already beep widely deployed in corporate LANs. Custo™

g ir DWI‘] VID SP“I'L [+ thﬁll‘
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4
7 octets Preamble
1 octet SFD

Goctets|  Destination address |

6 oclets Source address
2 octets Length/type = 802.1Q
2octets | Tag control information Service provider Q-tag
2 octets Length/type = 802.1Q
2octets | Tag control information Cllant a9
2octels |  MAC client length/type
46-1500 | ! MAC client data i
g Pad
4 oclels | Frame check sequence |

Figure 3.21 Q-tag stacking in IEEE 802.1ad

provider bridges (this figure may be seen in color on the
icluded CD-ROM).

The simple way to resolve the second problem is to stack another VLAN tag,
illed service VLAN tag (or S-tag), on top of the customer VLAN tag (or C-tag) as
shown in Figure 9.21. This technique is also called Q-tag-in-Q-tag, or QiQ, and is
sandardized as TEEE 802.1ad Provider Bridges [32]. The QiQ technique nested
Cistomer VLANs (C-VLANs) inside service VLANs (S-VLANSs) to achieve
C-VLAN transparency from a customer point of view.

’5 CARRIER ETHERNET

-nl,c"m advantage of Ethernet and the convergence of voice, data, and video
5 on packet-oriented network infrastructure made Ethemet services the fastest
va.rmg Services in the telecommunication industry. Instead of requesting traditional
Elhﬁ:w leased line services, more and more customers are now mqur::sting
Ueased lines which not only are cheaper and but also have wider bandwidths.
m_ﬂditinna]ly, Ethernet has been managed by corporate IT personnel. Ethcmr;t
i definitiong and management are new territories (o telecom service provi-
,ql;h‘ '€ new Chﬂlltnges facing a carrier class Ethernet transport system im:l}ldes
u ility, AM, availability, and security. We will touch some of these subjects
fu"““"iﬂg sections,

95
To

e the - 2.1ah [33] provide

e limi ;sue, the [EEE 802.1ah [33] provider

E:k.b““'& bril.;;l?dpggz'lﬂd :L:N ::d:::l;:;ufn the IEEE 802.lah standard, a

w * v

“ﬂ‘:i? Provider SA an}dsg: T; stacked on top of the customer addresses. This

me

T il ™S

i T P T i, LK s

\
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signal is identica 1o the ; Gigabit
lransparency

deployed legacy
as SONET/SDH [34]
Ethernet frames are ep

Ty

Cedric F. Lam and W
370 Winston y
1 octet SFD <
6 octets
6 octets
2 octets > Backbone MAC header
2 octets
2 octets
3 octets 4
6 octets Destination address } Client MAC address
6 oclets Source address
2 octets | @Mpﬂﬂ 8021Q -
— ' ice provid -t

2 octets | ontrol information Service provider ag
2 octets Lengthtype = 802.1Q Client Q-tag
2 octets Tag control information |
2 oclets MAC client length/type

46-1500 .-._--._’f‘f‘.':.:.f’.'i?ﬂt.ﬂi‘ff‘.------.-.-

octets Pad
4 octets Frame check sequence |

Figure 9.22 Provider

backbone bridge (PBB) MAC frames (this figure may be seen in color on the
included CD-ROM),

: . Since the Customer MAC addresses are “"5[“!
Within service provider addresses, i method is also nicknamed as MAC-in-MAC
or MiM. The Mac-in-Mac stacking is show

N in Figure 9.22. Interested readers e
referred 1o [33] find more details from IEEE 802.1ah.

9.5.2 Ethernet Transport

T.he simplest ’E'thernet Service is (he P2p Ethernet signal transport over lon
distances, traf:hhnnally called transparen LAN, Figure 9.23 shows two appmachﬁ:
to Ethernet signg) ransport gyer 5 long distance WDM optical network. The ﬁrs‘
gpjlamach PULS native Etherne, frames directly op optical wavelengths. The S)Er
OIS transmitted o the Physical link yge Ethernet pcg line coding (i.e., 8B10B

Gigabit Ethernet ang 648 Ethemet) In this case, the transpﬂ'":

3 . ical lay®

is achieved the UNT and complete physi
Another appm;:h 10 transpory Ethernet frames is to make use of the wiﬁl’
15port networks which w T hnologies
or ITU.T u ere built with other tec 5

: 3 e
T TN (optical transport networ" cpg
apsulateq i other ransport frames such as the SO
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Cﬂﬂn‘ Client
squipment aquipment
Lack of management overhead

UNI

Optical transport or WDM layer

Ethernet frames — Ethernet frames — Ethernat frames

(b)
Client Use the transport layer overhead for Client
equipment control and management functions equipment
UN! * Forward and backward

defect indications
* BER monitoring

Optical transport or WDM layer

Etharnel frames
Transport Frames

Ethernet frames — - Ethernet frames

Figore 9.23 (a) Direct native Ethernet transport over WDM optical layer and (h) Etherner transport
oner ransport framing (this figure may be seen in color on the included CD-ROM).

(ynchronous payload envelope) before being placed on the optical layer [36, 371.
In this approach, Ethernet is only used as the UNI between the client equipment
ad the transport network, Legacy transport networks were built with extensive
Tnagement facilities and mechanisms for fault tolerance and fast recovery, which
“mplements the corresponding inadequacies of Ethernets, at least during the
Fansitiong] period before the Ethernet community develops its own,

Client B
Client B

Direct connection

e Ll f DL LT Ty, [ S—

UNI A UNI B

o g

"r[mtu'u Clieg equipment joined by direct fiber connection {top) and wansport network (bottom),

0 ‘h"'“ﬁd ' h: Perspeciive, the transport network should be transparent to client equipment, i.e., ideally
Ve

T ony

"l‘njn ? S 48  pair of wires joining UNI A and UNI B as in the top diagram (this figure may be

the inclyded CD-ROM).
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From a user's perspective, the underlying technology ﬂl_'ﬂPm}'ElJ for
ing the client Ethernet frames should b{f transparent, Flg}:re 9.24 shows i
comparison of client equipment joined by direct fiber connectiong betweep El-iﬂnl:
Ethernet interfaces (top) and by a transport network (bottom), Ideally, from ,
customer's perspective, the transport nttwnrk’bctweer! the two dash lines whigh
indicate the UNI demarcation between a service provider and the customer g,
work, should behave as a pair of wires. .

In reality, the ideal transparency as descrll?ﬂd alrmvc cannot1 always be achieygy
and may not always be the desired behavior eul-_jcr, Despite the difficuly
maintain complete transparency, the transport equipment should Provide Mac
frame transparency at the minimum, i.c., no filtering and dropping of CUSLOmer
Ethernet frames should occur within the transport network.

Figure 9.25 shows an example of multiplexing dual Gigabit Ethernet (GbE)
over a SONET OC-48 link. A SONET OC-48 link has a data rate of 2.488Gh/s
Although the MAC data of GbE runs at 1.0 Gb/s, after the 8B10B PCS encoding, 3
GbE interface has a symbol rate of 1.25 Gbaud/s. So it is impossible 1o multiplex
two GbE physical layer signals onto an OC-48 payload and maintain both cliey
interfaces al line rate at the same time. As indicated in the figure, the client signals
are terminated at the MAC layer to strip off 8B10B encoding before being multi-
plexed using POS [36, 37]. Physical layer functions implemented using Ethemet
PCS control codes such as auto-negotiation [18, Clause 37] are terminated locally.

In addition, the clocks at the Ethernet interfaces need to be decoupled from the
SONET clock because of the differences in ¢

In return for the loss of ph
SONET manageability in the t

tr&l‘ls

lock rate and accuracy requirements”
ysical layer lransparency, one has obtained the

ransport network, as well as better optical layer
utilization by multiplexing two

m Ethernet streams onto one single SONET wave-
length. In addition, forward error correction (FEC) such as that available from

8.709 FEC (optional) | | Transport G.709 FEC (optional)|
| POS (OC-48) equipment ~ POS (0C-48)
J- MAC | T MaAGC
GbE L
M= [CEMD]ILE 54
E‘E’l‘_‘"‘] C“E“hﬂ Client B1 @?"' 82|

e qy e
Figure 9.25 Gigabit Etheryeq (GbE) multiplexi . is figure maY
seen in color on the includeg CD-ROM), L PONETRR

-
® Ethernet uses asynchrong

sl
: . ed sig™

: US ransmiters, | i s, . received |
The transmitter clock and rece; 1eh receiver recovers the clock from the

ver clock are completely independent,
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uwom). ldeally. from
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and the customer pep.

nol always be achieveq
sspite the difficulty 1o
- should provide Mac
| dropping of customer

Jigabit Ethermet (GbE)
data rate of 2. 488G/,
SB10B PCS encoding, a
impossible to multiplex
nd maimain both client
figure, the client signals
ling before being multi-
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| POS (OC-48)
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50 OTN can be added 10 increase the
G ediate regeneration,
Irﬂi:ﬂu fater scetion, we will see 1he im
gecoupling in different network protection

signal transmission distance without

plications of client/transport interface
switching scenarios.

953 Generic Framing Procedure

gFPis standardized as ITU-T G704
data (including Ethernet frames) for
GFP: frame based GFP (GFP-F)
Reure 9.26 and Figure 9.27,

As shown in Figure 926, GFP-F only encapsulates the contents of Ethernet
fames. It starts with a payload length indictor and header error control (HEC) fields,
shich also marks the beginning of GFP frames. Ethernet line coding overhead, the
rdundant preamble and SFD fields are removed in GFP-F encoding and recreated in
GFP-F decoding, Therefore, GFP-F helps to preserve the transport bandwidth.

GFP-T was designed 1o transparently transport RB10B code words, [n addition
o the actual data words, the SBIOB code words also include idle symbols
transmitted during IFGs (interframe gaps) between adjacent Ethernet frames, and
the physical layer control codes such as the link negotiation words used by Gigabii

met. Mot all the 10-bit words are used in 8R10R codes. GFP-T converts [

ixed-
length blocks of SB10B code words and convert them into 64B6SB codes [38].

112, 38], which is used 10 encapsulate packet
transport. There are two different lypes of
and transparent GFP (GFP-T), which are shown in

GFP-F frame
PLI
cHEC
Ethemnat frame ke
M ——
e HEG
T
R e | R GFP extension header
....___E'il"‘lﬂ'l:bnn address
"""----_E‘.i"l"'-"a addrass
h"—"'-—-—l—_anglwm
GFP Payload
T~ Mathiype ]
“-"""--__ Pﬂd
h“'l—-.__‘___FEE
Ilh ----------

™92 T e cHEC! core header o
k I'Tulln-.hu B SRR I payload Jength indwcater, cHES vene header ennog
, llll-_j:. Iype |ll=-'l:::|.' E;t if::;:‘ﬂ]!‘:lll'l:.l'\ul'ﬁgll:t may be seen in color on the included C-ROM.
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- Way

8B10B encoded frames (fixed or variable length)
GbE, ESCON, FICON, Fiber channel

F F
o
§ GFP-T Frames

Header Payload

Figure 9.27 Transparent GFP (GFP-T). IFG: interframe gap (this figure may be seen in color on the
included CD-ROM).

All the physical layer control codes in 8B10B codes are included in 64B65B codes
and recreated at the other end of the link.

The advantage of GFP-T is that it transparently preserves the end-to-end 8B10B
physical layer signaling with a reduced overhead of only 1.5% as opposed to 25%.
Moreover, there is no need to wait for the whole frame to be received before
encapsulation and thus reduces the transport latency.

GFP frames are usually further encapsulated in SONET or OTN frames.
Ethernet speeds increase by multiple of 10 from generation to generation. How-
ever, SONET signal rates increase by multiples of 4. The lowest SONET e,
OC3, is 155 Mb/s. This mismatch makes it difficult to efficiently map Ethemel
signals on SONET signal hierarchies. To make efficient use of the transpor
network bandwidth, the ITU-T VCAT standard G.7043 [13] was created ¥
allow GFP frames to be inversely multiplexed to SONET/SDH tributaries wilh
1.5Mb/s VC-1.5 granularity. The ITU-T G.7042 [14] LCAS allows d)’““““":
adjustment of the number of inverse multiplexed tributary streams and thus
bandwidths used for carrying Ethernet traffic in a transport network.

9.5.4 Protection Switching

g at vario®®

There are many different ways to perform Ethernet protection switchin s consi
n

network layers. In this section, we briefly describe some approaches @
erations besides the spanning tree protocol described before.

Link Aggregation

by
ta thfﬂughpu:_wp

Link aggregation [18, Clause 43] is a method to increase da on £

bundling multiple Ethernet links in parallel to form a link aggregat

 _d
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Figare 9.28 Link aggregation increases the througheut

by bundling parallcl Ethernet links (this figure
may be s in color on the included CD-ROM),

(LAG) as shown in Figure 9.28. In this figure, the three 1000 Mb/s
ungle logical link with an effective throughput of 3000 Mb/s.

In normal bridge connections, parallel links will form forwarding loops and the
STP will block all but one link for forwarding traffic. In a LAG, all the parallel
ks represent a single logical link. All the Ethemet interfaces at one end of a
LAG represent a single logical MAC interface with one shared MAC address.
#hich can be the MAC address of one of the parallel interfaces,

One of the requirements in Ethernet frame delivery is to maintain the order of
iames as there is no sequence number embedded in Ethernet frames for reorderi ng
W of sequence frames at the destination node, The parallel links in a LAG create
B oPportunity for out-of-order frame delivery at the egress point. To avoid this
e, link aggregation makes use of higher layer protocol signatures (such as IP

links form a

and destination addresses, and TCP/UDP port numbers) in load balancing
“that Etharpey frames belonging to the same application stream (i.e., identified by
Sime [p g A

- IP DA, and/or TCP port number) are always sent through the same

: F‘U!Ham link in ap LAG. Thus the frame delivery order is preserved from source

"“N;”ﬂfiﬁn N a per application basis. A hash function based on upper layer

oy lflsnalures i5 usually used to calculate the link in an LAG that will be used
eular siream of data frames. i i

Yo" 100GbE becomes AYRTARIE, LAGY 1 e I JIMG- Serue piinéce o

"%dgitf Multiple lanes of 10GbE waffic. There are, however, many problems asso-

G, which motivate the industry to go for a full-fledged 100 GbE [39-42]:
[;]

S distribyges traffic over parallel links via flow-based h_:lsh mechanism,
V& €annot be used to re-order frames from parallel links and cannot

) we “Nlee equal distribution of load.
E ciﬂl"

4 35ip gl

Ich

raffic (multicast, hroadeast, control traflfic, ete.) usually traverses
© componen link, and load balance is lost.
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(¢) The unpredictable link removal and insertion make LAgG Opery
.ﬂﬁal

cumbersome. .
(d) Transponder cost for multiple 10 GbE LAG in WAN is very high,

Link aggregation offers resiliency to link failures. If one of the componen{ fipy,
an LAG fails, its traffic will be redistributed to the remaining links, thus Pm“dxm
a graceful degradation. The disadvantage of link aggregation is that jt only W'::?
as P2P links and with interfaces of the same speed. ’

Protection in the Presence of the Transport Layer

An advantage of using an optical transport layer for Ethernet backbone is s
ability to implement protection switching in the transport layer. Transport equip
ment generally offers much faster protection switching than data equipment in;
network failure, usually within 50 ms. Understanding the interaction between the
data layer and the transport layer is important in designing wide area Etheme
backbones that gives the best protection performance.

Figure 9.29 shows a pair of routers/bridges connected back-to-back directly by
an Ethernet link. In general, routers or bridges will also continuously venfy the
link integrity by exchanging keep-alive PDUs (the so-called Hello message). To
reduce the bandwidth overhead, such keep-alive PDUs are exchanged with a ver
low frequency. By default, the “Hello™ message interval in a 802.1D bridge is
to 2 sec. When a predetermined number of PDUs are not received after a timei
period, the link is declared lost. As a result, routers/bridges will send topolog!
advertisement messages 1o the rest of the network to recalculate the routing "H‘
or the new spanning tree so that an alternative data path can be found. In addio
to PDU timeout, when the link is broken as shown in the figure, hﬂﬂ_“ F'““
interfaces connecting to the link detects the physical link down condition !Tﬂ"‘[
diately. A physical link down can trigger new forwarding path calculation in ™
time, thus minimizing the network unavailable time.

When a transport layer is present, as mentioned before, the transpo
the Ethernet layer are physically decoupled. Consequently, a failure I;:":anrﬂ 5

port interface may not necessarily cause link down at the Ethernel hoice put
o cho

ch can -::w-“‘Id
uipmen! cot o
ult is dete®

i layer and

shown in Figure 9.30. In such a scenario, the client devices have n
rely on the PDU timeout mechanism to detect the link outage (whi
delay as long as 20 sec). To overcome this problem, the transport €4
bring down the client interface intentionally when a transport link 2

Direct Ethernet connection [

Router/bridge |« *

wn
Link down Link do&

. ..|}'
e amediAfE
Figure 9.29 A physical link failure will trigger link down at both port interfaces ! |

figure may be seen in color on the included CD-ROM ).
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Qg o o |m

é_ﬂ g™ 2| Link up

re 9.30 A physical link failure on the wansport side may not necessarily cause the client interface
ok down (this figure may be seen in color on the included CD-ROM).
I

Bring down

client port
Ethemat Ethormet
SOMET SONET Ethemnel transponder
ar 3.709 or 3.709

] |

SONET SONET
or 3,709 or G.709

E Ethemat Ethfaimn-l
[_Routerbridge |

Figure 931 A wide area Ethernet ring network using SONET/G.709 for transport. Restoration is
performed at Layer 3 or Layer 2 by routers or bridges. To speed up traffic restoration time, when the

_lmupun link is lost, the associated client ports are brought down (this figure may be seen in color on the
mcfuded CD-ROM).

Figure 9.31 shows a wide area Ethernet using SONET/G.709 as P2P transport
4er only, Protection and restoration is performed by the router/bridges. In this
¢, a failure ay the transport interface brings down the associated client ports 1o

Up the restoration time.
& '2Ure 9.32 shows a scenario that the transport link is protected. The tail-end
“’"“?‘ES Move the transport link to the protection path within 50 ms when the

Mg path fails. This happens at a timescale much faster than timeout period of

ey, ZL3Yer 3 PDUS, In this case, if the transport equipment brings down the
- :_:l;Erface upon detecting transport link failures, the client equipment will
the |

v "k outage and start to recalculate the spanning tree or routing table right }

ingp.. orL2 bridges, this will also cause the SAT to be flushed out and relearned,

“HECL"E the volume of broadcast traffic in the network temporarily. Therefore,
" Upling between the client and the transport .intcrfaces is actually beneficial

"’“ﬂrin It avoids racing between the data networking layer and transport layer in

h‘lu;.;g the traffic when a failure in the transport network occurs.

i €Inel transport equipment (or transponders) should be built S0 that the

D F_' bring down the client Ethernet interfaces can be eml_hlf:-d or disabled at

Prig)e limes, depending on the actual network configuration.

L&sz“
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Figure 9.32 Ethernet transport with optical layer protection. A protected transport link should not cause
the client link to go down to avoid racing conditions in protection switching (this figure may be seenin

- color on the included CD-ROM).

= 9.5.5 Ethernet Service Models and Service Level Agreements

It has been a challenge for carriers to offer Ethernet services because of the lack of
standards in SLA definitions. The MEF was initially formed by equipment vendors
to tackle Ethernet service models, SLA, and OAM issues [11]. The business value
.‘ a common set of languages and standards to specify Ethernel services was quicl_dl"
recognized by carriers [both telecom operators and cable TV multiple service
operators (MSOs)] who have later become the dominating participants at MEF: '1
MEF does not specify the technology used to implement networks. lﬂ-‘imd: ]¥
defines the bandwidth and PDU behaviors at the UNT between customers and 5E$
providers, or the NNI (network-network interface) between service provider: ™
specifies Ethernet services as P2P (called E-Line) and multipoint-to-muli®’
(called E-LAN) in terms of EVCs (Ethernet virtual circuits) [43]. From a cusiO™
perspective, E-Line behaves as an Ethernet transport link whereas E-LAN hﬂ“;
as a bridged network. EVC attributes include performance specifications suc
bandwidth profile, packet loss rate, packet delay, and delay variations. o daa
On the physical layer, Etheret port interface speeds are all fixed. The eff;:acu;n be
Y. throughput, however, depends on actual frame lengths and IFG widths mehEFusﬂs
i stretched to limit the data throughput and perform ingress bandwidth shaping- %
committed information rate (CIR), excess information rate (EIR), mmmit}cd b )
(CBR), and excess burst rate (EBR) as bandwidth profile attributes to spec! 3:5 ol
The CIR and EIR represent average bandwidth throughput over defined timing
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Figure 9.33 Architecture of an EPON infrastructure (this figure may be seen in color an (e i
CD-ROM,). "

Current EPON standard (802.3ah) specifies 1000Mb/s data throygpy,
(1.25 Gbaud/s physical symbol rate) on the feeder link between the OLT and Oy
The downstream signal is broadcast to all ONUs in continuous mode. Upstmm'
signals from different ONUs all merge at the power splitting RN. Because a single
OLT receiver is shared among all ONUs, when an ONU is not transmitting, it should
turn off its transmitter to avoid interfering with other ONUSs’ upstream signal. With.
out coordination, upstream frames from different ONUs will collide in time.

9.6.2 Multipoint Control Protocol

LI - |

In order to avoid collision, all the upstream transmission is scheduled by the OLT
centrally. The CSMA/CD mechanism cannot be used in a PON system for the
following reasons: (1) the directional power splitter makes carrier sense and
collision detection impossible because without using special tricks no ONU can

| monitor the optical transmission from other ONUs on the same PON; and (2) the

1 data rate and distance covered by a PON system greatly exceeds the limits impased
_ by the CSMA/CD protocol. The CSMA/CD protocol becomes very inefficient
.‘ under conditions of high bandwidth and long transmission distance [48].

In EPON, scheduling is performed by the MPMC (multipoint MAC con
layer using the Multipoint Control Protocol (MPCP) [18, Clause 64]. As indicd!
in Figure 9.2, the MPCP protocol entities in the OLT and ONU form a master
slave relationship with the OLT as the master. In the MPCP protocol, the OLT
schedules the starting time and duration for an ONU (o transmit upstrear™ o
bursts using the Gate MPCPDU (Multipoint Control Protocol Data Unit). E}Pf”f
inform the OLT their buffer status using the Report MPCPDU. Based ﬂn_ﬁ

reported information, the OLT can dynamically allocate the upstream handw!
to make the most efficient use of the shared link between the OLT and DEUH nl
Since ONUSs are located at different distances from the OLT, signals from .j;ﬁ'f:;:n:
ONUs will experience different delays before reaching the OLT. It is the”
important to establish a timing reference between the OLT and an ONU $0 s sal
accounting for the fiber delay, when the ONU signal arrives at the OLT, it 37 ..
precisely the same moment that the OLT intends for the ONU fto transmit. Th¢ g
reference between the OLT and ONUS is established through the ranging P
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ganging measures the round trip delay between the ONU and OLT, also using
Gate and Report MPCPDUSs, which have time stamps embedded. From the

me stamps in -Ga]w. ﬂ“_d R?Uﬂ MPCFDUS.Llhc OLT measures the round trip time
RTT). which is then hfﬂm and used to adjust the time that data frames from an
oNU should be transmitted. All DT:'J‘IJS are thus aligned to a common logical time
eference after ranging so that collision does not occur in a PON system,

From time to time, an EPON OLT will periadically broadcast Discovery Gate
pessages 1o discover unregistered ONUs. A new ONU Joining the network detects
e Discovery Gate and responses with a Register Request to the OLT, After sending
the Discovery Gate. an OLT must reserve a time period called discovery window for
ONUs that have not been ranged to response. The size of the discovery window
depends on the maximum differential delays between the closest ONL and the
funhest ONU. Optical signal delay in 1 km of fiber is 5 ps. Therefore, for 20km of
differential distances between ONUs, an RTT difference of 200 Hs needs 1o be
nserved in the discovery window. It should be realized that if the upper bound
nd Iw:rlttcrund of ONU distances are known to the OLT (e.g., through manage-
menl provision), then instead of reserving a ranging window covering the maximum
dlowed separation between an ONU and an OLT, the size of ranging window can be
reduced 10 cover only the maximum differential distance among ONUs. If multiple
ONUs auempt to join the PON at the same time, collision may occur during
discovery. This is resolved by ONUS backing off with a random delay in EPON,

If the register request is properly received by the OLT, the OLT will issue the
mh‘.r message to the ONU, followed by a Gate message. The Gare message

ules the ONU to transmit an upstream Register Acknowledgment which
“mpletes the new ONU registration. Figure 9.34 depicts the auto-discovery

oLT OnNU
3 Discovery Gata
i Grant slart
_-_h'""'-'--—-.__________ G
ey
1 ™1} Random dal
Dism\rgry Register Hqu_s_g_.l____._"- + S
Window e
——_ _ Raegistar
2 s
———_ Gale M
e
_.--""-F.--._-.-_F-F-F
oy ™ Register Acknowledgment
h's !-31 nulH » - - i IE3T] I I ‘EE 5 .
k,  dng . O Uiscovery process in EPON (reprinted with permission from IEEE Sud. IEEE Sw.
Ml Ly, o1ET Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and

i s:'{‘t-pﬂ{'arums. CDF}'I'!'Ehi | 2005] by IEEE)
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process in EPON. During operation, the ONU and OLT may contip
the fluctuation of RTT due to changes such as temperature flycyy,
form fine adjustment by updating the RTT register value.

u:'fml il
1M, ang Peer.

9.6.3 Point-to-Point Emulation in EPON

In an Ethernet environment, L2 connection is achieved using |EEE 802.1-by
bridges [27]. As explained earlier. a bridge performs L2 forwarding fuﬂﬂtuﬂ?
examining the SA and DA of each received frame. If both of them are connegrgg [i
bridge through the same port, the bridge filters out the packet without |"-:||n-.a:.r;|g,,E
it. This helps to preserve the bandwidth in other parts of the network and improve,
the network performance.
N In an EPON system, the P2P symmetric Ethernet connectivity is replaced by e
- asymmetric P2MP connectivity. Because of the directional nature of the remp
< node, ONUs cannot see each other’'s upstream traffic directly (Figure 9.35). In,
’ subscriber network, this directional property provides an inherenl security advan.
. tage. Nevertheless, it also requires the OLT to help forwarding inter-ONU
- transmissions.
. Without any treatment, an IEEE 802.1 bridge connected to the OLT would see
all the inter-ONU frames with SA and DA belonging to MAC entities connected o
the same bridge port, and would thus determine that they were within the same
broadcast domain. As a result, the switch would not forward the traffic between
different ONUs connected to the same OLT.

To resolve this issue, a point-to-point emulation (P2PE) function has beet
created in the RS. The P2PE function maps EPON frames from each ONU (0
different virtual MAC in the OLT, which is then connected to a higher layer entfy
such as L2 switch (Figure 9.36).

The P2PE function is achieved by modifying the preamble in front of the Mf’llf
frame to include a logical link ID (LLID) [18, Clause 65]. The modified I'-'"‘f""“"t"l
with the LLID is used in the PON section between the OLT and ONUs. The o
of the modified EPON preamble is shown in Figure 9.37. It starts with an
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Figure 9.35 Although all the ONU rraffic arrives at the same physical port al the OLT. her's lr'lm :

¢ . H - s puch @
a directional power splitting coupler used at the remote node, ONUs cannot S€¢ i D-RC""'"'
7 without the forwarding aid of OLT (this figure may be seen in color on the include
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Figure 9.36 Point-to-point emulation in EPON.
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:_'-a.a? Madified preamble with LLID for polnt-to-point emulation in EPON (this figure may be

3
“0lor on the included CD-ROM).

|
:MI'“D delimiter) field, followed with a two-byte offset and a two-byte LLID.
riﬁl b]; ¥le {:RC field protects the data from the SLID to II-.“: LLID inclugive, The
the Is t:':'r the LLID is 2 mode hii indicating broadcast or Fm{:ﬂ.ﬂ traffic. The rest of
Cuf, 1S are capable of supporting 32 768 different logical DNU._& As mentioned
“"we;]:h" actual number of ONUs that can be supported per PON is limited by the
The Udger. LLIps are assigned to ONUs at GNU registration tme.

H‘GN Mode big is ser to 0 for P2PE operation. Figure 9.38 shows principle of

E. When the mode bit is set to |. the OLT uses the so-called SCB

iR3
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Figure .38 EPON point-to-point emulation eperation (this figure may be seen in color on the included
CD-ROM).

ONU

[ Router/PC

I

EPON PHY r EPON PHY '

Figure 9.39 Point-to-point and single copy broadeast (SCB) MACs in an EPON model (this fiigure MY
be seen in color on the included CD-ROM),

(single-copy broadcast) MAC to broadeast traffic to all ONUs. It lﬂk’-’-‘-’fcg
advantage of native EPON downstream broadcast operation. To prevent Pmm:f;he
storm in L2 switches, EPON standard recommends avoiding the connection ¢ tor
SCB port to 802.1 switches, and use it only to connect to L3 routers” of 5""'":5
the purpose of disseminating broadeast information. Figure 9.39 illustra®
SCB MAC and emulated P2P MACs in an EPON model,

and thus oo U
p2P link and $

Y L2 switches uses STP 1o ensure no multiple paths exist between two nodes
possibility of forming loops and creating broadcast storms. When both the emulated i
link exist between the OLT and ONU, STP will get confused. Unlike L2 switches, L3 mu:"‘ﬁl 1o avoid
cun make use of muliiple signal paths for load halancing. They can also use the TTL fi¢

loops.
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064 Burst Mode Operation and Loop Timing
" in EPON

Ethernet pnmx:n!_ 1'» a burst mndfz protocol. However, modern P2P Ethernet uses
jedicated transmitting illld_ l'ﬂ-:fﬂwmg paths between a hub and Ethernet work-
qations. Such a system maintains the clock synchronization between the receiver
ond transmitter by transmitting idle symbols when there is no data to be sent.
Therefore, even though the Ethernet protocol itself is bursty, the physical layer of
modern P2P Ethernets is no longer bursty. Although the preamble has been
preserved in modern P2P Ethernet, they have no practical significance except for
hackward compatibility with first-generation Ethernet devices.

Since EPON upstream physical connectivity is bursty, preambles are needed
again to help the OLT burst mode receiver to synchronize with the ONU, More-
over, preambles are modified in EPON to carry the LLID used in P2PE [18.
Clause 65].

To maintain low cost, traditionally all Ethernet transmitters are running asyn-
chronously on their own local clock domains. There is no global synchronization.
Areceiver derives the clock signal for gating the received data from its received
digital symbols. M ismatches between clock sources are accounted for by adjusting
the IFG between Ethernet frames,

In an EPON system, the downstream physical link maintains continuous signal
fream and clock synchronization. In the upstream direction, to maintain a com-
mon timing reference with the OLT, ONUs use loop timing for the upstream burst
Mode transmission, i.e.. the clock for upstream signal transmission is derived from
the downstream received signal.

65 PCS Layer and Forward Error Correction

1TN defines g symmetric throughput of 1.0 Gbps both in lhf’-’ upstream and
Mstream directions. and adopted the 8B/I0B line PCS coding used in the
;fE 802.3, gigabit Ethernet standard [18, Clause 36]. To take advantage of the
mi‘fﬁﬁ_l silicon Processing capability, EPON has included FE.:C as an optional
Iit‘{e I the physical layer so that a relaxed optical PMD specification, a higher
{ing ratjo, Or a longer transmission distance can be achieved.
55 Z“SE of FEC is optional in EPON. The IEEE 802.3ah standard _deﬁn_r:s RS
h;magj block codes in the EPON PCS layer [18, Clause 65]. Parity bits are
ilje.,ed dtthe end of each frame. Since the clock rate does not change when FEC‘
4 The ;iPPended, the data throughput is decreased by Foout 7% whetl FEC s
:"-l;g € RS(255, 239) block code does not change ‘lhe information b‘m:. TI:uis
d Us which do not support FEC to coexist with DPJUH suppnmry_: FI?C
Mes. An ONU with no FEC support will simply ignore the parity bits

it
mn"""g 4l a higher bit error rate (BER).
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9.7 ETHERNET OAM

OAM is an active ficld of interest and research in Ethernet. One of (he charters
the IEEE 802.3ah EFM study group was to specify the Ethernet OAM Sllb]; of
functions. The OAM sublayer is situated above the MAC control layer BST;
optional layer as shown in Fig. 9.2.

The OAM sublayer [18, Clause 57] implements a P2P slow protocol between 1y,
interconnected MAC entities using OAMPDUs. Slow protocol PDUS are identifieg
with an Ethernet Type value of 0x88-09 in hexadecimal. To minimize the protge
overhead, slow protocol PDUs are limited to 10 PDUs per second. The formas of
OAMPDUSs are show next to the OAM layer block diagram in Figure 9.40,

As shown in the figure, the OAM sublayer multiplexes OAMPDUSs with daa
frames from the regular data MAC layer in the transmit path. In the receive path,
the OAM sub-layer parses the incoming frames to the OAM client or regular data
MAC client. Functions of the OAM layer include:

* OAM capability discovery
& Link monitoring

* Remote loopback

¢ Remote fault indication

Network management functions such as protection switching, MIB (Managemen!
Information Base) read/write, and authentication are not included in the Ethemet
OAM layer.

There are two ways for OAM layer to pass protocol information between liﬂ:
partners. A two-octet flag provides quick indication of critical events such as lin
OAMPDU frame format
o
ctets Slow pro tocol
& | DA=01-80-c2-00-00-02 | ) PPV
-] Source address /1/ )
2| Length'type=288-09 ;j
Loop back 1| Subtype = 0x03 (OAM)
] 783
Multiplexer Parser 1 Varsion = 0x01 -
|l Critica
1 | . Fiags Link :ﬂtﬂ
MAC Conlrol (optional) ! Ll Code < ‘ﬁ:ﬁ:l’u stabie
MAC — | M-wes) DawPad |\ maton
Physical layar ol I FCS ] E:;:LI- mquest
variable mcﬁ'frdf'
Loopback :
el in

qy be
Figure 9.40 OAM sub-layer block diagram and OAMPDU frame format (this figure ity

color on the included CD-ROM).
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Local (e.g., CO) Remote (e.g., CPE)

r-—_P MAC client MAC client
B OAM 4 5 OAM
MAC control MAC control
MAC MAC
1 RS RS
=
| § PHY PHY
I_ [ ]

Tgure 9.41 OAM loopback function (this figure may be seen in color on the included CD-ROM).

ult, local stable, and remote stable using status bits. The OAM sublayer can also
:d event and information to the link partner using OAM variable request and
SpOnse messages.

A very important function implemented in OAM is remote loopback, which
s shown in Figure 9.41. Figure 9.40 also indicates the loopback path in the
JAM sublayer. In the case of a network failure, the remote loopback function

llows an operator to quickly test the transmission link and narrow down the
wlt location.

Th.t MEF and ITU are now bus
inctions for Ethernet
e limits,

y working on service provider OAM (SOAM)
services [16, 44], which we cannot cover here because of

*8 LATEST ETHERNET DEVELOPMENTS

81 19 Gb/s Ethernet Passive Optical Networks

::mam* human society marches further into the information age, demand for
i Wld!h Ps increasing, Broadband access has become a norm in industria-
G p 05, Riding on the tremendous success of the 802.3ah EPON, also called
I N1 'n March 2006, IEEE started the study group on the next generation
M L Ethernet passive optical network (10GE-PON) standardization, which
log the 802.3ay task force [49]. .
the e "PON offers 10 Gh/s downstream throughput. Two different speeds for
ﬂ.;.‘mz:'r‘ztam ransmission will be available. In the symmetric des?gn. both the
e M and upstream speeds are 10 Gb/s while 1Gb/s upstream is used in the
Vith .s,ﬁ;nt design. This will be the first time that Ethernet systems are designed
One im""flﬁe data throughput in the downstream and upstream directions,
“‘tqu Mportan consideration in 10GE-PON design is the smooth upgrade from

ase of deployed E-PON or GE-PON. To achieve this, lI0GE-PON wil|
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adopt a different wavelength (e.g., 1550nm C-band has been proposey)
10 Gb/s downstream traffic [50]. This 15xx nm 10 Gb/s wavelength is b|ﬂckejr e
wavelength filter at legacy GE-PON ONUs which receive the 1490 nm . i
downstream signal, In fact, most of the GE-PON ONUs deployed loday ;1|PGL!
have the blocking filter preinstalled. For those systems without blocking ml::ady
blocking filter will be installed at ONUs which do not need to be ll]:gr~a.;|,;;';l
10 Gb/s when the OLT is upgraded to support 10 Gb/s downstream speed, Ty, .
fore, Gigabit and 10 Gigabit downstream signals are overlaid in the Wavelr:nr:;
domain and extracted with appropriate filters at ONUs. To ensure upslmgm
compatibility with legacy GE-PON, either a separate wavelength is used for g,
10 Gb/s upstream signal in the WDM overlay approach, or the OLT receiver yjj
switch between GE and 10GE mode in the time domain automatically (Tpy
overlay approach), depending on the upstream burst [51].
The higher speeds offered by 10GE-PON can be shared among larper yser
¢ groups to achieve better economy. This means larger remote node splitting ratios
and longer transmission distances. It is envisioned that 10GE-PON may need 1
; support splitting ratios of up to 1:64 or L: 128, and transmission distances of up o
60 km between OLT and ONUs. One goal of the 10GE-PON standard is to achieve

: an enhanced power budget of 29dB (called Class B + + ) between the OLT andan

| ONU [52]. Instead of specifying the remote node splitting ratio, IEEE standardizes
5o the power budget between the OLT and ONU and lets users decide how to use the
,-; : available power budget for splitting loss, fiber attenuation, and transmission
i3 | penalties.

& B In addition to sustaining higher splitting ratios and longer transmission distances.
3 : higher power is also required for the higher transmission speed. Theoretically.
s given everything else is the same, 9.1 dB more received power is required for 2
10GE-PON link compared to a GE-PON link, which is 8.24 times faster alter
accounting for the difference in 8B10B and 64B66B PCS code rates. To achiet
the transmission performance of 10GE-PON, many new optical and clectront
technologies will be used. First, FEC and APD will be used to improve the receiVer
sensitivities [53, 54]. Secondly, compared with GE-PON, the dispersion effect
increases by 68 times in 10GE-PON. So EDC is being considered (0 o
dispersion tolerance and alleviate the dispersion penalties especially for exten :
reaches [55]. Thirdly, to achieve the power budget requirement, erbium-doped ﬁt::r
amplifier (EDFA) and SOAs (semiconductor optical amplifiers) are pmposed
overcome the signal loss [56, 57]. i
PON equipment is extremely cost-sensitive. To achieve the best cOSt 5“}""5;“,
EDFA and SOA will be deployed at the OLT instead of distributed a¢ il“Jw'tl
ONUs. In the downstream direction, the 10 Gb/s 15xx nm downstream signal WIlJL“T
from a low-cost distributed feedback (DFB) or electroabsorption modululﬂd :
(EML) laser, whose output power is boosted up by an EDFA or SOAl0 _"}:: pIN
requirement of ONU receivers, which are preferably low-cost and |ess-sensit! o
receivers. Use of APD in the downstream direction has not been ruled oU! dllbun‘-t}'
the upstream direction, an SOA + APD configuration is used to receive

s
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petream signal at the OLT. SOA has the advantage of wideband, very compact in

e, and using mass-manufacturable planar technologics. Nevertheless, EDFAs
hﬂ'-"; dominated in the traditional long-haul DWDM market because of their superior
poise figure. low palarization dependence, and gain dynamics which results in low
erchannel crosstalk. However, EDF*‘?ES only work in the C and L bands. Signifi-
cant advances in_SfJﬂ- have been made in the last several years [58, 59] that practical
Kvices with mllhm“mrlf performances are now available, As a matter of fact, the
fust SOA carmier dynamics actually makes it better for the bursty PON signals than
EDFAs [77]. 10GE-PON upstream signal amplification is an excellent application
which could help nurturing the SOA component industry,

Nenlinear effects. which are traditionally
gygems, will now need to be considered in |

aream output power will eventually be limited by SRS (stimulated brillovin scatter-
ing) w about & to 10 dBm [60] (see also, Chapter 10 on Fiber-Based Broadband
Access Technology and Deployment). Another effect is the stimulated Raman scat-
wring (SRS) effect. The original 1490 nm GE downstream signal copropagates with
the 13550nm 10GE-PON downstream signal and serves a Raman pump to the latier
[61]. These two wavelengths are separated such that the 1490 nm wavelength forms a
quite efficient Raman pump for the C-band 1550 nm wavelength. The strong 10 Gh/s
downstream  wavelength will deplete the 1490nm GE-PON downstream signal,

causing penalties to this signal, especially when the transmission fiber length is long.

seen only in long-haul transmission
0 GE-PON, For cxample, the down-

98.2 100 Gb/s Ethernet Development

"'f'i'hﬂmcuminuing growth in broadband access networks and the introduction of
higher bandwidth access technologies such as 10-Gigabit Ethernet FOMs, back-
“apacities also need to scale proportionally. After a few years of deployment,

'2abit Ethernet has now been commoditized in metro and long-haul backbone
Ems,

Companies
targ Cenlers
Width-
mﬂ"kﬁﬂn};
*Miceg [62)
®5, Ag ox

such as Google and Yahoo running high-speed ISP backbones and
already need links that operate at 10 Gb/s and higher to support their
ungry applications. Telecom and MSO carriers also need Fthernet
with much higher throughput to maintain their fast growing IPTV
- LAG is used 1o obtain the required throughput with current technol-
Plained hefore, LAG load balances the traffic ucross multiple parallel

i el links dccording to higher-layer protocol identifiers using a hashing algo-
oy Or video streams, which have higher bandwidith granularity and longer
gy 00 lime, i is more difficult 1o load balance the traffic. Moreover, LAG

Tr“ “omplicated configuration und management. _ P —

the gy, More than 3 100 companies have expressed inlerests in pmﬂu:p:mng. in
K ¥ of hi!-_!.her-spccd Ethernet. Traditionally the spm:d_ of a new generation
ey, el g always 10 times that of the previous gencralion. ._ﬂ\cccnn_rdnnlgly the
fation Ethernet would be 100GHs. However, a 40 Gb/s interim standard

e
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has been proposed because of the current technological and economica| g,
in 100Gb/s transmission. Even though 100Gb/s transmission and prog. "
still a quite a few years away from commercial use and depiﬂymen:mg-a
technologies (such as WDM) exist today and 100Gb/s serial dagy lran; “_PI'IFJI
on field optical fibers have been demonstrated [63-65]. Hi gh-speed clac[,{',::”s‘m”
also available for MAC processing at 100 Gb/s speed [66-68]. ICS arp
Both serial and parallel PHY implementations for 100 Gb/s Ethernet have b
suggested at IEEE 802.3 Higher Speed Study Group (HSSG) meetings, The ser,
PHY approach transmits 100Gb/s of data on a single wavelength Whtrﬂa.;' ;p::
parallel approach breaks the data into multiple lanes using parallel fibers o Wave.
lengths. For short haul transmission (i.e., a transmission distance shorer than
40 km), parallel PHY's dominate the proposed solutions. For long-haul transmissjop
there are both serial and parallel PHYs proposed. It should be noted that mﬂa}r‘;
commercial SONET OC-768 systems running at 40 Gb/s serial transmission already
. requires re-engineering the fiber plant with carefully controlled dispersion maps, s |
. well as new fibers with very low PMD (polarization mode dispersion). Adaptive
| PMD compensations are required to ensure syslem availability. Chromatic ang
A polanization mode dispersion effects increase as the square of the data rate. There-
fore, 100Gb/s serial transmission, even though possible, requires extremely
. demanding component tolerance and very rigorous system tune-up. Consequently,
S 100 GbE transmissions in metro and long-haul networks should consider not only
the transceiver cost at terminals, but also the transmission system infrastructure cost
Serial 100 GbE transmission has benefited from bandwidth-efficient modula-
tions such as duobinary and DQPSK (differential quadrature phase-shift keying)
[64, 69]. For more details of modulation formats, please refer to Chapter 2 by
Winzer and Essiambre on “Advanced Optical Modulation Formats™. Moreover.
FEC and EDC (electronic dispersion compensation, also refer to Chapter I8
(Volume A) by Shanbhag, Yu, and Choma) are used to increase system tolerances
j to OSNR (optical signal to noise ratio) degradation and dispersion effects.
' Parallel 100GbE transmission can easily bundle 10 wavelengths in a 10Gbs
DWDM system. Commercial 10 Gb/s DWDM systems with 100 and 50 GHz fhﬂﬂ“e“
spacing are mature and readily available. With the current component and technology
cost, this approach will offer the fastest time to market and the lowest system o
However, this brute force approach has a serious problem of offering low 8
efficiency. Figure 9.42 plots the number of 100Gb/s Ethernet links that ﬂﬂ“
supported in the C-band of a single-mode fiber versus the transmission SPE;'H a
efficiency [70]. Therefore, a parallel PHY based on highly spectral efficient © -
transmission (e.g., with 10 G channel spacing as low as 12.5 GHz) is highly dcﬂl:-: 25
This approach has the advantage over alternative parallel PHY appl‘ﬂﬂ':h'fﬁ‘“ 106
or 5 x 20Gb/s) in the fact that the 100 GbE can be transported in many exisiné
infrastructure without concerns about dispersion map and fiber PMD isSues anect
Most likely 100 Gb/s Ethernet will be firstly used in data centers for N7 ] inter '
ing high-capacity servers and data switches. We do not expect 100 Gb/s ?ETE{PIEJ j !
faces will be ecanomically competitive for the next several years. Photonte |
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Centralized VOD servers

Protected
fiber
ring

VOD GbE DWDM
servar swilch

Distributed VOD servers

Protected
fiber
ring

VOD GbE DWDM

sarver switch
- GhE + DSLAM
3 Figure 9.43 VOD delivery network architecture using high-speed Ethernet (this figure may be seeq in
L color on the included CD-ROM).
-

because of the much lower system linearity and signal-to-noise ratio requirements,
As mentioned at the beginning of this chapter, with the new mpeg compressing

3 ‘:.; technology, a Gigabit Ethernet link is capable of carrying 240 streams of standand
f e resolution video signals, each of which requires 3.75 Mb/s bandwidth.

o A state-of-the-art approach to implement a VOD network is shown in Figur

k;f = 9.43, in which traditional SONET wavelengths are replaced by Etheret wave-

3 : lengths. Video servers at the head-end node are connected to the WDM optical

layer through a Gigabit or 10 Gigabit Ethernet L2/L3 switch [72]. Video signals a®
transmitted as MPEG over IP packets which are encapsulated in Ethernet frames. Al
a hub node, an edge quadrature amplitude modulation (QAM) device converts the
video signals in Ethernet frames into QAM formats. This architecture nol only
replaces all the expensive SONET interfaces with low-cost Ethernet interfaces but
also improves the network flexibility. With the help of the L2/.3 switch, Vi
signal streams on IP packets can now be arbitrarily switched to any wznu.r.:I-:nu‘!”‘-arm
hence any hub node. In effect, the servers at the head end now form 2 server rlhus
shared by all the hub nodes. The utilization of the expensive video servers 15 5
improved. Careful readers will realize that this infrastructure for VOD 13 alwcrin-z
very same infrastructure needed for offering IP data services. Instead of m;ﬁidlf
separate networks for data and video streaming, carriers now can offer
services on a single network with reduced operation and management cost:

.

9.9.2 Undirectional Ethernet Broadcast

. qudi
antenalﬂm“"'“ ;

Broadcast is a cost- and bandwidth-efficient way to supply quotes

; : : 2 ; 3 t
=% video services and disseminate information such as stock marke

8
B

L}

~
¥
L:_ Page 54 of 214



poufisap Ajumduo sem yorgm ‘[gz] (e2otoad (unnos juy [BUONaN Py,
YL SYUI| [RUONSANPIG Ay 1aisED A[[RIsuUaE 20E yaiym ‘Buneindod ..__.__n_r_ ._._z._am
LVS (£) pur *Funooys aignos pue uinodas ‘Buionuous ey yuy 7). AV
NuIp (1) s® yans sansst 1aAe] (020104 Y FAJOSI) O PIPIIU S g ._aw..asa
1WSYIF [RUOTIAANpIUN jo JFIURAPE I Tl OL “SHOMIDU [Randg MHJJ
-PEOIY J0] S30THUL 1SRl [PUONILPIUN JO PIEPURIS OU £1 auay, K ey
[pL] (1030101 uounjosey $SAPPY) JHUY PUC LS ST NS sjodojad 4, o M)
131 Auew ul palunsse A[USIatUL uaagq sey ANPUONDDIP-1q *syun _aaa.vo_e!
wapuadapur omi SB UOHIIUUOD 1PWLIYYF [BUATIA2ITPIG B SIRAN S|0000d m.__:.?.
‘amieu £q ySnoyipy [RUONIAIpIg sAEM[E 2T SUOTIIIUUOD 1219y H_EnE._uE d
"SBUIABS 1509 wayuds Sutonposd ‘parnbar am apnnwsuen _Eu-vnu_._,uﬁ.“_,n
pue uod ymms ajfus v Lo ‘[gL] [(Qrt'6 2MBig] yomidu _u....._um.?_n.ﬁﬁﬁ
B U] sipimpung yonims pue sgod yoims CsInusuRn pua-peay "SRR,
Uyl Jo osn ur juDoigeu Asa ST UM SIINNUSURD EuapRARm U333y 51p a
Buisn sawn a0y [eudis ag sedipdar o1 Spasu yauims pus-peat] auy) ‘NFujapy
WP © sdosp IPOU ANOWAI YIBI IS "SIPOU NOWDL [ENDIAIPUL 18 paddyy
/PPE 21 SINSUD[ATM JUIILIIP YDA UL “HIOMIDU WA 01190 PINOL-nfusjae,
[BUDTIIPED B UT O3DTA 1SRIPROI m:::ﬂ.:._w_ﬁ Jo apdwexs uw SMOYs (Bt gy
srantds somod [eondo Suisn sake| [eando a
Ul paAdyoR A[IEED 3 UED JEEIPEOJE "$19SN JO Jaquunu adme| e m ISEII0) JaiEs

(OE-CID PAPNII0E 945 0 J0J03 LT US3S 3 A0 and s} (4) o (5 5 @ s
-PUR-JSEANTONG B puE (7)) jiomial panosqiuajaacm © U £a0ia0as seapeosd Sunnquisig g amdy

{a)

(&)

14 ll.l...
b HIOMIBU [Eado
EIPOU alowWway PN yyliuaaaepy

jsEtprog

o i :

£6E saojoua) o011 PUE Sy cspoaujodg PR

pue s210nb 1EW Yoo o i
JOIPAE WRWUIELNUS f1ddng o ,

se

S1S00 WA Teury e ue
papUNY JIHO UED MOU SIdiups
Surdeuni JO PEMSU] s30T 1y
ay O5(¢ 51 QOA 03 Umomsey,
SOyl 51 SIRALTE OBPIA Jntsumdyg -
LI SIATDS T ULIOY MOU pud pey
pur ‘qiduspaaem Kue o) payanms
oIpLa TYALAE £ Ay jo dja
g ST 1MUY 1802-m0)
Kuo 10U NSRSy wey
S SLISAUDS 3MASD (YD) o
1Y SILLTL] 1LY Ul pejnsde:
are s[RUSts 03PLA *[TL] yaims ¢
[Eando WOM 20 01 PN30u0a
-aARM RN Aq paoepda an
N Ul UMOYS S1PoMIRU (O

pspaeg S G
PEpUELS JO SWEANS (pg Jupiue
Fussaudwos Fadw sau g g
suawasinbag ouel as1ou-o- el

Ut 2w g Arw aandig sy iy pe

Pvs0 & ¥
=

.\xZ-.D... wiu

EE. "

.ﬁ.@

-

= o ) ==
id=t

n

...x.. (L
TSAA -
M nsay_J 4k
HIE

¥

-
]
: |

Aupg -1 uogsunpy pup wer] 4 M5




!

age 56 of 214

N

394 Cedric F. Lam angd Wﬂisfm; Ly
Ny

for satellite networks, solves some of these issues by creating a ey, tunp

separate lower bandwidth link. The physical layer realization of 5 l||1i‘ji,.,f[."1“"I
Ethernet link is not difficult because lull-duplex Ethernet essentially cﬂn:ilmnai
two independent propagating paths. One just needs to disable the uutn-ﬂegal?ﬁ "
function and remote fault monitoring on a standard bidirectiona) Etherng b Aoy
layer. From a capital cost perspective, a unidirectional links saves 5 laser f;"::I

mitter at the receiving end and a photo-receiver at the transmitting eng

9.10 CONCLUSION

Ethernet has been firmly established as the technology of choice for building (h
infrastructure of the information society. To cope with the fast evolving requir.
ments for the rapidly growing Internet, Ethernet is also evolving at a breath-takin
speed, with new features and capabilities being proposed and introduced almgq
every day by many companies, standard bodies and research organizations. Tech.
nologies to realize 10 GE-PON and 100 Gigabit Ethernet are now hot items on the
active agenda list of the IEEE 802.3 standard group. R&D efforts on Ftheme
service and OAM models are solving the issues that carriers are facing in offering
Ethernet services. In the very near future, carrier class Ethernet equipment will
play a key role in tomorrow’s triple- or quadruple-play networks to provid
converged services.

LIST OF ACRONYMS

3-R Reshape, retime, and reamplify

10 GE-PON 10 Gigabit Ethernet passive optical network
APD Avalanche photodiode

ARP Address Resolution Protocol

BER Bit error rate

BPDU Bridge Protocol Data Unit

CBR Committed burst rate

CDR Clock data recovery

CFI Canonical format indicator

CIR Committed information rate

CRC Cyclic redundancy check

CSMA/CD Carrier sense multiple access with collision detection
C-VLAN Customer VLAN

DA Destination address

DFB Distributed feedBack ( laser)

DMUX Demultiplexer

DWDM Dense wavelength division multiplexing
EBR Excess burst rate
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MPCPDU
MPEG
MPLS
MPMC
MSA
MSO
MUX
NNI
OAM
OAMPDU
OE
OIF
OLT
ONU
051
OTN
P2MP
P2P
PAM
PBB
PCB
PCS
PDU
PHY
PIC
PMA
PMD

POS
QAM
QiQ
QoS
RDI
RF
RFOS
RN
RS
RS
RSTP
RSVP-TE
RTT
SA
SAT
SBS
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Mutlipoint Control Protocol Data Unit

Motion Picture Expert Gmfup
Multiprotocol label switching
Multipoint MAC control
Multisource agreement
Multiple service operator (i.e.
Multiplexer
Network—network interface |
Operation, administration, and maintenance

OAM Protcol Data Unit
Optical-electrical

Optical Internet Forum
Optical Line Terminal

Optical network unit

Open system interconnect
Optical transport network
Point-to-multipoint
Point-to-point

Pulse amplitude modulation
Provider backbone bridge
Printed circuit board

Physical coding sublayer
Protocol Data Unit

PHYsical Layer

Photonic IC

Physical medium attachment
Physical medium dependent
Polarization mode dispersion
Packet over SONET
Quadrature amplitude modulation
Q-tag-in-Q-tag

Quality of Service

Remote fault indicator
Remote fault

Remote Fault Ordered Set
Remote node

Reconciliation sublayer
Reed-Solomon (code)

Rapid Spanning Tree Protocol _
Resource Reservation Protocol-Traffic Engineering
Round trip time

Source address

Source address table
Stimulated Brillouin scattering

, CATV operator)
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SOA
SOAM
SONET
SPE
SRS
STP
S-VLAN
TDM
TTL
UDLR
UNI
UTP
VCAT
VID
VLAN
VoIp
WDM
WIS
XAUI
XGMII
XGXS
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al Ethernet: Protocols, Management, and 1

, optic ~-100G Technologies 397
Single-copy broadcas;

5CB Synchronous digital hin=:rar¢:l13.r

spH S Serializer—deserializer

SERD Start frame delimiter

5FDJ SERDES-framer interface, Release 4

SF1 Small form factor pluggable

SFP Service level agreement

g; Start LLID Delimiter

S0A Semiconductor optical amplifier
Service provider OAM

SOAM .

SONET Synchronous Optical NETwork

SPE Synchronous payload envelop

SRS Stimulated Raman scattering

STP Spanning Tree Protocol

S-VLAN Service VLAN

DM Time-division multiplexing

TTL Time to live

UDLR Unidirectional link routing

UNI User network interface

uTp Unshielded twisted pair

VCAT Virtual conCATenation :

VD VLAN ID 2"

VLAN Virtual bridged LAN

Voip Voice over IP

WDM Wavelength-division multiplexing

Wis WAN interface sublayer

XAUL 10 Gigabit Attachment Unit Interface

AGwvy 10 Gigabit media-independent interface

XGxs 10 Gigabit extender
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riber-based broadband access
echnology and deployment

gichard E. Wagner

coming International, Corning, New York, USA

Abstract

After more than 20 years of research and development, a combination of technolo-
gical, regulatory, and competitive forces are finally bringing fiber-based broadband
access 10 commercial fruition. Three main approaches, hybrid fiber coax, fiber to the
cabinet, and fiber to the home, are each vying for a leading position in the industry,
and each has significant future potential to grow customers and increase bandwidth
and associated service offerings. Further technical advances and cost reductions will
be adopted, eventually bringing performance levels and bandwidth to Gb/s rates
when user demand warrants while keeping service costs affordable.

101 INTRODUCTION

The use of fiber-optic technology in telecommunications systems has grown over the
PSS years, since its introduction as a transmission media for linking metropolitan
‘;:al offices in 1980. In the decade after that, long-distance networks deployed
ey systems extensively, followed by significant construction of metropolitan
ffice network infrastructure. During that time the reliability and availability of
hch::“ Systems improved dramatically due largely to the low failure rates of the
. "O8Y. As a result, researchers and developers dreamed of a time when fiber-
technology could be economically applied in access networks [1] to replace the
(fee F’; ased systems extending from central offices Lo residences and busincssc?s
g 10.1 for a diagram (2] of such scenarios). A perfect example of this
C""lmu,,~dm.mn was articulated by Paul Shumate and Richard Snelling i'n an IEEE
ﬁb“"lo.t‘m"ons Magazine article published in 1989 [3].‘ wherfz lhe).l predicted that a
m"‘ions ¢-home (FTTH) solution could be at economic parity WIl'h copper-based
'qmcwmy 1995 if a carrier were to deploy 1-3 million lines (see Figure 10.2 for a
Of their prediction chart). They went on to explain that it could be possible

Uiy
(‘%tig;ltrzz"f Communications V B: Systems and Networks

Iy
N: 0 8, Elsevier 1 F d.
8-().12~374|72_l nc. All rights reserve —
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figure 10.3 Telecom bubble—telecom equipment shipped in the united states vs time (this figure may
b seen in color on the included CD-ROM).

klaying effect of the telecom “bubble” bursting [4] (Figure 10.3), gnd the
usiness and entertainment.

kndwidth growth driver of the Internet when used for b entertain

Now, in Asia, North America, Europe, and globally, we are seeing significant
pial spending on fiber-based broadband access infrastmctt{re (5, 6]: S_que of
tbe earlies spending was in Japan, where government funding and initiatives

lo i fiber-based access network technologies. Soon
B L R DI n by three events: the FCC has

+in the United States, spending was drive ;

an historic policy dccti)seion in 2003 to free ﬁber-ba§ed solu:;onls fron:

Ompetitive regulations, cable TV (CATV) operators have increased tel c:comd
fications industry competition by offering high data rate Internet sc:lntnce a:

“Phone service over the Internet, and users have grown iflccuslome | ohtzzo sg

Memet for sharing large digital files containing e-mail messages, photos,

€, video, and . o |
s‘~ih:<>“*‘[)0ﬂse ::: dg;w::‘l;l::_ the three major local exchange can;ers. ,:?o::a tlij(::u:g
. ’ i uest for 1
Wbinvmmn' BellSouth, and SBC) |§sued a common req

A in North
Yoy eVenues. Now it appears that this risky move ¥ Jcllls ufzzg's :;enceiuttpllr(‘))’ed o
“ We have seen about § million fiber-based broadban % the services being
. SCe then i | S million customers (aking ;
breg en, with more than 1. | million fiber-based access

-Gl 2007, about | :
Yy, iobally there are, by the end of ‘ the technology and its
e red costs (00 L and insallation

", " The overall result of this is lOWere = S
lion, gign; ; in the equip

“‘lhf’ds"n. Sl_g'"ﬁcant technological advancem:i:‘r:i::rs 1t affordable Ttes
N M improved service offerings 1© committing funds to

l iers are now . :
%b 8iment with this trend, European q:rllrr; ® o years China will ramp Up
k"din access networks as well, and !

Or this purpose.
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This chapter will focus on the fiber-based approaches to bro
worldwide, including some of the drivers for deployn)ent. the architegy,,
options, the capital and operational costs, the technological advances, 414 he
future potential of these systems. Three variants of fiber-based broadbang e
collectively called FTTx (fiber to the x) in this chapter, have emerged a5 Partiy,
larly important. They are hybrid-fiber-coax (HFC) systems, ﬁber~to-the-cabine|
(FTTC) systems, and FTTH systems.

adband aCCe“ |

10.2 USER DEMOGRAPHICS

One of the most dramatic and unexpected drivers for fiber-
has been the explosive growth of the internet and its ass
early as April 1993, when the Mosaic browser became av

based broadbang access
ociated applications, A
ailable, the public began
S, s, and data files. Building on
that initial application

» 8] (Figure 10.4). Not only has the
individual usage has expanded exponentially,

music, photos, videos, and software files as |
A close look at the bandwidth

number of users grown, bul
until today we routinely exchange
arge as 10’s of megabytes each.

(Figure 10.5), with new ones adoptedin
cycles of roughly 5-6 years each [2] (Figure 10.6). For example, the earliest users
i 6 kb/s, then increasing in performance to 14.4 Kb/
28 kb/s, and finally 56 kb/s [10]. Typi

e —ann |
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0% +——— ——==—~Population ==~ "= ~ Nethe

80% | —"":‘

— US
USA China Japan ——— || — Korea

= 7]
% 8 8
Figure 10.4 Internet USALC Wl - .



Y

Richard E. Wagner

hes to broadband accegg
vment. the architectury)
gical advances, and (he
based broadband access,
1ave emerged as particy-
ems. fiber-to-the-cabinet

-based broadband access
ociated applications. As
iilable, the public began
d data files. Building on
scrown to 211 million in
- population now, while
iting about 18% of the
iber of users grown, but
we routinely exchange
f megabytes each.

iemet shows that it was
ith new ones adopted in
umple, the earliest users
erformance to 14.4 kb/s,
sers (indicated as Initial
he new technology first:
dopters in Figure 10.6.

== | = Australia
Netherlands
— UsS
— | — Korea
——"—J n
— | Canada
= | — UK
— Germany
s | = taly
-~ France

, . |=™ Mexico
Brazil
_—:—J Russia
- World
—  |=— China
— |— india -

1 the included cp-ROM)

Page 67 of 214

10 Fiber-based Broadband Access Technology and Deployment
a . 405

¢

Internet users (millions)

g

o - o
g 8 % 2 888 &
Figure 10.5 US residential access technology adoption over time (this figure may be seen in color on
the included CD-ROM).
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In Figure 10.6, phone modems were introduced in 1993 .and by 200 l the overy)|
average user bandwidth exceeded 56 kb/s. Cable n.lodems. mtroduced In late |99 ‘
were adopted similarly with average user bandwidth ex?eednng the | Mb/s cable
modem bandwidth by 2006. Now that FTTH I?as been mtrodlfce(.l. with prim
service offerings ranging from 5 to 30 Mb/s, initial users are beginning to subscribe
to this technology, especially at 1015 Mb/s, which will take seve.ral years to reach
the 25% penetration level and a few more years to achieve the. mainstream. We cap
expect that by 2010a significant number (perhaps a few million) of those users
will be looking for something more, very likely 100 Mb/s servi
interesting to note that each of these technology cycles has re

offerings about an order of magnitude larger than the previous, even though the
price of the service offerings has only doubled for each cycle
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1 cycle.
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y asymmetric traffic, in
r 10 the user employed a
* both technological and
/ 10 view content than to
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high-resolution images,
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ffic, it 1s difficult now {0
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figure 10.8 Distribution of homes from a serving office in the United States (this figure may be seen in
ahor on the included CD-ROM).

#e3s in the United States are typically located within 5km of the central offices
fatserve them, and in suburban and rural areas this range extends at the greatest to
bout 10 and 20 km, respectively [12, 13] (Figure 10.8). In Asia and Europe,
shere the population density is higher, the users are typically closer to the central
ofices that serve them than they are in the United States. This density of users is
¥ changing much over decades because it is determined by the cultural and socio-
“m0mic norms of suitable living arrangements. So the technologies that carriers
0Y need to be capable of serving customers within this ratl_wr fixed range,
"“!f being able to be upgraded to provide ever higher user bandwidth. In practice,
115 have tended to provide options that offer cost or performance advantages
er-reach, higher density metropolitan locations t.:ompnncd to su'burI‘Jfl.n am:'
e “eas. But until recently they have paid little attention to the looming issuc o
UL g the user bandwidth to Gb/s rates.
lig b;mmdy . the introduction of FTTx technologi

es and their subsequent adop-
Mainstream users will have an effect on the traffic luu(:' ?ﬁ?:: m“:::
Sl eorc i srve e s 14T D5
. . s
b demancs il e mmox F?gun: 10.9). Such an effect

"0 Where i introduced (se€ " £z
Vg re such technology is not ; ult of their introduction
o OW beginning 1o be felt by service providers as a res

X 'echnolugies,

~ REGULATORY POLICY

nology advances available to

d tech £ ¥ .
agmadband access infrastructure until

), v

; w . * -
'*ﬁg,xn:' dll of these drivers, applications :

" oy were reluctant (o invest it 17 Act [15] and the regulatory policy

L > In the United States, the 1996 TelecO™ ‘= ated and had to be offered
sli £ > r aqwc(urc wias I‘C&. . ra cd new nch()rk
%”'De itor‘;D;:lll:ucd.lhat nel:v 'S': .:cl policy rules. This discourag
> dlba price set by
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Figure 10.9 US Metro Internet traffic growth over time and in the future, with FTTx factored in (this
figure may be seen in color on the included CD-ROM).

builds, because investors feared that their expenditures would be exploited by
competitors at costs lower than their own investments would support. Fortunately.
this roadblock was removed to a great extent in February 2003, when the FCC
adopted new rules for local phone carriers relating to broadband access networks
and issued a notice of proposed rule-making intended to give relief to major carrien
of this burden by allowing new FTTx infrastructure to be built without being requi
to be offered to competitors at regulated prices . This was followed in August 2003 by
the actual decree that formalized the FCC policy decision [16). During this pericd.
SBC, BellSouth, and Verizon issued a common Request For Proposals for FTT
broadband systems, offering encouragement to system houses to design and 5“!"""
standard FTTx systems. While the initial FCC decision applied to FTTH archite™
tures, follow-up clarifications and decisions related to the 2003 FCC ruling gave
adequate relief to some FTTC architectures as well, Somewhat earlier, the Japa
and Korean governments instituted initiatives to help drive their carriers © dep”
FTTx technologies, and recently European carriers are finding ways t© overc?

regulan_wry issues in the countries they serve. At the same time, municipal 80""‘;
menls.‘mdcpendem contractors, and housing builders began to offer FITx syswm'scd
part of their economic develo

pment packages. Wi : ief in the U
States, the number of fiber-based uccpcss hgoe;e:v;::;edg l.::‘at;roymr‘e :merica gm“;r:o'
8 million in 4 years. In the same time the number of i{omes connected grew 1 ne¢3i
1.5 million [17, 18], l’Cprescming a penetration of about 19% of the homes Paﬁes
(Figure 10.10). This growth is expected 1o continue to nearly 40 million hor?
passed by 2012, with a 44% penetration of homes connected iod ©
Worldwn.de the number of homes connected .hns rown .in this same per ol
about 11 million [19-24) and this is expecteq lo'gfow to 110 million
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deployment allowing local governments o dePloy and operate brg :
works, and a universal service fund ensuring fair deployment to aJ| ComMmupi
regardless of socioeconomic status. It is too early

to tell, but the OUtcomg o
these policy decisions could encourage further spending by carriers if it ig favy.
able to them.

adbapq ey

10.4 NETWORK ARCHITECTURES

In the past 15 years, global service

nologies farther out from the serving offices and closer to the users,
started with the deployment of Subscriber Loop Carrier systems, wh
replaced multiple aging copper lines with fi

the serving office. Later, beginning in the

providers have gradually pushed fiber tech.

This trenq

ich simply
ber transport for the first few km from

BellSouth began to use fiber-to-the-curb systems whenever they needed to refurb-
ish aging copper plant or had new housing start installations, bringing fiber out to
within 150 m of the users. These system

. € way to the user. Verizon
pgrogch, calling their system ﬁber-to-the-prcmises (FTTP) 1o

Itiple dwelling unit structures (duplex
; ts) as well as businesses with the same fiber-based approach-
il ceploying fiber to the node (FTTN) in the United States, a variant of
T ITC that brings fiber 10 within | o km

X he user. For the hybrid approaches
longer distances from the termination of the fiber plant 1o the user have an adver
effect on the bandwidth (hg, can be delivereq :

Or coaxial cable,

. irs
10 the user over copper twisted p2

and
another important respect: HFC

i

. - i H hn'\

. In the outside plant, while 7

ki . plant, ibute !

;s snd‘e‘ Plant (hyy fequires ng Power. These variants contrid"
Possible yger Service offe

structure for dcploymcnl

i . in the ¢@°
: rings, as wel| as differences !
and Operationg.
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ind operate broadband net-
loyment to all communities
o tell. but the outcome of
ng by carriers if it is favor-

radually pushed fiber tech-
ser to the users. This trend
ier systems, which simply
n for the first few km from
 CATV operators began to
» HFC systems [25]. which
users. Beginning in 1998,
ever they needed to refurb-
tions, bringing fiber out to
of FTTC systems, with the
Iso a hybrid approach, as it
Xisting copper twisted pair
6]. In 2002, Jupan began
tecture. Shortly after that,
4 passive optical network
way to the user. Verizon
o-the-premises (FTTP) 10
£ unit structures (duplex
ime fiber-based approach.
United States, a variant of
or the hybrid approaches.
0 the user have an adverse
“Over copper twisted pairs

ants of fiber-based broud-
ach have office terminal
r count distribution plant.
“¢ vanants differ in a very
9P portion of the network-
'Wisted wire pairs, and 1"
Portant respect: HFC and
 plant, while FTTH has 3
Cs¢ variants contribute 1©
4s differences in the cost
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7 /c'ablo TV companies \

HFC

I

Shared fiber media
Powered node
Shared coaxial drops

(a)
Europe, AT&T (formerly SBC)
FTTC vosL
Shared fiber media
Powered node
\\\ Dedicated twistod-wire drops
(b)

10, ’ .
Mg, l-'r:-z Broudband access network architectures for (a) HFC, () FTTCADSL, (¢) FTTH PON
PPy (this figure may be seen in color on the included CD-ROM).

Th(‘r Heo 1S
Ql"'er,e are three basic services that cuch of these architectures is expected to
by lephone service. entertainment video service, and high-speed Internet

Tv; . B architec e
;"kc cn‘;ICQ, These represent the so-called triple play in FTTX architectures.
to . Merig; Fen {7 .en offe sing NTS {ations
®igio NMent video has historically been offered using NTSC (National

Ystem Committee) analog video standards, these systems typically
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( Asla, Verizon, Municipalities

i

Shared fiber media
Passive node

\Dedimted fiber drops

. ]
.

- seaterdd 37 U ."L‘

Shared fiber Mmedia
Powered |p node
Dedicated fiber drops

S twisted Wire pair,
Coaxia| cable,
— “bef,
1:24 Media sharing ratio,

Passive split,

Figure 10
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ive to support both conventional analog video channels as wel| as digital data
cannels. In HFC systems, both analog and digital channels are multiplexed onto
e same optical carrier; in FTTH systems, the analog and digital signals are
multiplexed onto different optical carriers (different wavelengths): and in FTTC
gystems only digital dara channels are supported. Digital TV (DTV) services are
ormally delivered on the analog channels, while video-on-demand (VoD) is
tandled by the high-speed data channel. Since FTTC has no analog support, it
an not simultaneously carry all of the entertainment channels, but is limited to
offering VoD services and a limited number of DTV channels.

FTTC differs from HFC and FTTH in that it must seek to deliver entertain-
ment video services in a digital format. In the long run, this distinction about
bow entertainment video is supported (either analog or digital) may disappear,
since there is a significant trend to shift to digital formats, such as DTV and
HDTV. Such a transition to digital television is mandated in the United States
by the FCC for over-the-air broadcast TV signals to be completed by February
17,2009 [27], but for video signals carried in a closed medium (fiber, coaxial
@ble, twisted pair) there is no equivalent mandated timetable. Other countries
kave Similar timetables for conversion of TV signals to HDTV formats. Still,
"ers are becoming increasingly aware of the advantages of. digita_iM videp.' as
bey become accustomed  to digital video monitors, Video iPODs ™, Digital
Video Recorders, and other similar visual display appliances. Consequently, itis
1 likely that by the end of this decade the most common format for video
“gl_‘als will be digital formats that can store and retrieve video content from

Blal storage devices.

047 HFC Network Architecture and its Potential

HFC networks to more than
Jude fiber-based transport
ically supports 500-1000
er multiplexed (SCM)

. the TV signals are analog
0 Smc:o avoid second- and third-
lexed TV channels, and the
ents, This means that
at the serving office,

ave deployed
hitectures inc
which typical
ort is subcarri

The p o .

Y 'i"'{lup le service operators (MSOs) h

by OM CUStomers to date. These arc
! Service office to a powered node,

5.
“hlog ¢ modulation format on the transp 5
g, | Channels on a 1550 nm optical carr!

tre ionally linear
0 e, lhe tr . cxcc “ona o
ey ansmitter must be P the multip

N n - . -
:.p"%l ::cr:_lodulatlon ;mpz‘urmcn.ts am(;nvgo 3 mois? impairm
Zh.po Iver power must be high [0 s are LS8 J .
bbnos|“'er erbium-doped fiber amplifier (EDF c:able splitting the analog sngnxlnl:q
Ete,\,e ':; analog signals to high p Owcii,nnd . same sel of anh;fl?ti!s'rd\;dti:j;zc Z;
‘ddiu — . Ry mogle recc' sg its oWn channel tha data must be
g individual node recelwsthat the unique Internet da

Y, ! Seryj : ns . Since all users of the
| Ice f s med P . Since .
Pley,., ¢ for that node. Thi s particular node " 1. so none of them

es the

Y = &

e onto th el for It han

' e Internet chann d ternet €

*ﬁ gel lhc 5 . - ” ” Shaﬂng L ; Al the node, ull Of the
h“n dme signal, they arc 4 b.deIdlh.
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channels are amplified and split to feed to each subscriber
node. Each subscriber receives the same analog signal as ey
fed by that node, and their cable modem must filter out the T
to watch and select the Internet packets destined for their ac
sold today separate the Internet channel from the TV channe
of Internet data downstream shared by all users, in compli
Cable Interface Specification (DOCSIS) 2.0 standard. In the upstream direciq,
Internet data from each subscriber is multiplexed onto a single upstream chanpel
which in DOCSIS 2.0 is 30 Mb/s shared by all users of the node. The UPSirean,
channel is limited by the coaxial amplifiers in the distribution plant, and this is the
main limitation of HFC systems for high-speed Internet service.

Over time, there has been a progression of standards for HFC networks, with
the DOCSIS cable modem standard being the controlling factor for user band-
width. The trend has been to increase available downstream user bandwidth, then
to increase upstream user bandwidth, then to use more channels for Internet access,
and eventually to remove coaxial amplifiers from the distribution plant to allow
more channels in the upstream direction. This progression of standardization is
intended to increase user bandwidth for Internet service, and that trend is illu-
strated in Figure 10.13. Note that to achieve such increases, it is necessary to limit
the number of customers that a node supports, and correspondingly to move the
nodes closer to the user. Eventually, when the drop distances are short enough to
remove all amplifiers, and when the node supports 25 users, an HFC network

architecture should be able to deliver Gb/s data rate services to fulfill the demands
of future users.

associateq With
ery other Subser;
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count. Cable p,

Is and deliver 49 )
ance with a Dy Qv
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Figure 10.13 Sundards progress over time for HFC (CableLabs) (this figure may be s¢€
the included CD-ROM).
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ransfer mode (ATM) format (A-PON), but later this was enhanced to include the
snalog channel for broadband access (B-PON). Eventually the ATM approach was
cxiended to 2.5 Gb/s downstream and 622 Mb/s upstream (G-PON), and another

ch using GbEthernet without an analog overlay was standardized as well
(GE-PON). With the ATM format, the user has a well-defined and guaranteed
pandwidth and quality of service, while with the Ethernet format the user shares
the full bandwidth on a best-effort basis. The ATM-based PON systems are
favored by US carriers, since the ATM format is compliant with their legacy
wansport systems, while the Ethernet format requires other capital-intensive
changes to how they build their legacy networks. The user bandwidth character-
istics of these various options for FTTH systems are summarized in Figure 10.15,
and it is clear that user bandwidths of 100 Mb/s are quite reasonable today, and
these can very likely move to Gb/s data rates [30] by making use of the statistical
multiplexing inherent in Ethernet protocols.

While each of the FTTx architectures can be extended to provide significantly
more bandwidth per user, even up to Gb/s rates per user, inside the home there is
still the issue of how to distribute those signals to multiple rooms. The FTTH and
FTTC systems provide the user an interface at the side of the home and the HFC
systems provide a cable modem interface inside the home, but from a user
Mrpective the signals must reach each PC, Internet appliance, display, and
tilertainment system in the household for the bandwidth to bc useful: lq Japan
d in China, the FTTH system are installed with the user interface inside the

. allowing this interface to have substantially less environmental stress from
“Mperature and the elements, and offering the possibility of (all.onng' the interface
0the Specific needs of the user. In-home networking has been identified as a key
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' _ : 0 order to gain the maximum adoption of
their ;:;‘”c?m“fe"“gs- Fortunately, each of these system interfaces can be
€quipped with wireless (Wi-Fi, wireless-fidelt i i ay are
capable of distributin y) base stations which today

FTTx bandwidth ;

ace with

IS to deploy specially designed fiber [31] in
n-home networks.

10.5 CAPITAL INVESTMENT
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mmM' “;"‘ B-PON arbitrarily chosen as a reference (this figure may be seen in color on the included

:‘B l""“’f‘ by all carriers globally. But 110 million homes is only about 5% of those
In the developing countries, so it will require a 20-year or more infrastruc-
w:'c“""‘_mcm to bring fiber to all homes worldwide. A comparison of the FTTx
A Indicates that $1000 per home is a target that is eventually achicvable,
A More eXpensive approaches providing more capability in the long run,
szm"\m assessment of the capital costs for FTTx systems is illustrated in
% "'7- Where it is assumed that 100% of homes passed are taking service, that
Pk, "'l.x 0f 70% aerial and 30% buried plant, that the density of users is typical of
¥ inauon of urban and suburban customers, and that all of the equipment,
e gl 0, project, and subscriber costs are included in the COMpATiSon and avcmscd
Yengy CUstomers. A the Jower end, FTTC/VDSL requires the smallest capital
b eS8 because iy capitalizes on the existing telephone copper wire drop plant,
‘ihg Provides the most restrictive service options because it does not support
"qph,cl pmgramrning. In the mid-range, HFC capital expc.:r_ldnums are higher than
%’“n VDS, and the extra expenditure buys the capability for analog TY pro-
\"‘id Y a'u‘OUgh HFC systems offer shared and therefore S(tmcwhul hfmléd
My th for high-speed Internet services. At the upper end of capital «?xpem.!uurgs
P'TH Systems, which provide for analog TV services as well as the highest
digigy) lmem;:t bandwidth. Because the MSO and ILECs (lncumbcpt Local
¢ Carrierc = le and twisted-pair drop cables in place,
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10.6 OPERATIONAL SAVINGS

Given that FTTx deployments consume so much C?Pi“"' “r;a" er ;: bour}d Oag. |
“Why would it benefit my company to take the risk to offer such servicesy
course, the answer is twofold: there are new scrwc.e-rela‘ed revenues to reap, gng
there are also operational cost savings associated with ﬁber-pased systems, Taking
a lesson from long-haul and metro transport sys.lgms. carriers ha\fe learned (hy
[iber systems have fewer failures, higher availability, are more reliable [32), ang
have more capacity than copper-based systems. So FTTx solutions have a strong
historical track-record on which to rely for both good reliability and high band.
width at long distances. In addition, passive plant is especially attractive, becayse
the number of active devices can be made much smaller in the outside plant where
the parts are less accessible, and because passive devices in the outside plant are
highly reliable [33]. For this reason alone, fiber-based systems are more attractive
than copper-based systems that require periodic amplification and signal shaping.
Further, new operational savings can be built into new infrastructure that take into
account the ability to use sophisticated computer algorithms to enable faster and
more efficient service provisioning, churn, administration, and easier fault loce-
tion. All of these network operations and “back office” functions add up to
significant annual operational savings compared 1o the way things are done today.
As an example, a comparison between FTTH annual operations expenditures
rglauve to today'§ copper-based wireline technology [34, 35] is illustrated in
Figure 10.18. While details of the customer contact and billing, central office

! been analyzed for both FTTH and

it UnY IS
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Figure 10,18 Comparison of
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grrie f0Quests, 85 well.as provisioning, terminating, and re-provisioning service,
overa 7-year period. this nearly pays for the installation expenses, without even
king service revenue into account. A similar, bup Jess dramatic, scenario is the
ase for HFC and FTTC solutions as well, but their reliance on active plant
pevents them from reaping the benefits of a fully passive outside plant.

107 TECHNOLOGICAL ADVANCEMENTS

Over the last decade, system suppliers have worked at reducing the cost of
qupment, the first installed costs of active and passive cable plant and the
qertions costs of FTTx systems. Both HFC and FTTC solutions have been
&ployed for most of the decade, and are relatively simple optically, consisting
W point-to-point fiber transmission followed by more complex electronic splitting
"acabinet near the customers, Consequently, a major cost reduction driver has
ken electronics advances of IC integration. For HFC, this has resulted from the
DOCSIS 1.0 and 2.0 standards, which allows IC designers to build special-purpose
0 a common standard and increase the IC volumes dramatically. In a similar
. the XDSL standardization process has allowed aDSL and vDSL to be
Mented in standard IC designs, so that the most recent vDSL2 IC designs
% apable of Supporting all previous standards by firmware control. As a result of
dization and volume manufacture of chip sets for HFC and FTTC, the
Oﬁ}f ¢hip costs have been reduced, leading to lower first fnstalled costs for
s, In borh cases, these IC advances also reduce the serving office, outside
a Customer equipment size, power consumption, anc.i number of active
:"‘ in the System. These changes tend to reduce the inslallau.on.costs as well as
' Ongoing Operations costs of these systems. We can expect snmnllar IC aci:ar;lc:::
T ystems II when the annual deployment rates are large enoug
-"ﬂ:fyc S woil. when H systems—thus bringing down the
Ustom IC development costs for FTTH sy

iy
Ome €quipment in like manner.

Io’ .
! Optical Transmitter and Receiver Technology

j Vances
" (s costs have been driven down by

L Tep F"‘r . ics par = is used in
‘%man * 0ptions, 1‘he ot le gr this is the triplexer ‘lhat ‘s W{ l-l
ufactunng. A prime examp and analog signals and transmi

) § Toils .
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Video .
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Monitor photodiode with planar leads
photodiode
Figure 10.19 Sketch of triplexer solution enabling volume manufacturing (this figure may be seen iy
color on the included CD-ROM).

solutions, where automated pick-and-place can be applied. For example, plangr
lightwave circuits [36-39] are used to form the coupling waveguides and Wwave-
length filters, photodiode, and ]ager chips are flip-chip mounted directly on the
PLC substrate, and fiber alignment ig done by direct coupling via precisiog
grooves in the PLC Substrate [40] (Figure 10.19). These approaches bring the
advantage that they cap reliably achieve fiber alignment tolerances and good fiber
coupling efficiency with g con

trolled waveguide transition design to the PLC
waveguide, by using the

Precision and yield associated with [C fabrication processes
[41]. The result of all these technology i
offered

Improvements is z triplexer that can be
at a price of $50 or
dedicated part (ope per subscri

lower to system Suppliers. Since the triplexer is 2

ber), its cogt reduction has g dollar-for-dollar impact
on the cost Of the overal] System. The cost reduction of thig single component alone
has made a significant impact

on lowering the pe, Subscriber cost of FTTH systems.

10.7.2 Cable Management Tec

hnology Advances
Installation of Optical fihe
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_ field installed terminations or terminations installed at the factory, it is
% o engineer and plan the network for a specific location. But when you
o&css‘l‘:y(hc cable assembly in the factory, the engineering measurements must be
i accurate because there is no chance to make 3 final cable length adjustment
he field by cutting the cable shorter,
" fFor cable assemblies that are integrated in the factory, the carrier’s craft person-
are sent into the field prior to ordering the outside plant products, where they use
ise laser rangefinders, measuring wheels, and pull-tapes to determine the dis-
aces of each cable, branch point, and termination on the specific route. These
peasurements are provided to a few inches tolerance for the cable manufacturer via
monline configuration manager, which generates a bill of materials automnatically,
Then each cable management assembly is custom-manufactured to those demanding
secifications and delivered to the installation site—ready to roll off the reel and
fien in place—without any field-related cutting of cables or splicing of cable
branch entry points, splice points, or closures [43, 44]. Figure 10.20 shows photos of

nel

S g
By Fae " p srminul closure (photos) (this
!'“Ay be ‘“'“{")’ Installed aerial cable branch point and fiber drop terminal closure (photos) (this

M in color on the included CD-ROM).
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Figure 10.21 Fiber drop terminals and drop cable with robust connectors installed at the factory
(photos) (this figure may be seen in color on the included CD-ROM).

aerial cable terminal closure and branch points being installed, and Figure 102
shows photos of drop cable terminations and drop cable with robust connectors
manufactured for this method. With this technique, installation times can be cut
from nearly 2 days to less than 3 hours, and the entire process takes fewer truck rolls.
fewer tools, and requires much less time working overhead in a bucket. To further
ease installation, and to assure a minimum of future maintenance events, the splitter
cabinets, enclosures, branch points, terminals, and drop cables are all fitted with
connectors at the factory, making them waterproof and environmentally robust while
minimizing splicing in the field.

10.7.3 Outside Plant Cabinet Technology Advances

In a similar fashion, the cabinets that house the splitters are factory assembled and
internally preconnected according to an engineering design, so that they can be s
in place and attached to their dedicated cables without further craft inVO""""?‘:nl
interior to the cabinet. The initial designs of the cabinets were rather masst*®
requiring several laborers and a crane to unload and place them. Subseque
technology advances allowed the cabinets to be minjaturized so that they €° s
lift'ed by hand and set in place by an individual [45]. An enabling stcp ‘Ow“r.d o
ObJCC(iW_: was to improve the bend tolerance of the fiber [19, 46, 47] Used_'"
1:32 splitters, from 75 mm bending radius to 30mm bending radius. 17"
combined with a reduction in the fiber jumper diameter from 2.9 to 2:

allow the 1:32 splitters [33] 10 be reduced in size from 191 mmx 1311 e
125 mm X 63 mm on the long dimensions, because the excess fiber coiled 1 "

the splitter package could be corr ; SR . Ov
: ; espond diameter. M-
this resulted in a 78% reduction i pondingly reduced in itten

(Figure 10.22). At the same time, the I: : ¥ dtom
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1 4

figure 10.22 Splitter size reduction associated with bend tolerant fiber (a) before and (b) after size
sdwtion (photos) (this figure may be seen in color on the included CD-ROM).

more craft friendly. The splitter size reduction together with the improved cabinet
lyout then enabled the splitter cabinets to be redesigned to allow a smaller
footprint. resulting in a smaller cabinet with less metal, making it much lighter.
Anexample of the cabinet size reduction that resulted from improved fiber bend
werance is shown in Figure 10.23, where it is clear that the cabinet volume was
rduced by more than a factor of four. Such size reductions have diverse impact on
@sts; ranging from reduced space to store inventory prior to installation, reduced
Yipping fees, reduced need for heavy equipment to install the cabinets, and
®duwed labor during cabinet installation. In addition, the smaller cabinets are

;W}B‘?

T

: Hebe o5

2006

lo, ; 7
\k’\mn Cabiney size reduction associated with bend tolerant fiber, smaller cable diameter, and
lers (Photos) (1his figure may be seen in color on the included CD-ROM).
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less intrusive to the environment, can be more easily placed in a Wider Varigy .
locations than the bigger cabinets and experience less vandalism,

10.7.4 Fiber Performance Technology Advances

There is another important technology development that is beginning to Play a ry,
in reducing the overall FTTx system cost. This is the discovery that the Stimulageq
Brillonin scattering (SBS) threshold in fiber can be increased, allowing higher
launch power for analog signals without introducing more SYStem impairmen,
[48, 49). To begin with, in both HFC and FTTH systems, the analog signal Jogs
budget is the limiting factor in determining the reach from the serving office out
the active optoelectronics (see Figure 10.24). The loss budget is set at the Sub-
scriber end by the receiver noise limitations at a level of -5dB to ~10dBm,
depending on the system under consideration. Then to get a high enough Jog
budget for reasonable reach, the launch power has to be very high—in excess of
+15dBm. With standard single-mode fiber (meeting G.652 standards), increasing
, the launch power above about +17dBm for the analog signals introduces sig-
nificant impairments due to the reflected SBS power, which emphasizes all of the
key analog impairments [50]. The received noise is increased [carrier-to-noise
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Figure 10.25 Comparison of fiber meeting G.652 standards and high-SBS threshold fiber performance.

$BS threshold and attenuated relative to the modulated sidebands which are below
be SBS threshold. Fortunately, this SBS threshold can be controlled to some
@enl by the design of the fiber profile, which can be optimized to reduce the
Wieraction between the acoustic wave and the optical field in the waveguide and
Meliorate the cause of SBS [51, 52] (see Figure 10.25). A suitable fiber design
@1 produce Brillouin gain spectra that are only about 35-40% as strong as the
Billouin gajn Spectra in standard single-mode fiber [50, 53] (see Figure 10.26).
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The result is a fiber that can accommodate about 4 dB higher launch poe,. Whil
still retaining the same analog impairments seen in. slanfiard single-mode fiber
Since the fiber design itself avoids excess SBS impairments, cheaper Videg
transmitters can be used because they don’t have to compensate for that
impairment.

The impact of the high-threshold SBS fiber is to provide relief to the systen in
several potential ways. In HFC systems, it is possible to launch higher power 4
place the node farther from the serving office. In FTTH systems, the higher
launch power enables twice the splitting with a corresponding increase in cog
sharing of key system components [54], or alternatively an increased reach of
10km or so which enables more subscribers to be accessible to the serving office,
Since this fiber performance has to be designed into the system, the impact of
this improvement in fiber attributes is only now beginning to be felt in the
industry. But laboratory measurements confirm that the system improvements
suggested by the Brillouin gain spectrum reductions can in fact be realized
(Figure 10.27). Since the improved fiber is completely compatible with standard
single-mode fiber, achieving similar or better attenuation, fiber coupling, and
splicing attributes, these system cost savings can be passed on to a large extent
to system suppliers, to the carriers and ultimately to the subscribers as lower
access fees.

Taken together, all of these technological advancements have made a steady
impact on the costs of FTTx systems. For example, a progression over time of ¢
system costs for FTTH approaches is shown in Figure 10.28, where the system ¢
has declined about 15% per year during the 1990s and about 20% per year betwect
2000 and 2004 [35), to a point where the cost is about $1300 per subscriber !
2006. With continued deployment, increasing volumes, improved system range
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figure 10.28 Cost decline of FTTx solutions with time (this figure may be seen in color on the included
(D-ROM).

ud split ratio [13, 55), and competitive pricing the cost per subscriber will likely
wtinue moving downward toward the $1000 target.

108 FUTURE BANDWIDTH ADVANCEMENTS

i ¢ helping to bring infrastructure and operations
st/ X r increased user bandwidth perfor-

s down, they also introduce the potential fo  banay .
aaee, This s f)({)I'!Uilous, as the cycle of user technology adoption pzlg]tsfg:\:ufg :
'Mold increase i bandwidth by 2010 10 100 MbVs per user [: :
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information and entertainment content, leading to unexpecte.d qemands for Nighe
bandwidth in our daily lives. As the trend continues, there will inevitaby Mo
sharing of digital images, digital music files, digital movie files, digjty homg
movie clips, digital news feeds, with the consumer eleC!l'Ol'l.lCS industry fueling y,
trend by offering a whole host of innovative cOmmunlcatlf)nS and entertainme,
appliances catering to our growing wants and needs. Ultlmatt?ly. the increaseq
capability and fidelity of sharing and displaying images and movies wij| lead o g,
adoption of | Gb/s data rates being delivered to our homes and

distributed through.
out the household, most likely with capabilities for symmetric traffic flows ip both
directions.

With some imagination, and imperfect knowledge that the historical trepgs

presented here project into the future, it is possible to envision the following
scenario playing out over the next two decades.

* Applications: all industrial and
delivered to (and from) homes
for on-demand use at the sub
screen digital displays.

* Technology: fibe
with many home
connected from

entertainment content is digital, and able 1o be
and businesses at Gb/s rates, where it is stored
scriber’s convenience, and viewed on large-

I-based systems are used exclusively for broadband access,
s and business connected directly to fiber and the.remainder
cabinets within 150 m of their building,

arriers offer integrated multimedia service packages that

nment (music and movies), high-speed Internet, cellular com-
munications, i i

s. They also offer in-home nctw0(ki"8
red cabling options, so subscribers can effectively
utilize their bandwidth.

: [ti-
fame, WDM-p h-division MY
plexed-PON) and 10G-poN (10 M-PON (wavelengt

. hcr
i Gb/s-PON) appro enable even ME"
capacity, and complicate the evolutio f eroatlios could

Systems may require labor-
complex techno-economic ;

o vestis
orthy of Study and experimental inV¢*
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09 SUMM i

\fler mOTe than 20 years of res_c.arch and development, a combination of techno-
io ical, regulatory, and c.ompcl.u.we forces are finally bringing fiber-based broad-
* 1 access to commercial fruition. Three main approaches, HFC, FTTC/vDSL.,

FTTH. are each vying for a leading position in the industry, and each has
onificant future potential to grow customers and increase bandwidth and asso-
asted service offerings. No matter which approach wins, or even if all three
pmain important, construction of the infrastructure needed to serve the entire
Jobal network will take one or two decades to complete, because the capital
{uquimments arc enormous. During this time it is almost certain that further
whnical advances and cost reductions will be adopted, bringing performance
kvels and bandwidth ever higher and keeping service costs affordable. Ultimately,
e potential for Gb/s access speeds is on the horizon, and is a target that can be
rached economically, when user demand warrants it, through evolution of the
afastructure that is being deployed today.
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TOF AcRONYMS
l\‘\'s . . -

l American National Standards Institute, standardizing TIE1 for
Iy DSL formats . ‘ B

Asynchronos Transfer Mode, a signal format for combining
X
Ay digital signals
Oy Cable T\? a means to provide TV via coaxial cable to homes.
I Cam'er-to:Noisc-Ralio which is the RF carrier strength relative
.SU o : »
the noise : ; '

0 Composite Second Order, an analog impairment due to non-
. B -

linear effects :
Composite Triple Beat, an analog impairment due to non-linear

effects
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DMT
DOCSIS
aDSL, aDSL.2
vDSL. vDSL2
DTV

EDFA

FCC

FSAN

FTTC

FTTH

FTTP
FTTx
G.652
GbE
HDTV
HFC

ILEC

MSO
NTSC

10G-PON
PON

N

Richard E Wagna

Discrete Multi-Tone modulation format, the line code Used
aDSL and vDSL systems

Data Over Cable Interface Specification, a standard o describ,
cable modems

Asymmetric Digital Subscriber Line, a standard for Providing
digital signals over copper wires used with FTTC systems
Very high speed Digital Subscriber Line, a standard for Providing
digital signals over copper wires used with FTTC systems
Digital TV, provides digital television with resolution compar-
able to analog TV

Erbium Doped Fiber Amplifier, provides gain in the 1550 np
band

Federal Communications Commission, a US regulatory body for
communications

Full Service Access Network Group, broadband access network
standards forum

Fiber to the cabinet, which brings fiber to a powered cabinet near

the subscribers

Fiber to the Home, which brings fiber all the way to the side of
the home

Fiber to the Node, AT&Ts name for FTTC with the cabinet being
at a node up to 1.0 km from the subscribers

Fiber to the Premises, Verizon's name for expanded FTTH sy
tems to include fiber to business and multiple dwelling units
Fiber to the X, describes fiber-baged access systems, such
HFC, FTTC, FTTH

Stz;ndard single mode fiber, meeting the ITU-T standard named
G.652

1.0 Gb/s Et!tf:met. 4 standard for Ethernet connections .
ngh'Det?mtlon TV, provides high resolution digital television
Hybrid Fiber Coax, which brings fiber (o 3 powered cabinet ¢
the subscribers

Incumbent Local Exchange Carriers, offer local telepho™
services

‘ or
lnteman?nal Telecommunications Union, a standards bod f
Communicationg

3 ¥ . cr.
Multiple Service Operators, companies offering cable TV: 1"
net and phone service

Nationa| Television S : R
ste televisio
dard body ystem Committee, analog te .

ll°0 .G-b/s ~ PON, a system with downstream data rates of 10 (i:'l“’r
’ a;swe O[?llcal Network, a method of providing passivé Spwif"
an handhng upstream Congestion by auto-ranging Us®

H systems
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the line code used by
a standard to describe
standard for providing
h FTTC systems
1 standard for providing
th FTTC systems
ith resolution compar-
s gain in the 1550 nm
US regulatory body for
adband access network
a powered cabinet near
the way to the side of
" with the cabinet being
'rs
r expanded FTTH sys-
tiple dwelling units
cess systems, such as
ITU-T standard named
. connections
tion digital television
a powered cabinel near
offer local telephone
. @ standards body for
fering cable TV, inter
analog television stan-
m data rates of 10 Gb/S

widing passive splilfcf
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16 : 3:

L PON ATM-PON, a passive system using the ATM signal format

b.PON Broadband-PON, a passive System using ATM signals and an
analog overlay

G-PON GM‘ mN» asystem with Gb/s data rates and ATM signal formats

GE-PON Gigabit Ethernet-PON, a system using GbE for downstream

signals
WDM-PON Wavelength Division Multiplexed-PON, a system using multiple
wavelengths, one for each subscriber

$BS Stimulated Brillouin Scattering, due to an interaction of acoustic
and optical waves
M Sub-Carrier Multiplexed, a means to combine multiple analog

signals by interleaving RF carriers, each of which are modulated
with analog signals

™M Time Division Multiplexed, combines signals by interleaving
digital streams

TDMA Time Division Multiple Access, combines the signals from many
users into one

Wi-Fi Wireless-Fidelity, system for broadcasting internet signals inside
homes
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Metro networks: Services
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'cT0 Office, Ciena, Linthicum, MD, USA

Abstract

This chapter summarizes the innovation in network architectures and optical
transport that has enabled metropolitan networks to meet the diverse service
needs of enterprisc and residential applications, und cost-effectively scale to
hundreds of Gb/s of capacity, and hundreds of kilometers of reach. A converged
metro network. where IP/Ethernet services and traditional time-division multi-
plexed (TDM) waffic operate over a common intelligent wavelength-division
multiplexed (WDM) transport layer, has become the most appropriate architecture
for significantly reduced network operational cost. At the same time, advanced
technology, and system-level intelligence have improved the deployment and
manageability of WDM transport. The most important application drivers, system
advancements. and associated technology innovations in metropolitan optical net-
works are being reviewed,

121 INTRODUCTION AND DEFINITIONS

This chapter discusses the evolution of optical metropolitan networks. We start
f"?m the evolution of services over the past several years and next few years, and

Il down into increasing details about the implementation of the solution. To
understand why the network is evolving the way it is and how it will continue to

?’"""" Fiber Tetecommunications V B: Systems and Netwarks

lm Eht © 2008, Elsevier Inc. All rights reserved.
978-0.12.374172-1 a77

F
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LO-L1 CWDM, DWDM,
OTN

L2-L3 Ethernet, IP,
MPLS

Figure 12.1 Context for metro networking within the entire network and technologies typicall
deployed (this figure may be seen in color on the included CD-ROM). ’

evolve, one has to first understand how services are evolving from simpl
point-to-point transport services to sophisticated packet services for video and
other applications. This is covered in Section 12.2. The services, in tumn, drive the
architecture of the entire network, and this is covered in the Section 12.3. Once the
architecture is defined, we are ready to delve into the implications of
the architecture on the physical layer as described in the Section 124, while
Section 12.5 discusses network automation tools required for successful design
deployment, and operation. We summarize the chapter in Section 12.6 and provi&
an outlook into the future of the network in Section 12.7. ,
Figure 12.1 depicts several network layers based on their packet functionality
access to customers, aggregation of traffic from various access points into largef
central offices, the edge of the packet layer, and the core of the network. The @@
below the figure represents the most common technologies per layer. fmm‘J
transport perspective (LO-L1 typically) and a packet perspective (L2
A different segmentation is mostly based on geographical reach: access. A
regional, and long-haul networks. While aggregation networks often corres ;
metro/regional networks and core networks are often long-haul, this is not a7
the case: regional service providers (SPs) often run a metro core netw ln
access networks in sparsely populated areas often cover regional dislanccs.'l ot
rest of the section, we focus on the geographic segmentation as We find 1 s
meaningful for dense wavelength-division multiplexing (DWDM) techn® At
Access networks are typically classified by reaches below m'pmvi&
networks are commonly deployed in a ring-based architectur¢ tocmon o
protection against fiber cuts, and are historically SONET/SDH (Syn '

o
Optical NETwork/Synchronous digital hierarchy), and more recently

A
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a\clcnslh'di"_i“i““ multiplexed (CWDM) systems, A 10-nm s

\\d “.;,\-clcng‘h"' ina (‘WDM' system flﬁvcs down the cost of pluggabl
:liminaling componc:Tt ?mlmg requirements, and simplifies optical filter design and
qpanufacture. These systems also tend not to have optical amplification. Optical
qannel data rates in the access network today are predominantly at or below
s I8 GhVS, with 4 and 10 Gb/s gaining some recent deployments.
N Metro systems may be classified by reaches typically below ~300km, with
currently typical node traffic capacities of one to several 10's Gbys. Given the
reach. number of no'dcs and optical add/drop granularity, Metro networks are
wpically equipped with optical amplifiers and support DWDM with wavelength
channel spacing of 0.8 nm (100 GHz). The lasers now require cooling, but can still
be operated without active wavelength locking. The majority of channels in
deployment operate at 2.48 Gb/s, but 10-Gb/s data rates are gaining in market
chare. and higher data rates are starting to see some spot deployments.

Regional systems are classified by reaches on the order of 600 km and below,
and long haul is anything above 600 km. Traffic capacities are on the order of
multiple 100°s of Gb/s. These networks are always equipped with optical ampli-
fiers. Data rates of 10 Gb/s are prevalent for these systems, with channel spacing as
low as 0.2nm (25 GHz), though 0.4 nm (50 GHz) is much more widely deployed.
Active wavelength locking is mandatory for such tight channel spacing, with data

rates of 40 Gb/s seeing deployments, and 100 Gb/s being pursued within standards
bodies and industry development groups.

pacing of chan-
¢ transceivers by

122 METRO NETWORK APPLICATIONS
AND SERVICES

SPs have traditionally relied on different networks to address different consumer and
enterprise market needs. POTS, TDM/PSTN, and to some extend ISDN, have
typically served the voice-dominated consumer applications, while Frame Relay,
asynchronous transfer mode (ATM) and TDM leased-line networks have served the
more data-intensive enterprise applications. At the same time, video has been mostly
distributed on separate, extensively analog, networks. Internet access, while repre-
%nting a significant departure from the 64-kB/s voice access lines, has been
"elatively lightly used—mainly carrying content limited by human participation—
Such as e-mail and web access. In recent years, the paradigm has undergone a

alic shift toward streaming and peer-to-peer applications, driving significant
&owth in the utilization of access lines as well as the core, as it is less dependent on
e presence of a human being at the computer to drive the utilization of the network.

hether the cause is, the spread of cell phones or voice over IP (VoIP), SPs have
VOi" a S‘_e"ldy decline in revenues from traditional telephony and a .s:teep increase in
. ,ce"’"ginated and other packet traffic. As a result, SPs are trying t(_) find new
f¥enue streams from residential customers via a strategy commonly referred to as

- Page 102 of 214
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Figure 12.2 Video over broadband architecture overview (this figure may be seen in color oa i

included CD-ROM).

play”: providing voice, video, and Internet overa
common packet infrastructure. This infrastructure requires significant investmea
in upgrading residential access, as well as back-end systems to create functions and
generate content that will increase customer loyalty. The primary example for such
applications is video—including high-definition broadcast and on-demand contest
In an ideal SP world, customers will receive all their video needs from a netwod
that is engineered around video delivery. Such a network is shown in Figure 122
However in many geographic locations, particularly in the USA, SPs &
facing tough competition from cable providers, who are much more experi¢
in delivering video content and are also building their own triple play net¥
over a coax cable infrastructure that is less bandwidth-constrained L
twisted-pairs SPs own. This, in turn, drives SPs to revamp the actu 3@
medium to fiber (to the home, curb, or neighborhood). Perhaps the most se%
competition, for both SPs and cable providers, comes from companies ¥
providing more innovation over the Internet. These “over-the-top” POV
the high-speed Internet access that is part of triple play to deliver video, ®
photo sharing, peer-to-peer, virtual communities, multiparty gaming: 2% ¢
other services without facing the access infrastructure COSIS. This comgellll:‘ﬁa
the hearts and pockets of consumers is driven by application-level inno *
delivered over the Internet Protocol (IP), and therefore the ranspo"t celat
should be optimized for either IP or for Ethernet, which is its close
lower-layer packet transport mechanism.

“triple (or even quadruple)

|
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Enterprise SErVICes are experiencing an equally phenomenal growth. The wide-
aale ndo[?ll()n. of l.c-.tl(}m";‘eff:?- data wamhousing. business continuance, server
onsolidation: app ll)m ('l(m‘d(Ing‘ and supply chain management applications, has
fneled significant dn.-Wl.“ gItOWIh in the enterprise network connectivity and
Jqorage needs. The business cnt.lcal nature of most of these applications also calls
for unimerruplc.:d and unconstrained connectivity of employees and customers. To
best support this, most entgrpnse:q have upgraded their networks, replacing ATM,
frame Relay. and.TDM private lines, with a ubiquitous Ethernet (GE and 10 GE)
gansport. In addition. regulatory requirements in the financial and insurance
industries increased §|gn|ﬁcantly the bandwidth needed to support disaster recov-
ory. The large financial firms became the early adopters of enterprise WDM metro
petworks. driven by the need to support very high-bandwidth storage applications
for disaster recovery such as asynchronous and synchronous data replication over
metro/regional distances. An overview of storage-related services can be found in
Figure 12.3.

To increase the value of the service and the resulting revenue per bit, carriers
are looking for ways to provide higher level connectivity—beyond simple point-
to-point connections between a pair of Ethernet ports. This includes multiplexed
services—in which multiple services may be delivered over the same port—
distinguished by a “virtual LAN" (VLAN) tag, and handled differently inside the
network. It also includes point-to-multipoint and even multipoint-to-multipoint
services, in which the network appears to the user switches and routers as a
distributed Ethernet switch. These services are realized via various Layer 2 and
even Layer 3 mechanisms. A summary of the various Metro Ethernet services can

be found in Figure 12.4.

Data center
mirroring

Synchronous
disk mirroring

Remote data
replication

High

ERP/manufacturing Local data
replication
E-commerce Applicaﬁolﬂ‘::"yef Mirroring
) replication i
Directories Electronic Busmess;
vaulting b .c‘ °
Tape backup application
CRAM oft-site | : i
Tape backup ‘ Replication downtime
E-mail on-sile
:\"‘:’13' e N\ e ( A48
TN G- !
E-leam ng Backuplamhlvlng o of .'h: :
' s Low
Delayed ’ Recovery Immediate
time

?g:' 12.3 Mapping business continuance solutions (this figure may be seen in color on the included
OM),
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ECTRED

Hu”

Similar to private line but involves stat muxing
Uses ethernet to deliver a frame relay type service

L1 service for transporting ethernet

Figure 12.4 Overview of Ethernet-based services (this figure may be seen in color on the inclyy.
CD-ROM).

12.3 EVOLUTION OF METRO NETWORK
ARCHITECTURES

12.3.1 Network Architecture Drivers

In an environment of an ever increasing richness of services, at progressivel
higher bit rates, but with a price point that must grow slower (or even decline) (b
their required bandwidth, service providers must build very efficient networks-
with the lowest possible Capital expenditure (CAPEX), as well as low operatio®
costs (OPEX).

CAPEX can be optimized by the following means:

e Allowing for as much bandwidth oversubscription as possible, W.hi" ‘“:
respecting the quality of service (QoS) customers are expecting. This c““";
be achieved by connections with fixed preallocated bandwidth S
SONET private lines, and drives toward the adoption of packet (¢
in the access and aggregation layers,

* Convergence of multiple per-service layers into a unified network
allows for a better utilization of the network and for better econo™
scale, as bandwidth can freely move from one application to an s

e Service flexibility. As new services are introduced, the existing I X
must be able to support them, even when the service deviales
original design of the network.

r

L
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, Hardware modularity. Hardware must be designed and deployed in a manner

ihat can ACCEPt W 1€ hnologies as they become available, without requiring
omplete new overbuilds.
.

OPEX €an be optimized by the following means:

» Convergence of layers also helps reduce OPEX as operators do not have to be
irained on diverse network elements and distinctive network management
capabilities, but rather on one technology. This also allows for more efficient
use of the resources as the same operators can work across the entire network
instead of working in a “silo™ dedicated to one service.

« Increasing the level of automation. Yesterday's transport systems required
manual intervention for any change in connection bandwidth and endpoints.
Moving to a network that adapts automatically to changes in traffic pattern
and bandwidth allow reduction in manual work and cost.

Another related consideration is a barrier to entry and speed of deployment of a
new service. Clearly new services will be introduced at an ever increasing
rte. sometimes without a clear understanding of their commercial viability.
Therefore. it is critical that they can be introduced with minor changes to the
existing gear, without requiring a large capital and operational investment that
goes with a new infrastructure. This can only be achieved with a converged
network that is flexible enough.

So how does a carrier meet these requirements? By converging on a small
number of very flexible and cost effective network technologies. Specifically, the
following technologies have a good track record of meeting these needs:

* DWDM transport: since photonic systems are less sensitive to protocol,
format, and even bit rate, they are able to meet diverse needs over the same
fiber infrastructure with tremendous scaling properties,

* Optical transport network (OTN) standard describes a digital wrapper tech-
nology for providing a unified way 1o transport both synchronous (i.e.,
SONET, SDH) and asynchronous (i.e., Ethernet) protocols, and provide a
unified way to manage a diverse services infrastructure [1, 2].

* Ethernet: this technology has morphed over a large number of years to
support Enterprise services as well as effective transport for TCP/IP, pre-
dominantly in metro aggregation networks,

* TCP/IP: has proven resilient to the mind-boggling changes that the Internet has
gone through, and is the basis for much of the application level innovation.

Me . . ke

VCr"Opolnan area networks (MANSs) have been the most appropriate initial con-

tia ng:“cF points for multiservice architectures. The significant growth of applica-
With extensive metropolitan networking requirements has placed increased

w 106 of 214



.
%)
|-

\%107 of 214

Loukas Paragey
il

484
alability of multiservice MANS [3]. MAN architecyyp,
evolved: Internetworking multiple “access” traffic-collector fiber

ical” “regional” network [4, 5 0
“logical” star or mesh, through a larger regiona L5
ogic of Ethernet/IP and high-speed OTN serviceg :ﬂ ¥

metro network architecture
over a common intelligent WDM layer, reduces CAPEX, and even more ;
tantly OPEX, by enabling easier deployment and manageability of Services

emphasis on the s¢

12.3.2 Metro Optical Transport Convergence

owledged early as the most promising technology for scalab

metro networks [5, 6]. Its initial deployment, however, 'remained rather Jimjtpg
addressing mostly fiber exhaus! applications. Metro optical transport is pag,
larly sensitive to the initial cost of the dcployefl systems, and the CAPEX coq
WDM technologies had been prohibitively high. Attemp!s to control CAPEy
through the use of systems with coarse WDM channel spacing (i.e., 10 or 20pn
has met with only limited success, as system costs are still set by the transponder;
and total unregenerated optical reach and total system capacity is limited. Attempg
to increase system capacity by introducing denser channel spacing (i.e., DWD{
with 100 GHz spacing) while still avoiding expensive optical amplifiers, resultd
in systems with a severe limitation on the number of accessible nodes and toul

WDM has been ackn

reach.
However, metro networks have critical requirements for service flexibility, ad
licity. Moreover, metro WDM cost has to account not only fora

fully deployed network, but also for its ability to scale with the amount of deployed
bandwidth; as most metro networks do not employ all (or most) WDM channels &
the initial deployment phase, but rather “light” unused channels only when acti-
ally needed to serve (often unpredictable) network growth. As a result, network
operators delayed WDM deployment in their metro networks until these problems
were solved with mature technologies from a stable supply base.

At the same time, the evolution of the SONET/SDH transport $
enabled a successful generation of systems that supported efficient bandwid
provisioning, addressing most of the initial MAN needs, leveraging the advan
ments in electronics, and 2.5-Gb/s (STM-16) and 10-Gb/s transport (STM-64 (%
These “next-generation” SONET/SDH systems further allowed improved pack®
based transport over the existing time-division multiplexed (TDM) inf
based on data encapsulation and transport protocols (GFP, VCAT, LCAS). Packt
aware service provisioning enabled Ethernet “virtual™ private network ( o
a common service provider MAN. The initial rate-limited best-effort E“W;
service architectures, evolved to offer QoS guarantees for Ethernel, as well ¥
services (like VOIP), and packet-aware ring architecture, like the resilient
ring (RPR) TEEE 802.17 standard, provided bandwidth spatial "
[:ayt.:r-Z. and eventually Layer-3, intelligent multiservice provisioning
significant statistical multiplexing gains, enhancing network scalability- The

operational simp

P
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12
an example of a nc_twork with VC-4 granularity that serves a VPN
h 4 gigabil Ethernet (GE) s!lcs. six additional point-to-point GE connections,

y q storage ared m.:lwork with 2GE and two fiber channel (FC) services. A
ey optical solution would require at least six STM-64 rings that, even after
l::l‘ raging VCAT, woulfl be at least 75% full. An advanced multilayer implemen-

o tha employs packet level aggregation and QoS in conjunction with VCAT
lilL +VCAT) could be based on just four STM-64 rings, each with less than 40%
',‘f capacity utilization, saving more than 50% in network capacity. This new
' qeration of multiservice platforms allowed, for the first time, different services
o be deployed over a common network infrastructure, instead of separate net-

works- improving network operations.

/—-

Required VC4:

AP e

VCAT Only ML + VCAT
S o

9l Ring | 30

o Ring 2 30

9 Ring 3 26

45 Total VC4 94

(6) 75% full STM64 Rings (4) 40% full

As traffic needs grew beyond 10Gb/s per fiber, however, WDM transport
became the best alternative for network scalability. To this end, multi-service
systems evolved to “incorporate” WDM interfaces that connect them directly
onto metro fibers, thus eliminating client optoelectronic (OEO) conversions and
costs. The integration of WDM interfaces in the service platforms also changed the
traditional “service demarcation point” in the network architecture. This seemingly
staightforward convergence of the transport and service layers has introduced
additional requirements for improved manageability in the WDM transport. The
introduction of many different “wavelength services” amplified the value for
“open”™ WDM architectures that provide robust and flexible transport. In this
%nse, a converged, flexible WDM metro transport architecture that supports all
"?c different services with the lowest possible OPEX, leveraging elaborate plan-
fing and operational tools, and enabling standards-based interoperability, has

Ome increasingly important.

A related but somewhat opposite trend is the integration of increased service
layer .funclionalily into the DWDM layer: as packet processors and other service

!"‘8 mechanisms have become more compact and less expensive, transpon-

'S In the DWDM system are no longer restricted to converting client signals to
S“'itch" but have taken on the task of multiplexing sc?rvices ir!to a wavelcngth.
1. Ing these services to their destination—potentially adding new services

8 the path, and the related management and control functions. Thus, ADM,
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MSPP and Ethernet switch platforms “on a blade” have been introduce 3

small ADMs and small Ethernet switches that would be manageq "Ph&
the DWDM layer by devices that are fully integrated into the DWDMp??tely fron
devices typically have only a few WDM interfaces and are limited i, si yer,-nht
can be logically interconnected in rings over the WDM layer. Ap examzc'kw'h)
a device and its usage in the network can be found in Figure 125, i Of sugy

Figure 12.5(a)shows a conceptual drawing of a DWDM shelf with 3 Ap
blade cards, each terminating a number of client interfaces and Si“gIeM
wavelength each. These concepts hold for Ethernet-based cards as well.

Figure 12.5(b)shows a typical use of these cards on a physical ring topo
Each rectangle represents an ADM on a blade card and the color codes e g,
rings of ADMs on a blade. In some cases, these cards are concatenated jp the sap,
site to terminate a higher amount of traffic.

Figure 12.5(c) shows how these cards can be deployed over a physicy] Mesh
topology.

Another example is fiber channel (FC) “port extenders” which adapt FC gy
long distances by “spoofing™ acknowledgements from the remote device towyy
the local device, thereby allowing the local device to increase its throughpy
without waiting a round trip delay for the remote device to acknowledge t

(a) The basic concept (b) Stacked rings using AbM on a blade

DWDM Csassis

dams Sl
it s teds
b e et

0OC-3, -12, -48, GE
tributaries

Front or backplane {
connectivity

WDM interfaces { (

., DWDM
10 G channels

to East/West
S

= An entire ADM on a transponder line card
« Typically separate cards for east/west directions * One physical topology supporting three 10G fings
« Typically UPSR is sufficient * More scalable than a single 40 G SONET ring

« Optimized for DWDM networks with limited SONET * No need for BLSR if each ring has a difterent ud
grooming needs

(c) Virtual rings over a physical mesh

Mesh DWDM networks enable virtual rings—extending
SONET to mesh w/out changing SONET leve!
management and operational practices

sied (DR

P

Figure 12.5 The ADM on a blade concept (this figure may be seen in color on the incl
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qgs- Another va}ue such devices provide is
"‘Sasplicﬂ‘i"“ level issues and therefore enhance
inm‘ys(em. X
lmﬁeﬂ‘"“"’" a new .generallon of metro-optimized W
e 7ed 10 28 multiservice transport platforms or MSTPs) h
antly 10 the recent Pl:ogress in MAN WDM deployments. This WDM transport
gbles elaborate optical add—drop multiplexing (OADM) architectures that trans-

atly interconnect the different MAN nodes. Moreover, such MSTP WDM
stems have scaled cost-effectively to hundreds of Gb/s, and to hundreds of
jilometers. and have slgl‘flﬁcanlly enhanced ease of deployment and operation,
by qutomated control and integrated management of the optical transport layer [8].

hat they give the SP visibility |
the SPs ability to troubleshoot

DM transport (often
as contributed signifi-

1233 Network Survivability

Due to the critical nature and volume of information carried over the network,
amiers must ensure that network failures do not result in a loss of customer data.
There are 2 number of schemes that may be implemented, with a general char-
ateristic of providing redundancy in physical transmission route and equipment.
Ata high level there are two approaches to survivability: (1) protection in the
optical layer and (2) protection in the client layer. While optical layer protection
provides lower cost, it does not protect against all failures and cannot differentiate
between traffic that requires protection and traffic that does not. Therefore,
iypically, intelligent clients such as routers are in charge of protecting their own
waffic over unprotected wavelengths, while less intelligent clients rely on optical
layer protection. In the rest of this section, we first focus on optical layer protection
and then move to client layer protection.
A common optical layer protection scheme arranges nodes into a physical ring
lopology, such that a connection between any pair of nodes can take one of two
possible physical routes. Should one physical routes experience a breakdown in
fiber or equipment, an automatic protection switch (APS) is executed.
l"lgu're 12.6 shows a four-node ring arrangement that is used to clarify various
‘B';tse]?mn schemes encountered in me.tro x}etworks, ie., l{LSR. UPSR, BITSR'
SR. First letter indicates data flow direction around the ring, such that Unidir-
*Clonal (U) implies that Node 1 communicates to Node 2 in a clockwise (CW)
tion, and Node 2 also communicates to Node 1 in the same CW direction ‘
Sing via Nodes 3 and 4. In this case, the counter-clockwise (CCW) direction '
o Ne(:d: pr9lCCli0n function. Bidirectional (B) implics' that Node 1 com.mlfnicatcs
. 0de 2 in a CW direction, while Node 2 communicates to Node 1 in a CCW
leu’e:uon. In this case, the other ring portion serves a protection function. Second |
"Tefers o the whether protection is done at a Line (L) or Path (P) level. SR g
c\;’xhliT the basic switched-ring network architecture. " _—
both SOeNlhe terminology varies, the above schemes are generally applica 9.(0
ET/SDH, DWDM, and optical transport network (OTN) protection (see
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Figure 12.6 Two-fiber (2F) optical ring architecture (this figure may be seen in color on the incluy
CD-ROM).

G.872). The scheme deployed vary based on ease of implementation and changeg
in demand patterns: in SONET/SDH networks, the most common protectiop
UPSR followed by BLSR for some core networks. In the DWDM layer, simple
1 + 1 protection is typically implemented, which is equivalent to BPSR in e
above notation.

It should be noted that the outlined protection approach inherently doubles tx
overall network bandwidth requirements relative to actual demand load. Unidire-
tional case allocates one fiber fully to work data, and one to protection data; bidirec-
tional case allocates each fiber's bandwidth to work/protect in a 50%/50% split.

Figure 12.6 provides a very high-level view of the metro network ring archi-
tecture. Actual protection switching within a node can also be done in many
different ways. For example, Figure 12.7 shows a few that see common imple-
mentation, in a general order of increasing cost. Figure 12.7(b) shows an impk-
mentation that protects against fiber cuts only, but minimizes barc¥
requirements. Figure 12.7(c) shows an implementation that both protects ag_‘“‘“
fiber cuts and provides transport hardware redundancy, but requires only & %
connection to the client equipment. Finally, Figure 12.7(d) shows that P"f‘“w
may be implemented at the electronic router/switch level, while increasing
required size of the electronic fabrics. All of these approaches fall into a £°
category of 141 protection schemes, i.e., each work demand has a ¢
corresponding protection demand through a geographically disjoint roule: e
approaches are capable of providing protection within a 50-ms ONET
requirement. .

All of the above approaches require an effective doubling of 'h‘.'lnr: ™
capacity, while providing protection only against a single route fai Un- pet
demands placed on the networks continue to grow in geographic ex(enls- the %

(9] A

5
1) A8 g

of interconnected nodes, and in an overall network demand load bl o
m rell of
od

grows, a single ring implementation may not be practical fro

bandwidth capacity perspectives. The network may still be panitioned in
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_@ | Node 2
(a)
Optical |~ W Opiical SONET/SDH ADM
TSN, { Rx IP router
— Ethemet switch
(b)
T Optica o]
=2 | plical
sou:EPTBDH ADM | Tx %88 Rx o  SONET/SDH ADM
router . [~ IP router
(c)
—= Optical Optical
SONET/SDH ADM Tx eea‘ﬁ Rx A SONET/SDH ADM
IP router d L“ IP router
Ethemet switch 091‘_':” OPF"X‘OG' Ethemet switch

(d)

Figure 12.7 Protection switch options within a Node: (a) Generic node 2F connection, (b) Linc-side

optical switch, (c) client-side optical switch, (d) Line Terminating equipment switch (this figure may be
seen in color on the included CD-ROM).

fing connections, with ring-to-ring interconnections. A single ring-to-ring connec-
tion will look like a single point of failure in a network, and rings may need to be
joined at multiple points: physically the network starts to look like a mesh
amangement of nodes, as shown in Figure 12.8.
The rich physical connectivity of a mesh network is obvious as a node-to-node
mand connection may take many diverse routes through the network. This
diverse connectivity offers an opportunity to significantly improve network’s
Utilization efficiency. Recall that a fully protected ring-based network required
icated doubling of its capacity relative to the actual bandwidth. A shared
tion scheme allocates protection only after a failure has occurred. Thus,
ming that a network suffers only a small number of simultaneous failures, and
4 rich physical network connectivity affords several route choices for the
:'chction capacity, each optical route needs to carry only an incremental amount
€Xcess protection bandwidth [10, 11] reduced by a factor of 1/(d-1), where d is
4verage number of diverse routes connected to nodes. In addition to reduced
dnother benefit of this approach is an ability to gracefully handle multiple
Work failyres. The actual capacity is consumed only after a failure is detected.
€ver, the trade-off is a substantially more complicated restoration algorithm

Nq&llz of 214
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rconnected nodes takes on a “mesh™ appearance (5

Figure 12.8 Network with a large number of inte
figure may be seen in color on the included CD-ROM).

that now requires both network resources and time to compute and configure 3
protection route [12]. Further, re-routing is done via electronic layer, not optical
one, given today’s status of optical technology.

As the service layer moves to packet-based devices, new protection mechan-
isms are being considered. Examples include MPLS fast reroute (FRR), RPR,
well as Ethernet convergence. Out of these mechanisms, RPR is the closest 0
SONET protection, in that it is mainly confined to rings and loops around the ring
in the event of a failure. However, since RPR uses statistical multiplexing, it s
able to drop traffic that has low priority depending on the actual amount of high
priority traffic currently in the network, whereas the optical layer was Jimited 10
protecting the total working bandwidth irrespective of the actual usage of *
bandwidth. This added flexibility allows SPs to offer a large number of services
while with SONET the only service that was available was a fully protect
service (99.999%). It is worth noting that some SPs tried to also offer a P
emptible service using protection bandwidth in SONET, but since this bandwidl
was frequently preempted, the service was only useful for niche applications:

MPLS offers a more flexible mechanism that is not restricted to rings, >*=.
a working path and a predefined protection path. Again, thanks 1© 405
multiplexing, the bandwidth along the protection path does not ha¥e wn-,c
reserved to a particular working connection, but rather is used by the '
that requires protection based on priorities. While the packet level mech"'}‘s'n.
simple, this scheme does require planning to ensure protection band*
not oversubscribed to a point that the service level agreement ¢

guaranteed.
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Finally- Ethernet also offers a convergence mechanism that ensures packet can
forwarded along a new spanning tree should the original spanning tree fail.
wever. this mechanism is typically slow and does not scale to larger networks.

o(;i\-cn these protection mgchamsms, what is the role of the WDM layer in
ecting traffic? Quite a bit of research has been performed on how WDM
ection can coexist with set:vnce layer protection and how the layers coordinate

g penefit from the respective protection mechanisms [13, 14]. However in

eality- most SPs prefer to !<eep prolef:lion to one layer for simplicity. Naturally,

when prolection does exist in the service layer, it is more beneficial to use it, as it
covers failure modes lh-at are unrecoverable in the optical layer (such as an inter-
face failing on the service box). As discussed, often times service level protection
js more efficient driving to an overall lower cost of protection even as service layer
cquipment is mOre EXpensive than WDM equipment [15]. This leaves narrow room

for pm(ection at the WDM layer: typically for point-to-point applications that do
sot have their own protection mechanism, such as SAN applications.

124 WDM NETWORK PHYSICAL BUILDING BLOCKS

124.1 Client Service Interfaces

Metro networks generally see traffic that has already gone through several levels
of aggregation multiplexing, and equipment interconnections are done at 1-Gb/s
data rate and above. By definition, these are meant to connect equipment from a
wide variety of manufacturers, and several international standards (as well as
industry-wide Multi-Sources Agreements) have been developed [16, 17] that cover
optical, mechanical, electrical, thermal, etc. aspects. Given the required high data
rate and the physical connectivity length, metro equipment client interconnections
are almost exclusively optical.

Early systems had interface hardware built from discrete components. A highly
beneficial aspect of developing and adhering to standards is an ability of multiple
‘endors to provide competitive interchangeable solutions. Over the last several
years, the optoelectronics industry has seen a tremendous amount of client inter-
t:: development, and a near complete transition from custom-made interfaces to

U-sourced, hot-pluggable modules. The interfaces have evolved [18] from

Cs offered at 1-Gb/s data rate [19] to SFP for multirate application up to
irefut:/q data rate [20] to XFP at 10Gb/s [21]. The economic':s of manufacturing
A  that it is frequently simpler to produce a more sophisticated component
& se it across multiple applications. Further, providing a single electrical socket
difrm::l“l?mem allows the interfaces to be recf.mﬁg“"ed simply by plugging in a
Elhcmc client module, with same interfaces being able to support SONET/SDH,
Sica) 0‘* FC, etc. applications. Figure 12.9 shows a comparison of relative phy-
ag . factors for a variety of pluggable interfaces targeting 10-Gb/s data rate,
"apid relative size reduction over the course of a few years.
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Figure 12,9 Evolution of client size interface form factors (this figure may be seen in color on e
included CD-ROM).

12.4.2 WDM Network-Side Optical Interfaces

The requirements on the WDM (network-side) of the optical system are moe
stringent than on the client interfaces. While client interfaces need connectivily
over a relatively short distances, with 90% falling within 10-km distance, network
side interfaces need to cover distances of hundreds of km and many demands &
multiplexed on the same fiber using WDM.
The optical wavelength of client side interfaces has a wide tolerance mg‘f“"'
uncooled lasers are most often used. The WDM side, due to multichannel g™ ‘
ment, has lagged the client side interface in size development. Initial ne‘“"f'k.
pluggable modules were developed in GBIC form-factor for 2.5-Gb/s aQPhca"m
and used uncooled lasers for CWDM with relaxed 10nm wave separato™
recently, 2.5-Gb/s interfaces with DWDM (100-GHz) channel spacing Wer® ‘o
mented in SFP form factor, too. As networks evolved to support higher > © .
services, 10 Gb/s network side interfaces were implemented in 300-pin MSA
factors [22]. Subsequently, MSA modules evolved to support 50-GHz ochtt
spacing with full tunability across all C-band wavelengths. Tunable 1asef *©
ogies have being increasingly employed in Metro WDM systems to reduce ™. o

‘ : s
tory cost, and improve operations [16]. The choice of the approprial® e ot

. . . 1 l c
technology is particularly important, as its cost usually dominates the :ﬁlcr X
$

a fully deployed transport system [23]. At the same time, Muc
J
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ckages supporting 'O'Cfbl:s WDM interface at 100-GHz channel spacing were
P celoped using lasers without wavelength locking. Such next-generation plug-
iransmitters are very important, not only for their enhanced performance or
W cost, bfn z.also for more easily i.megrating into the different service platforms
aher simpllf)’f"g the network architecture and thus reducing the overall network
.. At such high data rates, however, optical performance, predominantly dis-
ion-tolerant (chirp-minimized) modulation, becomes also important. Current
jevelopment efforts are pursing fully C-band tunable 50-GHz WDM interfaces in
form factor. ngh?r data rate 40-Gb/s interfaces currently require a larger
kage. but are following the same general trajectory of rapidly decreasing size
increasing capability.
n addition to the extremely rapid advances in the optical technology develop-
ts. electronics technology is also providing increased performance, and

ble

L s —

e

men
reduced size and power consumption. Of particular interest are the field program-

mable gate array ( FPGA) technology and the FEC technology. Metro networks are & 1
generally called on to support a rich variety of services, such as SONET/SDH, |
fthernet, and FC. The protocols and framing formats, overhead, and performance
monitoring parameters are very different, while intrinsic data rates may be quite
dose. Since client interfaces are pluggable, it is highly desirable to provide a
coftware-configurable. flexible electrical processing interface such that a single
hardware circuit pack can be field-reconfigured to support different services.
FPGA elegantly fulfills such a role, providing high gate count, and low-power
and high-speed capability with 65-nm CMOS geometries available in 2007, and
45-nm CMOS geometries expected to be available in 2009-2010 time frame. At
the same time, FEC and increasingly enhanced FEC enable much more flexible !

transmission performance.

124.3 Modulation Formats for Metro Networks

rfon-remm-lo-zero on-off keying (NRZ-OOK) is arguably the simplest modula-
tion format to implement for WDM network signal transmission. NRZ-OOK is the
format with the widest deployed base of commercial systems, given that excellent
Propagation characteristics can be achieved with quality implementations having
200d control over rise/fall times, limited waveform distortions, and high optical
eXlinction ratio. The longer (300km) demand reach requirements imply that
fiber dispersion and loss become quite important. The intrinsic dispersion
Llerance is determined by the modulation format and data rate. For example,
RZ-OOK at 2.5Gb/s has an intrinsic dispersion tolerance of ~17,000 ps/nm,
CO"CSPODding to ~1000 km of NDSF fiber. The fact that this is well above reach

SUfficiency” for Metro networks permits an engineering trade for a lower-cost,
°Ver-quality implementation. Relaxing transmitter chirp control can lower costs
on tolerance in 1600-ps/nm to

§ s . .
2:&_&"“3")'- while still allowing for a dispersi
PS/nm range (i.e., 140 km of NDSF fiber).
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Intrinsic optical transceiver characteristics are set by launch L
tolerance, receiver sensitivity and ASE tolerance. A network myg sati M
dimensional demand simultaneously and preferably with a single mwu?fy i M
tation. Metro networks geographic characteristics and traffic demangs o
range from a few tens of kilometers up to 200km. Such wide rangf.:.:0 chrm“l

Power, 4

implies that there is no generic targel characteristics: networks may be Jip; MW,
combination of the above mechanisms, depending on demand reach length“edbh,
nodes, fiber characteristics, etc. Even within the same network some demann“mb""
power-limited, while others may be limited by dispersion, while others May ho e 8
by ASE noise. A desire to minimized network hardware costs, while ) huﬁf‘d
the demands, poses a challenging optimization problem. S““’“"lg
Unamplified links have two dominant limiting characteristics, ang perfo

is typically expressed in terms of receiver power penalty as a function of di
sion. Noise determined by receiver electronics is independent of input simi
power, and affects both 0" and “I" signal levels equally. System Performang, |
must be kept above a threshold line defined by a minimum receiver power requie;
to achieve desired bit error rate (BER) performance at a set dispersion, Optically
amplified system noise is primarily determined by the beating between signa] 3
ASE components, and impacts primarily *“1” level for OOK modulation formys

[24, 25]. Tts functional form is different from a direct power penalty, and systens |

f:.::" 3 need to consider three characteristics: received power, dispersion and OSNR
[ Amplified systems performance can be expressed in terms of two-dimensionl
5; 2! power and dispersion surface, and shown as a target OSNR required to achieves
i-' £ | certain BER, with an example shown in Figure 12.10.
1
<,_ 20
— - 19
W 19-20
W 18-19 - 18 o—
L4 equir
0 17-18 - OSNR
0 16-17 (dB/0.1nm)
W 15-16 | 16
W 14-15
- 15
- 14 I
'|
l
Dispersion = ® Receiver power
(ps/nm) - c:|£ I (dBm) :
R0

; Ghis N
Figure 12.10 Target OSNR required to achieve a BER ~1077 for a I)’P'_‘f"'I '203,,4 an os?‘f
implementation, which assumes a receiver sensitivity of -28dBm at 10 B.E |;|d¢ CD-ROH‘
sensitivity of 10dB/0.1 nm at 107 BER (this figure may be seen in color on the 1n¢
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X
Op,ically amplified. ASE-limited systems exhibit an inverse relationship
. required targel OSNR and unregenerated optical reach. Thus, a 1-dB
:crcﬂsc in requ‘_d OSNR produces a corresponding reduction in unregenerated
i oh, and can easily cross the network performance threshold.

44 Handling Group Velocity Dispersion

. e demands pushed network transport rates to 10Gb/s, the requirement to
an identical network geographic extent remained unchanged. Current 10-Gb/s
mission 18 still most frequently done with NRZ-OOK format, which intrinsic
ispersion tolerance is 16 times smaller than equivalent 2.5 Gb/s (i.e., ~1200 ps/nm
for unchirped versions). 10-Gb/s data rate crosses the threshold of dispersion
ce for many Metro networks, and some form of dispersion compensation is
gired. In-line dispersion compensating fiber (DCF) is the most commonly
deployed technology. DCF is very reliable and completely passive, has a spectrally
pansparent pass band compatible with any format and channel spacing, and can be
made to compensate dispersion across the full spectral range for most deployed
ansmission fiber types. The disadvantages are added insertion loss that is most
conveniently “hidden” in the optical amplifier midstage, nonlinear effects requiring
controlled optical input power, both of which degrade overall link noise figure.
Existing networks cannot be easily retro-fitted with DCFs without significant com-
mon equipment disruption.

New ways of handling dispersion based on transponder-based technologies
are advantageous for seamless network upgrades. Particularly, transmitter-side
modulation formats [26] or receiver-side electronic distortion compensation
(EDC) are attractive, if they can be made economically viable. Detailed char-
_iﬂcfislics and implementations for a variety of modulation formats are described
in Chapter 2, and electronic distortion compensation is also described in
Chapter 18 of Volume A [27, 28]. However, itis instructive to note some options
that have been specifically applied to metro networks: prechirped NRZ-OOK
Modulation, duobinary modulation, and recciver-side EDC. With both pre-
:_""PCG and duobinary modulation formats optimal dispersion is shifted to higher
alues, but performance may be degraded for other parameters, such as ASE
Z‘;‘anc.e or overall dispersion window. Rcf:eivcr side eqf@hzatnon. whether
c:cermc. or optical, is a technology that introduces ac!dltlonal cos}, power
m':“mpllon. and board space. A decision [0 US¢ tran.scelvef—based dlspers!on

Pensation is not simple or universal, though EDC is finding good adoption

¢ .
*ecially on the client interfaces.
odulation formats may mitigate SOme

of the dispersion problems. However,

daladcs:ire to upgrade existing field-deployed netWOrk.s to support higher ch_annel
it Tales transport is impeded by several considerations: (l)-hlgher rate signals
Wu"‘ OSNR increase of 3 dB for each rat€ doubling (assuming constant format

C), (2) receiver optical power sensitivity increasing by 3 dB for each data

‘Page 118 of 214 . g



496 Loukgg Parg, b l
o

rate doubling, (3) dispersion tolerance decreasing by 6dB fq 4

: ea
doubling, (5) in-line optical filtering, and (4) system software upg oh

rades, e |
|

12.4.5 Optical Amplifiers

Optical signal loss in metro networks accumulates from three COMPonepy.
mission fiber, optical components embedded in the frequent add/drop , *
passive fiber segment connections. Metro networks are generally deployeq :’ o |
active environments, and while not very long, they are subject to frequen m:.;vu)
ical disturbances and breaks. Metro network fiber accumulates passiye o g
frequent repairs and splicing. "l
There are three main optical amplifier choices available for overcom;,
loss: erbium-doped fiber amplifier (EDFA), semiconductor optica amplif, |
(SOA), and Raman amplifier. Of these, EDFA provides a cost-effective s0luting
to overcome loss in the network with good performance. SOA amplifiers have
advantage of wide amplification bandwidth, but have more limited output oy,
susceptibility to interchannel crosstalk issues, and high noise figure. Distribyy
Raman amplifiers’ primary benefit is in reducing effective amplifier spacis,
which lowers the overall link noise figure. Metro nodes are already closely spac
| and “distributed” benefit is small. Distributed Raman also relies on transmissiog
fiber quality, and passive losses and reflections have a substantially deleterios |
effect [29], making use of Raman amplifiers in metro quite rare, '
Amplifier response to optical transients is as critical a characteristic as gin,
noise figure, output power, and spectral flatness. Rich traffic connectivity pattems
require a high level of immunity to possible optical breaks. Figure 12.11 showsa |

|

|
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1 AN BAlidd

-

g
T
T

Protect 1-2

g ¥
: : be

Figure 12.11 Optical interaction between optical work and protect routes (this figur may

color on the included CD-ROM).
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reby a break betw
ex“"‘.Plizw::d Pryolcct 2-3 chan::l';.':?:te : afd 3006 & Canaes A Joskof ap tieat
work l - olect 2-3 channels are optically coupled to
oct 1-2 channels. and any dlsmpt|0n on Prot - y P
prote - f S ect 1-2 channels will cause a
com’ﬁpf’"dmg loss of connectivity between Node | and Node 2
Table 12.1 below shm.avs a table of typical effects that ca.n lead to EDFA
psients and assocmled. time constants, The same physical properties that make
EDFA excellent for mulu.channel transmission with negligible crosstalic also make
" o Suppress OP"Cf" transients. Techniques based on optical reservoir
channels suffer from having to add extra optical hardware, and the fact that
EDFA dynamics arc spectrally dependent, i.ec., loosing channels at short wave-
lengths does not have tl.1e same effect as adding a reservoir channel at long
qavelengths. The same is true with gain clamping via lasing [30]). The most
cost-effective strategy, and one that has seen actual field deployment, is using

:cal tap power monitors on the amplifier input and output ports, with electronic
feedback to the pump lasers. The electronic feedback loop can be made quite fast,
put pump laser electrical bandwidth and intrinsic EDFA gain medium dynamics
[imit possible control speed. A simple addition of a controlled attenuator is
insufficient to guarantee flat spectral output under different channel load.

Figure 12.12 shows an example measurement of an electronically stabilized
EDFA amplifier transient response to an optical step function, with step function
fall time as the parameter. Several temporal regions can be identified. First, there is
an optical power increase due to a redistribution of optical power into surviving
channels. with a rise time corresponding to the optical channel power loss fall time.
Second, the pump power is rapidly reduced by the electronic feedback control, and
the channel power recovers with a time constant set by the control loop dynamics.
Third, depending on the parameters of the control loop and their interplay with
optical dynamics, there may be some amount of transient undershoot and possibly
ringing. Finally, a steady state is reached that is likely to have some finite error in
the channel power due to electronic errors, due to finite broadband ASE power, etc.

The transient are shown for a single amplifier, while real systems employ many

cascaded amplifiers in a route. Each subsequent amplifier will see not only the

Table 12.1
ible optical transient time constants,

Table of poss
in order of increasing speed.

3 mm jacketed fiber slow bending 500 ms
3 mm jacketed fiber caught in shell cover I(.)S’)m,T
3mm jacketed fiber fast bending ) :::
3mm jacketed fiber wire stripper cut I
Connector E2000 fast unplug 20(-) u;
Bare fiber wire stripper cul P
Bare fiber knife chop cut . e
Bare fiber (break at splice Using tensile force)
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Figure 12.12 Example amplifier optical transient response, with optical channel loss fall time x ,
parameter.

- ——

5-5" = original step-like loss of the optical signal, but will also experience the accums-

' S ’i \ lated effects of all of the preceding amplifiers. Thus, control loop parameters have
5'- a to be developed and verified on amplifier cascades, in addition to individul
{.: E modules [31].
‘ 2 It is fundamentally not possible to completely prevent and eliminate optical |

transients, and these impact optical channel performance in several ways. Incress
ing optical power may lead to nonlinear fiber effects and corresponding distortions
in the received signal. Low power leads to a decrease in optical SNR. Furthe.
power may exceed the dynamic range of the receivers, and may interact with the
dynamic response of the receiver electrical amplification and decision :
mechanisms. These combined effects may lead to burst errors in the Op™
channel. Protection switching mechanisms need to be designed with correspondiné
hold-off times to prevent such events from triggering unnecessary switching.

12.4.6 Optical Add/Drop Nodes

WDM multiplexing and connectivity provides some of the functionality P“Y'wf\i
supported at the SONET layer, such as multiplexing and circuit PT°V'S'0%
discussed previously and shown in Figure 12.11, networks nodes may oe opgcd
on an optical fiber ring. However, demand connections may be such that a“|ish (his
channel bypasses a node and stays in the optical domain. OADMs acfomf’ mcnlﬂ’
function. Most of the metro networks were deployed with OADMS i ?cnl p

with fixed optical spectral filters. The filters are positioned within the oP!
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12
jong the 711 N ZZ?_';:;:C‘:.“"" add signals of pre-determined wavelengths. This
vides 2 very ¢ ive access to the optical spectrum, minimizes signal

ir:::,nion loss, and 8"‘;‘“'3 for possible wavelength reuse in different segments of
, optical ing of mes neltwork. In a sense, predeployed optical filters associate a
: peciﬁc destination wavelength range address with each node. Optical filters
selves may be based on a wide variety of technologies, and are beyond the

them :
o of this chapter.

Fixed filter based nodes are cost-effective, have low optical loss, and simple to
jesign and deploy- HO}NCVCT» they pose an operational challenge due to the intrinsic
ack of reconﬁgurablhty . Each node must have a predesigned amount of capacity
(1.6 wavelength afidress s;?ace) associated with it and cannot be changed without
genificant traffic interruptions. For example, some portions of the network may
cxperience more than expected capacity growth and may require additional spectral
gllocations, which would be impossible to achieve without inserting additional
flters into the common signal path, thereby interrupting traffic. Others portion of
the network may lag expected growth, and will thus strand the bandwidth by
emoving unused spectrum from being accessible to express paths. Network
deployment with fixed filters require significant foresight into the expected capa-
ity growth, and several studies have addressed the question of what happens when
actual demands deviate from the expectations [32], with as much as half of the
overall network capacity possibly being inaccessible. One of the frequently pro-

techniques (o0 overcome such wavelength blocking limits is the use of
srategically placed wavelength converters in the network [33, 34], but is quite
expensive in terms of additional hardware that must be ecither predeployed or

require as-needed service field trips.
An alternative to deploying wavelength converters is to provide dynamic
ted with electrical switching directly at

reconfigurability that is generally associa
technology have allowed a new level of

the optical layer. Developments in optical
functionality to be brought to the OADMs, and fall under a general term of

reconfigurable OADM (ROADM). It should be pointed out that while ROADMs
substantially reduce wavelength blocking probability (35, 36], they cannot com-
pletely eliminate it, especially if all wavelengths remain static after assignment.
Some amount of wavelength conversion of dynamic wavelength retuning may be

Tquired (see Chapter 8). . _
A variety of optical ROADM node architectures can be consndgred. depending
on the particular goals of the network designer [37, 38]. These architectures can be
rst category can be described as a

Wbdivided into th ies. The fi
ree broad categories. 1h€ i
‘Pace-switch-based architecture surrounded by MUX/DEMUX elements. An

*Xample for o :» Figure 12.13(a). With the current state
a Degree 2 node is shown in Fig
f the art, the imﬁ;emcntalion is done with integratcd MUX/DEMUX, add/drop

Wich, and direction-switch elements. The channelized aspect of t.he. efrchiu;:cture
o oduces optical filtering effects into the express path, Fh.creby limiting bit rate

channe] spacing transparency. Increasing the connectivity degree of the node
"“Quireg 4 change in the co nfiguration by adding either a new level of integration
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Wavelen

@' 7| blocker (V?Itg)
DEMUX

(b)

Figure 12.13 (a) Degree 2 space-based OADM: (b) Degree 2 broadcast-and-selecy OADN,

of additional MUX/DEMUX and switch elements, or externally interconnegtip,
smaller building blocks of Figure 12.13(a) with additional external switching,

i The second category can be described as broadcast and select architecture, )
§'1 ’5 : is shown in Figure 12.13(b). The architecture relies on an integrated waveleng
i B 5 blocker (WB), which can provide arbitrarily selectable pass and stop bands wih
:f.-«;‘ € % continuous spectrum and single-channel resolution. The express path continuous
¥ o spectrum attribute reduces channel filtering effects, improves cascadability,

and permits a high level of bit rate and channel spacing transparency. One
disadvantage of the broadcast and select architecture is ils requirement of 1
separate MUX/DEMUX structure to handle local add/drop traffic, which add
cost and complexity. A second disadvantage is that scaling to a higher Dczwf"’
node interconnect requires N x (N-1) WB blocks, with a Degree 4 node requin®
12 WB blocks.

More recently, a third ROADM architecture has been introduced that attemp
to combine a high level of integration and express transparency associated i’
broadcast and select architecture, with an integrated MUX/DEMUX functiondl
[39]. The architecture, shown in Figure 12.14, is based on an integrated m!”
wavelength, multiport switch (MWS) and is particularly attractive for mcUO'm;
applications that are susceptible to frequent traffic and node churn, but m(iﬂ
moderate bandwidth requirements. MWS elements have several output PO o |
the 4-9 range) and can selectably direct any combination of wavelengths ©
output ports. A receiver can be connected directly to the MWS if only ]
number of add/drop Wavelengths is required, or a second level of DEMU el
be implemented to increase the add/drop capacity, The second Jevel ,l;g '
can be based on a low-cost fixed architecture, or a more complex wavel

tunable one.
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Figure 12.14 Reconfigurable OADM Architecture.
Table 12.2
Comparison of three optical ROADM architectures.
- MWS + MWS MWS + fixed
Parameter Space switched DEMUX DEMUX
Cost Independent of # Same up to 8ch, Same up to 8ch,
A/D channel 5x at40ch 2 % at 40ch
Optical channel Built-in Usually external Usually external
monitor
Channel power Yes Yes Yes
equalization
Maludegree Highly Up to Degree 8 Up to Degree 8
integration (in service) (in service)
dependent.
Difficult in-
service growth
gl ~40 GHz : ~50GHz ~50GHz
Passband
E‘N:ss]os <13dB <13dB
Hclibilit g <1245 : Drop ports are Drop ports arc
y Ad:mm? P‘:lm fully tunable. commonly fixed
i Adds are wavelengths. Adds
wavelengths avelength are wavelength
independent independent
\

Table 12,2 shows a comparison table of possible space switch and MWS-based

lectures, and associate trade-OffS lved a new direction toward
nuy, th ¢ industry has evOIVe
i Y. the optoelectronic: the potential to reduce the cost
Tlevels of functional integration, ¥ which has
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of OE and EO conversion (Chapters 6 and 10 of Volume A), Possible ...

of such low-cost optical interface components has prompted 5 re-eva;'mlab"it
the existing trade-offs between optical and electrical sWilching, anda ua‘i"nf:,
for a “Digital ROADM" have been presented (see Chapter 10 of v "y,
A Digital ROADM is more accurately termed a reconfigurable elecy e |
drop multiplexer. It is an electrical switching fabric very similar i funﬂc‘al ay
to the legacy SONET/SDH add/drop Multiplexers or to an Etherpe s\:il'onalil,
updated to operate on signals compliant (o the recently developeg OTN tch,!,“ |
standard. Highly integrated photonics indeed hold a promise of reduceg Mipy |
unfortunately, optical interfaces comprise only a small fraction of i,
node cost. The impact of electronically processing every digital bit stream
both advantages of being able to completely regencrate wavelength g,
monitor bit stream quality, and improve their grooming efficiency, 4 wﬁ:ﬂ‘
detrimental aspects of substantially increased electronic power consumptigy u:
mechanical footprint. Table 12.3 captures the more salient comparisop o
and argues that metro networks still preferentially benefit from optical OADy
rather than electrical one.

In summary, ROADM has introduced network design flexibility, and gy,
mated and scalable link engincering, both critical to the success of metro Wpy
architectures. Wavelength-level add/drop and pass-through, with antomaw)
reconfigurability (ROADM) at each service node, is also only operationally
robust solution for WDM deployments that support the uncertain (often utlm- ,
dictable) future traffic patterns in MANs that scale to hundred of Gbs
ROADM network flexibility also provides the ability to set up a wavelengh
connection without visiting any intermediate sites, thus minimizing the risk o |
erroneous service disruptions during network upgrades. In the context of i
present analysis, it is also useful to identify and distinguish between two mi
functional characteristics of ROADMs at the network level: (1) ROADM
solutions allow for switching of each individual wavelength between &
WDM ingress and egress, potentially among more that one fiber faciliy
(2) More elaborate solutions could also allow extraction or insertion of am
client interfaces to any wavelength of any fiber. This latter solution has b“’
often proposed, in combination with predeployed tunable transmitters o
receivers, to realize advanced network automation. Such a network, ! "
addition of a GMPLS control plane, enables dynamic bandwidth p;ood
sioning, and fast shared optical layer mesh protection. Current et it
deployments, however, are primarily interested in the ROADM _f“"cuonm@
and the most cost-effective-related technologies (rather than In the »
advanced solution that would meet any conceivable future need, ! 4
of price). In this sense, the technologies captured in the above e
currently the main focus of network deployments, as they
functionality to meet most customer needs, and are the most ™
thus cost-effective technologies [40].
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Comparisons of reconfigurable electrical and optical add/drop nodes.

/T"”-glcctrical ADM
I’nflc
//’;sl level external optical Second

sl mu¥/

Optical ADM

level integrated within Rx

First level MWS switch Second level
fixed filter or MWS

ux .
dc:ld Full clectrical PM Analog optical wavelength power
itor i
‘“0;1 Yes, but not critical for metro Only power equalization, OK for
,ggcmﬂ“i"" - : o metro
ulidegree Requires h ghly S_Ophl.sllcn(ed MWS provide direct degree
switching fabric with full interconnects, but wavelength
nonblocking interconnect blocking may exist
capability
opeical line Requires Rx-side and Tx-side OLA Requires Rx-side and Tx-side OLA
amps to deal with MUX/DEMUX loss. to deal with MUX/DEMUX loss
per-channel ~50-100 W per 10 Gbps data strcam ~2.5 W per 10 Gbps wavelength
pawer (estimated average from published (<100W for OLA + MWS)
consumption Ethermet and OTN switch fabrics)
Granularity Provides subwavelength switching Wavelength-level switching
capability capability
Sgbrate channel Subrate channels electrically Subrate channels electrically
flexibility multiplexed to wavelength multiplexed to wavelength.
Super-rate Must be inverse multiplexed across May be inverse multiplexed. Or
channels several wavelengths. For may used new modulation format
example, 40 Gbps services occupy technology for dircct transport
4 x 10Gbps A's, and may cross over existing line system
integrate part boundary : -
Total system Fixed on Day 1 install Can grow as new XCVR technology is
capacity introduced to populate unfilled
spectrum, i.e., improved FEC,
modulation format, equalization
Relative cost Assuming OEO interfaces are low- OEQ interfaces maybe relatively
of a high cost, high-capacity electrical FEC, higher, but optical switch fabric is
Capacity framing and switching fabric much lo.wer cost than comparable
ADM node expected to dominate COSIS electronic one

125 NETWORK AUTOMATION

an

N'“"'Ofk design tools are mandatory
Optical WDM network, especial

for proper design,
ly when lafge.d_
uses an optimi

deployment, and operation of
egree of reconfigurability is
zed network design for effi-

%10yw. Network planning process foc

Suc caP{!City utilization and optimum netwc?rk pe

lay design and planning tools must combine 2 % 0
S of the network operation, from a defimtion

rformance for a given service load.
et of functions that span multiple
f user demands, to service
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aggregation and demand routing, and finally to the physical transport fay, "
(logical) network layers need not worry about the physics of light whe, Cal‘cul _
paths across a network, with a possible exception of physical latency a&%ociat&:“"‘t
the connection. However, the physical layer must mclt.lde Important opticy; . “ih
tion effects when deciding demand routing and Fapacnt? load attributes, p%

A typical network design process, graphically illustrated in p; ure |y
includes several steps. First, a set of “Input”™ parameters is formed p, a Omb:ls'
tion of logical user service demands and b?' an abstracted !ayer describip, ing.
physical connectivity and limitations. The inputs may a!so Include a degey; .';’“
existing network configuration, which may be automatically uploaded from q‘: \
deployed hardware, or may be a completely new installation. Second, gery:
demands are aggregated into optical wavelengths, considering actyal electrop;
hardware limitations, user-defined constraints, and required network f . ‘
Third, aggregated wavelength demands and a refined definition of
layer (i.c., definitions of specific fiber types, lengths, optical losses) are Provided
as an input to drive physical network design process. The result of this multi-ge,
process is a complete description of the network hardware, with a detailed descri
tion of the Bill of Material, deployment process documents and drawings, as e
an estimate of the network performance characteristics.

The actual software implementation may partition the overall process in
relatively independent modules, with each step performed sequentially. An alger.
native is to provide coupling between each step to allow a higher level of network
optimization and refinement. The software itself may be an off-line design/plar-

ning tool driven by a user interested in largeting substantial network configuratios

User service demands: Abstracted physical layer
* Bandwidth * Path length/delay
* Quality, latency, * Relative cost

| * Protection .

Known limits (capacity reach, etc.) '

\/

Service aggregation and routing (layer 1/2) \
*  Switching system hardware limitations owned by
*  Optical system hardware limitations S different
* Diverse routing and protection Possibl oame 4
* Restoration mechanisms ogﬁ',s,:?zgﬂon DUSIGES
Services aggregated oopback

| Into wavelengths E=
(I)ptlca(I) transport layer planning/deployment | Refined physical layer
(ayer0) | # «  Detailed fiber paramele™
* Separation of metro/regional/ULH

«  Known physical w“suam_ :

rBOM. Pricing, drawings, etc.
Deployment process |

Figure 12.15 Network planning and design process.
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sanges or upgrades. A similar process anfl software may also be used for handling
£ cervice demand rcquests' that may arrive to the automatically switched optical
o works, with the process triggered _When a single new service demand arrives to

network and musl b.e .satISﬂed within the shortest amount of time and within
pstraints of null or minimal hardware change.

he geography of the MEro networks is frequently characterized by a wide

bility in traffic-generating node separation, which may range from sub-km
ange for nearly co-located customers to 100 km, and possibly longer. Premise
pace and power “Va"‘_‘b"“)'- trafﬁc a(?d/dr0p capacity requirements are also quite
qariable. Networks with such diversity benefit from a highly modular system
ransmission design, whereby components such as add/drop filters, optical ampli-
fiers. dispersion compensation modules, and other signal conditioning elements
ure independent of each other and are deployed on as needed basis. Especially
considering the case of closely spaced nodes, the decision to deploy optical
amplifiers and dispersion compensation modules cannot be made based on a

ly “local, nearest node™ basis. The presence of optically transparent degree 3
and higher nodes complicate the configuration process even further by optically
coupling multiple network segments and even coupling directions. For example, a
purely linear bidirectional system has independent optical propagation for the
individual directions. However, a T-branch network geometry couples East-to-
West and West-to-East directions, since both share a common Southbound path.
The configuration and optimization of such networks cannot be made based on
simplified engineering rules in networks that are mostly focused on the cost of the
solution. Fortunately, the field of optimization algorithms is very advanced [41]
and can be leveraged directly to solving the network problem. The algorithms may
be additionally fine-tuned to target specific carrier requirements, such as prefer-
entially focusing on lowest initial cost, highest network flexibility, best capacity
scalability, or some other parameters defined by the carrier.

The operational aspects of reconfigurable optical networks require that same
dgorithms used for network design and planning be applied in-service. Whenever
d network receives a new demand request, it must rapidly assess its current
Operational state and equipment availability, determine if the requested demand
¢n be satisfied either directly or with some dynamic reconfiguration, and consider

logical connectivity and physical layer impairments with the newly proposed
Yavelength assignment and routing. This is a nontrivial problem requiring a large
mmber of complex computations in near real time, and is currently seeing

ing research interest [42)].

26 SUMMARY

f this chapter, we discussed innovations in network architectures and optical
Port that enable metropolitan networks to cost-effectively scale to hundreds
"0f Capacity, and to hundreds of kilometers of reach, meeting the diverse
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service needs of enterprise and residential applications, A conve
network. where Ethemet/IP services, along with the traditional Thj lm"ﬂg_ed Mey,
over an intelligent WDM transport layer is increasingly becomip < \
attractive architecture addressing the primary need of network og the Moy,
significantly improved capital and operational network cost. At lhep‘“‘l% lo
the optical layer of this converged network has to introduce intellj " ling
leverage advanced technology in order to significantly improve (he ::nlce.
and manageability of WDM transport. We reviewed the most importan O:eoy.
advancements, and the technologies that cost-effectively enhance the networ,:“““il
ibility, and advance the proliferation of WDM transport in multiservice X
networks. et
This chapter has identified the two main trends in the transport layer of
Metro optical networks, First, there is a preference to use Slaﬂdards-ba:
approaches at all layers of the network. Second, high network flexibility o
demanded by the extremely rapid evolving market dynamics. Standards.bm {
approaches allow carriers and equipment manufacturers to leverage a wide by,
of industry-wide efforts. Flexibility, when provided at low incremental cogs
allows carriers to be “wrong” at initial network deployment, but still rapidly
adapt to the ever changing and evolving markets. Software definable, flexible
client interfaces allow a single network to support a rich variety of existin
services, as well as to allow real-time changes as older protocols are remove
and new ones are added to the same hardware. At the same time, new unantick
pated services and protocol developments can be readily added without affecting
installed hardware base. A different approach to the same end is a protocol- |
agnostic open WDM layer that allows alicn wavelengths that carry traffic direclj |
from service-optimized and integrated WDM interfaces on client platforms to
operate over a common WDM infrastructure. Manufacturing advances and high
volumes have made wide-band wavelength tunability a reality for the Metro spic
where a single part number could be produced in extremely high quantitfes w0
cover all applications. In addition, wavelength tunability offers the promise o
reconfigurability with little or no capital outlay for separate optical switch €™
ponents. Fixed wavelength filters may serve as an effective “optical address ¥
which a tunable transmitter may be tuned to establish a particular traffic Pa‘%
Tunable optical filters would have a similar application. Reconfigurable OP“ .
add/drop multiplexers bring a level of flexibility and optical mnspafem?m
optical switching and routing. Again, unanticipated network growth P
[
new services, and evolving channel data rates can be easily added. Ain
Transceiver technology is developed, overall network capacity may e
increased substantially beyond initial design parameters without.requ'""gdiga
overbuilds. Finally, evolving sophistication of the network planning an
tools lets carriers minimize their CAPEX costs, while at the same time
highly desirable flexible OPEX characteristics.
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12

| FUTURE OUTLOOK
12

2 transport .perSP§C"V€. DWDM is the main growth technology for metro
fro™ < as required bitrates on a fiber—in particular in the presence of video
“d“-‘g:;.-oulpace the ability of single-wavelength transmission technologies to
+he bandwidth cost-effectively. Moreover, photonic switching technologies
for the electrical laye( to scale more moderately, as much of the traffic can

s cleclronics in moslt sites.
byp:,s the same tifne. Ethcmet.has become much more mature and robust, and is
: rating various mechanisms that will allow it to scale more gracefully—
fncmding fault detection mechanisms, hierarchical addressing schemes (such as
;;o'!.lah and 802.1ad), as well as carrier class switch implementations. In fact,

el. in its various incarnations, is gaining popularity as a replacement of
SONET. /SDH for sub-wavelength transport.

Finally, the TP layer has clearly become the convergence layer of most
gn'ices—’bom for the residential and enterprise markets. IP—in particular
MPLS pseudowires, has also been used increasingly as a mechanism to converge
Jegacy technologies such as FR and ATM over IP and as a back-haul mechanism to
sggregate them into the router. Different approaches exist in terms of role of
fhernet vs IP in the metro. Some carriers see the value of Layer 3 intelligence
« close 1o the customer as possible. This allows for efficient multicast, deep
packet inspection and security mechanisms that guarantee that a malicious user
will have a minimal impact on the network. Other carriers are trying to centralize
Layer 3 functions as much as possible, claiming that this reduces cost and allows
for more efficient management. Whatever the right mix of Ethernet and IP may be,
itis clear that the network will benefit from tighter integration of the packet layer
and the optical layer.

Efficient packet transport based on WDM modules in routers and switches have
rcently enabled the first such “converged” deployment in the emerging IP-video
MAN and WAN architectures [43]. The advents in optical switching and transmis-
“on technologies discussed in Section 12.3, further allow a flexible optical infra-
Sucture that efficiently transmits and manages the “optical” bandwidth, enabling
'd"_a"CCd network architectures to leverage the IP-WDM convergence, and to
"lize the associated CAPEX and OPEX savings. These architectures would
i ly be based on open “WDM"” solutions (like the ones describcsi.above), SO

the same WDM infrastructure can also continue to sup;.)ort.tradmonal TDM
v'c‘ as well as wavelength services or other emerging applications that may not
¢rge over the IP network, e.g., high-speed (4 or 10Gb/s) fiber channel. Such

di mWDM architectures further need to offer Pcff"f‘“‘ff‘cc. guarantees for the
ey :l lypes of wavelength services, including “alien v».'a.velcngths, support
“work configurations, and also benefit from coordinated management,

Nelwork control.

']luw
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131 THE TERRESTRIAL NETWORK MODEL

We will describe the architecture of today’s service and transport networks for large
emestrial commercial carriers. It is important that those who study optical networks
have a comprehensive understanding of what generates the demand for optical
networks and the type of network architectures they comprise. A prerequisite of
such an understanding is knowledge of the classes of commercial services and how
the networks to provide them are constructed, maintained, and engineered.

Figure 13.1 shows a pictorial view of a useful network model for understanding
today's commercial telecommunications network. This model breaks the
“network™ visually according to horizontal and vertical characterizations. The
horizontal axis represents areas of the network divided into territonal and struc-
wral segments. The US network can be roughly categorized into three segments:
access, metro [also sometimes called Metropolitan Area Network (MAN)], and
core (also called long distance). Each of these segments consists of a complex
Merlacing of network layers (the vertical axis). We also note that European,
Asian, North American, and other continental networks will look similar, but
“"!' have critical differences that vary with the deployment of different technol-
Ogles, geographical characteristics, and politico-economic telecommunications
Oganizational structures.

To define this more precisely, a network layer (or overlay network) consists of
::?; e;'.l edges (or links), and connections. The nodes represent a [.‘.-f“lr.licular set of
fﬂrn: €5 Or cross-connect equipment that exchange data (in either digital or analog
ag d‘j among one another via the edges that ctjlﬁf'l':r:l.lhﬂ""- Edges can ht‘; modeled

iected (unidirectional) or undirected (bidirectional) communication paths.

Oy :
@l Fiber Telecommunicarions V B: Sysrems and Networks

i
15 p;:gh' © 2008, Elsevier Inc. All rights reserved.
F978-0-12-374172- o
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Meatwark layers
{overlay networks)

—

Geographic areas/Network segments

Figure 13.1 Graphical network model (this figure may be seen in color on the included CD-ROM)

The combination of nodes and edges transports connections from/to sources and
destinations, Connections can be point-to-point (unidirectional or bidirectional),
point-to-multipoint, or (more rarely) ﬂ"iHI’H'-pm'm-rwmu.f.’ipm'm'_ Connections serve
tWo purposes, First, telecommunications services (depicted as large rounded rec
langles in Figure 13.1) are transported by connections at various network layers in
particular segments. The traffic for a given layer is carried by the connections ¥
that layer. Second, edges of a given network layer are transported by the connet-
tions of one or more lower-layer networks. In this way, each layer is providing !

Lt

; i > Cquipment outages, etc. ). Some layers provide resio”
tion to Mainiain connectivity, while others do not, This will be explained mo®
thoroughly in Section 13.2.3. Note that in this chapter we use the €™

[ e " Y
restoration” o include other Commonly yged terms, such as protection, resilien!

kR : ic

€ements and splzcmg technologies, Whmu: ;
. . c f

are oftep inside substructures (€.£ i fi
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her example is given by the Open Systems Interconnection (OSI) model
MT] .d by the I1SO standards organization [1] and the colloquial classification
t:kr; Jayering (e.g.. “Layer I, 2, 3." etc.) which has subsequently emerged in the

_ﬂf Pﬂq This relegates everything below Layer 2 [e.g., frame relay, multi-protocol
mdu'; -.-E.ilching (MPLS), etc.] to the label of Layer I or physical layer (PHY). This
}_ﬁd‘inciude SONET, SDH, or other protocols/signals, which in fact can be one or
qore layers above the fiber layer and, as such, quite logical in nature. Fmall}{.
petwork technologies like Ethernet encompass multiple layers. Ew:;: rhougi_a it
qarted as a Layer 2 protocol, Ethernet has been standardized with multiple specflﬁc
Layer 1 (or PHY) transmission technologies (e.g., 10BaseT, 100BaseFX, GigE,
ac.). And the various Ethernet PHY definitions are used solely to transport Et]::emet
rames (Layer 2). and nothing else. The standardization of this tight integration of

Layers 1 and 2 is a large factor in the very low cost of Ethernet equipment.

13.1.1 Network Segments

We provide a more specific (but still pictorially suggestive) pi-:tun_'e. Df the three
horizontal lower-layer network segments (access, metro, and f:orc] 1_n'F1gure 13.2.
Note that for simplification, these three scgments are laid out in paf'htmncd, planar
eraphs. However, note that the reality is not as clean as depicted, with the segments
often geographically intersecting one another.

Metro area 1 Metro area 2

unction points

Metro area 3

Corn
"I-E'!rn
o=l // Metro area n
Central offices =———_
P}Ru"‘ll s (this hgure may be seen in color

N thy ; 32 Example of geographical therizontal) network segme
el ygeg CD-ROM).
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The lowest layer of the access network consists of C(‘:'FPCr,_ coaxial, or fiber . .
and generally has a tree-like graphical structure, especially in residentia) ne;gr:l?;'“
hoods. The access segment is the “last-mile™ to the customer, who is usug)| s r.
1zed as either residential (sometimes called consumer) or business f"“"'l'ilimeg ) ;
enterprise). Note that wireless is also a predominant acce:_;sﬂsegmm ]“‘”Ehlay:
technology, but we will not explore wireless technology architectures here.

A merfro network uses time division multiplexing (TDM), packet, anq opt
multiplexing technologies [like dense wavelength division multiplexing (DWp I
at the lowest layers. The metro network segment is generally defined ag | n
[central offices (COs)] and edges (connecting COs) within a metropolitan arey The
core network generally consists of the nodes (each sometimes called a pojy
presence or POP) that are connected by intercity edges. Although various forp of
Metro packet transport and a convergence of TDM and packet technologies hyy
emerged, the SONET/SDH ring continues to be the dominant transport-layer techy).
ogy for metro networks since the early 1990s (the specific layering will be described iy
later sections). This is why the metro network segment is depi

13.2, although we note most metro networks can indeed suppo
A general description is that the metro network collects traffic
determines which traffic to route intrametro or intermetro; the intermetro traffic is then
handed to the core network segment at the appropriate network layer,

The core or intercity network uses similar technologies as the metro, but his

different traffic clustering and distance criteria and constraints. The core network

tends to have a “mesh” structure at the lowest layer. This is generally justified because
it is more economical to connect the

many different cities by physically divers
routes, given the large amount of traffic that is aggregated to be carried on the cor
network. However, note that core networks differ significantly by country or co:
tinent. For example, because of smaller distance limitations, European core networks
often have different technologies and network graphs than in the United States.

cled as rings in Figu
1t mesh-like topologies
from end customers an

13.1.2 Access-Layer Networks and Technologies

_ | eSS networks there are many different ﬂ"‘:h,ilet -
options, I:H::th CXisting and planned, A few of the principal Telco ammﬂ?“::?
are shown in Fj gure 133, The bottom layer is actually depicted as a mmmﬂl
three separate layers, copper loop, fiber loop, and fiber feeder. Dependi®®

. ident, 857
can be geographically C“m?lden 7)o

on
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-

Media layer

Remote lerminal
(FTTx eto) —

“\-\“
T——

Figure 13.3 Some Telco access segment network layers (residential) (this figure may be seen in color
on the included CD-ROM).

architectures is mostly due to the historical evolution of technology and services.
This brings up an important aspect of real carrier networks: It is generally easier
and more acceptable to introduce new architectures and technologies to a com-
Mercial network as a new overlay network or geographical segment than it is to
"™Move an older architecture and technology base. This phenomenon is mostly
dictated by economics and the reluctance/difficulty for customers to transition
their services. As a result, there tends Lo be a “stacking up” of technologies and
Uchitectyres, plus a sequence of product vintages and releases, over many years.

Ote that, as unattractive as it appears, there are some regions where all four of
hese architectures are geographically co-existent. .

Architecture | is traditional TDM voice, the grandfather service for all Telcos.
1€ analog vojce signal is carried over copper pairs until it reaches an RT where it
S digitizeg and then carried in the TDM channels of SONET systems (older DS-3/
D “Veopper feeder technology also still exists). The SONET systems can be
Stlorab)e (e.g., UPSR ring) or unrestorable (linear chain). .

Architecture 2 shows the evolution to digital subscriber line (DSL) technology,

‘Te TDM voice plus broadband ISP service are offered. There are several
wf”atiuns, but the traditional DSL broadband ISP service is shown, architected
:"lh Point-to-point protocol over Ethemet (PPPOE) technology between the

Ustomer modem and the DSL access multiplexer (DSLAM) in the RT or CO.
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Analog voice is multiplexed with the packet stream by the DS}_. tﬂfhﬂuinﬂ o
the copper wire pairs. Asynchronous transfer mode ( ATM) switches inst) ﬁ:
in the RT and route individual customer packets over ATM Virtual Circuitg lo
ISP edge switch (i.e., typically an Internet Pmmf:ﬂf (IP) router, which j; "
shown). The ATM links are routed over SONET nngs/chains gt 4 lower layey
whose links in trn route over the feeder fiber layer. In our layereq model,
ATM links are implemented as connections in the SDI.\TET !ay.a_-r [in uniy, -
synchronous transport signal (STS)-n, where an STS-1 51gnail 18 51.84 My a
an STS-n signal has a data rate of n % 51.84 Mb/s|. There is considerajoy for
using coarse wavelength division multiplexing (CWDM) or other WDM techng).
OgY 10 carry the SONET OC-n [where the fundamenta) Optical carrigr (0c,
carries an STS-1] links. but this is rare in access networks today.

Architecture 3 shows the more recent IP-over-

xDSL technology, which has
been installed mostly to carry video [ igi

. Here, voice service is digitized [Vojca over

Protocols [such as Real-Time Protocol
- separated/differentiated by various vi
' as MPLS Layer 2 pseudo-wi
= (VLANS)]. The IP 1a

(RTP) or video-framing protocols] ang
rtual circuir or funneling methods [such
re [2] or Ethernet Virtual Local Area Networks
yer is carried over the Ethernet layer, Ethernet links are
Inci to the RT (containing an IP-DSLAM) and

to the router in the CO, WDM technology can
also be used 1o multiplex the yse of
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_cidential access. On the one hand, much of small-business access, especially
rﬂr_n'fmm the downlown areas, looks very similar to the residential access in
’ﬁ"a:lre 13.3. In contrast, the configuration becomes more complex in central
E:ﬁ-iﬂf“ districts, For the fiber-on-net locations. there is a mixture of lnchnolugicﬂ
and architectures. Onc of the key lactors in determining the restoration capabilities
for the acCEss network is the type or layout of the customers' buildings. In n?uln-
enant buildings {wllerle !he bulk of demand for bandwidth for Telco business
cervices originates). this is influenced by whether a Telco has common space in
hat building. Common space is a rented area inside the building where the Telco
can install its equipment. Today, that consists mostly of fiber or DSX cross-
connect patch panels, DS-1/DS-3/STS-1 multiplexing equipment, and SONET
ADMs to support voice trunks and private-line services. Ethernetl switches are
becoming more common, as well.

We illustrate an example multitenant building layout in Figure 13.4. The
common space is often in the basement or in a maintenance closel. Fiber, coax,
and copper cables are wired to the common space and travel up cable risers of the
building, which usually are along plumbing or electrical conduits or in elevator
shafts. Figure 13.4 shows some DS-1/DS-3 multiplexers and SONET ADMs
(0C-12 and OC-48). The customers have equipment (called an M13) on their
premises that multiplexes DS-1s into a DS-3 or which terminates an OC-3 or
an OC-12, which is then cabled to the basement. Smaller customers simply use

Floor
|0C-3 cusiomer sorved
9 L=y by common spon
T Sustomer location | cuslomer 6. 3 | 1 Elslomer served by common space |
6 |Cum Cust M13
e gy 1 I e ——— e -
cuslomer location
Oun:
e sl e e s i B e b s e
cad b1 served agquipment in Talco-
051 owicn  Costomerseriad®yy Il 1 by common space  2W7eC 3pace
2 [ Digiatl - [commen
|Switch |13 | Space |
=t e R~ |~ e LT EEEEE S Ll T
1 [ — customar sarved by
F':"lﬂ cammen space
LT o —
R e SRS A AN A AN A s S s s
PR common space T
E‘] i _:_tmﬂ uc.4|.| |E¢-|II |DIG-1I: oCa12 iﬂc-iz::
— ) e e Aoyt
_,.,.--"'"F‘ _/z' ! U [
e e |
oc-40 = loc1z
EE,‘J e |D°"E] iuc—u = sagall
oc-12

Tour, i i
"1""1{:1::4 Example of building with common space (this igure nuy be seen in colur on the included
1
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copper lines connected directly to the common space. Ethernet Customeps A
Fast Ethernet lines (copper or fiber) or GigE (fiber) directly to the ':“mn; un gy,
The common space often resembles a mini CO, where DS-0s angq DS Ko
packed into STS-1s (called grooming) to ride on SONET rings 1o tht'llsle
location, which might be either another customer location (for Multin Dd,f,
ora CO. At the CO (in the metro network segment—see Section 13.1.3 bglﬂ.,:;
lower-rate connections (DS-1s) are usually groomed to pack into STS-| “"h'
(Grooming is better illustrated by the example of Figure 13,7, covered |ater jnﬂh
discussion of the metro segment.) Thus, even within the building there can b ,
complex network. Indeed, intrabuilding networks can be very convoluted becauge
such factors as constraints on physical access to common space (which Usugly
imvolves landlord-tenant small-business contracts), the intersecting interests of var.
ious carriers, mergers and acquisitions of carriers, building riser restrictions, and
perhaps most of all, different vintages of equipment for both customer and carier

Except for voice, the principal business services are different from residentia
services, although small-business customers may use residential DSL or coaxigh
based broadband ISP (cable modem) services. Virtual Private Ethernet (VPE|
Virtual Private Network (VPN) (an IP-based service), Virtual Private LAN Servi
(VPLS), TDM Private Line, and Business ISP are the most typical examples of
business data services, Business VolIP (often called B-VolP, in contrast to residential
consumer VolP, often called C-VoIP) is a growing service. This is because m
businesses tend to need more bandwidth for data services and thus have me
opportunities to use their data networks for their voice services as well. B-VoP
services tend to mostly use the Session Initiation Protocol (SIP) [3] to signal 0 &
VoIP network to set up and control their calls and call features. The l;mditinnal: bulky
Private Branch Exchange (PBX) is slowly being replaced by the more @Hﬂ
flexible SIP- or IP-PBX. The IP multimedia subsystem (IMS) architecture, '-'{h"jmt
based on SIP, is a higher-layer server and protocol architecture that many came®
pursuing to provide wired and wireless VoIP and data services [4]. oot

Some of the other significant access-segment architectures not shown
and hybrids of coax and fiber feeder and non-IP-based video over fiber:

figy)

13.1.3 Metro-Layer Networks and Technologies

5.0
The network layers for a typical US metro network are depicted in Figum-,ui; J
the three major network segments, the metro network is particularly F‘;”:c it
because all the access architectures discussed previously (many of which ™™
shown) have to be transported over the metro segment. Since the uc{:f:ss SCE” gl
the “last mile,” it does not evolve as a unit and some parts have inte e
technologies that are decades-old vintage. Thus, as newer transport €7y

il

. . ; : 2 re atl
are introduced into the Metro segment, it must still pmwde age 5n¢‘¢ ﬁ
cur

transport for the older access.

i
segment overlays and technologi€
services are mapped onto the m

etro segment, further aggregation can

be
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wntmumyD et fedow)

I sisanfsnang Lipaly Rarice
{— : _\\_‘“ —_FNNHW* g
Leg. layar-ayer g
——

II ) Pop Ml Now layar-layar

e

Fiber Layar (Metro Intar-oifica Network)

_r'ﬂ'“'ﬂ 13.5 Example of Metro-Segment Network Layers (this figure may be seen in color on the
included CD-ROM).

handing off to the core, which tends to simplify core-segment architectures.
F“"lhﬁrmnre. the large majority of service connections are intra-metro (i.e., both
€nds are in the same metropolitan area) and, in fact, some services are only offered
O largeted as intra-metro service.

The bottom layer of Figure 13.5 is the fiber network. Virtually all Telco COs today
%I connecteq via fiber. There are usually one or more COs in each metro arca that are
“ha Point-of-presence (POP) where services are handed off to a long-distance entity
Ewhfch €an be another carrier, the same carrier, or a separate business unit of the same
Qier). The idea of a POP arose in the years leading up to the breakup of the Bell

m""" In 1984 and became entrenched via its Consent Decree and Federal Commu-
oy Alons Commision (FCC) guidelines for its enfﬁmaq‘mnl. That FCC dncun!em laid
u: the bﬁundaries of each Telco metro network more rigorously than the original 16

TAs (Local Access and Transport Area). This metro-to-core POP handoff can be

%PIE% 4 Mixture of virtual and physical in nature which varies by network layer and
ce. We illustrate this with the handoff for IP services later.

% We observe in Figure 13.5, most fiber cables run along streets and ut]'.[er public

brigg. ™ SUch as transportation lines (€.g.. subways) or sewer/water lines, and

. 65 The i . inside hard conduit and ducts or subducts
. € cables in cities are usually g s

bruu_ln facy, may run in parallel in the same conduit Wll_h older copper cables that
Ide “Cﬂﬁwsegmem connectivity. Fiber cables in the city outskirts are often aernal
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(on telephone poles or power lines), especially in the Northeg
Furthermore, there is usually no clean geographical bouy A
metro. For example, core-segment fiber cables often ry
segment cables over the same conduit structures. The factors determjn: With nk:!:
among the various segments are routed are very complex anq R o ':ahz
factors such as negotiated rights-of-way, or Indefeasible Right of L?d on h'-“inq,
(TIRUs), capitalized long-term leases, and carrier corporate lineage [Fie a
offs, acquisitions, mutual agreements). However, although much industry o
ensued about the various long-distance overlay networks and ﬁerviccs.al?d h“‘fr hy
to govern US Telecommunications policy, the answer to the question - ,tgmﬂin
the cables and rights-of-way for our metro and access SEEments” is the ke B0 oy
and business factor that has molded the structure of both our Major an: s,
carriers. This also ultimately has an impact on the structure of the ey
suppliers who supply those carriers. T
As can be seen in Figure 13.5, since most fiber cables run along highways,
fiber network has a noticeable “grid” pattern, and as such, there are typically g
and usually no more than four physical cable routes out of a CO, Often, multgle
fiber routes exist that share part of their route on the same conduit section
Sometimes, fibers share the same cable and then split into different directions 1
cross streets or at the entrance to customer buildings, Where fiber cables enier:
CO, they are usually wired from the cable vault entrance to some form of fi
patch-panel (often called an LGX or Lightguide Cross Connect) which is a physicd
device with manual or automated (remotely controlled) cross-connects. So
carriers have begun to deploy automated cross-connects based on mechuicd
fiber switches or MEMS devices at large COs. Fiber spans are defined berves
the patch panels. This is illustrated by the large dashed edges in the fiber lay®
Figure 13.5. Mathematically speaking, these edges form another overlay netwel
(nodes = patch panels and links = fiber spans) over the network layer F’[
cables (nodes = buildings and links = cable runs, depicted by large solid lu_::f-t1
One can now understand why the introduction (Section 13.1) 5'.ll'ta-‘i!'rf°f51“""“m"i
“logical networks.” The “fiber layer” in Figure 13.5 is, in fact, im'“':'_mwﬁi::
multiple layers. If a netwark provisioner/planner wants to rout¢ 4 highe" o
network link or customer service over fiber, then he/she routes along the r
graph corresponding to these fiber spans. The major benefit is that mﬂfm“{ﬁ
physical splicing of the cable is done when the cable is installed: eﬁpc:,-ictw'
major carriers. Normally, whenever a connection (higher layer link Of S:; i
to be provisioned over fiber, the only physical installation (splicing ™" 'y, o
tion of fiber patch cords) occurs on the ends of the connection t0 €0
of the equipment interface cards into the patch panel [e.g. the interfac ﬂui
router, Ethernet switch, reconfigurable optical add/drop n‘l|.1Ir.i;:lli-’:Ji"-_"[[T ol
Optical Transponder, etc.]. The connection through the intermedid 3 qﬂ,ﬂ;
the metro network can then be set up via remote cross-connec! cﬂ_'f"“ln[_ s #
patch panels. An exception would be for needed intermediaté Eq“',Fmigh oot
O-E-O optical regenerators at intermediate nodes which, due to "7
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not usually pre-installed and pre-connected into the patch panel. Even if the patch
|'|ﬂ| % mﬂﬂllﬂ.”}" CrDSS-CDnnEc[cd, no ';pih:"]g % “5“-1“}" requimd end.[u_cnd_ T'he
difficulty. as one can observe in Figure 13.5, is that the fiber spans (edges) can
comelimes run together on portions of the route, called a shared-risk-link group
(SRLG) originally defined in Ref. [5]. Thus, the planner must be knowledgeable
gbout the actual fiber paths of these fiber spans to ensure that restoration objectives
are met for whatever higher-layer network link (or service) is being provisioned.
SRLGs are addressed again later in the discussion about network restoration.

Figure 13.5 illustrates only a simplified picture of the common metro layers. The
dotted lines signify newer service or network layer connections vs. more traditional
{legacy) transport architectures. Four network layers are shown that route over the
fiber layer: edge SONET ring, backbone SONET ring, ROADM/point-to-point
WDM, and IP. Furthermore, two services are shown that often route directly onto
the fiber layer. Gigabit Ethernet Private Line and wavelength services. These
services are also shown routing directly over the ROADM layer. This is because,
in contrast to the core network, WDM is not yet pervasive in the metro segment.
Thus, even in metros that have ROADM layvers, many customers’ connections may
have to route directly on fiber for part of their route where the ROADM network has
not been installed. Note that in reality, although not pictured at that level of detail,
most carmiers prefer some sort of network equipment between the customer premises
equipment (CPE) and the fiber, a form of “demarcation point” so that they can
monitor performance and isolate performance issues.

It is useful to clarify the term “Wavelength Services.” For technical readers of
an optical technology book, this may be confusing, because the term is, in fact,
More marketing-oriented than technically accurate. Wavelength services today
Usually refer to private-line services corresponding to 2.5, 10, or 40Gb/s
SONET or SDH signals, their emerging ITU (ODU-1,2,3) containers, or 1-, 10-,
or 100-Gigabit Ethernet signals. These signals are, in fact, electrical but are often
Tansported over WDM equipment; therefore, they have colloquially been mis-
labeled as “Wavelength Services.”

The metro WDM layer is a mixture of point-to-point and newer ROADM
mchﬂ{llngicg: hence our label “ROADM/Pt-PL WDM Layer.” See Chaptcr E fora
full description of the technologies in the ROADM layer. The ROADM overlays
'end to be installed in ring-like (two-connected) topologies and, therefore, tend o

Ve 3 more “network’™ appeamncﬂ {rﬂ]’ gnlphs—lhcﬂl‘isli. the ROADM network 1s
?zmp""is'&d of just one connected subgraph). In contrast, point-to-point WDM was
tdn:i i5) mostly installed to relieve fiber exhaust and therefore has a nImn: scaltered
I“""""“*E::r (consisting of many disconnected subgraphs). A determining factor for
Architecture of the metro segment is minimizing network cost: consequently
5l carrjers must cost-justify every individual imill_.lllut'lun DI'I WDM technology,

e spare fiber is abundant, this is harder to justity economically, There is also
UMmon industry misconception that installation ol ROJ\DM network lavers

justified in terms of reduced operations or provisioming costs. Given the
*Cussion of patch pancls above and the observation that the number of daily

i
C;




-

k)

ot

.,
L)

- 4 s—ruttral F:T tr"y_“ 1J{ -

LT &
T AW aragn

T

Robert Doverspi, and py
er

connection requests for the RGADM Iaye_r ( from hJi
very small, it is clear the cost savings is Insigni
capital cost of the WDM equipment, . ‘

We continue the explanation of the configuration of Figure 135 by s 3
some historical perspective, Let us examine the ri ght-most stack of nemg:ﬂﬂ'“!
in Figure 13.5. In the 1950s and 1960s, the Bell System ﬁﬂﬂludjng Iy
Electric, its equipment supplier division at

the time) developed digita Ewm?‘“
(called pulse code modulation) of analog voice and its resulting metrq

: m“mpkx;:
and transmission technology, the DS-1 (1.54 Mb/s), sul;)sm:q|_1.,;-,nﬂ:|,ri in the 197050
1980s the DS-1, with its ability to carry 24 DS-0 (64 Kb/s) ""Uiﬂﬁ-bearing[m
became the mainstay transmission unit in metro network carriers. A natyr)
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tion of the digital DS-0-based switch, the node of the ¢ i
Figure 13.5, the manual DSX-0

narrowband digital cross-connect system (N-DCS) and widep
connect system (W-

DCS) followed. An N-DCS Cros
among its DS-1s interfaces and a W-DCS cross-co
channels from among its higher rate interfaces. Tel
layer beyond its o

riginal purpose (namely, to transport links of the circuit-switched
layer) to establish

DS-1 private-line services. This included the wholesaling of D§-Is
10 other carriers, the price of which was governed by tariffs.

Then packet switches began to offer the ability to encapsulate their data (pay-
loads) inside clear-signal (nﬂnnhannelized) DS-1s, which could be readily pov
sioned by the W-DCS, With the advent of fiber optics and high-speed fiber opi
terminals (multiplexers), the impact of single network component failures 3
grew. Bellcore decided tq Standardize the collection of fiber optic transmisi

rates with its SONET Standard, as well ag take the opportunity to standardizt &
collection of ransmission Systems with var

drlous restoration (protection) sche™
that had emergeq; consequently, SONET self-healing ring standards were &
lished, Given the ability of SONET rings and chains to transport DS-3s ImL:
be_twean_W-DCSs or between DS-1/Ds.-3 multiplexers at smaller COs, the D&?
Private-line Market emerged, The i s: Customers of the DS-3 private-line S
ther carriers, The STS-nc market naturally gmergfdsgh
4 the W-DCS was upgraded to have e
olution was occurring from * i
of metro network architectures (the ﬂilﬂ}‘ﬂ
bination of (1) a Sustai“”d‘_mn of ¥
: In interface rates, (2) gradual reducl' |
rketing/who) associated private-line ser!

and DSX-1 cross-connect frame, ang finally g,

and digitg| erog-
S-connects DS-0 chappelg fron
nnects DS-1 or SONET VT.15
cos later expanded their W-D(3

. &CNCe of packey networ
uUnS‘ and servi
of F
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st
. v,
ks in more detail, given the P

5 : y Iv ol
the rightmogt stack ¢ marketing methodologies that ev0'™ g i

: o
mature stack of Overlay lﬁul‘e 13.5, packet networks had to find a FIacl':E gt’ llnj
network Overlayy o rﬂtwmks. In particula;_ some of the earliest i

fom lﬁﬂ&distancr: ﬁ'arne-rela}r service. The
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rotocol was a simple layer-2 protocol to encapsulate IP packets and, in particular,
through its concept of the permanent virtual circuit (PVC) enabled the setting up of
connections in a more ﬂcxlb!c and economic packet environment than private line.
This provided (and SI_I“ provides) customers with multiple (say, n) sites in different
cities a more ccnnnm]cnl alternative to the “n-squared” problem; that is, they would
require (A — 1)/2 point-to-point private-line connections to fully interconnect their
sites, whereis with frame relay they only require n interfaces into the long-distance
carrier’s frame-relay network. The frame-relay customer can then set up a fully-
connected mesh of virtual PVCs between his sites. The cost (and associated pricing)
is such that customers with high values of » benefit the most. However, as ATM
technology emerged, its concept of a virtual channel overlapped with that of
frame-relay PVC. Thus. today almost all frame-relay services are carried over
ATM networks. Frame-relay PVC/DLCIs are mapped to ATM VCs using the
concept of a virtual channel identifier (VCI). The DS-1 private-line service continues
10 be the primary metro service to transport frame-relay signals from customer
locations to the ATM network. In fact, as soon as the DS-1 encounters the first
ATM switch, all the frame-relay encapsulation is discarded and replaced within the
ATM adaptation layer (AAL). The frame-relay encapsulation is recreated at the far
end so that it can interface to the customer port at that end. In fact, many customer
interfaces on their switches completely bypass the frame-relay stage and originate as
ATM cells.

The links of the ATM switches have to be transported at a lower layer, so ATM
encapsulation within STS-#nc signals was developed and thus could readily use the
SONET infrastructure that evolved for private-line services. Furthermore, since
ATM standards were not developed with a comprehensive restoration methodology
(2 major reason why some think SONET succeeded to a far great level than ATM),
SONET rings also provided a ready restoration mechanism against lower-layer
failures, which helped ATM networks to meet the higher level of QoS often expected
for the services it transports. We note ATM vendors did provide various restoration
Methods, but they were never universally adopted by carriers. These relationships
Among layers for restoration are discussed below in the sections on restoration.

Given that metro ATM networks were deployed primarily for transport of local
Rme relay service and some early IP transport, they were the first standardized
Packeq networks the Telcos deployed. Therefore, they naturally evolved 1o transport
o €merging consumer DSL-based ISP services. All this discussion is captured in
n:lgure 13.5, which shows residential (and smaller hUSlﬂ&qu.I:SP services plus frame

4y and business TP services transported over the metro ATM network layer.

iven this history, we observe that the “king” of metro transport for the past

o Years has been the SONET/SDH ring (which, for simplicity, we will confine
in'i”‘tlwzs lo SONET for the remainder of this cha!ﬂer}, W{huve broken this
|;,;; 'Wo layers to better illustrate the common architecture of the SONET ring
=, L. In mog Telcos, the edge SONET ring layer mostly consists of unidirectional
Th. Witche rings (UPSRs) or two-node, 1+ 1 or I:1 protected systems (see

0N 132 3 helow) and the backbone SONET ring layer consisting of bidirectional
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line-switched rings (BLSRs). The links of these rings are rou
although some links are routed onto point-to-point WDM
spans that have reached fiber exhaust, as discussed above,
BLSR demarcation is mostly due to network evolution an eConomics

the UPSR is more economical for a traffic matrix whose nonzerg de"'lﬂnésh iy
one endpoint, while the BLSR is better suited to a more distributeq traffic e,
reality, since the SONET ring has built-in restoration Characteristics IS ge .
lished a QoS expectation for most private-line services or overlay networkg :;
links use the SONET layer. As a result, when Telcos Provisionegd Private
services, they had to install a ring close to the customer location, Fo; buils:
that are on-net, this results in the installation of a (usually) smaller ADM iy
building, as illustrated in Figure 13.4. The UPSR predated the emergence
BLSR by many years. Most initial SONET metro networks were coye
multinode UPSRs. However, as demand grew and higher rate SONET interfy
were offered, the architecture with edge and backbone SONET rings evolved 7
typical SONET edge ring deployment mi grated toward two-node rings: one atd
customer premise and the other at the CO. Smaller customers received lower
rings. Furthermore, the end of the two-node ring at the CO is often a port onacard:
a larger ADM. The result has evolved into a massive collection of SONET-l
edge rings. Private-line connections (usually called circuits in Telco terminokg
with ends on two different edge rings route over the backbone rings or share anod-
the CO, Alternately, many private-line connections are access links to packet net
works or the metro segment of a long-distance private-line circuit, so only have o
end on an edge ring of a given metro network . However, note that backbone SONT

rings are mostly deployed to transport the links of the other higher layer network:
such as ATM, DCS, or IP layers.

Technically speaking, the
packet networks or a WDM p
most SONET rings
connected by QC-

ted over the ibe
H}'ﬁlﬁmﬁ on 50
The reason e,

of |
red w

SONET layer is not as “pure” a m"ﬁ“{g ].'1 e ll
etwork with multidegree ROADMSs. This 15 h;:,a;.
consist of individua] Add/Drop Multiplexers (ADMs) it
n (typically n=2, 48, or 192) signals. Because e

-
consequently, there are enormousg numbers of ADMs in large COs. G7P "y,

each CO consists of many (sometimes hundreds) of individual ring E'm:(:N’ '
tllustrate this with Picture of the rings for a large metro network in thl'd " |
A geographically-correct diagram is virtually impossible to show for % s
bers of rings, therefore Figure 13.6 represents a connectivity grath * el
nodes and edges of the rings are optimally placed to avoid edge €% ¥

. i : [ |
hence be more visually useful. The heavily shaded areas are 1" e %

i kit ! - A el
h plca[ Iﬂpﬂ[ugi w M ' . m ﬂﬂr ; _nI |
when we note that thjs figure dep; z ; ive focal €t |
; 2 Cpicts a medium-sized competili agsel
carrier (CLEC) of 3 |arpe i 3 3 k. i ¥ .
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136 Connectivity graph of rings in large metro (this figure may be seen in color on the included
)

C“““Wlinns are generally routed across rings by a method called ring hopping.
Usyg] approach is to provision tie links among the ‘ADMs. For example, two
ntOC. 192 ring nodes may have installed channelized OC-48 links between

haye O their drop-side or rributary- ]
Ve 1y | A
foute between the two rings can be asst
and cross-connected by the cross-c

side ports. SONET STS-nc connections that
gned to the spare channels on the
onnect fabrics of the two ADMs« by

M COmmand. The broadband digital cross-connect system (B-DCS) is a DCS
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that cross-connects at DS-3/5TS-1 or higher rates and wag develg b
the need for many pair-wise tie links needed for ﬁng“hﬂppjng . lo iy
ADM:s in a given office. In fact, the value of a single B-DCs W'T'“ﬂsmm
interface cards with ports that act as single SONET ring nodes I
rings) was studied and recommended many years ago [6). Basj
multiple ADMs in a CO to just one equipment platform, Hq
wis not widely adopted in the metro network segment; C“:'“Sﬁqutnl]y althgy
exists, we do not depict it in Figure 13.5. The reason for i Iimittd‘deﬁ Ugh,
was mostly because of overlap issues with regard to the W-pcg wm:;m
widely deployed prior to the advent of the B-DCS, and further coupled """th
economics of multiplexing/demultiplexing TDM connections {gmﬂminm‘}l:
ever, in contrast, we note that in AT&T's core network segment, an early .,
layer (with electrical DS-3 interfaces) was widely deployed in the early 199,
adapted with a DCS restoration method called FASTAR o provide nenyy
restoration [7]; however, this has been superseded by a more modem, restordy
TDM cross-connect layer with optical interfaces and distributed intelligens
although the original FASTAR network is still operational. This is describe
the next section, as well as later sections on restoration.

In addition to links of higher-layer networks, Ethernet private-line services=
routed over the SONET ring layers. Ethernet private line services provide ink-
faces on ADMs that receive GigE or Fast Ethernet signals and then encapsulile
Ethernet frames into standard SONET payloads in units of STS-1 capacity =
then are transported similar to any SONET private line service. Next-Gen SO
features, such as Virtual Concatenation (VCAT) (described in other chape®
provide more flexible connection sizing than the historical SONET concate®
STS-1/3¢/12¢ offerings. Even though the interface can be GigE, the interfot
usually polices the rate down to the private line rate (n x STS-1). Full ”I‘{’Lq
private lines are also sometimes provided over SONET rings (e.g., insid¢ s’IS“
or VCAT STS-22vc signals), but generally Telcos are choosing to depi®!

directly over the fiber layer or ROADM layer (or mixtures of the pwi) becis

the large amount of capacity they use up on SONET rings. od in
Next l!'le hand-off from the metro to core segments will be illust ; pam*’
detail. Originally, the concept of a “POP” was a simpler concept that W2 i

defined around the Public-Switched Telephone Network (PSTN) nwa[}n

(called

cﬂ“}'. this i
Wever, the B.

lransporting voice service [8]. The POP was a location where Lh II1:f:rrm""l"
carrier put a circuit switch that had trunks to a metro (Intrﬂ-LhTm C&!ﬂ the ™
switch. The term Point of Interface (POI) was further defined, '-'-'hnert:mWcﬁ ot
port network boundary was established between the two carriers: © "
private line services and packet networks evolved, this has becom® Il;aﬂ‘F':c_
complex concept that varies by service and the network layers: 2% ol
shuwn_m Figure 13.7. This diagrams the connection of a business © oot P
long-distance ISP service. Egch gray vertical box represents & i p: j
equipment (as labeled above it), The logical and physical links h."ﬂ jay"”
elements are shown by line segments along their correspon ing
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Customor MUK/ AN ADM  W-DCE  ADM ADM  W.DCS W.OCE MESR/ =P

mater  DSLAM I05  access
UPSH DLSA router
odga ning f BEnng )

Initra-
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1 1 ] I
Customar | Serving CO : Hub ceniral office ! Large DD{FDF cent. off.
premises . (Metro) ! {Metrao) ' (Matra) ;: (Cora)

Figure 13.7 [SP POP example—TDM backhaul to access router (this figure may be seen in color on
the included CD-ROM).

connection rate. The lowest horizontal line indicates the actual media used for that
link in this example. The customer router has a DS-1 interface. From the point of
view of the customer, he/she has a direct DS-1 to a port on the access router (AR)
of the Inter-LATA carrier. From the point of view of the metro carrier. this is
simply a DS-1 TDM private-line connection between the customer and a port/
channel on the metro W-DCS: the metro carrier has no idea what is contained in
the DS-1. This sort of encapsulation of packets in a TDM private-line connection
0 & packet-network interface is often called TDM backhaul.

The AR resides in the POP location, along with a lot of other equipment
“5ociated with the lower-layer networks that support this connection. As one
€an see, although the IP protocol stack views the DS-1 as a “physical” connec-
h““ﬂa}'er. itis quite logical in nature. The dotted lines indicate the interface level

the connections between the network equipment, mostly determined by the
I'IIIJItipIc.'r.ing and demultiplexing that the DS-1 experiences as il traverses the
Metrg network and mixes with other connections with different endpoints. Oug
F the Customer premise, the DS-1 is carried over copper (the prevalent media 1o
Mgy Customer locations) to a DSLAM or DS-1 multiplexer. The DS-1 multiplexer
Mltiplexes DS- 15 into STS-1s (or DS-3s for older equipment) and hands off vig
; 3 containing other STS-1s as well, to a SONET ADM._ThL- signal is then
OUled op, 4 leg of a UPSR OC-12 ring containing yet more traffic 1o a larger office
:ruh 4@ W-DCS, which is the hub location associated with the serving CO of the
]illumm-::r location. The DS-1 is de-multiplexed into an S_TS-I channel of an OC-3
r}':: 10 the W-DCS. The links between W-DCSs (that form a mesh network) are
h Melized STS-1s, generally transported by OC-48/192 backbone Angs. Figure 13,7

Dy the DS- | riding one link ol the wW-DCS I.Iﬂ:'l'-’ﬂl'll'-. which ends al the
O. which is usually co-located in the same building as a large metro €O,
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For simplicity, this example assumes that this circuit
hop) of each ring,. ol
Once the circuit enters the POP, it hands off from the metro W-Deg
W-DCS across the POI. This figure illustrates the interface as an 0(‘.110 the gy,
the DS-3 interface is still a common handoff rate. One end cap be o -ﬂllhmm
metro carrier and the other by the core carrier. Note that as carriers
subsequently merged since 1984, these two carriers might indeed
same corporation. The FCC still has rules concerning separati
some separation is likely to exist for some years following
chapter. After the DS-1 enters the core W-DCS. it is groome
DS-1s destined for the AR. The STS-1s destined for the AR are royteq
through a SONET cross-connect, which is a more intelligent

and distributeg Versio
of a modern B-DCS with optical interfaces [which AT&T termed ap intelljpey

optical switch (I0S)]. The purpose of routing through a platform like an [0S is thyjs
there is a need to redirect the STS-1 toward another AR, this can be done easily by
rerouting the STS-1 in the T10S network. This flexibility and grooming capability i
the key motivation for routing through such cross-connect devices. Note that we
depict the I0S along with an multi-service platform (MSP). An MSP multipleres
the lower rate signals to OC-48 or higher to hand off to the I0S. Its use i govemed by
the economics of pricing for interface cards on high capacity equipment.

The business access Segment of the metro network is evolving to Ethemet
- This is mainly since businesses prekr

routes on one leg (q g
N

have split g .
p

be membery nfT:

the writing of

d with all e

-AN, simplicity, and low cost. Most Telcos have introduce
Ethernet transport Services, Initially, the Ethernet layer networks to calﬁlm
services have hub-and-spoke topologies that consist of a low number of swit

: : : |
Or routers (sometimes just one) in the backbone portion and low cost EWe™
switches at the customer pPremise,

Figure 13.8 shows the service example of Figure 13,7 using the Business Eﬂﬂf‘
layer. This is stil] basically the sam

: ; e ISP service, but here the customer i °
Ethernet interface that I$ transported as g switched Ethernet service over Ehﬁ-ﬁd o
few of the links between Ethernet switches are et kel
ROADM, but we i for the coming years. It i “ﬂn.m
I Support the use of ROADMs in the COs of the metf;::uk

. T ring layer, so we show thrnﬂ ;

" ditipment (NPE), which is generally a low-cost EDe!

owned and controlled by the carrier byt On or near the customer’s P mm!lan: g0
backbone Etherney switch. The links between backbone Ethernet switches e ol
routed over RUﬁDMs since these are more likely to be in large COS: M
difference with Figure 13,7 s that, in contrast to SONET rings, the RO py
generally have po restorati apabilities; restoration has to be b g :
Ethernet layer. The o ]
fiber. Note that thjg fiber mj
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Figure 13.8 ISP POP Example—Ethemnet fransport to access router {this figure may be seen in color on
the included CD-ROM).

1D, if layered with a PWE3-capable protocol, such as

MPLS. Comparing Figures 13.7 and 138, one can readily see the improved simpli-

city of carrying packet services over packet networks. |
Finally, we briefly mention the TP Jayer that has emerged to carry IPTV. In this

discussion, we have segmented the Ethernet layer into two layers because this is how
’ n the near-term. Because of the order-

the Ethernet transport is being implemented i .
of-magnitude size difference between the two Ethernet transport ngtwur_ks (residen-
tial/entertainment video vs. business Ememet‘scr:-f:c&s}, the residential Ethernet
layer js being customized for the video apzphcatmn and m:s[ 1::.1' the R(E:Dh::
letwork layers have been economically justified (o support the large .m,mh o

GigE or 10 GigE links needed- Furthermore, the business Ethernet SE]'\'|I:-th ave to
SUpport VPLS, spanning treé pmmccls and Uﬂllﬂf virtual LAN ser:'[ctcs w IZbTEIE?:
gencrally relevant for residential packet services. Al f“:'“‘f:_ pmn.:iel m]s possible tha

the two Ethernet networks will merge: put that evolution is not clear.

VLAN ID or pseudo-wire
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core network

13.9. Note tha
gnificant simp

segment ford large US commercial
(, as with the metro and access
lification and does not describe
or all the services and will vary s.ﬂﬂ:u:whul
the most predominant layers and principal
(work segment, let us explore first the
layers that are essentially capped
he metro segment, this stack
legacy voice services.

:herl!rpical network layers of the
UTier are depicted in Figure -
ples, this figure represents & SIE%
the network ¢lements and technologies
4Tier by carrier; however, it d0€s AR ne
Jnhr'h}'ﬂr relationships. AS with the IFEIWNEWI:
“Bicy stack of network layerson e FEN E it
f"mﬂmﬁng or growing very slowly)are I -licq o provide
.""'3.1 enginﬂﬂl'ﬂd and dc\'ﬂﬂi]fd aver many Jeciaue:
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Figure 13.9 Example of core scgment network layers (this figure may be seen in color on the inchds
CD-ROM).

In the case of the core network segment, the original circuit-switched netwod
was used for the wholesaling of telecommunications services (initially telepht®
calls). In fact, the wholesaling capability (among various other factors) l'ed'”w].
eventual breakup of the Bell System monopoly in the early 1980s as the ATE
Long Lines business unit was forced to wholesale call minutes to em“E™
competitive long-distance companies, from which the US inuﬂ-LﬁTfﬁ:;i
LATA competitive framework for long-distance carriers eventually &75,
Similar to the metro network segment, the DS-0 trunks (channels of DSJS!Lﬁ'
connect the nodes of the circuit-switched layer route over the W- SCS’“
Continuing down the “legacy™ network stack, the DS-3 links of the W )
transported over DCS-3/3s, a DCS that cross-connects DS-3s that mﬁgﬂ]‘iﬂ
(note that the term B-DCS was coined by Bellcore to include both the P™ e
DCS-3/3 and SONET DCS with its optical interfaces and ability 1© cmﬁted o
at STS-1 or higher rates). The DS-3 links between the DCS-3/3s ¢ rﬂ;P,:d !
pre-SONET transmission systems. Originally, the DCS-3/3 Was de\'cll w,
natural evolution of the manual DSX-3 cruss.-cnnne-::t frame f“"cﬂunﬂl'ﬂf it ®
g?us to the fiber "patch-panel” of today but with coax cables. Thal ‘.‘E'um'nu
viewed as a remote-controlled DSX frame for cross-connecting e Slemli“h
(ransport at the time, the DS-3. The ability of the DCS-3/3 10 rapid!y {.elﬂi“‘“
o that era) and automatically reroute DS.3 connections motivat dev

of the first large-scale transport mesh restoration methods [7]:

ql
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with the advent of SONET, growth of private line and IP services, the legacy ,
gport stack became inadequate. During a transitional period, SONET rings
were introduced into the core network. However, examining Figure 13.6, the
impracticality of using SONET rings in a large core segment is obvious. Further-
more. early restnrut.mn studies showed SONET rings to be economically inferior to [
mesh restoration with DCS-type equipment, such as the Intelligent Optical Switch
(108) [9]. Upon deployment of the 108, the SONET ring layer was relegated to
reaching smaller COs (i.e., edge of the core segment) and is essentially capped in
most core network. The other main factor in this evolution is restoration, detailed
in Section 13.2.3. The relationship of the other services, discussed for the most part 1I|
in the metro segment, can be seen in Figure 13.9. Note that the separate IP video '
backbone layer can be functionally carried over the IP layer. However, full-
fearured entertainment video has very specialized performance and multicast
properties and. hence. is usually carried over a dedicated layer. Perhaps as
advanced QoS features of the core IP network are introduced, they will eventually
enable the convergence of all IP services, including consumer entertainment video.

Comparing Figure 13.9 with Figure 13.5, the differences between the core l
network segment and the metro network segment are evident. While the SONET i
ring layers dominate in the metro, the SONET ring layer is minimal in the core. In h
the core, the fastest growing layer is the IP layer and almost all upper network layers |
route over a ubiquitous WDM layer. We thus focus on the IP/OL (read “IP over 1
Optical Layer") architecture as the evolving “network of the future” and examine its -
migration in more detail in Figure 13.10. One can see that the IP layer is segmented
into ARs and backbone routers (BRs). The reasons for this segmentation involve

dggregation and restoration and, as such, are covered in the next section.

‘ WDM lerminal

© Backbone router (BR) m B-DCS/N05

ROADM/PXC
® Access router (AR) = ADM @ RO

re 13,19 Example of core network Jayers (this figure may be seen incolor on the included CD-ROM).
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Thd Fﬂt‘r
. The core IP layer originally had its Iiuk::-r (e..g.+ OC-12) toute o A
ring layer and then the 10S layer (or combinations thereof), Ag th F the sc,:m
links increased, they routed directly over the WDM layers, -"kippinc i:m: O the
ate SONET cross-connect layers. A chief reason for this js tha E[h-lII lenyg
capable of restoration itself using the Internet Engineerin e1p, ;
(TETF)-standardized suite of Interior Gateway Protocols (IGPs) le.g . ask b
path first (OSPF) or interrnediulu-:iystcm-luainten‘nediate-x}rsmm [IS'.|5DE“ horey
gence], The economics and other tradeoffs of restoration at the [p laye g
layers are discussed in the next section. YO 15 g
The WDM layer is itself a study in network evolution. Originally, jug 4
metro network, point-to-point WDM systems were deployed 1o reljeye ti;tﬂ:s ;:;E
fiber exhaust and their shelf organization was specialized (o interface links of Sﬁhﬁ
rings. However, as WDM became ubiquitous (which involved an evolugjgn mj;j-;:
“"de-evolution™ of various fiber types and characteristics, as described in other g,
lers), the economics of core-segment transport became dominated by the short jenc-
of these point-to-point WDM systems (around 100 miles on average) and subsequ
large use and high price of O-E-O regenerators. This led to the deployment of un
long-haul systems that connect ROADMSs and photonic cross-connects (PXCs) she
route photonic signals i.e., wavelengths. While the subject of ROADMs and PXC
covered thoroughly in Chapter 8, we will give a brief overview for this discussim
The simplest ROADMs allow for connections to be added to and dropped i~
wavelengths. A ROADM is connected to other nodes via links in two direcd®
(often called East and West) and hence is termed a degree-2 node. More sopt
ticated ROADMs will need to be capable of multidegree routing, or © ™
wavelengths among more than two interfacing fiber pairs or dirf:cli‘ﬂﬂﬁ- !"1"'“::
degree capability is needed when the length of the WDM transmission
(i.e., the distance between O-E-O regenerators) exceeds the distanc® Ma,;
major network nodes. A multidegree node is connected by links 10 ﬂih*”:
in more than two geographic directions, These are termed degree-3: d?F‘“i“'_‘,.
higher. Thus, instead of adding/dropping traffic from the various dirct{lﬂ:l“;jm:.
electronic domain, a multidegree ROADM can add/drop in the photo™ "o
The evolutionary stages of the core network are marked wilh ovals, 1 rng”
I—4 in Figure 13.10. The first stage had the IP traffic carried over SON.-ﬂmli“""
stage 2, that traffic was carried over the [0S network. In stage 3. IP b,':m._ of*
routed directly over the WDM layer, while in stage 4 that traffic 15 Ln il
ROADM- and PXC-based network. As of this writing, this e”.':'luuul (he
progress and currently all of the arrows of Figure 13.10 still exish |
stage is the target architecture and generates the most capacity gww[.,;r-ﬁﬂ}t-
links of the IP layer between BRs arc 10- and 40-Gb/s POS (Packet™ ( ye?
However, 10-Gb/s Ethernet is emerging as well as 1 00-Gb/s E-‘tl'e Slgnilifﬂ_
that in contrast to enterprise networks, where Ethernet iﬂl‘-""m‘cfs e |1il‘“.ﬁ.‘r:'
less expensive than their SONET counterparts, this relative differ” athe’ *
very-high-speed router interfaces, whose costs are dominat€

related to packet switching and routing.
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13.2 RELATIONSHIP OF SERVICES TO THE LAYERS

13.2.1 Service Requirements and How They Affect
Technologies of the Layers

Network services are provided by network overlays at each layer. Each layer then
places requirements on lower layers all the way down to the optical layer. Service
requirements differ by the type of service and layer where they are provided. Service
requirements can be divided into two basic classes: (1) expectations for provisioning
new services or features of existing services, including bandwidth constraints/
options, and (2) Quality-of-Service (QoS) parameters, such as Bit Error Rate
(BER), packet loss, latency/delay, jitter. As one would expect, all of these require-
ments can differ by network segment, layer, and type of service. We give some high-
level examples in Table 13.1. Note that these are for illustration purposes only and
do not represent actual service requirements of any particular commercial carrier.

To achieve the stringent QoS requirements (such as network availability), a
commercial carrier must provide various restoration methods in the network
s¢gments and layers. These will be described in a Section 13.2.3.

13.2.2 Qos, SLAs, and Network Availability

QoS is a complex function that varies layer by layer. For the TDM and optical
layers, it is mostly a function of maximum BER tolerance and delay. Other
chapiers define and explain BER for optical layer networks in more detail. We
will discyss QoS as it relates to the other layers of the network. However, note that
all Qog examples we provide in this section are tutorial in nature. In particular,
they do not constitute recommendations and are not meant to impl y any commer-
“al service guarantees. By modeling BER as a 0/1 function [i.e., either a network
Ink €xceeds a maximum and generates a threshold crossing alert (TCA ) which
Eenerates critical alarm or it does not] and then including %\thethcr a link is up or
: Wn [eg. it generates loss of signal (LOS) or other critical alarm], one c¢an
Mulate network availability model for a particular net ka layer. This subject
* Compley involving probability and networking, the details of which are outside
€ scope of this chapter, but the following will attempt a s:mplc‘lr:lescripuun‘

fibe. | der the WDM layer and index all of the n components of it plus its lower

* layer for a particular specific network (e.g.. optical amplifiers, Wppn
:"'fllnals, ROADMS, optical transponders, fiber spans) zm{_.l tI‘ttzn define a 0/
neps . ¢4, for each component k for k=1,..., 2. ¢x=0 signifies that compo-
"k i unavailable or down and a cy=1 signilies that the component is
Gble o up. A given failure stale, s, of the nl:twur}; can be represented by
|JHUPIE S=(cy. Caen.s ¢,). The failure state space n-.. the set of all possible
. For 4 reasonable size network, n could be hundreds or thousands ang thus

all"ﬂl.




Table 13.1
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Examples of service requirements for today’s Services.

Example provisioning
Segment Service requirements

Access TDM Voice
{Residential)

MNew line in 7 days

Broadbhand New service in 3-14 days
Residential Various rates (down, up)
5P = (512 Kb/s, 125 Kb/s),
(1.5 Mb/s, 512 Kb/s), etc.
IF Video Stll under development
Metro Private Line New service anywhere from |
week to 6 months. Rates
from
DS-0 to OC-192/10 GigE
Business ISP New service in weeks, If uses

private-line backhaul for
access, subject to above
Bandwidth limited by access
size or other policing SLA

Voice Residential: same as access;
Wholesale business:
varies by contract
Core Private Line Similar to metro; ends
=622 Mb/s includes metro segment
Private Line Generally longer than private
=622 Mb/s & line if routed directly over
Wavelength WDM layer
Services

Business VPN | day. If uses private-line

backhaul, access js subject
to Private Line requirements

T

Example Qog

-\___‘———-—__\___

Levels of static, y,

=
£F,
Repair in 3 days i

Refunds for Ouliges =6 gy
24 hours -

Musti kﬂp jil‘!:rand Teves very o
Various forms of retransmi
FEC and buffering used
miligate

Jitter/delay meet Bellcore
TR-253 Availability range
from 0.9995 1o 0.99%9

For 95% of the time, no mon
than 1% packet loss, Latend}
< 10-20 ms

<0.005 blocking

B
Titter/delay meet B‘“ﬂﬁ.
Latency varies by @ e
Availability similar ©© ™
I:'Il'.‘EP! core m.'aj htﬂlln‘
without the melr? .
SONET Privale Li?:ﬁ“”
2353
Bellcore TR-=2 "

Availability 1% © g
specified since V"

; vide
restoration Pr&

Packet uvu.ilabilit!i s
o melro L.al-!"h!:’\r e
distance and I':.I“L.S rmifj“"
routing, sometime
from 5 10 S0 ms

the stale space, although finite,
components go down is governed
is totally specified by a

is intractable in size (2"). The
- by a stochastic process, often &
single parameter for each of them, the med

it
rate @ “:11:'"
Pﬂissﬂﬂ' ::“.{“
p time =
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failure (MTBF). The rate at which components come up is governed by a stochastic
process. usually following an exponential distribution specified by the mean time to
repair (MTTR). Similar to a massive Markov process, various failure states transi-
tion to other states by components going down and coming up (being repaired) with
the given rates. Thus, the probability that the network is in a given failure state can
be computed. However, the intractable size of the state space must be computa-
tionally addressed. The most significant observation is that the nonfailure state
(fully operation state) of the network, (1, 1,..., 1), typically has a high probability
(e.g.. 0.8 or more). Failure states are usually rare. For example, if network avail-
ability reaches 1 — 107 =0.99999 (the popular “5 nines™), then it is generally
considered very reliable. Thus, network states with probability less than a certain
tolerance, &, such as 107, need not be explicitly evaluated. Let us index the states,
5. in order of decreasing probability. Although the size of the state space is

exponential, the maximum value k such that Ef:t Pr{s;} <1 — ¢ does NOT
grow exponentially in the variable n. If we lump the states s; for i >k into an
unevaluated set, then we only have to evaluate its complement (the evaluated set),
which may be of tractable size. We know that we can bound the answer.

To make use of this, we define performance functions (PFs) for the QoS
Parameters of the services carried over the network under study, most of which
involve some form of loss. Of course, not every service/customer/user of a network
is affected by every failure state. For a network, this is generally defined in terms
of the connections that use it. As an example, consider multichannel entertainment
digital video (like IPTV) over a WDM backbone network from a central source
(e.g., primary Head End) to destination nodes (e.g., secondary Head Ends). Define
an availability PF, a(d, s;), to be 0 if failure state s; causes destination 4 to be
disconnected from the central source, and 1 otherwise. The expected availability of
the video service to node d can be found by computing 37/ a(d, s;)-Pr{s;} . To
Mmake this computation tractable, apply the technique above to only compute the

S availability over the evaluated set. For example, suppose the availability PF
OVer the evaluated set is found to be 0.999 (3 nines). Then we can bound the
“Xbected network availability, E(a, d), is bounded by 0.999 < Efa. d) <0.999 + =,

¢ lower bound corresponds (o disconnection [unavailable, a(d, s;)=0] over
“Very state in the unevaluated set while the upper bound corresponds to service-
Wllhgu[_loss [service available, a(d, s;)) = 1] over every state in the unevaluared ser,
Sy OWever, the catch is that a priori one does not know how to order the failure

L'i;:es' Generally, most analysts or network npemmr.-dcl?ginccrs. even m",“d':mi'
¢ S, make simplifying assumptions about the e_valua_lgd nel‘. For example, in most
i S they agsume it only consists of single-fiber failures and !glltlm.n|f other
I-.Ire States. But, often this only gets us to 0.99 or .999 probability of the stare

E - 9 = 5 g a - »

Pace, here are mathematical techniques and algorithms, such as statistical
Wi . - ormance lools 1o allow setting of a tie

lolep. e rules, to build analytical perform -

fce, &, such as 107°. See Ref. | 10].
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Another issue with QoS parameters is how to define A
connections. Drawing on our previous simple example of oy
WDM layer, we could define the worst-case netwo
wa{ﬂ]_—_ I'ﬂ}ﬂ E{ﬂ1 d]. Or, we can define the average

oy
video S:]:Iliml]llipg
nr:: ailahfy "
\ YOk avgijyt
Eavgla)= ii}: E(a, d), where m is the number of connectiong (des;; Dn,
L l“l "
However, it should be noted that the average availability is a risky Qo Mitiggy
use as a design criterion because networks can be quite uneven i th g Measyry
traffic matrices. More sophisticated QoS measures can be defined n:r d“', an
tion, such as finding the number x, such that the availability is more th;he_d;mih.u
of the nodes. - forggg
Let us NOW turn our attention “up” the stack to the IP layer. There are gy
more potential and complex loss QoS PFs. For example, packet loss s the e
common QoS for the IP layer. This is now a good place to introduce the nnﬁ;w-
a Service Level Agreement (SLA). An SLA is a set of guarantees thala:am:
provides to a customer for the network service. Typical SLAs for the [p layer
contain a packet loss PF based on the probability distribution, An example SLA
c:nuld be that a customer should expect no more than 5% packet loss 95% of i
time. Evaluating packet loss on the model we described above is more difficit
than the much simpler network availability for the optical and circuit-switched layes
Because of the complex protocols that run over the IP layer, the somewhat unpreditik
behavior of (IP) routers, the buffering and queuing disciplines in the routers, the rou
aspect of traffic, and the bursty nature of packet traffic, this is truly challenging. T
complexity will not be described in detail here, but refer the reader to Ref. [10] form®
detail. Alternatively, for a private-line circuit (connection) over the DCS or SDPIET
layers, an example SLA might be a simple availability QoS PF of network avald*
=0.99995. Again these are illustrative examples and do not represent actudl e
any particular carrier. -
Let us now focus on a three-layer network: IP/WDM/fiber (read “IP V¢! “Eflr
over fiber”) from the core segment of the overall network. Following ﬂwiﬂ}.ﬂ?
network model of Section 13.1, the IP links form connections tIaHSP““"d bje i
WDM layer. One can then calculate the availability of those connectio™ g
failures in the WDM layer just as done previously for the video e"mﬂpu.}m'-'
including the IP-layer components 1o the failure state space (€-£- router < | ¥
cards, router fabric, router line cards, and optical transponders © ;:F'_"bim g
router links to the WDM terminals), one can then calculate the aw':{lld1dt §¢
the IP network. However, if the nonfailure state has a probability ".E oot ©
even .9 (as is often the case), the astute reader may ask, “HOW DQ;EE“TP:
network closer to an objective in the range four to five nines [19999"5:_.' urdwbllllln
greatest control that network administrators have to improve networ e o i
is re.frn..raﬁﬂn. But recall that it has been found to be more cost-effect
restoration to certain layers. In this example, assuming that th mw[w ork)
offers l!‘} restoration (the usual situation in todny‘s Telco core I'I'-"flr Ll”"‘"
restoraion must be provided at the IP layer. Now, in addition ©
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from an IP-layer link (originating from a failure or planned take-down event, such
as maintenance. in any one of the layers) and then subsequent return to the “up”
state afler repair, automatic restoration must be included, which does not return the
[P link to the up state, but reroutes traffic around the down link. However, if indeed
we were examining a multilayer network stack (such as the ATM/IOS layers in
Figure 13.9) was being examined where restoration was provided at the lower layer,
then the upper layer link would in fact experience a short down period while its
connection was rerouted at the lower-layer network. These are factors that basically
make the computation of the QoS PF, such as a(d. 5,), more complex and dependent
on the specific network layers, their interrelationships, and restoration methods at
each layer. We examine specific restoration methods in the next section.

13.2.3 Network Restoration

The authors estimate that network operators and engineers spend at least 75% of
their time attending to the maintenance of network performance. This involves
avoiding, detecting, measuring, or planning for potential network component fail-
ures or traffic congestion, as well as maintenance and upgrade of network compo-
nents to meet their network QoS and SLAs, After the QoS/SLA discussion of the
Previous section, the reader can now understand why network restoration is the main
architectural tool that network operators have for achieving their QoS objectives.
In today’s network segments, restoration against network failure can and does
Ocur across several network layers. If one does not understand these layers and
ir relationship, then fully understanding restoration in large commercial net-
Works is difficult. With the foregoing explanation of the network layers, there are
ome fundamental properties of network failure analysis that we will list here:

(1) Failures can originate at any layer. As a general rule, failures that originate
in a given layer cannot be restored at a lower layer. For example, if an ATM
switch fails, all the PVCs that route through that switch will be lost. The
links which terminate on that switch cannot be restored at a lower layer
since the switch itself has failed. The PVCs must be rerouted around the

lost switch at the ATM layer. :

(2) Since links at any layer are essentially logical, multiple links may route

Over the same connection or node at a lower Iuy{_rr. Th_us. a I‘!ctw{\rk or node
failure at g lower layer usually results in multiple !mk failures at higher
layers, This phenomenon means operators '"?“ identify th? s.hmld_ﬁsk-;ink
groups (SRLGs), mentioned earlier, which sunpl_:.r means il is important to
entify (he lower-layer links that each -:cmnc_ctm.n routes over, Thl'll,‘:i is a
f’itiral fact often glossed over in some .-zuudlinnc circles, where only single-
1"]'( 3 d . rlay nelworks.

3 iv:;“:,?::e ilj-lr; f;;:;a:;u:ii :ﬂe::: thi weakest network uvruilulbilily or Qo8
Objectives, all upper-layer networks must provide restoration in some form,
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no matter how rudimentary. The crudest form of reStoratioy - "
accomplished by reprovisioning connections through thej, cunm:: _lm%

control mechanisms in response to network failure, ltn g,
(4) It is important to understand how the behavior of a link, x4, .
depends on lower-layer msmminn: IF' X is provided as a rest °mh|¢gw"’ |ﬁ-
by the lower layer and a failure originates at th& lower layer rha;,:?:"*
go into an unavailable state (go down), then it is down for the (g Xy
short) period untilthe connection is restored at the lower layer by
connection to a nonfailed path, assuming that sufficient restoraioy "

provided to reroute the connection. In contrast, if the lower layer m:

restoration or if link X is provisioned as a nonrestorable connection,

X stays down until the lower layer failure is repaired. If the failyre Ofigigy

at the same layer as X, then link X stays down until repaired.

: Restoration Methods by Network Segment
L]
) The restoration methods for each network layer of the network segments discuss
. in previous sections are summarized below. As usual, there is no claim that &
listing is complete or fully represents the architectures or performance of £
. carrier. The restoration methods for the access-, metro-, and core-segment vy
l'H ¥ networks are summarized in Tables 13.2, 13.3, and 13.4 respectively. )
o E ¥ We give brief and simplified descriptions of the most important reses
methods.
g R
i UPSR SONET Ring (Figure 13.11a) In this architecture, the ring & ™**

. g . i
ured over two unidirectional transport rings, one transmitting in 2 mmen'h‘:
wise direction over the nodes of the ring (sometimes called the outer 1ing) L
other transmitting in the clockwise direction (sometimes called the inner ™

Table 13.2
Example of access-segment restoration mﬂhy.

Restoration method(s) against network failures Exunpl®

Network layer that origi e "-“f_ﬁ'
iy at onginate at that layer or lower layers L )
“ Al
:Ifg!;’"-fﬂh;]h;[- ~ No automatic rerouting ham-t:;
ﬁmx . PPPoE, No automatie rerouting i
" ' 4
IP'J"""'““ No automatic rerouting mm:‘iﬁ?
_ No automatic rerouj o
SDNE'.I t:h;fm Hot-standbys for carlqﬁ' ilure. N i II'.'|‘|:1-H|51‘-1.b ot
tresidentiul) rerouti D - N standt’ If|
ing {mhcr-“'
SONET fing g-20

up e
(busingss) SRor | + | jj/

f
i
&
B
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Table 13.3
Example of metro-segment restoration methods.
Restoration method(s) against network failures Example
Network layer that originate at that layer or lower layers Restorarion time scale
Fiber No automatic rerouting Hours
ROADM/P1-Pt WDM  No automatic rerouting Hours
layer
ROADM layer I + | restoration 10-20ms
with path-switched
restoration
(backbone)
SONET ring (edge) UPSREor ]l +1 10-20ms
ATM {1} No automatic rerouting or (1) Hours
(2) P-NNI (2) Seconds
reprovisioning of PVCs or
(3) centralized mesh restoration (3) Seconds
W-DCS No automatic rerouting Hours
Ethemet or Layer 2 (1) No automatic rerouting (1} Hours
(e.g., MPLS) (2) Spanning tree reconfiguration (2) Seconds
(3) Rapid spanning tree (RST) {3) Subsecond
{4) Link fast reroute (FRR) (4) 50ms
P IGP reconfiguration [reroutes new flows 10-60 5
and generates new multicast trees (where used)]
Circuit-swirched Automatic alternate rerouting of new calls Seconds

{existing calls dropped)

————

S_TS-n connection enters and leaves the ring (denoted as nodes A and Z, respec-
lively) via add/drop ports of the ADM at the two end nodes of the connection. For
41ing in a nonfailed state, A transmits to Z and Z transmits to A in the same
“ounterclockwise direction (on the outer ring). The connection transmits over n
Eqnsecutive channels (or time slots), starting at a channel numbered 1 + kn (where

'S an integer > (), It sends a signal from A to Z on one ring and a duplicate signal
from AtoZ in_-l'.he other direction on the other ring. A port selector switch at the
"“Ceiver chooses the normal service signal from one direction (usually counter-
-::ln-::kwise]., If this signal fails (ie., the ADM receives an alarm), then the port
Selector switches to the alternate signal. It reverts o the original signal after receipt
acleg, signal or under other control messages. Some versions of OC-3 or OC-12

;
"853 are channelized to VT 1.5 channels.

:LSR SONET Ring (two-fiber) (Figure 13.11b) In this architecture, the firsy

ll-f']f Of the channels (time slots) in each direction are used for transmission when
€ ring ; ' i sec If of the channels is res

Ved g is in the nonfailed state. The second hall o ¢ channels is reser-

OF restoration. When a failure occurs. & loop back is done ar the add/drop
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Table 13.4 Mq?"

Example of core-segment restoration methods,

Restoration method(s) against network fmm\
Xample

Network layer that oniginate at that layer or lower layers i
— : o 4

Fiber No automatic rcmutfng H;T":"“--Ei
ROADM/Pt-Pt WDM layer  No automalic rerouting H'I:IUr::
ROADM layer 1+ 1 restoration (electrical) 10-20

with path-switched .

restoration
SONET ring BLSR S0-100m
105 (DCS) layer Distributed path-based mesh restoration Subsecon |
ATM P-NNI reprovisioning of PVCs Seconds e
DCS-3/3 layer FASTAR (DCS mesh restoration under Minutes

centralized control)

W-DCS No automaltic rerouting Hours
Ethernet or Layer 2 TBD

(e.g., MPLS)
IP and IP video (1) IGP reconfiguration [generates new (1) 10-60s

multicast trecs {where used)]
(2) Layer 2 fast reroute (FRR) (2) 50ms

Circuit-switched Automatic alternate rerouting of new calls Seconds

(existing calls dropped)

port of the nodes surrounding the failed ring segment and the failed scgment s
patched with (rerouted over) the restoration channels over the links in the opposit
direction of the failed segment around the ring. In the case of node failures &
multiple failures, complicated procedures using squelch tables and other mechanis™
are standardized to prevent mis-cross-connection for connections whose ends 2"
the failed segment. Connections must be assigned to the same channels on each &
of the ring over which they route. A BLSR has the advantage over d USPR Mmm
same channels (time slots) on different links can be assigned to different ::nrm;
whose routes do not overlap over links of the ring and thus save some capacty
!
BLSR SONET Ring (four-fiber) Four-fiber BLSR is not a com™
deployed technology and therefore we do not describe it here.
il
| nr 2
IP-Layer IGP Reconvergence This is the most common method ol r;b.;r 55
in large commercial IP-layer networks today. It usually uses either e p ps ¥
signaling messages for general topology updates and then to recumpue panis® 5
routing IP flows or for MPLS forwarding. The IGP reconvergenc® ™ jing EEK“I
used whenever the [P topology (:hangeg by flooding messages (1.€ 0 ;_".:l”‘“l Jlm}
to all neighboring nodes, and then recursively over the entire ﬂ*-’f'w”I LA
stare advertisements (LSAs) in response to the change. Gcnﬁl'-’.l"f" anges i
link-up, link-down, or weight change message. If an IP-layer link € _
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Bidirectional

1k connection (A-end

-
S,
.
Salactor switch Y
in add/drop interface. b
Swilchas to receive ADMs perform
te (restoration) loopback around
- signal from line-side falled link
{ when alarm receivod. -
-
1
Bidirectional Bidirectional
- connection (A-end) - ADM connaction {Z-and)
i = F—— 7y ¥ '."I"“'I .

{b:' 2-Fibar BHM-FDHH“.#JI—
Switched Ring (BLSRA)

Incoming (R) signal
— duplicalad an restaration
path all the time (14 1)

—

Bidiractional
connaction (Z-end) ® Switch (cross-
s Al ; connect) point
(a) 2-Fiber Unidiractional > Working path
Mw%mm """ ' Aestoration path

Figure 13.11 SONET 3 ing ri i i
; . self-healing rings. (a) UPSR, (b) BLSR (this fipure may be
inclug RO, E Mnng £nl ¥ be seen in color on the

:;:;'e: by being detected to go down due to a network failure or by being intention-
el -‘ﬂk::n out of service for a maintenance event (or, more commonly, its link
m:ght 15 changed to a very large value), then that constitutes a topology change.
refore, the 1GP reconvergence mechanism becomes, effectively, a restoration
Pon ;. Whereby each router recomputes the shortest paths to each destination router
i me:ﬂ the network and then adjusts its routing table accordingly. In practice, this
ally takes anywhere from 10 to 60s; however, experiments and analysis have
Slrated that this can be reduced to less than 5s, if various required timers are

Care :
ﬁ.l"_}r adjus[ed_ However, in pmﬂﬁ(‘.f‘,. these are not easy o control,

Ip.

duri"i':t!r MPLS Fast Reroute (FRR) Tl!is is a stundurfiizcd restoration proce-

tﬂahlia: hich primary and backup (restoration) Label-Switched Paths (LSPs) are

i, o4 for next-hop or next-next-hop MPLS FRR. When a failure is detected
fopy,,, U€Ts surrounding the failure (usually via linecard interfaces), the MPLS
firgy Arding labe] for the backup LSP is “pushed” on the MPLS shim-header at the

| 4y, uler ang “popped” at the second router. These labels are precalculated ang

N the forwarding tables, so restoration is very fast. 100ms or Jess
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restoration has been demonstrated. While enabling rapigd restoratiop
paths are segmental “'patches” to the primary paths, the alternye mui .
and capacity inefficient. Furthermore, flows continue routing Wﬂ:snnm
paths until the alarms clear, which may span hours or days, T:r
inefficiency, there are more sophisticated versions in which the H:d W
rapid restoration and then IGP reconvergence occurs and the [P-laye o
recalculated to use more efficient end-to-end paths. F toug

I0S-Layer Shared Mesh Restoration  This method is g distributeg
tion technique. Links of the 10S network are assigned routing weighs {:.:
connection is provisioned, its source node computes and stores hoth mlc &
route (usually along a minimum-weight path) and a diverse restoraiyy ,
through [0Ss. The nodes communicate the state of the 10S network cone,
via topology update messages transmilled over the SONET overhead on the
between the I0Ss. When a failure occurs, the switches flood failure messagesy
nodes indicating the topology change. The source node for each affected con
tion then instigates the restoration process for its failed connections by s
connection request messages along the links of the (precalculated) restoration;
Restoration is differentiated among priority and nonpriority connections [
failed priority connections use the diverse paths and get first claim at the
channels. After a time-out that allows all priority connections to be rer-
(restored) and the topology update messages to stabilize, the alternate pals
the failed nonpriority connections are dynamically computed and rerouted £
those paths. It is called shared restoration because a given spare l:hilllllﬂ'ﬂ'lE
used by different connections for nonsimultaneous failures. Shared mesh re i
tion is generally more capacity-efficient than SONET rings in mesh network!
networks with average connectivity greater than two).

.Iif_Ll'.;'
1:1 or 1+ 1 Tail-End Switch (Electronic) The fastest forms of opt* Gt

restoration are one-by-one (1:1) and one-plus-one (1 + 1) restoration. "”am&-ﬂ:-
at the ends of the connections. With 1 + 1, the signal is sent in dUPh‘:‘ﬂt‘: i
the service path and the restoration path; the receiver then chm_.lf-ﬂb T b
signal upon detection of failure. In 1:1, the transmitted signal 15 qw:'iw
restoration path upon detection of failure of the service path. Tech™™ & s
this is actually not “optical™ restoration, but rather restoration b?;uf in bt
circuits at the ends of a lightpath, usually SONET-based and $IT'5. ;.

" . i as
to a UPSR with only one channel. These techniques can (rigger " ot

13

(mostly due to hold-down timers to accommodate fault ﬂgiPE;{.m chat ! |
n i

rdive " |

method requires a dedicated backup connection, which results
restoration-overbuild of transport resources because of the longe

Circuit-Switched-Layer Dynamic Routing Restoration
of routing new calls on alternate paths that avoid failed node




r-

13 E‘mmu"r['l'ﬂi Dpﬂ'l’{ll Nr‘f?mwrks, Di?("ﬂﬂy Nl’f'{ﬂﬂrkﬁ, and Services 543

calls at the time of failure are lost. Dynamic routing finds the least utilized paths
qmong many mlfm'lffdlﬁlﬂ switches. Hierarchical routing can also provide restora-
tion. but generally in highly connected networks dynamic routing provides sig-

aificantly more paths than methods based on hierarchical routing and provides the
qame degree of restoration with more efficient use of capacity.

gthemnet-Layer Spanning Tree Protocol The spanning tree protocol gener-
ates paths in Ethernet networks via distributed signaling among switches. The
incipal development for spanning tree protocols was to avoid loops in Ethernet
petworks. However, it also generates a minimum-hop path and serves as a restora-
tion method after topology updates settle. Rapid spanning tree is a version that
accelerates the tree update process and provides a form of fast restoration.

Note that restoration architectures are not widely deployed in Telco networks in
the residential loop and feeder networks (up to the first CO). This is mainly due to
their tree-like topology (as illustrated in Figure 13.3), which would make alternate
routing prohibitively expensive. However, the situation is more complex in busi-

ness locations. As mentioned earlier, in the United States, the vast majority of
business locations are still connected to the network by copper. For those locations
itis somewhat similar to residential. However, for the fiber connected locations, as
. illustrated with the multitenant building example of Figure 13.4, one of the key
factors in determining the restoration capabilities for the access network is the
layout of the customer building. Generally, the portion of network up to the
common space is not diversely routed since riser diversity is not easy to organize
\ in this way. However, larger customers (e.g., other carriers) often will demand
such diversity and be able to obtain it because of their large business presence in
' the building. Note that almost all SONET ADM:s are installed as rings in common
' Space. We note that today most access rings are in fact two-node SONET rings.
The most striking observation about Tables 13.2-13.4 is the variation of
festoration capability of the layers directly above fiber. In the metro segment,
the layer right above the fiber layer is (and has been) the SONET ring layer, which
Provides restoration. In contrast, in the core network, the next upper layer above
fiber is WDM 1| ayer, which does not provide restoration. Although it is still early,
%0 far, as ROADM technologies penetrate the metro segment, we are seeing this
same trend. What are the reasons for this phenomenon? Are there future services or
chitectures that are driving this trend? The next sections shed more light on the
¢asons for this architectural trend.

Fa“"‘ms Across Multiple MNetwork Layers

T )
© describe some  various
Tesig,

restoration approaches and layer inter-relationships,
s b

falion in the core network segment will be discussed first. Please re-examine
B cnre~segmenl network layers shown in Figure 13.9. Automatic restoration is
Povided by whe [P layer, SONET ring layer. 108 layer, and IP video backbone

-
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R = Router ¥C=TDM Cross-Connect (I05)
OT =Optical Transponder WDM = Wavelength Division Multiplexer

Figure 13.12 Example of Potential network failures at multiple layers (this figure may be seen inoke
on the included CD-ROM).

layer. As Table 13.4 suggests, at present, no automatic restoration is provided in &
WDM layers (other than a very limited number of high-speed SONET privaie i
with 1:1 protection). Examining the typical architecture for the increasingly I
tant IP layer, one can see that IGP reconvergence is used for restoration. Almos &
lower-layer failures in the core TP-layer network of Figure 13.9 result i failure
multiple IP-layer links. In fact, some SRLG failures can cause over 10 1nks ¥
down in large ISPs. FRR over MPLS (or other tunneling protocols) also i i
some carriers and by the IP video backbone. g

The concept of how failures occur at different layers and how the I#HFM
affected is illustrated in Figure 13.12 for the core network segment T d::uu-
depicts, by simple example, the four layers of Figure 13.9 from the [P lay® :ﬁmﬂ
with emphasis on potential network failure, It shows an IP-layer link thal 2.
the 105 layer, like a link between an AR and BR located in different ¢l yp\
of the I0S layer in tum route over the Pi-Pt WDM layer. The 'i“ksi[imw
systems) of the WDM layer route over the fiber layer. Figure 13.12 '}“hﬂﬂ .
few of the many component failures that can originate in the layers. e ﬂ[{i le |LT:‘
amplifier failure at the WDM layers usually results in the failure © mouS e
links and, as a consequence, multiple IP links. In this example, 1€ =0 g™

b eon i
wnuldt I'EH:.‘H.I[& its failed SONET STS-n connections on different P“ths' ﬁ:: and Im.
rerouting is successful, the IP STS-n link would go down for short U ony
after its alarm clears when the rerouting is complete, would be furm®
router controller. Altematively, if some component of the router

able (¢.g., card failure, fabric failure, system or maintenance, UPER*

ack ™ 4
5 (c.h e’
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P layer reroutes the affected ﬂﬂw_s on different paths via IGP reconvergence. Note
that the ability to restore connections at lower layers will not aid the affected [P
flows that route through the failed router components. Also, the other overlay
networks (frame relay. ATM, and circuit-switched voice) have not been depicted
which could also be affected by the lower-layer failures.

It should be clear that to achieve QoS objectives, some form of restoration must
be used. Many people in the optical community tend to assume that network
operators Will provide optical layer restoration as a straight-forward matter of
achieving a QoS objective. But, at which layers should QoS objectives be set
and how should they be defined? For example as shown, lower-layer failures can
cause most of the network unavailability, but lower layers support multiple upper
layers each with different QoS objectives. As the reader may have guessed already,
the network layering, different service requirements, and choice of restoration
architectures make this an inexact science. The situation is exacerbated when
commercial carriers must further constrain these decisions by economics. For
example, while it is generally true that (per unit of bandwidth) links at lower
layers cost less than links at higher layers, it does not always follow that restoration
should be fully provided at lower layer(s).

To explain this observation, in Figure 13.10 it can be seen that while some links
between ARs and BRs route over the I0S or SONET ring layers, at present all
links between core BRs skip the IOS layer and route directly onto the point-to-
point WDM or ROADM layers. There is no restoration provided for the router
links at these WDM layers. While efficient WDM restoration methods are not
widely provided by vendors, in fact the reason for this architectural direction is
Mostly economic rather than vendor capability. Some of the leading factors for this

interesting situation can be briefly summarized:

(1) Many failures (as illustrated by the router component failures in Figure 13.12)
originate within the IP layer. Extra link capacity must be provided at that layer
for such failures. This extra capacity can then also be used for failures that
originate at lower layers. This obviates some of the advantages of lower-layer
restoration.

2) The 1p layer can differentiate services by Class of Service (CoS) and
assign different QoS to them. For example, one such QHS distinction is 1o
restore premium services at a better level of restoration than best-effort
Services. In contrast, the WDM layer cannot make such fine-grain djs-
linctions: it either restores or does not restore the em_ir::_ ‘connection
;-S]I.lppnning an IP-layer link, which contains a mixture of different CoS

Ows (in i - ;

3) Under(;n:rl:jlzgnnd?:}olﬂ there is spare capacity available in the IP layer (o
hand]e bursly demand. This is because, restoration retqulrclm:ma; aside. o
handle normal service demand, most IP links are engincered to run below
?U% utilization during peak intervals and well below that during oll-peak

INleryalg.
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Point 1 above is the most crucial driver. To further explajp its effeqy ;
Figure 13.10 in more detail. we see that each AR jg dual-fp iy
intra-office fiber or via transport over the OL) to two BRs, There ;—'d (& 1
architectural options to accomplish this. (1) There is just one BR perrj: a v%:
In this case, for each AR co-located with a BR, it uses intra-office rlhcrﬂck- )
BR. The link to the mated BR must be transported over the other nElwlﬂhﬂtM
layers (IOS, SONET ring, WDM, etc.). A remote AR (an AR iy cu-i:rku‘%
any BR) would use network transport to connect to each of ko annm;nd‘l
natively, there are dual-BRs in each backbone CO. Here, co-locateq ﬁﬁ 12} Ay
intra-office fiber to connect to each BR. A remote AR may either pe |inkgdh
mated pair of BRs in one office or link to BRs in different cities, v
The reasons for having both ARs and BRs are manifold bu, i Particuly, 4
aggregate lower rate interfaces from various customers. This function :,
significant equipment footprint and processor resources (e.g., for cuslumervfm;
BGP and VPN processing). Major COs consist of many ARs to accummi;‘
low-rate customer interfaces. Without the aggregation function of the ba:kbn\
router, each such office would be a myriad of inter-access-router tie links g
inter-office links, which have historically proven to be unmanageable and expengn
To the contrary, backbone routers are primarily designed to be IP Lransport swithe
with only the highest speed interfaces. This segregation allows the BRs ok
designed for multiterabit per second capacity. When a BR is down (eg, dir
failure of components, upgrade or maintenance), the AR shifts its demand o
alternate BR. This is an essential capability to achieve QoS. For exampl, it
locations serve as peering points to other ISPs, the loss of which causes a signifi
outage. Thus, sufficient IP-link capacity is installed to reroute the traffic froma
to its alternate-homed BR if any single-BR fails. However, because of point H’“”
the amount of extra capacity for restoration can be mitigated by allowing uﬂhﬂr‘:
levels during a failure event to rise above nonfailure levels. Also ﬂm_'h’t s <
found that the biggest negative impact of the failure of a major BR 15 ﬂrallm .
traffic originating at that router, rather than from “through” traffic. W'nfl:“jml:
three factors were examined the detailed network design optimization !

12] recommended providing restoration at the [P layer only.

13.3 NETWORK AND SERVICE EVOLUTION

13.3.1 Which Services will Grow and Which will
Demand and Capacity

Shrink’

"
ﬂf:
e e ; TP
Estimating the relative bandwidth impact of services on the ﬂetwmkrﬂqui B
r T ¥ v ip 1P
as it would seem and, besides the Cﬂmplcxit}' of Iﬂ}"ﬂl’lng‘ 18 i}llsunrk St
knnwlcdge of network ﬁesign. First, we must divide sechgj’n&lw

two pieces: demand (or traffic) and capacity.
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but. in particular, ARs
This function requires
g.. for cuslomer-facing
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ws-rouler e links and
iageable and expensive.
e TP transport switches
allows the BRs o be
' is down (e.g.. due 1o
hifts its demand to the
)oS. For example, key
ich causes a significant
- the traffic from an AR
-cause of point 2 above.
by allowing utilization
Also note that we have
uajor BR is the loss @
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For example, consider the frame relay service, which is transported over the core
ATM overlay network. Define the traffic matrix dl(i,j,f) to be the average amount of
demand (traffic) from source node i to destination j over time interval r, assuming for
simplicity that all flows are point-to-point (in contrast to point-to-multipoint).
A typical time interval for measurement purposes is 5 min. Note that packet traffic
is typically bursty, so the maximum flow during that interval is even higher. Thus
the demand over an interval is the time-averaged demand over that interval. Then
the “instantaneous™ total network demand at time ¢ is D(¢) = 3 d(i, J, 1). Of course,

if

for most packet or voice services, D{(/) tends to be periodic by time-of-day, week,

month, etc. However, in reality it never repeats exactly, We then define the total

demand for that layer as D = max D(r) over the period of interest (say, several
I

months). The capacity to carry this traffic is computed by a nerwork planning
process. In most commercial carriers, this process is akin to a network optimization
problem where the objective is to minimize network cost subject to service require-
ment constraints, such as having enough capacity to provision new service requests
and achieving a certain network QoS objective. Suppose for illustration that
D=30Gb/s, the traffic matrix has an average hop count per connection of three
hops, and that no link can exceed 80% utilization. Then, the network capacity must
be at least 112.5Gb/s. Of course, in reality this number would likely be higher
because links can only be installed in discrete sizes, such as 2.5 or 10 Gb/s. In core
fetworks, because network cost is more influenced by distance, network planners
often prefer to express network capacity in units of capacity-distance. This is
obtained by converting the capacity of each link in the overlay network to units of
:"" “equivalent bandwidth” and then summing. “OC-48-miles,” “DS-3-miles.” and
10Gb/s-km™ are examples of such units. But, the major reason it is done this way is
Metwork layering. That is, planners can easily cost out the equipment at the
erlay netwark required to install a link, but it is hard to compute the cost of
Porting that link as a connection over lower layers. Continuing the example,
PPose these ATM links route over the 10S layer and that the TOS layer provides
"Sloration Thus, the “demand” for the I0S layer from the ATM layer is 112.5 Gh/s.
“Wever, private-line services and other overlays also use the 108 layer. Suppose
:"ﬂ_lﬂs layer j5 composed of 10-Gb/s links. Then the links from the ATM layer plus
F"nuus Private-line services route over the 108 nelwqu and share this link capacity.
ang '®More, the (normally idle) restoration capacity is shared among these overlays
Services, Once the 108 layer is gized, inoan Lunulog::-us. but quite differem
apucy Oplimization process, then one has a capacity estimate for this layer. This
Ret g :l}r then becomes demand for the WDM layer. Then repeat the same process 1o

“Mand for the fiber layer. .
qu“:j-u.r With an jdea of how demand and capacity relate to !u:.rem. return to the
G:n.m" of how 1o express the relative size and growth impact of services.
ﬁpm:ra":"" it is best to express it in multiple ways since it is often like comparing
% ang oranges. For example, we can express an estimale of the size of the

iy

Mgy,
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demand at the highest layer where the service is provided, This i the !
relay example above. Then, we can €Xpress its impact 1o th, Injf-%"b“
the network. In the case of the core network, this is either (g WI)“ 'ihn‘;
fiber layers (or both). Thus, one metric we sumct}mcs USe in carrier net s la]“'a!
amount of equivalent 10Gb/s of capacity required by the Wp)y h;:”’kihg
service. However, it is clear from the above capacity sharing 4pg orgy
aspects, that this is not an easy metric to generate. One a ehis 1o
network designs down the layers all the way to the WDM layer for , gi“?“ﬂi

with only that service generating all the demand. Interestingly, note that
be erroneous to add those WDM capacity units over all services ang theq

the result is the capacity of the combined network. This is because of e thar
capacity, discrete units of capacity, and restoration at each layer. But jt dop, ;'
useful metric to determine relative size. Of course, such numbers are pg m;.'
generate, Most network planners do not even know them because they usum,g
to plan layer by layer.

For optical engineers and researchers, the most significant impact of senvigs
the WDM or optical layers is in the metro segment. This is because the core Wiy
layer is largely built-out. More efficient long-haul WDM technology wil i
pursued, but there are not major capacity issues to be tackled. In contrast, ma
metro networks have virtually no WDM and it has been hard to identify ecosm
drivers for its widespread deployment until recently. In metro networks vt
ROADM layers are deployed, they are deployed in backbone COs, mug
corresponding with the nodes of the metro backbone SONET rings. Therefo.2
terms of impact to the telecommunications optical systems industry, the £
potential impact will be in the metro segment.

To better understand this, in Table 13.5 provides some very rough o
impacts on a large Telco metro network based on our study of these 1t¥
Note that these are not official size estimates for any given carmier and u

provided to give a very rough perspective. The second column gives -

Table 13.5 o
Rough estimate of impact of services on WDM/fiber layers in a_hrgf_lf_"i,/

*

Present estimate of size in terms of - gf'""' ;
Relative ="
___,..-"'

Service WDM layer impact (%)

W-DCS (Voice + DS-1 Private Line) 5=10 gl
Business ISP, VPN, FR (-5 5m1f| g
Private Line (DS-3 - QC- 12) 5-10 M,_-,_hllﬂ.
Swilched Ethernc 0-5 h{‘dfuﬂ'
Residential ISP (-5 W
Residential Video 50-75 La{gtl
Ethernet PL (<GigE) (-5 b
Wavelength Services & GigE PL. 4

Dynamic Bandwidih Services

20-30 Unkne?
Negligible /
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impact to the WDM and fiber layer caused by that service in today's network, as a
fraction of the total capacity of that metro. This is complex and hard to estimate
pecause with only a partial WDM footprint, many links of higher layer networks
route over a combination of direct fiber and links of WDM systems. But, it can be
clearly seen that in metros where [P networks are installed to carry residential
| video, this service dominates. High-rate private line and GigE private line are also
large contributors. The demand for these services comes mostly from external
overlay networks. Many of these customers are themselves carriers.
The last row lists dvnamic bandwidth services. These dynamic constant bit rate
(CBR) services are drivers for fast provisioning. They fall into two categories:
subwavelength rate and wavelength rate (the dividing line is now 10 Gb/s and likely
to move mostly to 40Gb/s by 2012). We envisage that the main demand for the
wavelength-rate dynamic CBR services will come from government, limited
e-Science/gnid computing, and large, multisite private networks. For example,
AT&T offers a “bandwidth-on-demand” type service called Optical Mesh Service
(OMS). This service currently provides rapid (subminute) setup of TDM connec-
{ tions between customer access locations via the 108 layer. Its principal customers are
large enterprise customers or other carriers with large multisite networks.
| An important point is that we assume traditional subwavelength TDM private-
line services will continue to be used. This is an important point because many
articles in the Jate 1990s seemed to dismiss these services. However, it is now
Many years later and today the capacity of the core network (core segment, 108
layer) needed to provide these sub-OC-48 services today is still large and growing,
We assume sub-wavelength private line services will continue to have significant
- demang over the near future. Our rationale is as follows. Following historical
- bowny patterns, the highest optical transport rates of today (ie., wavelength
*IVices) evolve to subwavelength rates of tomorrow. Today most private lines
% in fact links of customer [P networks. Many of these “customers” are indeed
*T carriers or government entities. The business need for such customer overlay
"eworks is not expected to change, just the highest rates. Today the highest
f“'&vclangm] rate is 2.5 or 10Gh/s. This will increase to 40Gb/s or even 100 Gh/s
;]i 1:hv:: H.E” 5 years. Clearly, only a sma!i fraction of customers wi!l require
“Yale-line links at 40-100Gb/s. To provide these s_ubwavulength private-line
“MVices, the most likely migration path is that they will be transported over one
(13, rapidly growing packet-based networks via pseudo-wire circuit emulagion
With puaranieed minimum latency and QoS. MSO: as the packet networks
W 10 huge size, PVC-Lype services will be more readily accepted and so thege

£ow 1o replace much of the TDM private line.

1
332 Network Evolution

K : .
li:;.gum 13.13 ¢ epicts a potential evolution of the core segment. Tt}e first observy.-
IS thay iy s significantly simpler than today's network. OF course, this s
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Figure 13.13 Potential future core segment network layers (this figure may be seen in color oo i
included CD-ROM).

idealistic in the sense that commercial networks have shown a difficulty 1o
older technologies and architectures. This picture still retains TDM private
services. These are likely to exist in some form for a long time becas* ™
accommodate the links of other overlay networks. We note that perhaps nﬂll
customers of TDM private-line services migrate to more circuit-oriented "'f
flows, such as Ethernet virtual private line or PVCs in some form (nof
frame relay or ATM). It is assumed that an evolved Ethernet layer & p
modate both types of flows: PVCs of some type and TDM circuits V3 st
emulation. Both the IP layer and the Ethernet layer mostly transport 1P w‘ﬁ“}.
their higher layers, but the Ethernet layer is more focused on connectin?
transporting PVC-type connections. e
To achieve this evolution, some enhancements over today’s core pﬂckﬂ i
will be needed. The challenges will be to demonstrate when pseudo-¥it® ¥ e
optimized for speed and that the latency of circuit emulation (dve ‘“,'%ﬂ”
buffers) will meet grid-computing requirements, However, note 3t &7
circuit emulation technologies exist, are generally available (GA) todd)’ (13 ‘.”
been shluwn.lu be able to meel the private-line service fﬂq“mﬂwﬂﬁgn[ L“hﬁ
Uncertainty in the timing of this migration lies more in the metro % "
evolves more slowly) and the economics of transitioning from !E’gnc[;pe'
architectures. Furthermore, ITU G.826] has been established © f““I o
(clock) distribution adequate for carrier-grade circuit emulation in i
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Dynamic wnvelcngﬂ]-n{le CBR services will require an optical control plane
(hat supports fast provisioning and WDM transmission systems and cross-connects
(hat can appropriately meet transient, power, and other optical requirements or, if
not possible. cleverly preprovisioned O-E-O methods.

Voice is expected to migrate to VoIP. We note that this migration has been
forecast more aggressively in the past, yet has defied predictions. However, despite
the economic analysis or preference of carriers and predilection of many customers
against change. equipment to feed the circuit-switched layer is being capped by
many equipment suppliers and so its lifetime is very limited.

13.3.3 “Killer Apps”

What sorts of future applications will require massive link bandwidth and/or
advanced network provisioning and management capabilities? There are many
ways to interpret how future applications will affect the various networks dis-
cussed, but given the focus of this book, this discussion will be specific to the
impact on the optical layers. Just as with the first sections of this chapter, we need
o examine this segment by segment and layer by layer.

For the metro and access segments, referring back to Table 13.5 (based on present
growth rates), the services that are projected to have the biggest impact on the metro
fiber layer are residential IP and video services. The impact on the fiber layer of these
W0 services can probably be lumped together. This is because IP-based transport of
residential video services is estimated to become predominant (>50% of capacity) by
2015 and residential ISP services are carried over the same IP layer. Note that we can
lump residential wireline voice services (VoIP) in as well, but its bandwidth usage is
S0 insignificant that it essentially has no impact on the fiber layer. The impact on the

WDM and fiber | ayers of the metro segment for these services will be gated by the
dccess segment, and therefore it is important to discuss the main technologies
Available for video transport over the access segment and how they might evolve.

Access Segment

iq'cc'eﬁs-ﬁﬂgment technologies fall roughly into five transport architectures: (1) IP
yer over copper (xDSL), (2) IP layer over fiber, (3) satellite, (4) RF carrier over
P and (5) RF carrier over coaxial cable. A key difﬁ:::ence is_lhat architectures
: and 2 are switched, while 3-5 are broadcast. That is, archm‘actures I and 2
3‘?11139@“ only the services/flows required 1o each customer at a given time, while
% Iransport to each customer the union of services/flows over :?II customers in a

YN access subnetwork (or serving area) at a given time. This is a critical point
F duse, under architectures 3, 4, and 5, an incren.’iet in the .umuunl of available
Videq eNtertainment channels plus growth of ISP service requires a commensurate
"Meregge in the access transport bandwidth. However, the real-time bandwidth
;F_[ualjy required by each household has grown relatively slowly, most recently
ing due to the advent of high-definition TV (HDTV) and increased demand for
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[SP bandwidih (in the 3-20 Mbls range). In contrast, the access bapgy iy |
for architectures | and 2 is governed by the maximum ;:um.ul;:tiv.;:e:“1 k|
required by each household at any instance of time. Thus, for architegtyp, , %
the breadth of entertainment channels is not limited by “"“Eﬁﬁ-segmmm |y,
and therefore can grow without bound. h"ﬂlm
Providing video and ISP services under architectures 1 and 2 (which g
new compared with architectures 3-5) has required substantial investmen =
access and metro segments because the required lower layers of the jp
were not pre-existing. The accompanying investment in the core segmey
relatively very small; but we will retum to discuss the core segment later,
while the industry is experiencing an eqnnnﬂus_ economic “bump” from the Bm
and metro-segment deployments to realize architectures | and 2, based op
ment above and our assumption of predominant IP transport in 5 years, this gy
will likely flatten out once the bulk of the network and its layers is deployed in
metropolitan areas. Then, network growth will be gated by growth in the masipe
bandwidth per household. At present, based on an ISP service (1-20Mb), i
simultaneous video receivers, and anticipated standard definition (SD) (I-3i
peak) and HDTV (6-8 Mb/s peak) compressed data rates, the anticipated per-houe
hold peak demand over the next 5 years has been estimated anywhere fromalm
20 Mb/s to a high of 50 Mb/s. Given these estimates and assuming architecturs [ -
the variety of entertainment channels, video-on-demand (VoD), and other i
tions, which can be more easily accommodated by a switched TP infrastctiet.&
grow at a frenetic pace [e.g., person-to-person video, home-monitoring, YuuTuffEﬂ.ﬁ
video, intense gaming (high-speed, high-resolution, multiplayer), etc.]. y¢t contiee
be accommodated by the anticipated maximum access bandwidth. Therefore F“*:
residential access segment we would need to see new killer apps whichl g
~10Mbs or more to cause the next “bump” in commercialization or spen
Alternatively, for business access, there is a completely different -"'mmf',l'_
Business customers who require large bandwidth usually aggregale many n‘ﬂ‘:
ees or serve many customers, either directly or indirectly through mhﬂ,f hum:ri‘
While a maximum of 20-50 Mb/s may be adequate for most residential » o
many businesses today require multiple gigabits per second. The ﬂ:Tpf'
however, is that there are relatively few of these large enterprisés when ﬂni‘“
with the much larger number of residential customers (by more than #tﬂ.ﬂ-’
magnitude). Also, almost all business locations with significant band* _.m <
ments already have fiber to their locations. We do not anticipate a0 ™ s
apps driving access and metro bandwidth requirements much dift‘cn:llfll'fﬂn,.
estimates in Table 13.5, although we will discuss a special class © ot
government customer when we discuss the impact on the core segme”

Metro Segment 4
(e

a1
AN 8 . . . [ﬂ.‘ bf_ 4
To examine the impact of residential [P (video + ISP service) on the l'“;“[ o

more detail, look at how entertainment video might evolve. Today:
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TV shows are still broadcast on a schedule, typically 300500 simultancous SD
channel feeds plus 10-100 HD channels, assembled from a variety of entertainment
content providers. Some satellite carriers are trying to get a jump on terrestrial carriers
by offering hundreds of all-HD channels. To deliver this type of service to residential
customers over the metro network, IP multicast [using protocol independent multicast
(PIM)] can be used. Under this methodology, a video hub office (VHO) or headend for
a metro area transmits the IP streams for each channel to downstream routers or
switches. Each router or switch in the IP layer takes the channel stream received and
duplicates it to each of its downstream links, according to a multicast routing tree that
is set up via the PIM signaling protocol for each channel (note that to lower costs,
many implementations of IPTV install Ethernet switches closer to the customer. These
switches make use of a protocol called Internet Group Management Protocol (IGMP)
for multicast, rather than PIM, which is mostly confined to routers). The last router
before the customer (usually located in an RT or mini-headend) only transmits the
channels that the customer requires in real-time. This tends to equalize the cost of
nfrastructure when compared to alternate architectures (like 3—5 above) which broad-
cast all channels to each customer. In contrast, if IP unicast is used instead (in which
case virtual point-to-point connections are made between the VHO and each custo-
mer), then the metro transport cost is much higher. Today, both multicast and unicast
are required. Unicast is mostly used for ISP service and VoD, where customers choose
their entertainment from a stored catalog of programs.

Continuing with the evolution of residential video entertainment, in 2007 it is
estimated that of the 200-500 TV channels, only 10-20 acmally require real-time
Steaming (e.g., sports events, news, and live events). The principal question,

0, is how prevalent or even predominant will the VoD model become? Taking
this to the next step, how will VoD, as offered by video entertainment providers
'oday, differ from that of video delivered via the Internet? These two forms of
®Mertainment are converging. The main differences today are quality and licen-
SIng: TV offers consistently high-quality video and more heavily licensed movies
:_’"I_T‘v' shows, whereas the Interet is a wild repository of anything from content
milar to TV itself, to homemade, low-quality webcam movie shorts with no
®ensing or copyright impact. But, from the standpoint of network layers and

Nologies, there is little difference! These two services (ISP and IPTV) are

Y separated by virtual streams inside the IP transport pipe. If the latter model is
ine 24 i full (i.e., almost all forms of video entertainment are VoD), this will
hct""%ﬂ the bandwidth requirements substantially on the metro transport layers

Ase, without many simultaneous channels, multicasting provides little advan-

E]:l us, ﬂ'j{_b_ metro transpnn ne[wﬁrks will conlinue to gl‘ﬂw hﬂyﬂ‘nd their initial
By O¥ments, even though the maximum residential bandwidth remains constant.

35 With the access segment itself, the capacity (e.g., cumulative capacity in
May; °f 10Gb/s-km) of the metro-segment resugl:nlml-“’ Iﬂ}jt-'l' will reach o
fej dm”_"ﬂ on the order of nd® [also denoted O(nd™)], where n is the number of
of Entig] customers and d is a parameter thmtesunmf‘cs the gcug_raphwut extent

€ accegg network served (e.g., spetwork diameter”). Altematively, if this P

"
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layer of the metro segment is dominated by multicast r . i
capacity scales only as O(d”). We anticipate that the VoD m:;ﬁmlﬁﬁinn. thep
after 5 years. We do not base this prediction on the desires .:fI will Pm;[n,m*
need to receive return on their rather substantia] investmém ;hc Carrie ::
enormous competitive pressure asserted by the Internet, C“Uple:d :‘ Fathey
shift currently underway. These changes include the use of Hh the |if¢51h
devices (such as Tivo™) and increasing numbers of teens and Ume.hi,,
taking entertainment from the Internet. This shift also ﬁigﬂihcaml-""’““ﬂﬂ i
type and where advertising can be placed, with substantia] imprau:i'J Change, Why
r:t_:on_r.}mics_ However. we note that in the past many traditional el Oveny
distribution models were turned upside down by Internet-based ‘hen!ﬂm""fh
(such as sharing of music via free music distribution sites), only t;:u :n :
by the US tort system and copyright and licensing laws. Therefore we tfldg_nwﬂ
evolution will not be a smooth transition but will move ahead inlspu::rﬂ -

As for the ISP service itself and the previously mentioned estimate of Ellll-jmm
per hn.u:-iehnld maximum, what sorts of applications will even get close to mjs.[ﬁ:
;l;, ;:::irlt:]::.;l}:i gu‘:?:)l[l:;;;f;i;iﬂ]ag'eynnd this? Since hig.h-qua]ity vidacz channels ul

! itional SD/HD streaming (or VoD) video enterus
ment portion of the IP pipe, applications that are more distributed and not ms
pmdumd‘ will be needed to drive this portion. A very likely candidate is moniton
or surveillance. With heightened concern for safety, two-income household
Inexpensive and robotic web-cams, and just plain curiosity, there will be a sz
Increase in local video monitoring, For'example, parents might want to mon
their Fhlld“‘“ a home, daycare, or school, or to monitor their pets or check on
security c.?f their home or other locations. More people are also using i
Fﬁnfcrencmg while working at home. Is this enough to stress the 20 Mb/s &
imum access bandwidth? The answer is “no,” unless the video gualily k<™
more like SD and there are multiple, simultaneous feeds required. HOW'
another interesting driver for increased access bandwidth and a less A%
metro network has been identified [15]. Because of the current video -:rn:-'llf'::
model described above, the IP layer of the metro network has to deliver i"f“d":
reliable performance. Jitter and small failures or packet loss are not well l"kr_ﬂt
Furthermore, video features, such as “pause,” “fast-forward,” of “rewin “
somewhat limited under VoD. For example, to maintain the proper & & it
sequencing of differential video frames, a show/movie is usually Pm,,_-.;ﬂrdf;’m
separale compressed date file for each “fast-forward” or “rewind” SP¢® ':]tpfﬁ'r'
When the Customer selects a particular direction and speed, the spﬁ“-'lﬁ_*c'-l“‘
cnnif:erl file is u-::jcu.?:ssed and provided by a separate stream. SOM¢ of m“_,“i ;
provided by a digital video recorder (DVR), but it sill requires S L
i, o o e o e i T 7
. ; is no need for streamifl=® ., i

(or the system) can simply download (or pre-fetch) all or most of the ﬂ. dy
then have a full set of features, similar to a DVD. But, most imPﬂﬁ;ﬂ‘,:”:c"‘

transport network, it alleviates most of the high-availability an
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characteristics of the metro IP layer and furthermore alleviates much of the need
for IETF-motivated diffserve performance models for high-priority streaming data.
Is this enough of a driver to force up the required bandwidth of the access link? We
are not prepared to predict this, but it is an interesting viewpoint.

Core Segment

Although some requirements on DWDM and optical technology might be unique to
the core segment, its size will be bounded by a function of the access limitations
identified above. A key historical factor in the core segment is the O(n) vs o(n*)
effect described in Section 13.1.3, This continues to be a key factor which will be
illustrated with an example. Today, residential ISP customers download a VoD
service from an IPTV carrier or something similar from the ISP from a few,
centralized sources, This, to date, has also applied to Intenet gaming, wherein
there are large numbers of end users, but who interact mostly via centralized servers.
This implies that the impact on the core segment is O(n) because of the small, fixed
number of sources compared to the total number of end customers, n. However, there
are point-to-point applications (or in Internet lingo peer-to-peer) such as residential
monitoring and peer-to-peer video, multimedia, and music applications. If the video
bandwidth requirement of such a point-to-point session increases to become closer to
that of a VoD movie or TV show, then the peer-to-peer applications will dominate the
centralized services. Most importantly to the core network segment, its traffic matrix
(the matrix [dij] whose entries are demand from AR i andZAR J) will have ﬂET‘ISiL’?’
(number of entries with significant demand) more like O(n”), rather than O(n). This
will increase the required network capacity. However, note that the impact on the
household maximum bandwidth in the access segment is unchanged. Rather, it is the
networking effect that mostly impacts the core segment l_aycrs.. -

Our observation is supported by the current and historical dlstnhum::-n_ of types of
Internet services, Peer-to-peer applications have cﬂn?.tlh.llﬂd A Jafge parion Of long-
distance ISP traffic and we now estimate they comprise over 25%_uf ﬂuwzv t:-_and}mdth
in long-distance ISP networks. However, we noie that quoting a rehable‘r.hsy-lhmmn of
ervices will be increasingly difficult because many peer-to-peer applications on the
Nernet are disguised within protocols or cm:ry!:rter.l an-:i_l, as such_, are hard 10 measure.
. Distributed sensor networks are another inter¢sting "'fpphc“"{tn' Th‘.mf iy
Include extremely low-energy radio signaiir_tg lj'n:twcen inventory _fmd inventory
€Ontrof systems via RFID, While this application has the potential to be tuly
Massive in n, it is not yet clear if the individual bam!m:ﬂth requ.re‘mems are
SUbstantia] (uig. on the order of video). It is also unclear '-.\Eelher these connec-
s will aggrﬁéalc to mostly business locations Or l:luﬁlLy residential and whether

15 wi 2 e core network.

5 x:;ll l;mtc u]'{}(n] Vs ?:L :j ::zﬂ:;.ﬂl::il; that has been hlghl;.- touted to have a
arge jmlil;ar:lc;nm;hlzp:ﬂfe ~swork I grid .:umplrlliﬂg ;md_ c-*iir.:]encc up!:-llcul;iuns.
Th;-_,.; : R .cing of massive data files trom particle accel-
eryr. 'M¢lude the distributed process . istributed genome processing. The

Mtorg jp different countries and advanced distri g 2. v
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have also spurred some interest in educational and governmep, Circleg
width-on-demand services or interactions among contro| Planes (g d' f”‘-'_
adjust topologies across network layers. In these applications, the b,
connections are truly massive and, for various distributed computer. i
interface requirements, need to bypass typical data layer Protocols g
commercial IP layer networks. These applications are of greg scientiﬁc?] "
and have spurred a whole academic field of integrated IP/DWp)y Htlwn;
agement and switching technologies (such as optical burst switching), Ang
they will generate focused, dynamic, and high-bandwidth connection;
applications have not been shown to generate much impact on tota| core
capacity due to the paucity of locations. Current large business Customers g,
have interest in bandwidth-on-demand. These large business customers

have large private networks and bandwidth-on-demand provides them Mexibily
for their own IP-layer topologies because of the rapidity of ordering point-to-pog
long-distance connections for their IP-layer links. We feel that the bandwidih
demand model would fit both of these applications well [16].

13.4 SUMMARY

The US telecom network has been divided into access, metro, and core segmant
and their various stages of evolution were illustrated. While the core segment b8
an almost ubiquitous penetration of fiber and WDM technologies, the opposit
true for access and metro segments in most areas. Thus, while much of the op°
literature and industry focuses on advanced optical technologies for ﬂn:luﬂ’
distance network, most of the investment and opportunity for growth resides |j
the metro/access portion. As study shifts through the core, melro, and m“;_
segments, it will be seen that networks evolve more slowly and more ."W.um
formly. Beyond network segmentation, since the optical layer is essf““‘ﬂ?i{
workhorse for higher network layers, an understanding of network l_nrf’:a;r__
crucial to understanding the requirements and evolution of the opticdl ;ﬁ
A prime example of this correlation is network restoration. One cannet T; <
propose practical restoration methodologies for the optical layer ™ i
functionality and formulation of the restoration problem is underst®™ .
network layers. This chapter has attempted to provide the reader @ l"-'-'S'L,[,mc d
standing of commercial optical network architectures and brought o>
their more practical commercial aspects.

LIST OF ACRONYMS .
>
i pu!h .4
I+1 One-plus-one (signal duplicated across both e e
restoration path; receiver chooses surviving signdl ¥
of failure)
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One-by-one (signal switched to restoration path upon detection
of failure)

ATM adaptation layer

Add/drop multiplexer

Access Router

Asynchronous transfer mode

Broadband digital cross-connect system (cross-connects at DS-3
or higher rate)

Bit error rate

Border Gateway Protocol (IP Protocol)

Bidirectional line-switched ring

Broadband Passive Optical Network (each PON downstream
carries 622 Mb/s on one wavelength and (optionally) analog
video on another; upstream 155 Mb/s; up to 32 endpoints)
Backbone Router

Competitive local exchange carrier

Central office

Class of Service

Customer premises equipment

Coarse wavelength-division multiplexing

Digital cross-connect system

Data link connection identifier

Digital signal—Ilevel 0 [a plesiosynchronous (pre-SONET) signal
carrying one voice-frequency channel at 64 kb/s]

Digital signal—level 1 (a signal carrying 24 DS-0 signals at
1.544 Mb/s)

Digital signal—level 3 (a signal carrying 28 DS-1 signals at
44,736 Mb/s)

Digital subscriber line

Digital subscriber line access multiplexer

Digital cross-connect

Digital Video Recorder .

Dense wavelength-division multiplexing

European p]csiosynchrnnﬁus {]'III‘II-SDH) rate of 2.0 Mb/s
Ethernet Passive Optical Network (each PON downstream carries
1 Gb/s; upstream | Gb/s; up to 32 endpaints)

Federal Communications Commission {an agency of the US
Government)

Fast Ethernet (100 Mb/s)

Fast Reroute

Gigabit Ethernet (nominally 1000Mb/s)
Gigabit—par-Stﬁﬂﬂd'f“F“_hle Fmiﬁl\'-.lf Optical  Network  (each
PON downstream carries 2.4Gb/s on one wavelength and
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(optionally) analog video on another; upstream | 2Giy
Gy,

endpoints) By,
HD High definition (short for HDTV) :
HDTV High definition (television with resolution exceedin
IETF Internet Engineering Task Force 870y I3
IGMP Internet Group Management Protocol
IGP Interior Gateway Protocol
108 Intelligent optical switch
IP Internet Protocol
IPTV lm-s;met Protocol television (i.e., Enterlainmenl-qualitj Vi
delivered over IP)
IS-18 Intermediate-system-to-intermediate-system
ISO International Organization for Standardization (not a5 om
ISP Internet Service Provider '
ITU International Telecommunication Union
> LATA Local access and transport area
( LGX Lightguide cross-connect (fiber patch panel)
s J LOS Loss of service
. . LSA Link state advertisement
L3 LSP Label-switched path
b 7 - MAN Metropolitan Area Network
X N 3 MPLS Multi-Protocol Label Switching
" MSP Multi-Service Platform
! . MTBF Mean time between failure
f MTTR Mean time to repair ¢
- h N-DCS Narrowband digital cross-connect system (cross-connects o
i rate)
NPE Network premise equipment i
QC-n Optical carrier—level n (designation of optical transper
SONET STS-n)
0-E-0 Optical-to-electrical-to-optical (3R regeneration)
OL Optical layer
OSPF Open shortest path first
PBX Private branch exchange
PIM Protocol independent multicast
' PL Private Line
P-NNI Private network-to-network interface
POP Point of presence W
£ il
PON Passive Optical Network (access network W"hﬂ: i 3

components (glass) in the distribution plant: 1
needed except at CO and endpoints)

POS Packet over SONET/SDH
PPP Point-to-Point Protocol
PPPoE Point-to-Poin Protocol over Ethernet

E
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pVC Permanent virtual circuit !

pWE3 Pseudc:wire emulation edge-to-edge

pxC Photonic cross-connect

QoS Quality of service

RF Radio frequency t

RFID Radio frequency identification (a technology for very low power, |
low bandwidth communication using small tags) '

ROADM Reconfigurable optical add/drop multiplexer

RST Rapid spanning tree

RT Remote terminal ‘

RTP Real Time Protocol

SD Standard definition (television with resolution of about 640 x 480)

SDH Synchronous digital hierarchy (a synchronous optical networking
standard used outside North America, documented by the ITU in | !
(G.707 and G.708) |

SLA Service level agreement s

SLRG Shared-link-risk group '

SONET Synchronous Optical Network (a synchronous optical networking H
standard used in North America, documented in GR-253-CORE {
from Telcordia) H

STS-n Synchronous transport signal—level n (an electrical signal level '
of the SONET hierarchy with a data rate of n x 51.84 Mb/s)

SvC Switched virtual circuit |

TCA Threshold crossing alert J:

Tbm Time division multiplexing |

ULH Ultra-long haul

UPSR Unidirectional path-switched ring

VCAT Virtual concatenation

:CI Virtual circuit identifier

oD Video on demand

EL AN Virtual Local Area Network

y;IP Voice over Internet Protocol ’

\I,PLS Virtual Private LAN Service (1.e., Transparent LAN Service)

N Virtual Private Network (IP Protocol)

VT]'S Virtual Tributary group (encapsulation of asynchronous DS-|
inside SONET STS-1) payload; other VT groups (VT2, VT3.

WAN VT6) are similarly defined

Wope Wide Area Network
S Wideband digital cross-

or SONET VThn rate)

Wavelength-division multiplexing 1
various digital subscriber line technologies, where x & {null, A.

connect system (cross-connects at DS-|

H, or V .
FON various F!assive Optical Network technologies, where x € {B, E, or G)
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Vol. 24, No. 12, December 2006, © 2006 IEEE)

| 15.1 INTRODUCTION

All developed regions of the world are experiencing huge growth in the volume of
digital data being generated. Figure 15.1 shows the historical growth, where for
example between 2000 and 2006 the volume of data grew by a factor >50, from
3 to 160 BGB, an unimaginable growth a decade or so ago. In this context, it is also
predicted that by 2010, 70% of this data will be generated by consumers. Although all
of this data will not flow across networks, increasing amounts will, and hence current
networks must evolve to support this staggering growth and provide appropriate

services to the end users for manipulating and processing their data.
This growing data wave and its consequent demands on communication networks

for capacity and services arise from many different user communities spread across the
globe, a phenomenon which has accelerated in the twenty-first century. Figure 15.2
illustrates the global networking situation, wherein different user groups have their own
networking domains, but increasingly wish to interconnect and share networking
resources, These networks may, e.g., be domestic/national telecommunication net-
works, national research and educational networks (NRENs) (e.g., interconnecting
national research and educational institutes), major research test beds (e.g., funded by
governments), or enterprise/business networks. Currently, major processing and storage
resources (such as supercomputers) distributed on a global basis are shared by high-end
(scientific) users (grid computing) and will likely, in time, become accessible to
domestic users and other groups; however, moving from specialized networks designed
for thousands of scientific users to one designed for sharing globally distributed
Tesources to millions of users requires significant research and development. Require-
Ments from some of these users groups are as follows:

Onyi :
Plical Fiber Telecommunications V B: Systems and Networks

E“Fifﬁnhl © 2008, Elsevier Inc. All rights reserved.
BN: 978-0-12.374172-1 611
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15. Futur¢ Optical Networks -
15.1.1 pDomestic Users

gased on national lelccﬁn::municutinn networks, domestic users will increasingly look
{0 store and manipulate ‘-:’ldr.i:n i.n'mga':s. play interactive games, and download increas-
ingly large files. Mucl't of t_hll'{- capability is enhanced through the greater penetration of
proadband ACCESS, which in its ultimate form will be provided via optical fiber inter-
connections offering bandwidth of 100 Mbps, as currently in countries such as Japan [1].
As summarized in Table 15.1, access at 100 Mbps is seen as a target that would support
most services being considered, including “Triple Play”™ services, which include voice
data and video; mobile users will also require high-bandwidth access, estimated as
30 Mbps in this model. These figures would be greatly increased, if super high definition
TV would also become a broadcast service, requiring Gbps access speeds.

It is likely that, in the future, such users will make use of network resources such
as storage (already BT Vault, in the UK, is a service for storage) and processing power.
As mentioned above, networking technologies such as the grid computing [2], where
global computing resources can be accessed for any location, will become available
lo domestic users (consumer grids), enabling new services, e.g., video processing, 0
be done online. In the era of mobility, it is likely also that personal storage will follow
the user across the globe, so that wherever he/she is, all personal data can be instantly

accessed. Major challenges here include security, as well as adaptable network
architectures.

151.2 Large Business/Enterprise Users

Th.e:,r require access to high symmetric bandwidths (e.g., up to 10 Gbps) for virtual
private network (VPNs), disaster recovery, storage, cic. Such services will be
supplied through Fiber to the Premises (FTTP) technologies.

Table 15.1

Residential service requirements.

e,

,|!|* H r
_ff!":__“'-_'_‘ii_ Downstream requirement  Upstream requirement
H
D";W 60 Mbit/s <1 Mbit/s
: Per home at 20 Mbit/s cach)
o ATV = 4.5 Mbius
: ‘“frﬁﬁming 220 Mbitfs 2-20 Mbit/s
= elephone 0.3 Mbit/s 0.3 Mhbit/s
by Per home at 100 kbius)
n:l;’ﬁmail, etc. 10 Mbit/s 10 Mbiv's
. iuwnmud for rental 14 Mbiu/s <1 Mbit/s
lt me d-'ﬁ'-_'h"nluud must tuke < 10 mins,
Tokad ™ the time (o get one from a rental store
~— ~100 Mbit/s ~30 Mbit/s

"
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Scientific Users (High-End Users)

These users are currently served by (NRENSs) or large dedicateq le
cation examples include: St beg, iy

High-Energy Particle Physics: The next generation of eXperimeng
Hadron Collider (LHC) in European Laboratory for Particle Physics I[a'lllhu_.,_,c
produce data sets measured in tens of petabytes per year that can only be by
and analyzed by globally distributed compulting resources, Experimep
deterministic transport of 10-100 terabyte data sets, and a |(y !erahyl:
requires a throughput of 10 Gbps for delivery within 24 hours, Thys Optical
services will be crucial to this discipline where dedicated and guaranteeg hﬁ::“
is required for periods of days. o

Very-Long-Baseline Interferometry (VLBI): VLBI is used by radio astrono,
to obtain detailed images of cosmic radio sources, where the mmmmr
signals from two or more widely separated radio telescopes can effectively
an instrument with a resolving power proportional to their spatial separile
e-VLBI [3] will use high-speed networks to transfer telescope data to a comel
and the availability of optical network services at multi-Gbps (10-406h
throughput will greatly increase capability.

e-Health: Remote mammography poses challenges for the deploymen -
supporting IT systems due to both the size and the quantity of images, =
networks required to transport 1.2 GB of data every 30 s. The availability of -
network services offering real-time guarantees is important in this field.

15.2 REGIONAL ACTIVITIES

With these new demands for data services, the traditional voice-csntlic telec®”
munications network is in the process of transforming to a data-centi¢ i
The vision is to have a communications environment comprising wired and® s
networks where any individual can access information and network mswhﬁl'ﬂ
effortless manner. To achieve this, the ultimate network will have a5 - Wik
blocks a fixed optical network platform, accessed though wireless (Wi-H 3

! ] ael £ |
UMTS) and wired infrastructures, such as FTTP. Such an all-pervasi*e" i

society, however, puts increased demands on network rehab:bt}’_ o o |
The importance of future national network infrastructures 13 m:.s ﬂa::
. g |

ongoing discussions on how a new Internet might be realized. it
mented [4] that the Internet is expanding from an “Informatio” mfhimf
“Critical Infrastructure” for all aspects of society and so new nawe it 71
must evolve to overcome many of the problems inherent i [he "“ﬁiﬂd @
NRENSs as well as experimental network test beds are current
to understand how a new Internet might be constructed. The in
levels communication networks are no longer just desirable

nation’s development and security.

I i’
cticd! ;

¢




15. Future Optical Networks N

Regional views on expected growth in capacity demands, traffic profiles of new
«ervices, and the need to move (o data-centric networking are reflected in the scope

*

of the major research programs and their associated projects funded by regional
an'rgmn'lﬂntﬁ.

" |n Europe, currently there are no overarching roadmaps for future networks, but
4 number of very large “Integrated Projects” funded through the European Com-
mission (EC) identify their own vision of the future. The NOBEL project [5); &8
sudies the evolution of core and metropolitan optical transport networks, support-
ing end-to-end quality of service (QoS), with intelligent data-centric solutions
based on automatic switched optical network (ASON) [6] and generalized multi-
protocol label switching (GMPLS) [6], together with optical burst and packet
switching; these topics are discussed later in this chapter.

Optical packet switching (OPS) has had long-term support within the EU and
national programs, with projects such as DAVID [7] and OPSNET/OPORON
[8, 9] developing the technology and its application over a period of about
15 years; however, it is still seen as a very future technology. By contrast, optical
burst switching (OBS) and GMPLS approaches are viewed as realistic possibilities
for more near-term deployment, and research in these areas is also echoed in
national funding in many countries.

Recently, BT (UK) has committed itself to moving to a converged national
network solution (BT 21CN Network), with an Internet protocol/multiprotocol
label switching (IP/MPLS) core [10]. This change is also under way in other
countries (Netherlands, Australia) and is significant in that the architecture opens
the path to a full optical transport network at some point in the future, with the
possible replacement of optical-electronic-optical (OEO) switches and regenera-
tors with optical-optical-optical (OOO) technologies.

Europe is characterized by a large number of NRENs which exist in most member
countries. These networks are nationally funded and commonly used for research into
scientific applications (of the type discussed above). The EC funds an overlay net-
work GEANT [11], which provides interconnections between these national networks
and provides international connections, e.g., to the USA. These networks look to
lambda networking based on scheduled or dynamic provision of lightpaths.

The Pacific Rim countries of Japan and Korea are well known for their ambitious
Plans in relation to broadband deployment and enhanced network infrastructures,

Japan has well-defined R&D programs; some are initiated by the Japanese
k& vernment with a view to evolving a legacy telecommunications network to an
% Over wavelength division multiplexing (WDM) r}elwnrk. Su-_::h programs move

tandem with operator plans, e.g., NTT plan to migrate 30 million customers to

and IP telephony by 2010. The most recent program focused on developing

N all-optical transport network with terabit capability [12]; this research com-
E;‘:“-d the study and development of photonic nodes such as fast optical cross-
nect (OXC) based on MEMS together with control plane (such as GMPLS),
muﬁ" ﬂnd‘hjghhbit-mte, ultralong transmission based on dense 1i;-.rm.rf:lf.:ngr.lm division
iplexing (DWDM) (up to 1000 channels) and optical time division
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15. Future Optical Networks -

muhiplexing (OTDM). For phnmnic routing, targets are related to the feasibility of
10-Thps routers and network architectures appropriate to a Th-class wavelength-
couted optical network. The current program seeks to understand how this optical
platform can support new hapdwidth, demanding applications such as grid com-
puting, and real-time applications like video, digital cinema, and network storage.
Key targets include 160 Gbps multilevel transmission systems, using DQPSK/
QAM, etc. aiming at bandwidth utilization of more than 2 bits/Hz by 2010.

In the USA funding for research (nonindustrial) is through the National Science
Foundation and for large projects often through DARPA. Current major photonic
activities include studies on optical code division multiple access (OCDMA) and
terabit router technology, the latter represented by projects IRIS [13] and LASOR
[14], whose goal is to realize 100-Tbps routers. Both projects take the route of
OPS, which offers attractions in terms of footprint and power requirements.

The strong interest in optical networking in the USA is reflected in the existence
of a number of national test beds, which enable the interconnection of scientific
users and support research into future networks. For example, National LambdaRail
(NLR) [15] is a high-speed national computer network which is also used as a
network test bed for experimentation with next-generation large-scale networks.
Links in the network use DWDM at 10 Gbps/channel. NLR's services are already
in use by many network research projects, e.g., the NSF OptlPuter project and
Intemet 2's Hybrid Optical Packet Infrastructure (HOPI) project, which looks at a
future infrastructure comprising an IP core network together with an optically
switched wavelength set, for dynamic provisioning of high-capacity paths. Currently
being proposed is a new national facility GENI [16], which includes a global
experimental facility designed to explore new network architectures with the
broad scope of understanding new paradigms for Internet-type networks.

The global nature of communications means that there is much interaction and
tommon research between world regions. Organizations like Global Lambda
Integrated Facility (GLIF) [17] provide a structure to enable global test beds to

interconnected to undertake research activities of common interest. Thus there
exists a global test bed interconnection, as illustrated in Figure 15.3.

153 A BRIEF HISTORY OF OPTICAL NETWORKING

The invention of the laser by Schawlow and Townes in 1958 followed by the work of
> and Hockham on optical fibers (in 1965) and the subsequent demonstration of
oPlical fiber as a practical communication medium by Maurer, Keck, Schultz, and
Mar in 1970 brought into being a technology platform capable of supporting
National gng global communication requirements for the twenty-first century and
Yond. In the Jate 1970s, fiber began to replace coaxial cable as the transmission
Um in the trunk systems of telecommunication networks bringing many advan-
llﬂges technical and economic. The creation of the Intemet (with TCP/IP) in
983 ang subsequently the World Wide Web in 1993 sparked the growth of data
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traffic on the network, and in 2002, or thereabouts, the amount of network datain
exceeded that of voice traffic. In the decade from 1985 to 1995, four signifis
cw?ms_hera]dad the possibility of optical networking where both transmissio =
switching might be based on optics. These were (1) the realization of o
amplifiers allowing (2) the economic deployment of WDM, (3) the demonsts
of an OXC enabling the rapid reconfiguration of lightpaths based on wavels?
channels, and (4) the convergence of service and transport transmission rate.
The early view of optical networking considered an “Optical Layer” to fo=®
extension to the existing SDH/SONET network layers. Figure 15.4 shows an OV
(and its realization), which comprises input demultiplexers, a space switch, &
output multiplexers. Each incoming fiber supports a number of wavelengths ™
are demultiplexed and then either switched (by the space switch) (o a1 ﬂ'
multiplexer and hence outgoing fiber or dropped off locally. Hence the 0%~
defined as a general wavelength switch which can be realized in (a) an 8 |I'
Flmnsparent} manner (OOO—optical input, optical switch fabric, i‘-’F‘“'C",J']lj
in an opaque manner (OEO—optical input, electrical switch fabric, 0pi¢
through choice of technologics. '*‘r’”’l
g o . g5 enve
Figure l.‘%..‘i shows the original concept of an optical layer, which w& 5 ‘
as an extension to the existing SDH/SONET network layers. In the L.”{' cﬁi..::m'"
typical that about 60% of the traffic entering a main node was transit ™ o5 |
an OXC might be deployed within the optical layer to ena
traffic to bypass the main switch nodes and hence reduce the siz¢ " :de' v
digital cross-connects. Demonstrations of such reconfigurable "
carried out in Europe and the USA in 1994 [18, 19].
The convergence of service and transport wavelength bit rate®’ ity o
2000 (Figure 15.6), at a bit rate of 10 Gbps, opened the possit ot
interfacing between, e.g., an IP network and an optical P
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Figure 15.7 A national telecoms network (this figure may be seen in color on the included CD-R0Y

IP/MPLS router, an SDH/SONET digital cross-connect, or an optical burst, pak
or Ethernet switch, as discussed later. At the network edge, traffic is mapped ontol
network services via an edge interface/router, which can perform either %
Network Interface (UNI) or Network Network Interface (NNI) funciimﬂlﬂl”_
defined by the Optical Internetworking Forum (OIF) [6] depending on ¥h!
connected to the core. A control plane is required to establish paths across ih“*:
plane as requested at the network edge, mapping, e.g., an [P/MPLS stream fron
MAN onto a specific wavelength; this path establishment can be done i WE
lized or distributed manner. The deployment of optical technology b ™
potential benefits, as outlined in Figure 15.8.
Some of these are:

Transmission: Optical systems enable low-cost high-capacity syst™
high-speed channels combined with DWDM technology- pelow) is
Switching: A major benefit from optical switching (discuss or the *
reduced power and size in comparison with electronics dings are o
throughput. This is a very important factor as exchange buldt
limited in size, especially within urban environments. comme
Interoperability: As discussed above, there are many diffﬂrem.usz; uin)”
distributed globally who wish to interconnect (e.g., for -gnd'q a 9%
purposes of experiments or sharing resources. Interoperabilty cﬂ"”ﬂlﬂp*
each network domain may use different technologies at dat i1n1.-.rill of e
level. It is likely that networks based on optical technologies

_‘4
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Figure 15.8 Optics and the network (this figure may be seen in color on the included CD-ROM).

greater ease of interoperability, through e.g., the exploitation of transparency
(signals remaining in the optical domain across the network), allowing wave-
lengths at the network edge to be dynamically aligned to another domain, or
support distributed control though the use of fast optical switches.

This chapter addresses some of the key optical functionalities of future optical
networks, rather than the detail of all the technology issues which are inevitable
part of any evolution. It is recognized that a number of functions, e.g., dispersion
compensation, are currently migrating to the electronic domain, but these topics are
Mot considered here. As discussed earlier, optical networking includes the concept of
OXCs (wavelength switches) using either an OEO switching or an Q0O approach.
The OEO approach requires that all the wavelength paths terminating at the switch
20 through OE conversion prior to the switch and EO conversion following the
Switch; this is costly but enables a well-established electronic switch technology to

used; it also supports finer granularity switching. The OOO approach has the
Ereat attraction that no OE/EQ conversions are needed, but the transparent systems it
offers (with signals staying in the optical domain across the network) mean that
Carefy] design of the use of wavelengths is needed and make it likely that wave-

len Conversion (ideally all-optical) would be needed.

154 A DIVERSITY OF ARCHITECTURES
AND TECHNOLOGIES
AS Figure 15.7 shows, national networks comprise a number of interconnected

5 . .
euhnﬂwmks' access (user to local exchange), metro (interconnection of local
*Changes to the core), and core network which transports data over long
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Pt to Pt WDM

distances. Each of these subnetworks has its own architectural designg y;,
respond to issues specific to its position in the overall network; for examp
access connects to every individual and hence cost is a major issue; the o,
networked carries data from many users and so its costs are shared. [y g
discussion, we focus on the often-called transport network, which spans mes
and core carrying aggregated traffic across the network. As the total traffic ans
the network increases and the demand for new fast services increases, design of e
transport network and its control and management are increasingly important
Much research has focused on moving from the traditional circuit-based swic
ing to a more dynamic and data-centric network enabling rapid lightpath recos®
guration and providing subwavelength granularity, as needed by the w
applications discussed earlier. In its present form, the network has a comt
layering to allow the simultaneous support of data and voice services as ¥
in Figure 15.9. _
The left-hand side of Figure 15.9 shows how data (IP) may be encapsulated
ATM cells (or SDH/SONET frames) for transmission across the pointF
connections in the WDM network; currently, the network is changing © ‘q'zﬂn
data-oriented version of SDH/SONET [next generation (NG) SPHA®" '
Much effort has been made to minimize this complex layering. which is expe 5
to maintain. The right side of the diagram shows an example {:;jiscu:f.sf:ﬂ::=
below) where the core of the network is based on IP data streams with il
network nodes—a purely data network. s
Figure 15.10 outlines a possible evolution route for the network strﬂ;“:ii ille
technologies that may appear in the future optical (transport) NetWO™ o
strated, it is a version of many such diagrams presented over the Yea™
from the bottom left-hand corner of the diagram: yisaged”
Progress toward optical networking has been much slower thaf ens jn¥
the late 1990s, and currently the first real steps toward networking ﬂgﬁn
deployment of reconfigurable optical add-drop multiplexers (¥ () (]
P““m“]ﬂ’: those based on a multiport wavelength-selective sWIt gical Wik
these devices have the functionality of OXCs (Figure 15.3) with an OP |
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Michgy o,
elements. The move toward 100 GbE standards illustrates the i 1
technology and hints of future major roles in the ncxt—gcneratiﬂn“:n |
15.10(b) represents a move to a user-centric design, based o Gﬂgtw?rh. p?
(OBS/GMPLS); this technology provides subwavelength granulari; w“h,“-"ll?
interest to future optical grid networks [23]. Finally, Figure 15 m{cf r:“d 1y,
move to an OPS network where MPLS provides a commop [Mrmsprckan
optical domains) control plane. OPS offers the finest granularity ang i, leJI i
the ultimate switching technique, but its success will depend on man ' :
advances; these options are discussed in more detail in the following gpep.
A recent development relating to network architectures js the mﬂuﬂl:
programmable networks. Figure 15.11 illustrates the concept. In this m‘h;
and edge nodes of the network are directly associated with electronic pmctu.{

allowing node functions to be dynamically altered.
The Metro/aggregation network (Figure 15.8) delivers data from the s
. the edge device for processing, and will likely use DWDM supporting, e.g, Cxi
: Ethernet, but it is the access network that provides the key to the fuue

particular the move toward FI'TP.

624

Access-PONs: FTTP supports the Passive Optical Network (PON) cong
which has been studied for over 20 years, but now increasingly deploe
PONSs offer multiservice (voice, data, video, and telemetry) and multipri
(IP, TDM, ATM) support and thus are a very flexibly infrastnct
A number of possibilities have been studied, which exploit the basic
concept, but with a view to reduce costs. Two examples follow:

Ha AT SR

med
i

s T BTN (Y

Long-reach PONs: Some operators [24] see the possibility of merging
and access in a long-reach (amplified) PON. Optical amplfict 1
included to boost the power budget and increase bandwidth, %
number of splits. The long reach is used to bypass the metro “'“'"'ml K
terminate at a core edge node; this enables the removal of ¥

[ -

Programmable edge node
P M“[‘:m“

Figure 15.11 Progammable Networks (Source: FON Workshop OFC Iqﬂiiud‘dcﬂ ?
Simeonidou IST-PHOSPHOROUS.) (This figure may be seen in color on the 1
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Circuit-switched dynamic K o
slalic ;

i Code swilched el K

Figure 15.12 Network switching opti
plions (Source: 1ST-0 j i
color on the included CD-ROM). FHBST Py s bomuriiy

blurst and circuit switching, The diagram illustrates the key features of &
differing options, particularly in respect to granularity and flexibility. Grands?
concems, in these cases, the ability to have many users operate aws®
wavelength channel, thus as described below, burst-, packet-, and codeds
systems demonstrate this feature; in contrast, circuit s,witchiﬂg simple 5%
wavclaingth path for a specific information stream. Flexibility implies the b’
dynamically respond to network demands, setting up and tearing down 0¥
etc. All the technologies discussed can be deployed in a dynamic manst
incorporation of optical switches and a suitable control plane [©
configuration. As we move to more d ic : lutions of
ynamic and granular solutiol®
the. tcc_hnulngy becomes more complex and deployment moves out in 6
swilching options are now discussed in greater detail.

Dynamic Optical Circuit Switching e
Circuit E_Wimhiﬂﬂ technology, where end-to-end circuits are Esmbﬁl;““dl ;
requeia_:, 15 currently moving toward the deployment of fast arx! milg\'ﬂ' ’”f“
reconligurable nodes with Switching granularity at the wuvelcngtp
:;Srcsem_eg h;f the A?DN architecture standard. To enable df""a.miiiguﬁ :
==, IL‘;“'“S‘“"'“E of lightpaths is automated; this is illustrated if d;nalﬂ
wh?c:h “E"al_'; shows an advanced control plane (associated '-'-’m_‘ v ndﬁmﬁ#
oo Provides the necessary signaling capabilities for configurite Ply o
e network, The User can request, through the UNI, a new IIEth ﬂf.:'r'
controllers in the ' ol necs et
atlonitor et nelwork nodes exchange, through the NNIs, the atiné e
ton for the lightpath setup (allocation of wavelengths, elc.) act¥
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OXC controller

I
e Conlrol channel

Figure 15.13 Dynamic circuit switching (this figure may be seen in color on the included CD-ROM).

switches. The node switches themselves can be DXCs or OEO-OXCs as illustrated
in Figure 15.13.

As currently viewed, the ASON network, which is based on NG-SDH/SONET,
has advantages in terms of QoS, management, and security. However, due to the
domination of IP-centric traffic, future solutions are focusing on bursty networking
models able to handle dynamic segments instead of continuous data, or combina-
tions of burst and circuit switching.

Optical Burst Switching

In recent years, much research has focused on OBS. It is a technology which is
Suited to bursty traffic (and can be viewed as application-centric) but can be
realized in a less complex way than OPS (see below). Indeed some commercial
®quipment is now available [27].
OBS [28] is based on the separation of data and control plane and is seen as a
i:""E"I"”#‘-'l!gl'l technology, i.e., data transfers directly though the network without
Ing stored at intermediate nodes. It has become of great interest as it enables
Many data streams to share a wavelength channel, i.e., it offers subwavelength
Eranularity. This sharing of a wavelength channel will become increasingly
'Mportant as channel bit rates increase to 40 Gbps and beyond. Figure 15.14
Hustraeg the operation of OBS. Prior to data burst transmission, a burst control
E‘:ﬁktt (BCP) is created and sent toward the destination by an OBS ingress node
© edge router), The BCP is typically sent out-of-band over a separate signaling
Tﬂvﬁlﬁng[}] and processed at intermediate OBS routers. It informs each node of the
S’Dﬁndjng data burst and sets up an optical path for its corresponding data burst,
412 bursts remain in the optical plane end-to-end and are typically not buffered as
“Y lransit the network core. The bursts’ content, protocol, bit rate, modulation
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format, and encoding are completely transparent to the intermediate routen, |
! main advantages of the OBS in comparison with the other optical netwly
schemes are that unlike the optical wavelength swiitched networks, the pm
bandwidth is reserved only for the duration of the burst, and that unlike he®
. network it can be bufferless: but it also needs a switch reconfiguration specdink
1 is important as it has an impact on the s
.15 shows a schematic of an OBS e
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Due to these in1pleme:ntntinn issues (easier processing, bufferless/reduced buf-
fer operation, and I‘CIEEHVEI}’ f:luw switching requirements), OBS is seen as a
cctical solution and is considered as the next evolution step in future optical
newworking. The feasibility of OBS technology can be identified by a number of
reported results from field trials and test beds. The most complete demonstrator
was set up in Japan under the “OBS network” project and accommodated six nodes
with MEMS-based switches, achieving switching times of | ms for bursts with a
minimum size of 100 ms [29].

OBS is currently being considered for deployment in Metro/WAN networks.
currently, the only way to build such networks with more than 10 GBPS of
bandwidth requires the use of DWDM technology to enable point-to-point circuits
1o be established for every required path across the network; clearly, this can be both
expensive, inefficient, and difficult to manage. OBS, with its multiplexing capabil-
ities, offers a new approach by enabling communications with multiple destinations
across a network. This means no circuits need be preprovisioned, and high-speed
transponders need not be dedicated for every single communication path. This frees
up capital, simplifies network design, and enables the creation of packet metro
aggregation networks where bandwidth shifts in real-time to where it is needed in
the network. On the negative side, the use OBS may have a detrimental effect on
network utilization, a topic still under study. The lack of buffering at the OBS nodes
and the challenges in efficient scheduling of variable size bursts, which lead to poor
utilization, make this a serious aspect of network design.

OBS has been also identified as a compatible solution for the physical layer
infrastructure in grid computing applications, with possible realization on
NRENSs [30].

Optical Packet Switching

Figure 15.12 shows that OPS is seen as the highest granularity of the proposed
schemes; it is also the most difficult and complex to realize; hence, for many years
it has appeared on the edges of any network evolution roadmap (such as in Figure

15.10). OPS is a store and forward technology so optical packets are buffered at
network nodes; hence, buffering is a key issue and challenge in OPS networks.

‘ Figure 15.16 illustrates the operation of an optical packet switch. The top of the
diagram shows the form of an optical packet, which comprises a number of IP
Packets aggregated to form a Pﬂ}.’]ﬁﬂd with a serial header, header, and payload
Separated by a time duration sufficient for the optical switch to reconfigure; this
Ume jg typically in the order of nanoseconds. Al the switch node, the header is
dﬂtudcd, by means of detection followed by electronic processing, and used to set
:'i"E SWitch fabric, The switch operates on a store and forward mode, so if conten-

oN exists where more than one input seeks the same output, buffering is neces-
Sary. This is problematic for optics as, to date, it is only possible to delay a packet
T than store) usually by means of a length of fiber; in a discussion below, a

Meang of buffering using advanced technology is outlined. At the switch output, a
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Figure 15.15 Optical packet switching (thig figure may be seen in color on the included CD.1
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Figure 15,17 Optical packet switch node (this figure may be seen in color on the included CD-ROM).

feasibility of fast packet switching on the physical layer with some extensions to
the link layer. In the OPSNET project [32], dynamic switching of asynchronous
Optical packets at 40 Gbps has been demonstrated in a fully controllable setup able
10 identify and process the header and route the payload accordingly. In Ref. [32],
Contention resolution on the wavelength level is also considered on a 10 Gbps
Packet switching node. A more feasible approach toward the implementation of
PS Considers the use of synchronously (slotted) transmitted packets with fixed
lengths, by in this case the hardware overhead is on the implementation of the
:ack_‘l synchronizer at the input. However, slotted solutions are attractive for other
appilﬁa}lians like computer interconnects. More recent approaches take the view of
]E:l““]llWave]eng[h packet [33], where the paylﬂnd comprises a number of wave-
g‘h‘“_’ €.g., 16 wavelengths each supporting 10Gbps enable a 160-Gbps OPS
in Smission link to be demonstrated. This approach takes OPS a long way forward
Erm"r of practical realization. _
Ple their feasibility limitations, OPS demonstrators assisted the develop-
" of numerous ultrafast switching and processing techniques regarding
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wavelength conversion, header ﬂncndingfdecnding and |
ping, fast clock extraction, regeneration, and optical Contentigp, r::; labe .
tionally, various switch architectural designs and conrg) prot gy

proposed, which in combination with the significant technologicy) . ha"'l":
the last years, indicate the possible deployment of OPpS Future 1, g

future relies on advances in photonic integration that will ““ﬂhle‘mw%.
subsystems to be constructed, including the all importang buffer Uty

Optical Code Division Multiple Access

OCDMA has been studied as an alternative networking solution apje o]
passively the number of users per wavelength. The advantages of OCDA
been evident for some time through its successful use in wireless Network |
optical networking, its potential for enhanced security, decentralized contro
flexibility in bandwidth granularity provides interesting possibilities to solve
well-known issues in the development of future networks, Additionally, the g
bility of OCDMA has been assisted by newly developed components able to pmi
simple ways of coding and decoding signals in a passive manner, a particuls
attractive and cost-effective feature. Figure 15.18 shows a coder/decoder bassd
fiber Bragg grating (FBG). Sections of the grating are arranged so that an inpupd
(at the Bragg wavelength) is reflected with an appropriate phase so thal the o
from the input pulse is represented by a series of reflections of differing phases T
the input pulse is coded into a chip sequence which is dependent on the 7=
design. Gratings have been designed to give up to 511 chips. :
The operation of OCDMA relies on each user having a unique code, W‘fﬂ’;
the same bandwidth. User signals are multiplexed at the transmitter on (0 aﬂfzi
wavelength: at the receiver each incoming signal is matched against localy

Input
A Phase changes Fiber bragg grating
A, /| i -
Or 0On000 R GOO

Glﬂll.
ncluded O
Flgure 15.18 OCDMA (this figure may be seen in color on the include?

A
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copies of the codes through the Process of , .

OCDMA is the interference bet dulocorrelation, The major proble

e inter ween user signals, called multipl i o
(MAI). The discrimination achieved b rsi e

‘Would be required to be 50 GBPS; codes
orrelation function between codes is low when

- The combinati -
CWDM technology i . ; e Nation of OCDMA with

d the field trial of g 3-WDM % 10 -

11-km field trial, Key aspects of the approach

In recent times
[35]. For example, the FBGs illustrated in Figure
incorporate the inclusion of tungsten wires at intervals along the grating; by
Passing current though these wires, the local refractive index can be modified
and a reconfigurable coder/decoder can be achieved. Thus a user assigned a
Particular code on a particular wavelength can alter his code (switching) as
'equired. Finally, the use of optical codes under a different concept has shown
the feasibility to implement an OPS node [36]. Here optical codes are used as

bels in order 1o distinguish the different headers of the transmitted packets. After
header Matching, the autocorrelation peak triggers an electronic controller that
shows the output port where the packet should be routed. .

In Summary, research on OCDMA in recent years .has df:mnnstrate_d that it
Provides an interesting extension to the usual dlmtjmsmns of space, time, and
Yavelength deployed in optical networks. However, it faces challenges if used in
areas of the network involving long distances and high bit rates, and so at present
MOst consider the access network the most likely area for deployment. As the

°S8 network is very cost sensitive, however, severe dcrflam:.is are placed on the

hnology 10 allow it to be competitive with legacy solutions.

156 KEY SUBSYSTEMS AND TECHNOLOGIES

The : d bove discussion, broadly outlines a much
, and the a e
a r'-lfure global optical network. Generally, the picture is that transmission
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Figure 15.19 Mach Zehnder Interferometer (MZ1) (this figure may be seen in color on the
CD-ROM).

speeds are still predicted to
DPSK), within the context o
appropriate control plane (e
tional subsystems needed
described, with experimen
40 Gbps has been widely re
lasers, tunable dispersion ¢
are still gleams in the
realization, e.
However,
full potential
good levels o
some interest

increase as before (e.g., to 160 Gbps probably e
f a more dynamic and granular network, supponed
&+ GMPLS with extensions), Many of the key fix
for this future flexible network have already be
tal demonstrations (e.g., all-optical regeneratia !
ported [37], as has wavelength conversion, fast s
ompensators, MEMs-based switch fabrics, etc.), ok
cye of the network designer with, as yet, no sure rouk ¥
&, optical memory ang multiwavelength optical regeneration
What has become well recognized is that the future of realizint®
of optical Networks, at affordable cost, lies in the ability (0 F""J’E;I
f photonic integration, Thig has not been an easy route to ds

; NE examples of fuyre approaches are starting to appear. G¢ e
oy Megration of photoni components is not straightforward as the _
technology for yariong “Omponents differs (e.g., lasers are grown on IoP¥

filters benefit fi nology). Ehisting photonic integration

rom silicon tech donn #

o » Where individyal components are :?;: offers
: O a suitable subgyrg ili id integraliof .
funclmnalily. lower Cost, and gh 2o e :

lithie
Bration, where g [ orter development times), or on monnﬂlg' A
y VEIES g i!m!l:ﬂd Sl of functions, realizable on a common M i’

hes
also faces challenge from approa®™ .
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Packets in .

Packets out

Figure 15.20 M1 buffer (this figure may be seen in color on the included CD-ROM),

nonlinear element, typically a semiconductor optical amplifier (SOA). Integrated
MZIs can be used for a variety of functions needed in future systems and cannot be
realized by assembling discrete components because of the need for stability in the
Physical dimensions of the device. Commercial devices are available for operation
i{l'ﬂ] Ghps and can be used to realize a variety of functions such as 2R regenera-
Yon and wavelength conversion [39]. Research currently shows how, through the
U5 of push-pull configurations where phase changes are applied in both arms, the
Performance can be significantly enhanced, with up to 160 Ghps operation
“Ported [40]. This configuration has been used in a number of different signal-
::'-"‘*SSiﬂg applications such as regeneration, add-drop multiplexing, and time slot
'“H‘Fhangc switching [41]. Currently, devices are becoming available where
E‘;‘“Plt MZIs are integrated on to one substrate enabling futuristic functional
5Y5lems 1o be achieved such as bursty receivers [42]. Figure 15.20 shows the
USe of such g device to realize an optical buffer, suitable for an OPS system. The
: 4 bursts enter the MZI at port A. A control signal comprising a continuous train
WM 1o-2ern (RZ) pulscs at the same bit rate as the data is injected at inpur C;
: 1I"'Ila'“'w‘ﬂ"""'El-h of this pulse train can be altered between one of two wavelengths,
shoy L exit the MZI at port E and circulates around the buffer loop, which s
o mig SCL 10 give a round trip delay of 850 ns—a packet length in this example,
i “ontinue (o circulate around the loop until the control wavelength is switched
fil I stale, in which case the data exit through port G through a bandpass
I ter. SOA gate in th | is used (by switching off) 1o clear the |
o the el Edte in the upper loop is u: nop
Linput of original data.

)y -
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Recently, novel approaches based on silicon Photonic i,

Iinn ;
Photonics) have been reported by Intel [43] (see al:';:zu Chaptey I, I:r
Photonics™ by Cary Gunn and Thomas L-_ KOCh.}, Silicon s , el
material and the basis of low-cost electronics. It is trapg

parent a1 o Yy
ht. Tnte] gy . %
al Cavity f, . :

lengths so can be used to guide light, h_ur. u::afu]nl emit lig
process whereby a laser chip mounted in a s:hcun_ extern i
laser, which together with silicon modulators (ljeahzed by Mz] CONfigypy; )
photodetectors (with Ge doping) shows promise as a future low-cog Ty
Strategy; current performance is at the | Gbps, but 10—4(_) Gbps is Predicty
There are a number of key functions necessary, at a link and pe
enable efficient operation of the future optical network. Examples ar.

Optical switching: To fully advance to transparent networking, 000 s,
required, at microsecond (for OBS), millisecond (for OXCs), and Naosy
(for OPS) reconfiguration times. 3-D MEMS switches (ms reconfiguratig.
now available with port counts to 160 x 160 [44], and the recent intepya:
deployment of ROADMj means that the functionality of 000 switchesisn
available. Fast (ns) switch fabries (of high dimension) are realized throu:
combination of tupable Iasersfw:welengm converters together with s
Waveguides; it is hard (o gee this situation changing. Nevertheles,
dimension ns switch modules are availabje [45], an example based !
internal reflection in 4 compound semiconductor PLC [46], which fml
core of a commercially deployed OpS System (see also Chapier !

Alan Wi]lner): As
the state of the ph appropriate routing and remedidl L;'
. For example, withip network, a variety of bit m:es_ﬁ“‘r; b
may ﬁxls_t, with some routes more appropriate (o mﬂ;;:},m-'
it PoInt of view of Optical signal-to-noise ratio (05 gh
izpn::‘ller?ﬂ ch&_nne Power, ete. Information should be available ;‘G

Mg to inform, fouling decisjong at network nodes; this trend 20"

in the :
n the YEr routing and is important one for research, g
Conversion ang regeneration: All-optical ¥ . *
fegeneration i desirable (including fro™ ° i
P (e atgy 2 Wl 5 cost) for networks operaveE
fOr Signal Progegei PEET 20 in Volume A “Noslinear Ot o
i u? L SIng” by Bey Eggleton and Stojan Rﬂd“]'aﬁ !
i::: Physfcai Properties of a nonlinear element . I'h
nonliney, lem “nction between the input signal and a F""}Pﬂmﬂﬂ-
% Phutuni,_.ems Use dre ap SO A, el ectro-abs urptiﬂn modu o ‘.fur‘:
baseq de?m]’ and Fﬁﬁﬂ'dically poled LiNbO; (FPLN}E p Jli
WWantageg o o eSpecially duantum dot, and EAMs % ¥

“OMpacineg, and low-ep tr‘gy requirements
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«d by MZI configurations) ang
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networking, OO0 switches are
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{]. and the recent interest in the
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werters together with arayed
changing. Nevertheless, low-
5], an example based on tota!
tor PLC [46], which forms the
em (see also Chapter 17 BY
cal switching). .
2l Performance Monitoring”
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e routing and remedial actions
3 variety of bit rates from 1010
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uld be available through opticd
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nonlinearitics. Fibers have an instantaneous response to pulses bul have
limited nonlinearity, even in specially designed photonic crystal fibers;
hence long lengths are required. PPLN requires intermediate lengths, and
very fast conversion (40-160 Gbps) has been demonstrated.

Considerable research has been done in the area of single-wavelength subsystems,
and e.g., advanced all-optical regenerative schemes at bit rates beyond 100 Gbps
have been recently proposed in Ref. [47], as well as well-reported
demonstrations at 40 Gbps [48]. Multiwavelength all-optical regeneration, if
feasible, will dramatically decrease the cost of DWDM transmission links.
A number of techniques are currently being considered, e.g., (a) through the
mechanism of self-phase modulation, which in principle enables operation at
speeds =160 Gbps, and (b) based on the inhomogeneously-broadened gain of
self-assembled quantum dots in Quantum Dot S50As [49].

Oprical memaory: All-optical buffering through fiber delay lines is an approach
that requires complex control, and packets are delayed rather than stored.
Recently, in the framework of LASOR [14], integrated delay lines have been
developed as it has been shown [50] that a small number of low-depth
buffers are sufficient for an OPS network. Recent research has focused on
the possibility of controlling the velocity of light pulses propagating through
a material, and measurements in SOA quantum wells showed controllable
delay up to 1 ns; this results in a direct measurement of group velocity of

<200 m/s giving a slow down factor up to 1.5 x 10° [51]. However, there is
an indication that such phenomenon exhibit a specific delay-bandwidth
product which means for high bit rates the achievable delay is low.

157 CONCLUSION

The drive toward an optical network, by which we mean a network comprising
oplical transmission and switching has taken about 20 years from original concept to
the stant of deployment of limited optical switching. The huge growth in demand for
capacity from domestic users, due to the penctration of broadband service, together
With the increasing needs of scientific high-end users, has made the economic
deployment of advanced optical technology economic in a growing number of
application areas, It is also the case that the maturity and ready availability of optical
lechnologies have made it possible for communities to construct their own networks
independent of o perators, a situation that has greatly changed in the past decade.
New network architectures do not suddenly appear and real networks must
®volve carefully, and this chapter discussed the current roadmap for the choice of
SWitching technologies future networks might employ, representing research stu-
83 in current and recent years. The main changes n:?resent lhr.f recognition that
world has changed to a data rather than voice-centric model; it was shown that
Ibcll'l.l,lge“ 2000 and 2006 the volume of data genﬂrﬂlﬂd BIcwW b}" a factor of 50. Thus
Mitia] nerwork changes are to move the current SDH/SONET transmission and
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M id‘-ﬁd ﬂ',l,{:‘
switching technologies to one more amenable to dary (NG-s
changes are now implemented. In conjunction with thege Near l[;[} ang
there is a strong move toward carrier-grade Etherner, in Particulay | 0[!"“ Chy,
on a single channel, and it is likely that this trend will come to do_rr.'G
immediate changes required are to move toward a more dynamic nﬂ'"“"-m
circuits can be established and torn down in minutes rather than hoyrs :r“'*
such architectures are represented in the standardized ASON mhi,muﬁm
requests from users activate a control plane which initiates automatie u: .
ing. These two changes represent desired changes in the current i muil_‘:t
network, but the accelerating changes in demand (capacity, quality) ,\-_mﬁh
significant changes. Discussed were:

(1) the move to all IP-based network where the core network COMprises
router together with an OXC. This is an approach currently being ajy
by BT UK.

(2) the move to an application-centric network based on OBS or 0P &
appropriate network interfaces can assemble bursts representing figes
QoS at the network edge. The core of the network required optical o
fabrics, ideally in the microsecond switching regime.

From a transmission viewpoint current networks operate mainly at 10 GBI’S.I'
40-GBPS technology is now available for deployment. As the overall networt

increases, studies show that the optimum line rate also increases, so line i
>100 GBPS must not be discounted.

Finally, it was noted that there have been in recent times significant a2
subsystems and components and in device integration—scen as the key ©"
optical networking. This integration enables the realization of many ‘_JN:
functionalities for optical networking to be realized in a manner apprﬂP"-"“ﬂ;_
deployment; examples are all-optical wavelength conversion and

e 2001 4

regeneration.
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