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optical Ethernet: Protocols,
management, and 1-100G
echnologies

cedric F. Lam and WinstonI. Way
gpVista, Milpitas, CA, USA

31 INTRODUCTION

After years of harsh winter in the telecom industry, which started from the burst of
the technology bubble in the beginningofthis century, telecom service providers
ae again hard working with vendors to deploy the next-generation equipmentto
prepare for the growing bandwidth demands, whichare propelled by a slew of new
teadband applications such as internet protocol television (IPTV), network
gaming, peer-to-peer networking, video/web conferencing, telecommuting, and
voice over IP (VOIP).

As the vehicle that interconnects billions of users and devices on the Internet,
thas become the most successful networking technology in history, Even

during the years of harsh winter, Ethernet development has never slowed down.
The work of lOGBASE-T (IEEE 802.3an, 10-Gigabit Ethernet over twisted pair)
“a started in November 2002. In the following year (November 2003), IEEE
802.3 launched the project of lOGBASE-LRM (IEEE 802.3aq, 10-Gigabit Ether-
«over 300 m of multimode fiber, MMF). The standard for Ethernet in the First
a (EFM, IEEE 802.3ah) was finished in June 2004. Ethernet continues to
ye rapidly as the human society marches further into the informationera.

einally developed as an unmanaged technology for connecting desktops in
le area networks (LANs)[1], nowadays Ethernet has also become a technology
mreand backbone networks. The success of Ethernet is attributed to its
Theat’ low cost, standard implementation, and interoperability guarantee [2].
Pro, “tributes helped Ethernet and the data networking community it serves to

Per [3), hence producing the economy ofscale.
cat Fiber Telecommunications V B: Systems and Networks
SBN. gy” 2008.Elsevier Inc. All rights reserved.
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The Internet, which wasinitially devised for data Connectivity,
transformed into a converged platform to deliver voice, ae . Videso-called triple-play) through the universal Ethernet inte ace, fh Teen;made possible by several factors: (1) new mpeg compression tec Nologies Whichtremendously reduced the bandwidth and storage required for both Standary mshigh-definition broadcast quality videos to reasonable values, (2) Advances i,electronic memory, storage, and processing technologies, Whichallows thousand,of movies to be stored and switchedin practical size video Servers, (3) abundanceof bandwidth madeavailable by low-cost wavelength-division multiplexing (WDM)and high-speed Ethernet technologies, (4) improvements in the availability angquality of service (QoS)offered by data networks, which made it Possible to Supporalways-on and delay-sensitive services

e, with mpeg?Compression [4], a Gigabit Ethernet link is capable of Carrying 240 streams of
of which requires 3.75 Mb/s bandwidth,

offered on internet protocol (IP) and Ethemer net-works are best-effort services, Such no-frills approach helps the Internet angEthernet to penetrate with low initial cost at the beginning [5]. However,as the
network grows and the information society becomes more and more network-dependent, best-effort serv; i

IS Now in
© SETViggs/ :

Conver ene ;

Traditional data services

ner to allow the existing broaddeployment base to erow s
smoothly, In this chapter, we review some ofthe
ology development.

9.2 STANDARDS ACTIVITIES
Ethernet is developed within the IEER gp LAN/MANStandard Committee(LMSC) [6]. The LMSC jg fesponsible for developing standards for equipme"used in LANs and Metropolitan =

‘ 2 area networks well-know!works in LMSC include Ethe aece. cc don itl(802.6), resilient Packet ring (802.17) ana b , — Css AN ( fe ’The IEEF go 3th ; ?

fl

the data link layer in the ‘oneel. Ethernet frame (packet) forwIn addition, there are bridging Standards,
ationsworking on various Ethernetatte: “Onsortiums and standards organiagreement) consorij "eC issues, For example, MSA (multlsfactor pluggable (SFP).ene AKet interface invents, (GBIC), small 5“nent manufact eos » and XFP [7_) by com: nat Specify (ransceivey iotane = -physi

. e $0-calle
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9.1 The IEEE 802 LMSC organization overview (this figure may be seen in color on the
included CD-ROM).

form factors and
medium dependent in Ethernet terminology) with commonsommon electrical interfaces, which can be used interchangeably with different

m (MEF) [11], another industry consortium, issystems. Metro Ethernet Forupes, operation, administration, and maintenancedefining Ethernet service ty
(0AM) functions, and service level agreements (SLAs).Within the international telecommunication union (ITU), Sotok been
published on carrying Ethernet over time-division multiplexing ( circuits.ee defined in ITU-T G.7041 [12].
These include the generic framing procedure re 7043 [13], and link capacityvirtual i d in ITU-T ©. .concatenation (VCAT) define TUT G.7042 [14]. ITU-T G.8031 [15] isadjust ed in :ment scheme (LCAS) defined ! ‘witching. ITU-T Y¥.1731 [16] deals with
‘onemed with Ethernet protection -
0AM functions and mechanismsfor Bthernet-based see sectuoe (UND) for
Optical Internet Forum (OIF) has defined User en a label switching

eitling Ethernet connections in a generalized multiprotocoMPLS) enabled optical networks[17]. - plies that it is impossibleoverwhelming standard work around NT site to offer a direction to
“Over everything in this chapter. Therefore, our a is a subject.
“¢ interested readers to explore in-depth the rest o

43 POINT-TO-POINT ETHER
ring Archit

Ethernet 45 defined in the
ea 1 oftei Y layer are8 jiowe the layering yehe MAC layerba oaa

“tee ahe 8]. Iependent intertae (MID for ] s
an media-inde

34 M ecture_” Modern Ethernet Laye
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MAC: media access control
MDI: medium dependentinterface
MII: media independentinterface
XGMII: 10 Gigabit media-independentinterface
PHY:physical layer device

- feconciliation sublayer

Figure 9.2 Modern Ethemet
CD-ROM).

(Gigabit media-indepe

MPMC:multipoint media 4CCESS control
PCS: physical coding sublayer
GMIl: Gigabit media-independent interface
PMA: physical medium attach ment
PMD:physical medium dependent

layering architecture (this figure may be seen in color on the included

ndentinterface) for Gigabit Ethernet and XGMIT (10G MI)for 10 Gb/s Ethernet.

This idea of separating the MAC layer from the physical layer started from the
very beginning of the Ethernet history to allow the reuse of the same MACdesign
with different physical layer technologies and transmission media for EthernetWithin the PHY layer, the physical coding sublayer (PCS) generatesthe line codingsuitable for the channel characteristics of the transmission medium. The physical
medium attachment (PMA)layer performs transmission, reception, collision detec-
tion, clock recovery, ctions within the physical layer. Theand skew alignment fun

physical medium dependent (PMD)layerdefines the optoelectronic characteristicsof the actual physical transceiver. The term MDI (medium-dependentinterface) issimply a fancy wayto describe a connector. More detailed discussions of Etheme!
layering functions can be found in Ref, [18].

9.3.2 Physical Layer Development

All the modern Ethernet systems are formed with full-duplex links, which ¢ nothave the speed and distance limitationsj
imposed by the original CSMA/CD eesense multiple access with collision detection) Protocol [19]. Full-duplex agadopt a star-shaped hub-and-spoke architecture with point-to-point (P2P) com”

tions between the hosts and a hub bridge. The distances between the eehosts are only limited by physical transmission impairments. As mentioned be!™
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OP

st embraces different physical layer technologies with a standardinterface
prem the MAC layer and the physical layer. The MAClayer for P2P Ethernet
peawet changed muchfor a considerable period oftime. Mostofthe developments
whemet happenedin the physicallayerin the last 10 years.
if

cigabit Ethernet Physical Layer
yl00Mbps Ethernets are mostly deployed on copper medium (coaxial cable or

elded twisted pair, 1.¢., UTP). Gigabit Ethernet was first standardized on
ical fiber in 1998. Two designs wereratified in IEEE 802.3z to transmit Gigabit

fihemnet signals; the LOOOBASE-SX uses short-wavelength lasers (850nm) on
\MFs, and the lOOOBASE-LX uses long-wavelength laser (1310nm) on the
gandard single-mode fiber. At that time, transmitting 1000 Mbpssignals on the
videly deployed Category 5 UTP wasasignificant challenge for silicon-chip
designers. It requires tremendoussignal processing to mitigate the channel impair-
ments in copper wires such as ISI (intersymbol interference) introduced by limited
channe! bandwidth and signal crosstalks betweenpairs of copper wires.' It was not
wil a year later that the LOOOBASE-T standard (IEEE 802.3ab) wasfinished.

Although Gigabit Ethernet is now mainly deployed with UTP interfaces, early
Ggabit Ethemet was mostly deployed with opticalinterfaces, Fiber has the advantage —y
dle signal impairments and wide bandwidth,It is suitable for backbone transmission . Lis
which is the major application for early Gigabit Ethernet. To keep the cost of Gigabit a
Ghemet low, the IEEE 802.3z committee very conservatively defined the transmission ¢
tistance limit of |OOOBASE-SX as 300m,andthat of \OOOBASE-LX as 5km. P|

Both 1OOOBASE-SX and 1O00OBASE-LX share the 8B10B 1000BASE-X PCS
coding (18, Clause 36], Besides the transmission media, the only difference

1000BASE-SX and 1OOOBASE-LX lies in the PMD layer which defines
“ef transmitter and photodetector. The interface between the PMA and PMD
'S simply a serial interface. This madeit easy to reuse all the designs between
BASE-SX and 1000BASE-LX except the PMDtransceiver, which cannot

Alth le with each other.
Sugh the IEEE 802.3z standard committee has made the PMD specification

tg2 The conservative,it still represented a significant portion of the Gigabit Ethemet
Cost of optical transceivers would explode in Gigabit Ethernet switches and

ini i high port counts. Luckily, the well-thought layered design of Ethemet
the ®ptical transceiver modules to be separated from the rest of system,

ing Mee 802.3z standard did not specify an exposed interface between the PMA
ta dae” Nevertheless, transceiver manufactures formed MSA consortiums [20]
: fined Optical transceiver modules (i.c., PMDs) with a commonelectncal

L009

li, OB - ; 4: 1.‘ ang ASE-T Uses four pairs of unshielded Category 5 cables simultaneously for signal transmis
COREOFeran: i* of et °plical transceivers dominated the cost of Gigabit

Son is always difficult to compete with.

Lof 214
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GBIC SFP

Figure 9.3 GBIC and SFP MSA modules: block diagram (top) and picture (bottom)(this figure may be
seen in color on the included CD-ROM).

interface and uniform mechanical dimensions. The most commonly seen Gigabit
Ethernet MSA PMD modules are GBIC [7] and SFP [8] (Figure 9.3). SFP modules
are much smaller in size and became the most popular Gigabit PMD. To improve
system density, SFPs use the compact-form LC connector notspecified in the IEEE
802.3 standard. Both GBIC and SFP modules are hot swappable so that a router!
switch does not need to be populated with expensive optical modules when theyare
manufactured. Instead, optical transceivers can be inserted when a port needsto be
connected. In addition, one does not need to decide ahead of the time which type of
optical PMDto be populated atthe timeof purchasing a piece of Ethernet equipment.

As shownin Figure 9.3, the GBIC and SFP MSA modules contain no data-rale
and protocol-specific processing blocks. Therefore, such modules can also be used
for other applications such as Fiber Channel and Synchronous Optical NETwork/
Synchronous Digital Hierarchy (SONET/SDH). Therefore, the MSA concept not
only created a pay-as-you-grow upgrade scenario, but also the economy of scale for
optical transceivers which helps to reduce their costs through mass production. '

Besides the basic necessary optical—electrical (OE) and electrical—optical (E
conversion functions, MSA modules also offer a digital diagnostic I2C CetL
bus) interface, which provides information such as PMD type, laser wareoe
input, and outputoptical powerto the host system. This interface can be US
optical link trouble shooting and performance monitoring. ; ved

Another advantage offered by MSAis the ease to incorporate new ie3
PMDcapabilities when they are available. As mentioned before, the IEEE8 the
commiltee selected an extremely conservative optical reach of skm for

* Clock and data recovery is performed in the PMA layer.
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The |OGBASE-W PHY contains a WAN interface sublayer (WIS) (Figure 9.4)
which encapsulates Ethernet MAC frames within a SONET/SDH compliant
[18, Clause 50]. The WISlayeralso performsrate adaptationeal by stretchinthe gaps between adjacent Ethernet frames so that the output data rate generated
the WANinterface matches the SONET/SDH OC-192 data rate of 9.953Gp),4

The 1OGBASE-W PHY was created because most of the 10 Gb/s transpon
system existed in SONET/SDH forms at that time. At the time, 10Gb/s Etheme
was envisioned as an aggregation technology for backbone applications. So it
seemedlogical to create a WAN standard which was compatible with the existing
deploymentbase of 10 Gb/s transport systems. Nevertheless, the data communica.
tion world never liked the WAN standard and most of the 10 Gigabit Etheme:
equipment deployed today uses the |OBASE-R standard.

Parallel to |OGBASE-R and 1OGBASE-W, a 1|OGBASE-X standard was created,
Similar to LOOOBASE-X, the 1OGBASE-X standard uses the 8B10B encoding
scheme.Instead of transmitting on a single serial interface, the |OGBASE-X PHYPa transmits signals on a four-lane parallel interface, using four coarsely spaced
wavelengths (4 x 2.5 Gbps) around the 1300 nm spectral region to form the so-called
lOGBASE-LX4.It was thefirst time that the WDM technology was used in Ethemet
standard. Even though the LX-4 interface has better dispersion tolerance and was
easier to design than 10Gb/s serial interfaces from a transmission viewpoint,it
requires four sets of lasers and photoreceivers, which increase the packagingsize,
complexity, and cost. Within only a few years, 10 Gb/s serial PHYs have advanced
so rapidly that they rendered the LX4 interface obsolete, Three types of 10Ghis
serial optical PHY standards were initially created: 1OGBASE-S, 10GBASE-L, and
lOGBASE-E, Which are summarized in Table 9.1. The 1OGBASE-Einterface uses

_—s
ee ooopeeet

Table 9,1

Summary of 10GBASE optical Standards.

PHY standard Wavelength (nm)
=e —___* Serial/paralle| Link distance|MediumlOGBASE-SR/W ————

IOGBASE-LRM a = 300/33 m 50 um/62.5 pale1OGBASE-LXx4 : ee 220 m 50 wm/62.5 pn M01310 WDM(parallel) 300 m 50 um/62.5 um MM
lOGBASE-LR/W 1310 10km Single-mode fiberl0GBASE-ER/W Serial

fibet1550 fe lOkm Single-mode
Serial 40km Single-mode fiber

4 .

lOGBASE Ethernet has a Mac throughout OF 10 GbyS

aets7
f 214
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widely deployedin the early 1990s for FDDI and Fast Ethernetapplications.

A alize 10GBASE-LRM requires advanced electronic dispersion compensation
° Dy techniquesin the receiver [21]. Chapter 18 (Volume A) by Yu, Shanbhag, and
choma discusses electronic dispersion compensation (EDC)techniquesin detail.

j0GBASE-T Interface The |OOOBASE-T UTPstandard wasratified a year
r the standardization of LOOOBASE-X. It quickly became the dominating

Gigabit Ethernet interface. UTP interfaces have proven to be popular for inter-
connecting servers, switches, and routers because of the ease in their cable

ination and handling. However,it was not until 4 years after the standardi-
ntion of 1OGBASEoptical Ethernet that the |OGBASE-Tinterface standard had
heen finished [22].

The IJOGBASE-T interface uses an low-density parity check (LDPC) PCS. It
employees a two-dimensional 16-level pulse amplitude modulation (PAM) encod-
ing scheme on copper wire. The traditional ubiquitous Category 5 cables are no
longer capable of supporting 1|OGBASE-T. 10GBASE-Tallowstransmission dis-
tances of up to 55 m on Category 6 cables. To reach the 100 m distance achieved
by 10/100/1000BASE-Tinterfaces, 1OGBASE-T requires a new Augmented Cate-
gory 6 (or CAT-6A)cable, which has the frequency responses, crosstalk, and alien
crsstalk® characteristics specified up to 500 MHz [23].

Itcan be expected that for a considerable period time, optical PHYs will still
dominate in IOGBASE Ethernets. ;

:2SEEeeSSor ,
ni

a—

a
ae

The XAUI Interface 10GBASE PHY and 10GBASE MACsare interconnected f
with the XGMII. The XGMII interface uses a 32-bit wide data bus with a limited bi
‘stance support of 7em.

To facilitate module interconnect, an XGXS (10 Gigabit extender) interface
x defined to extend the reaches of XGII. The XGXSinterface reduces the 32-bit
“SMIdata path into a 4-bit 8B10B encoded XAUI(10 Gigabit attachment unit

ace) interface as shownin Figure 9.5 [18, Clause 47]. The XAUIinterface
the exactly same coding schemeused in 1|OGBASE-LX4 standard. It also has
Ger reach of 25 cm tofacilitate the connection between a PHY device and the

. "ayer. Even though the 1OGBASE-LX4 PHYusing the same coding scheme
Moule, been Popular, the XAUIinterface has been used in many 10 Gb/s MSA
l

mei MSA Modules 10Gb/s MSA modules are divided into two major cate-
The mos transceivers and MSA transponders, which are shown in Figure 9.6.
i). difference is that transceivers interface with the host system using a

Derface Whereas transponders using a parallel interface. Therefore an
“alice MUX/DMUX (multiplexer/demultiplexer) (also called SERDES—
~TSeserializer) is included in a transponder.

t|

 
Alien — a‘alk refers to the crosstalk between neighboring UTP cables in o bundle.

‘i Page 15 of 214 see ee ters LL
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Figure 9.5 The XAUI interface (this figure may be seen in color on the included CD-ROM).

Transceiver

Opt Out

Figure 9.6 MSA transceiy, er (top) vsincluded CD-ROM), “p) vs transponder (bottom) (this or onfigure may be seen in col

Figure 9.7 shows the diaor:
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300-pin moduleis not. Bot
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a UF

XENPAK

100emda|| 
Figure 9.7 Commonly seen 10.Gb/s MSA modules. (this figure may be seen in color on the included
CD-ROM)

16-bit wide OIF SFI-4 (SERDESframerinterface, Release 4) electrical interface
for SONET/10G-WAN/10G-LAN signals [76].

Transponders produce lower-speed parallel signals, which are easier to handle
% electrical printed circuit boards (PCBs). In contrast, they also require bigger
Packages and complicated processing circuits. Moreover, transponders are also
often format and bit-rate dependent, which limit themto a single application.

Despite the challenge in handling serial 10 Gb/s signals at the electrical interface,
A Wansceiver modules are more compact and consume less power. Figure 9.8
“Mpares the block diagrams and applications of 10 Gigabit Ethernet MSA trans-
ae and transceivers. XENPAK and XFP are the most popular 10Gb/s MSA
aand transceiver, respectively. Besides maintaining the signal integrity,

dissipation is a challenge for 10 Gigabit MSA modules, which limits theOM . ;
Pactness of their sizes, XPAK and X2 are essentially more compact versions

recent years to reduceAK.Sipnific: s have been made in the
an ule rscongas. A new MSA transceiver standard called SFP +
4h factor compatible with SFP is being standardized at the time of writing

"Provides even higher density and lower power than XFP transceivers.
has 9.8 jj lustrates that all three 10 Gigabit Ethernet transponders (XNENPAK,
da ‘nd X2) share the same design with embedded PCS and FMA sublayers
of ] interface to the host system. This allows the host system to use any
GB ~ PHYdevice irrespective of the PCSline coding Renee ae! eerie!
itch SE-R. IOGBASE-W,or 10OGBASE-X PHY is required). For — :
ity router manufactures, this has the advantage of allowing . ~~ si
he ML to interface with any PHY devices. Nonetheless, as silicon design

“8 and the Ethernet community converges ‘ the LAN interface, this
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Figure 9.8 10 Gigabit Ethernet transponder(top) vs transceiver (bottom) (this figure may be seenin
color on the included CD-ROM).

flexibility advantage gives way to the high port-count density and integration
benefit offered by transceiver modules. There is a growing industry trend lo
converge to XFP- and SFP +-based systems. Furthermore, for operational and
managementefficiencies, the industry prefers only a small handful number of
1OGBASE PHYinterface types than having many different flavors.

Like their Gigabit counterparts, 10 Gigabit MSA transceivers can be designed
to operate at multiple data rates so that they can be used with other 10Gb/s
transport systems such as SONET OC-192 and ITU-T OTU-2. Unlike GBIC and |
SFP transceivers, which normally only have a simple laser driver and postampl
fier, to maintain high-speed signal quality and integrity, 10 Gb/s MSA transceivers
are normally built with a signal conditioner which performs regeneration (0 clean
up the distortions introduced by the electrical reshape, retime, and reamplify
interface between the module and the host system. The signal conditioner 4"
represent (3-R) clock data recovery (CDR) units in transmit and receive paths,
even electronic dispersion compensators. To improve integration and fur"
reduce power consumptions, most of the SFP+ modules will not have built"
CDRto achieve less than 1 W power consumption. A transport equipment manl
facturer would usually prefer transceiver-based MSA modules because l) “ee
can design transponders to work with different format signals and (2) they mi
tiamanagement and configuration complexity associated

_ Nevertheless, 10 Gb/stransponders still represent the state-of-the-att comm
cial —hnology. New 10Gb/stransmission techniques with higher perform
continue to emerge. Transponder manufacturers are taking the advantage? "oy
extra spaces available in 300-pin and XENPAK modules to embed ™

>
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mission capabilities. For example, EDC [21], tunable laser [25], and duobin-
106 modulated transmitters have been incorporated in commercial 300-pin
nodules These improved capabilities simplify the job of transport system
igregratOrs-

tink Diagnosisin 10Gb/s Ethernet Traditionally, for cost and simplicity,
met does not include much diagnosis capabilities besides CRC frame integrity

deck and PHYlayer link-up/link-down verification. This was adequate when
pihernet was mainly used in LAN environments. 10-Gigabit Ethernet was intended
jor MAN applications, To improve network troubleshooting capabilities, for the
frst ime, the IEEE 802.3 standard group introduced loopback and remotelink
fit diagnosis functions into 10-Gigabit Ethernet designs. These capabilities are
down in Figure 9.9.

The 10-Gigabit Ethernet standard includes optional loopback functions at
various PHY sublayers as indicated in Figure 9.9. These loopback functions can
te implemented in MSA modules and invoked through the digital diagnosis
imerfaces so that when a port is not functioning properly, the problem can be
isolated and localized with various loopbacktests.

Another capability introduced in 10-Gigabit Ethernet is the local fault (LF) and
remote fault (RF) signals, which are conceptually similar to the loss of signal (LOS)
a remote fault inductor (RDI) maintenancesignals on a SONETlink. Whenalink
‘mur is detected, if the local receiver receives a corruptedsignal, it will generate the
LF code words (called LF ordered set, or LFOS) to the reconciliation sublayer (RS)
lyer (18, Clause 46]. At the same time, the local RS layer inserts RF ordered set
RFOS) to the transmitter which will be received by the link partner. The LF/RF

@ ®
RFOS LFOS

Local fault

heresxe orderad setordered se 
Tx

Rx

Ny I
Sey 7back modes (left) and link-fault

‘" Color on the included CD-ROM).
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"be signaling (right) in 10 Gigabit Ethernet (this figure
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signals are represented using special 64B66B code words. Thusthey are termi
in the physical layer and not passed up to the upperlayers. Maley

9.4 LAYER-2 FUNCTIONS IN ETHERNETS

Layer-2 functions include MAC and Ethernet frame switching, whichjs also Called
bridging. Unlike traditional circuit switched networks, Ethernet is a Packer
switched technology. Every Ethernet frame is labeled with a source address (SA)
and a destination address (DA) which are used by Ethernet bridgesto forward th.
frame to the proper destination, The IEEE 802.3 standard only covers the Mac
portion. Ethernet bridging is covered by the [EEE 802.1 standards. The imog
important idea for Ethernet bridging is the IEEE 802.1D Spanning Tree Protoco|
(STP) [27].

9.4.1 Ethernet MAC Frames

To discuss the bridging operation, one needs to first understand the format of
Ethernet frames. Figure 9.10 shows the basic Ethernet frame format. This basic
format has remained invariant for a considerable period of time, despite the rapid
development in Ethernet speed and different physical layer technologies.

Ethernetis a multimedia technology because it operates on different media with
various speeds. Ethernet devices are designed with clearly defined interfaces
between the MAC layer and the PHY layer. This layered approach allows the
physical layer to evolve independent of the MAC layer. Ethernet framesrepresent
the data format at the MAClayer.It is the common MAClayerspecification and
MAC frame formats that allows Ethernet devices of different speeds and PHY
technologies to interoperate with one another, In fact, switches are often built with
ports of different speeds and medium types.

Ethernet frames are variable length with a payload area between 46 and 1500
octets. An invariant MAC frame format allows each generation Ethemet © be
backward compatible with early generations so that users do not need to upgrade

 
7 octets Preamble

1 octet SFO !

6oclets| Desiination addrass
6 octats Source address

2 octats Length/type
46-1500 octets! |......MAC clientdata

1 Pad :
p=

4 oclels | Frame check sequence|

Figure 9.10 Basic Ethernet frame format (SFD: start frame delimiter).
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layer software and applications when the network speed is increased. Thisuppet an important role to ensure the Commercial successes of Ethernet. An Ethernet
Pe starts with a preamble field with alternating 0's and I's, which is used in earlynee burst-mode receivers at a destination node to recover the signal clock. When

met connections became P2P,transmitter and receiver synchronization is always
maintained by transmitting idle symbols when there is no data to send. This obviates
he need of the preamble field, which nonetheless, is kept for backward compatibility.

The preamble is followed by an start frame delimiter (SFD) to signify the begin-
sing of a frame. Following the SEDis the DA and SA. The first bit of DA determines
yite frame is a unicast or broadcast frame. A unicast frame is represented by a 0
value in the first bit of the DA and a multicast packet by a I value. The all 1 address is
reserved as the universal broadcast address. Normally, a bridge receiving a frame with
a broadcas/multicast address will forward the frame to all other ports except the
incoming port. A block of multicast addresses has also been reserved by IEEE for

multicast packets will normally terminate such packets without forwarding them. In
oher words, if a bridge receives a multicast frame with its DA in the reserved address
block and the switch does not understand the frame, it will simply drop the frame.

Ethemet frames also have a two-octet length/type field to répresent the length st
of the payload field. Since the allowed maximum payload frame is only 1500 ébytes, a length/type value above 1536 represents the type of the Ethernet frames.It -
often used to represent the upper layer protocol or the type of management
Isfommation contained in the payload. The frame check sequence (FCS) field uses ey4 four-octet cyclic redundancy check value (CRC)to protect the frame.

Figure 9.10 shows that Ethernet frames contain minimum management infor-
Tation, Such simple frame structure helped to keep the network equipment simpleand low-cost, However, as network infrastructures continue to grow and Ethernet
"vice Management becomes more and more important, the original frame format
“ith minimal Overhead designs is no longer sufficient. Expansions in Ethernet

‘have been carefully introducedin the recent years to allow the growths of‘ihernets While minimizing the impacts on legacy Ethernet devices (28].

44.2
Transparent Bridging

ACs

Fy MAICD Collision domainis a multipoint-to-multipoint mesh-connected broad-
“ther ain. Any station in a broadcast domain can directly communicate with any. “lation in the same domain by broadcasting the frame in the domain. In fact, a
ive = Sends a frametoits destination assuming that the frame will eventually
fe © destination, As explained before, stations in a broadcast domain share
“dhe °n medium andits capacity. As the numberofhosts in a domain grows

OFk size increases. the network performance will be degrade.
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Bridge Protocolentity, Bridge management, etc,

LLC i

MAC

Physical

 
Figure 9.11 Architecture layering of a bridge (this figure may be seen in color on the included
CD-ROM).

A bridge improves the network performance by limiting the size ofacollision
domain. The term switch and bridge are used interchangeably in the networking
industry. A bridge is a multiport device with a layering architecture shownin
Figure 9.11. Each bridge port is connected to a separate LAN (i.¢., separate
collision domain). A bridge contains a MACrelay entity to forward MAC frames
from one port to another.

Normally, besides broadcast/multicast frames, an Ethernet port only accepts
unicast frames with DA matching its own MACaddress.A bridgeport, in contrast,
works in a promiscuous mode. It receives frames with any destination addresses
and performs one of the three functions:

TeNVEE!
ae

(1) Broadeast (flooding)
(2) Forwarding
(3) Filtering

Figure 9.12 shows the functional diagram of a bridge, which contains a Sour
address table (SAT), a filter/forward lookup logic and a learning logic assoc
with port interfaces. When an Ethernet framearrivesat a port interface, the filter
forward lookup logic makes use of the DA and SATto decide whetherthe
needs to be broadcast, forwarded,orfiltered. h

The SATis populated automatically through the learning logic or manuallya
management provision. Each entry of the SAT contains the association of 4 -
address and the bridge port that the addressed host can be reached from.In aul
learning, when a new framearrives at a bridge port, the learning logic examines ifs :
If that address is not yet in the SAT,the learning logic will populate the SA2™"
port numberin the SAT,so that next time, when a frame with the DA matchine ia
address arrives at the bridge, the bridges knows how to forward the frame. Notice
the bridge operation assumes bidirectional links,

;

i
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Source address table

MAC address

SAT 
 

  
Figure 9.12 Bridge functional diagram (this figure may be seen in color on the included CD-ROM).

Automatically learned SAT entries will be aged out(i.e., deleted) if a source
sidress becomes inactive for a certain period oftime. This allows the MAC host to
te moved from one location to another without the tedious requirement to recon-
figure the SAT manually.

Figure 9.13 illustrates the three functions performed by a bridge. In Figure
,13(a), user Y attached to bridge port 2 sends a frame to user X attached to bridge
por I, Upon receiving the frameat port 2, the bridge looks up X in the SAT and
found it associated with port 1. The frameis thus forward to user X through port 1.
b Figure 9.13(b), user X is sending a frame to user T. User X’s frame is
itercepted by the bridge at port 1. The bridge looks up the SAT and find that
bith user X and user T are both attached to port 1. Soit filters the frame at port 1. -
Athird example is shown in Figure 9,13(c). In this case, user Y’s frame for user 7,

 Ee
Forwarded; Packet Filtered: packet Flooded: packet

from ¥ to x from X to T from ¥ toZ

 
a

Mlustration of bridge operation (this figure may be seen in color an the included CD-ROM).

as:
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arrives at bridge port Z. Since Z is not contained in the SAT, that frame for y
is flooded by the bridge to all ports except the incoming one. This Way, me
eventually receive its frame. When Z starts to transmit frames to other WG
Z respondsto the received frame), Z's SA will be learned bythe bridgesq thei
next frame bounded for Z will not need to be flooded again, ihe

Anothersituation an incoming frameis flooded is when the received Frame ic
broadcast or multicast frame. It can be seen that forwarding andfiltering helpi
preserve the bandwidth in other parts of the network where the frame does a
need to be flooded. As far as the end users are concerned, the existence of the
bridge is transparent as all the LANs(collision domains) interconnected py ,
bridge form a single broadcast domain. An outgoing user frame will “magically”
arrive at its destination host no matter which bridge port it is attached to. There i
no address translation or frame encapsulation required when Ethernet framesars
forwarded from one section of the network to another section. Thus Ethernet
bridging is also called transparent bridging.

paths. Forwarding loops cause a problem called broadcast storm. An example is
shown in Figure 9.14. Imagine a broadcast frame arriving at one bridge port. This

i frame will be broadcastto all other outgoing ports to arrive at another bridge.Each
bridge seeing the broadcast frame will broadcast it to all outgoing ports. We end up
with a situation that the broadcast frame is circulating and replicating itself expe
nentially in the network, eventually exhausting all the bandwidth resources.

Another problem of having loops in a system is that a host can be reached
through multiple paths. This creates confusions in the bridge learning and for
warding logic. Nonetheless, the availability of multiple paths offers redundancy
allow networkresilience in the case of link failures, because traffic can
alternate route to the destination.

The solution to the above problemsis to avoid multiple forwarding paths 10"
being formed in a bridged network using the STP. In the STP,all bridge ee
regularly send out Bridge Protocol Data Units (BPDUs) to its link partner :
exchangethe topology information. The BPDUsare well-formed Ethemet frame
using one ofthe aforementioned reserved multicast protocol destination addres aly
(BPDUsuse the MAC address 01-80-C2-00-00-00h), Each bridge port Wil"
exchange BPDUswithits link partner, which will not be forwarded. AtY ihe

4 receiving a BPDU without being able to understand it will simply discar

‘
b

é 9.4.3 Spanning Tree Protocol

é' It is not difficult to imagine that two or more bridged LANscan betransparently
fl 4 joined to form a larger LAN network by interconnecting bridge ports. When multi

7 ‘ ple bridges are connected together, there is a possibility to form loops of forwarding
i

Ez.

from

———$ _ apietl
t ; ‘ “aye sis

Ethernet MAC address space is large enough to give each host a universally unique *
address,

*-Page.24of 214 a
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Fgure 9.14 Loops formed by multiple bridges. Broadcast traffic sent from ao host will keep looping in
geoetwork; eventually use up the bandwidth resources (this figure may be seen in color on the included
CD-ROM).

BFDU. After exchanging enough BPDUs,a root bridge is elected by the bridges
participating in the STP. The redundant links are disabled from forwarding traffic
it. user data frames) by putting the ports connecting the link ends into the
biocked state so that each LAN is connected to the root bridge only through a
tesignated port on a designated bridge. Bridges elect the root bridge, designated
bridge and designated ports based on a set of priority criterions such as port speed,

and port IDs, and/or manually provisioned cost parameters. For space
masons, the details of the spanning tee algorithm will not be discussed here.

rested readers should refer to IEEE 802.1D (27] for the details.
An example is given here in Figure 9.15, Figure 9.15(a) shows the physical

mnectivity of a LAN with multiple interconnected bridges. Multiple paths of
warding loops are possible in this physical topology. After running the spanning

Protocol, the ports marked with crosses [Figure 9,15(b)] are put into blocking
la eos forwarding loops are removed and an active tree topology with Bridge

root bridge is formed,

theco realize that links blocked from forwarding traffic are still existent in
Hoc “nt physical network. Whethera port is in the active forwardingstate or
BPD), ate, STP is running continuously with every port constantly exchanging
being ae” link partner, The blocked ports only block user data frames from
Stand Active forwarding link goes down, the expectedBPDU frames will be

isemee ® OM its two ends will time out. This will trigger the STP to send
nt Messages to all connected bridges to recalculate the new activeShapeimetundane links which were blocked before may thenbe activated (i.e.,

ie

® forwarding state) to restore the traffic.
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STP 
Physical connections Active topology

Figure 9.15 (a) Physical connectionsofa local area network connected with multiple bridges, (b) After
running STP,the ports marked with crosses are set into block state so that forwarding loops are removed
in the resulting active tree topology with Bridge | as the root ofthe tree(this figure maybe seenin color
on the included CD-ROM).

Hi 
9.4.4 Limitations of STP

zu

eeeee Standard spanningtree protocol usually takes tens of seconds to restore thetraffic in
the case ofa link failure. For burst mode links, when the network is inactive,there is no
physical signal activity in the transmission channel. A link down can only be deter
mined by BPDUtimeout. In the case of P2P full duplex links, when a physical link
goes down,it will cause the keep-aliveidle symbolsto be lost or PCS coding violation,

i wait for BPDU timeoutto notice a link failure.
A later variation of the spanning tree Protocol called Rapid Spanning Tre

Protocol (RSTP) was standardized as IEEE 802.1w [29], whichrestores traffic in4
matter of a few secondsafter a link failure.

The STP has the advantage of self-configuration. Once bridge ports are CON
nected, there is no need for Operator configuration and provision. However, for?
given physical connectivity, the active logical tree topology formed by STP *
Static and cannot be adapted to the actualtraffic pattern. An example is show" "Figure 9.16. In this figure, N1 to N5 represent bridges connected in a physical-

on ise= and N4will not forwardtraffic unless someother links eening becomes broken “
i ). AS a result, any traffic between LAN3 and LAN 4 neebe travel across a long link th :

N1 can easily become the a
Protocols use other mechanis
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Physical topology(ring) Logical topology (Spanning tree)

Figure 9.16 Inefficient use of link resources in STP. (a) Physical topology and (b) logical topology
afer running STP (this figure may be seen in color on the included CD-ROM).

woid infinite data loops and broadcast storms.’ They can also make use of multi-
ple routing paths for load distribution.

MPLS (Multiprotocol Label Switching) is another method to perform IP/Ether-
net traffic switching and engineering. In a packet-switching world, to achieve
SONET-like rapid reroute and traffic restoration (on the scale of 50 ms) in
"sponse to link failures, MPLS fast reroute can be employed. Packet streams in
“MPLS network are routed on circuit-like label switched paths (LSPs), which are
ni between the source and destination nodes. A back-up LSP on a diverse

©18 precalculated when an LSP is formed. Path statuses are monitored by end-
exchanging “Hello” messages. An example of MPLSfast reroute protocolis

by moe (Resource Reservation Protocol—Traffic Engineering) protocol [30].
tds of in RSVP-TE, a “Hello” message is exchanged between the nodes at
i fin 4 link every 5 ms, A nodereceiving the “Hello” message should respondto
Pier with “Hello Ack.” A link is declared failure when proper “Hello
™ Ssed in 3.5 “Hello”intervals (i.e., 16.5 ms). When the primary path fails,

Wickly rerouted to the backup path.

45
VLAN and VLAN Stacks

AN Basic
"*Dlai ’

“ay doings before, network hosts connected by bridges form a single broad-
~ '. The virtual bridged LAN (VLAN) technology [31] segregates a
hss4

Oye Called timeto live (TTL)is widely usedin routing protocols to prevent infinite loops and
B® packets.
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 LAN VLAN
switch

Physical network Logical broadcast networks(single broadcast domain without VLAN)
domains formed by VLAN

Figure 9.17 VLANs segregate physically connected LAN network(a) into
networks (b) (this figure may be seen j multiple logical brnadessyn color on the included CD-ROM),
network physicall
(Figure 9,17).

VLANoffers the following
y connected by bridges into multiple logical broadcast domains

network advantages:

(1) It limits broadcast traffic to smaller £roups and improves networkperformance.

(2) It provides network Privacy and security by S€parating traffic belonging todifferent organizations.

(3) It eases network management by allowing operators to assign networkportsto different VLAN groups,

VLAN bridges can be implemented so that each logical broadcast domain can haveits own separate Spanning tree, thus al]
Owing operators to have better controloftheresulting logical network topology andtraffic distribution [29].VLAN bridges need to classify and tag data frames so that they can beSegregated according to the VLAN they belonged to, This is achieved by addinga four-octect VLAN tag (also called Q-tag) after the SA field of the original

€ as shownin Figure 9.18. The first two octets correspond 10 the
frame and contain a length/type i

next two octets representthe taga
Ser priority field, a 1-bit canonical ie

VID). The 3-bit userpriority field can se
‘lasses, The CFI field was designed fori
© significance any more exceptfor :12-bit VID allows 4094 different VLANsto be suppor)

“present priority frames and VID OxFFF is eeParticular VLAN will only be broadcast/forwarded to hO*

ward compatibility, The
(The 0 VID is used to
Frames belonging to q
on the same VLAN.

. iTigure 9.19 shows the block diagram and operation of a VLANbridge: :VLANcapable environment, there are three types of Ethernet frames: (1) unle=
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87654321

1 octet 000000 0 O| Second octet
6 octets Destination addrass
6 octets Source address preety[CFI First octat
2 octets|Length/Type = 802,10-tag type VLANID (VID, 12bits)| Second octet0-89

 prefix|2 octets Tag control information
2 octets MACclient length/type CFI: canonicalformatindicator

MAC client data ; (lor token ning bridging, “useless” now)
4§-1500 octets  aeaidaaaiaaiaalPad: VID = 0: priority frames

; 1B checkeenuenne| (VID = 1: delault PVID at ingress node4 octets Frame check sequence VID = FFF: reserved me

Figure 9.18 VLAN tagged Ethernet frame format(this figure may be seen in color on the included
CD-ROM).

 
 
 

 Port State
Information 

 
   - Filtering

Database

Fiat 9.19 Block diagram of a VLAN bridge (this figure may be seen in color on the included CD-ROM).
~s (2) Priority-tagged frame (VID = 0), and (3) VLAN-tagged frame. Similar
nce Parent bridging philosophy described previously, as far as end users are

ed, the existence of VLAN is transparent.
End User frames in access networks are normally untagged frames. When a

bys +“ is received by a VLAN bridge port shown in Figure 9.19,it is processed
ne!ingress rules, The ingress rules add a VLAN tagto the user frame based
bee in Provisioned rules. The most common type of VLAN classification is port-
ily Which tach access port is assigned with a provisioned VID. VLANs can
tag vithated with MAC addresses or upper layer protocol identifiers encapsu-
fom a! Ethernet frames. In the latter two cases, the ingress rules also need to
; ra Ting and classification functions. Another function performed by the
Yay le is recalculation of the FCS after inserting the VLANtag. At the output
“aly here Port, a set of egress rules wisoi to Seoapees eostut x FCS. Thusthe end users have no idea of the exis oe o : .toma: ased VLAN,the operator can easily change a user from one broad-

"10 another broadcast domain by changing the VID of the port that the
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Vv A :VAN VLAN-|Trunk link|VLAN- A YUAN 4Access|aware aware tynike switch switch tsVLAN B | pL! , | VLAN g
Multiplex VLAN-unaware Multiplexing VLANs Frames can be t ‘iedevices toa VLAN switch ||between VLAN switches. VLANA ana VLANSY <4Port. Frames are untagged,| Devices must be VLAN frames for VLAN rdUsually at natwork edge. aware on trunk links A un ON this link.

Access aware aware Acceslinks , nks
switchVLAN e| st) anion | vuepT ER, _|Access linkH VLANG =” LJ ‘ VEANG; (VLAN-unaware !7 ‘ \ : —_| VLAN B; end stations)s “ »|(VUAN-aware end station)kf Re .

} * Figure 9.20 Access, trunk and hybrid Jinks in a VLAN-enabled network (this figure may be seen in(a color on the included CD-ROM).ie t

LsfF roebcht®
user is connected to. An IT manager can also
ments on different VLANs so that they do not h
without g0ing through a gateway.

Figure 9.20 shows three di

Tepaet in ini links tional Ethernet frames with no VLAN tags. Theseinks are usually connected to end users, The links : ually links betweeVLAN bridges. All the frames on SVANCoen other words, trunk

separate users in different depart-
ave access to each other's network

ieteGio
a.

VLAN-tagged anduntagged frames»
cs must belong to one and only one VLAN,

VLANStacks

I jareda a idea can be used by service Providers to provide virtual aOnnectivity Services to USErsS Over wij ever,: ide area bac b rks, HowISsues Must be solved kbone netwo®

Paro (1) The 12-bit VI
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(2) VLAN h
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arrier environment
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7 octets Preamble
1 octet

6 octets

 
 
 

 Destination address

 

 
6 octets Source address__

2 octets Length/type = 802.19
2 octets|Tag control information Service provider Q-tag 

 
 

   
 
 

2 octets Length/type = 802,19
€octets| Tag control information
2 octets! MAC client langth/type

46-1500|| MACclient data

4 octets Frame check sequence

Figure 9.21 Q-tag stacking in IERE 802.1ad provider bridges(this figure may be seen in color on the
ixcluded CD-ROM).

Client Q-tag

 

The simple way to resolve the second problem is to stack another VLAN tag,
talled service VLAN tag (or 5-tag), on top of the customer VLAN tag (or C-tag) as
shown in Figure 9.21. This technique is also called Q-tag-in-Q-tag, or QiQ,andis
‘andardized as IEEE 802. lad Provider Bridges [32]. The QiQ technique nested .
customer VLANs (C-VLANSs) inside service VLANs (S-VLANs) to achieve _
CVLAN transparency from a customer pointof view.

5 CARRIER ETHERNET

Tecos advantage of Ethernet and the convergence of voice, data, and video
“vices °n packet-oriented network infrastructure made Ethernet servicesthe fastest
SOWing Services in the telecommunication industry. Instead of requestingtraditional
Ste leased line services, more and more customers are now requesting

Tr (leased lines which not only are cheaperand but also have wider bandwidths.
Sry;tionally, Ethernet has been managed by corporate IT personnel. Ethemet
ters €finitions and managementare newterritories to telecomservice provi-
Sabi new challenges facing a carrier class Ethernet transport system includesDi] j ; : ain a OAM, availability, and security. We will touch someof these subjects

“lowing sections,
55

1 Scalability
*Soly,

*thelimi iss 2, 1ah [33] provider
= ri I a f .\ &€ (PBB) standard was creale ,Divi 'OVider SA eon i. stacked on top of the customer addresses. This

es Virtually unlimited address space for operators [0 support as many
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1 octet

6 octets

6 octets

2 octets Backbone MAC header2 octets

2 octats

3 octets :

6 octets Destination address i Client MAC address6 octets Source address

2octets |  _Lengthity pe=802.10 eo Service provider Q-t— — : rv er (-2 octets |__‘Tag control information oa ms
Z octets|_Length/tyBe28 Client Q-tag2 octets

2 octets MAC client length/type
46-1500 L.n.MACclientdata
octets f Pad i

t octet

Figure 9,22 Provider
backbone bridge (PBB) MACframes (this figure may be seenin color on theincluded CD-ROM),=

4

vatedti customer VLANsas the
= ¥ want. Since the Customer MACaddresses are nestedwithin service provider addresses, this meth

Od is also nicknamed as MAC-in-MACor MiM. The Mac-in-Mac Stacking is show
nin Figure 9.22. | terested readers arereferred to [33] find more details from IEEE 802lah, .

9.5.2 Ethernet Transport

italWi

Pe oeEthernet S€rvice is the P2P Ethernet signal transport over longstances,tra itionally called trans : achesParent LAN. two appropay to Ethernet signal transport over a lon CanoeBute 9:23 showstw :
fi

first& distance W i work, The !approach puts native Ethernet Tames dij ist DMoptical networ
i d i . The syabols transmitteg on the physical link doeaa ©n optical wavelengths/ Gigabit Ethernet and B forthernet PCS line coding (i.e., 8B1064B66B fi : ; : gportsignalis identica| to the sj or 10 Gigabit Ethernet), In this case, the tran

VT
fe, nh | * 1 faye!7 transparencyis achien enal presented at the UNIand complete physica
M, deployedlesaey2t9pon “themet frames is to make use of the vitwae : , abe as SONET/SDH [34] or oeete Were built with other technologie ‘a Ethernet fram
fica ; TN (optical sport network) pE4 Pucal transp PS are “Neapsulated jn other ansport frames such as the SO

ke
4
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(a)

Client Client
aquipment equipment

‘ r Lack of management overhead tUNI =

Optical transport or WOM layer

Ethernet frames + Ethernet frames — Ethemet frames

(b)

Client — Use the transport layer overhead for Client
equipment control and management functions equipment

UNI * Forward and backward i 
 defectindications

* BER monitoring

Optical transport or WDMlayer

hiEthernet frames + net frames — Ethemet frames
Figure 9.23 (a) Direct native Ethernet transport over WDM optical layer and (b) Ethernet transport
over Wansport framing (this figure may be seen in color on the included CD-ROM).

  

‘ynchronous payload envelope) before being placed on the optical layer [36, 37}.
In this approach, Ethernet is only used as the UNI between the client equipment
and the transport network. Legacy transport networks were built with extensive
"management facilities and mechanismsfor fault tolerance and fast recovery, which
“mplements the corresponding inadequacies of Ethernets, at least during the
Tansitional period before the Ethernet community develops its own,

Direct connection 

 

 
 

Client B

ee
 

. Unt A UNI B
9 -

FhaClient quipmentjoined by direct fiber connection (top) and transport network (bottom).
. Nhu x * Pelspective, the transport network should be transparent to client equipment, i.c., ideally
ta in haves se # Pair of wires joining UNI A and UNIBas in the top diagram (this figure may be

"TOM the included CD-ROM).
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From a user's perspective, the underlying technology employed for transpg
ing the client Ethernet frames should be transparent. Figure 9.24 shows .
comparison of client equipment joined by direct fiber connections between clieny
Ethernet interfaces (top) and by a transport network (bottom). Ideally, ftom ,
customer's perspective, the transport network between the two dash lines Which
indicate the UNI demarcation between a service provider and the Customerney,work, should behave as a pair of wires.

In reality, the ideal transparency as described above cannot always be achieves
and may not always be the desired behavior either. Despite the difficulty 4,
maintain complete transparency, the transport equipment should Provide Mac
frame transparency at the minimum,i.c., no filtering and dropping of Customer
Ethernet frames should occur within the transport network,

Figure 9.25 shows an example of multiplexing dual Gigabit Ethernet (GbE)
over a SONET OC-48 link. A SONET OC-48 link has a data rate of 2.488Gb
Although the MACdata of GbE runsat 1.0 Gb/s, after the 8B10B PCSencoding,
GbEinterface has a symbolrate of 1.25 Gbaud/s. So it is impossible to multiplex
two GbEphysical layer signals onto an OC-48 payload and maintain both clien
interfacesatline rate at the same time. As indicatedin the figure, the client signals
are terminated at the MAC layer to strip off 8B10B encoding before being multi-
plexed using POS [36, 37]. Physical layer functions implemented using Ethemet
PCScontrol codes such as auto-negotiation [18, Clause 37] are terminated locally.
In addition, the clocks at the Ethernet interfaces need to be decoupled from the
SONETclock because ofthe differences in clock rate and accuracy requirements.”

In return for the loss of physical layer transparency, one has obtained the
SONET manageability in the transport network, as well as better optical layer
utilization by multiplexing two Ethernet streams onto one single SONET wave:
length. In addition, forward error correction (FEC) such as that available from

POS (OC-48)
MAC |MAG 

[Client At} [Client A2|
 

Figure 9.25 Gigahit Ethernet (GbE) : ' . ; = mul} be: multipl ' 5 figureseen in color on the included CD-ROM) IPIeEXIng using packet over SONET(POS) (this Ne

* Ethernet uses asynchrono val
stone. “vad sig=~ transmitters, Each receiver recovers the clock from the rece!

"iver clock are completely independent,

|
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399 OTN can be added to increase the
Ormediate regeneration, .
in in a later section, we will see the im
jecoupling different network protection

signal transmission distance without

plications of clicnt/transport interface
SWiltching scenarios,

95.3 Generic Framing Procedure

GFP is standardized as ITU-T G.704| [12,
data (including Ethernet frames) for
GFP: frame based GFP (GFP-F)
Feure 9.26 and Figure 9.27,

As shown in Figure 9.26, GFP-F only encapsulates the contents of Ethernet
frames. It starts with a payload length indictor and header error control (HEC)fields,
stich also marks the beginning of GFP frames. Ethernet line coding overhead, the
redundant preamble and SFD fields are removed in GEP-F encoding and recreated in
GFP-F decoding, Therefore, GFP-F helps to preserve the transport bandwidth.

GFP-T was designed to transparently transport RB1OB code words. In addition
i the actual data words, the 8BIOB code words also include idle symbols
tansmitted during [IFGs (interframe gaps) between adjacent Ethernet frames. and
ihe physical layer control codes such as thelink negotiation words used by Gigabit
Ethemet. Notall the 10-bit words are used in 8B10B codes, GFP-T converts fixed-
Ingth blocks of 8B10B code words and convert them into 64B65B codes [38].

38], whichis used to encapsulate packet
transport. There are twodifferent types of

und transparent GFP (GFP-T), whichare shown in

GFP-F frame

GFP extension header

 
  

  Ethernet trame

ah Frat of apts ‘ th indicator, CHEC) core header enueba PP (GFP-F), PLE: payload length :WHEE. type ree. raeaCHaes may be seen in colar on ihe included CU-ROM).
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8B10B encoded frames(fixed or variabla langth)
GbE, ESCON, FICON,Fiber channel

 
 

GFP-T Frames

Header Payload

Figure 9.27 Transparent GFP (GFP-T). IFG: interframe gap (this figure may be seen in color on the
included CD-ROM),

All the physical layer control codes in 8B10B codes are included in 64B65B codes
and recreated at the other end ofthe link.

The advantage of GFP-Tisthat it transparently preserves the end-to-end 8B10B
physical layer signaling with a reduced overhead of only 1.5% as opposed to 25%.
Moreover, there is no need to wait for the whole frame to be received before

encapsulation and thus reduces the transport latency.
GFP frames are usually further encapsulated in SONET or OTN frames.

Ethernet speeds increase by multiple of 10 from generation to generation. How-
ever, SONETsignal rates increase by multiples of 4. The lowest SONET mite.
OC3, is 155 Mb/s. This mismatch makesit difficult to efficiently map Etheme!
signals on SONETsignal hierarchies. To make efficient use of the transport
network bandwidth, the ITU-T VCAT standard G.7043 [13] was created !°
allow GFP frames to be inversely multiplexed to SONET/SDH tributaries with
1.5 Mb/s VC-1.5 granularity. The ITU-T G.7042 [14] LCAS allows dynamic
adjustment of the number of inverse multiplexed tributary streams and thus
bandwidths used for carrying Ethernettraffic in a transport network.

eticERTLG

9.5.4 Protection Switching

g al variousThere are many different ways to perform Ethernet protection switchin consi
network layers. In this section, we briefly describe some approaches 4
erations besides the spanning tree protocol described before.

ss Link Aggregation ‘
throughput

ta four} Link aggregation [18, Clause 43] is a method to increase da ion &
bundling multiple Ethernet links in parallel to form a link ageregat

9 36 of 214 —_— 
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“100 Mibis

Figure 9.28 Link aggregation increases the throughout
my be seen in color on the inchuced CD-ROM), by bundling parallel Ethernet links (this figure

(LAG) as shown in Figure 9.28. In this figure, the three 1000 Mb/s links form a
angle logical link with an effective throughput of 3000 Mb/s.

Innormal bridge connections, parallel links will form forwarding loops and the
STP will block all but one link for forwarding traffic. In a LAG,all the parallel
inks represent a single logical link. All the Ethernet interfaces at one end of a
LAG represent a single logical MAC interface with one shared MAC address.
“hich can be the MAC address of one of the parallel interfaces.

One of the requirements in Ethernet frame delivery is to maintain the order of
fames as there is no sequence number embedded in Ethernet frames for reorderi ng
‘Mt of sequence framesat the destination node, The parallel links in a LAG createfe Spportunity for out-of-order frame delivery at the egress point. To avoid this
"tue. link ‘ggregation makes use of higher layer protocol signatures (such as IP

and destination addresses, and TCP/UDP port numbers) in load balancingthat Ethernet frames belonging to the sameapplication stream (i.e., identified by
‘ame IP Sa. yp DA, and/or TCP port number) are always sent through the same

\ Ponent link in an LAG. Thus the frame delivery order is preserved from source
Nation on g per application basis. A hash function based on upper layer

lop 9 “enatures is usually used to calculate the link in an LAG that will be used
See Stream of data frames. . ;

Wrpay,  COGbE becomes available, LAG is used by manyservice genie toBed wish pile lanes of 10GbE traffic, There are, however, many problems asso-
"i ; ; iull-fledged 100 GbE [39-42}.G, which Motivate the industry to go for a fu ged

lay

G distributes traffic over parallel links via flow-based hash mechanism,iy “annot be used to re-order frames from parallel links and cannot
by we “Mle equal distribution of load.§ Cla"

4 sinel

Ith

traffic (multicast, broadcast, control traffie, etc.) usually traverses
© component link, and load balance is lost.
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(c) The unpredictable link removal and insertion make LAG Opera
Ina)cumbersome.

(d) Transponder cost for multiple 1OGbE LAG in WANisvery high,

Link aggregation offers resiliency to link failures. If one of the COMponentlink.
an LAGfails, its traffic will be redistributed to the remaininglinks, thus provsn
a eraceful degradation, The disadvantage of link aggregation is that jt only a
as P2P links and with interfaces of the same speed. ,

Protection in the Presence of the Transport Layer

An advantage of using an optical transport layer for Ethernet backbone is jh,
ability to implement protection switching in the transport layer. Transport equip
ment generally offers much faster protection switching than data equipment in;
network failure, usually within 50 ms. Understanding the interaction betweenthe
data layer and the transport layer is important in designing wide area Etheme|
backbones that gives the best proteclion performance.

Figure 9.29 showsa pair of routers/bridges connected back-to-back directlyby
an Ethernet link. In general, routers or bridges will also continuously venty the
link integrity by exchanging keep-alive PDUs (the so-called Hello message). To
reduce the bandwidth overhead, such keep-alive PDUs are exchanged with a vey
low frequency. By default, the “Hello” message interval in a 802.1D bridge is
to 2 sec. When a predetermined number of PDUsare not received after a timeotl
period, the link is declared lost. As a result, routers/bridges will send topolot
advertisement messagesto the rest of the network to recalculate the routing !sh
or the new spanningtree so that an alternative data path can be found. In addin
to PDU timeout, when the link is broken as shown in the figure, both
interfaces connecting to the link detects the physical link down condition inne
diately. A physical link down can trigger new forwarding path calculation in ™
time, thus minimizing the network unavailable time.

Whena transportlayer is present, as mentioned before, the transpe
the Ethernet layer are physically decoupled. Consequently, a failure " t a
port interface may not necessarily cause link down at the Ethernet ae put 0
shown in Figure 9.30. In such a scenario, the client devices have 0ae
rely on the PDU timeout mechanismto detect the link outage (which canoul
delay as long as 20 sec). To overcomethis problem,the transport equipm™:ec
bring downthe client interface intentionally when a transport link fault 1s

Diract Ethernet connection |2

Router / bridge Router/ pridg
wr

Link down Link do py a
interfuces immediate?

rt layer and

Figure 9.29 A physical link failure will trigger link down at both port
figure may be seen in color on the included CD-ROM).
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Link up  

e930 Aphysical Tink failure on the transport side may not necessarily cause theclient interface
jink down (this figure may be seen in color on the included CD-ROM).

Bring down
client port 

 

 

 
or G.709

| 
 

Figure 9.31 A wide area Ethernet ring network using SONET/G.709 for transport. Restoration is
Performed at Layer 3 or Layer 2 by routers or bridges. To speed up trattic restoration time, when the
transport link is lost, the associated client ports are brought down(this figure may be seen in color on the
mluded CD-ROM),

ae 9.31 shows a wide area Ethernet using SONET/G.709 as P2P transport
ae only. Protection and restoration is performed by the router/bridges, In this

»4 failure at the transport interface brings downthe associated client ports to
dup the restoration time,

Miche 9.32 shows a scenario that the transport link is protected. Thetail-end
in Move the transport link to the protection path within 50ms when the

® Path fails. This happensat a timescale muchfaster than timeout period of
Clem an 3 PDUs.In this case, if the transport equipment brings down the

ae ace upon detecting transport link failures, the client equipment will
a Nk Outage andstart to recalculate the spanningtree or routing table right
ttre se L2 bridges, this will also cause the SAT to be flushed out and relearned,
the deen? the volume of broadcasttraffic in the network temporarily. Therefore,

4) Upling betweenthe client and the transportinterfacesis actually beneficial
"orig It avoids racing between the data networking layer and transport layer in

Th - the traffic when a failure in the transport network occurs.
abiljy ernet transport equipment (or transponders) should be built so that the
Prop. "ne down the client Ethernet interfaces can be enabled or disabled at

Mle times. depending on the actual network configuration.

Dai
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Working
path

 (Routerbrdge

Figure 9.32 Ethemet transport with optical layer protection. A protected transport link should not caus

: the client link to go down to avoid racing conditions in protection switching (this figure may be seen in
a color on the included CD-ROM).

= 9.5.5 Ethernet Service Models and Service Level Agreements

It has been a challenge for carriers to offer Ethernet services because ofthe lack af
standards in SLA definitions. The MEF was initially formed by equipment vendor
to tackle Ethernet service models, SLA, and OAMissues [11]. The business value of

4 a commonset of languages and standards to specify Ethernet services was quickly
recognized by carriers [both telecom operators and cable TV multiple service
operators (MSOs)] who have later become the dominating participants al MEF. :

MEF doesnotspecify the technology used to implement networks. Instead, :
defines the bandwidth and PDU behaviors at the UNT between customers and servic
providers, or the NNI (network—network interface) between service provides:™ ;
specifies Ethernet services as P2P (called E-Line) and multipoint-to-multpo
(called E-LAN)in terms of EVCs (Ethernetvirtual circuits) [43]. From aoe
perspective, E-Line behaves as an Ethernettransport link whereas E-LAN eS
as a bridged network. EVC attributes include performance specifications suc
bandwidth profile, packetloss rate, packet delay, and delay variations. ve dal

On the physical layer, Ethernet port interface speeds are all fixed. The ane be
; throughput, however, depends on actual frame lengths and [FG widths whichcpus

pot, stretchedto limit the data throughputand perform ingress bandwidth shaping- M a
committed information rate (CIR), excess information rate (EIR), committ 43}
(CBR),and excess burst rate (EBR)as bandwidth profile attributes to specify5"
The CIR and EIR represent average bandwidth throughput over defined timné pe

“1Page40 of 214 da
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Figure 9.33 Architecture of an EPON infrastructure (this figure may be seen in color on the inclhy
CD-ROM). et

Current EPON standard (802.3ah) specifies IO00Mb/s data throug
(1.25 Gbaud/s physical symbolrate) on the feeder link between the OLT and ONy
The downstream signal is broadcast to all ONUs in continuous mode, Upstrean
signals from different ONUs all merge at the power splitting RN. Because a Single
OLTreceiveris shared among all ONUs, when an ONU is not transmitting,it should
turn offits transmitter to avoid interfering with other ONUs’ upstream signal. With-
out coordination, upstream frames from different ONUswill collide in time.

9.6.2 Multipoint Control Protocol
tye? ei

In order to avoid collision, all the upstream transmission is scheduled by the OLT
centrally. The CSMA/CD mechanism cannot be used in a PON system for the
following reasons: (1) the directional power splitter makes carrier sense and
collision detection impossible because without using special tricks no ONU ca
monitor the optical transmission from other ONUs on the same PON, and (2) the
data rate and distance covered by a PON system greatly exceedsthe limits imposed
by the CSMA/CD protocol. The CSMA/CD protocol becomes very inefficient
under conditions of high bandwidth and long transmission distance [48].

In EPON,scheduling is performed by the MPMC (multipoint MAC
layer using the Multipoint Control Protocol (MPCP)[18, Clause 64]. As indicated
in Figure 9.2, the MPCPprotocolentities in the OLT and ONU form a master
slave relationship with the OLT as the master. In the MPCP protocol, the OLT
schedules the starting time and duration for an ONU to transmit upstream ah
bursts using the Gate MPCPDU (Multipoint Control Protocol Data Unit). ONLS
inform the OLT their buffer status using the Report MPCPDU. Based “
reported information, the OLT can dynamically allocate the upstream bandw!
to make the mostefficient use of the shared link between the OLT and ONUS a

Since ONUsare located atdifferent distances from the OLT,signals fromar
ONUswill experience different delays before reaching the OLT. It is Lig

3 importantto establish a timing reference between the OLT and an ONU so that al
y accounting for the fiber delay, when the ONU signalarrives at the OLT, it ee

pee precisely the same momentthat the OLTintends for the ONU to transmit. Th a
lea reference between the OLT and ONUsis established through the ranging PP
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ranging measures the roundtrip delay between the ONU and OLT,also using

he Gale and Report MSEDus, which have time stamps embedded. From the
ge stamps 1m aie and cine MPCPDUs, the OLT measures the round trip time
iaTT). which is then ae and used to adjust the time that data frames from an
gnu should be SanEmittes. All ONUs are thus aligned to a commonlogical time
veferenece after ranging so that collision does not occur in a PON system,

From time to time, an EPON OLT will periodically broadcast Discovery Gate
aessages to discover unregistered ONUs. A new ONU Joining the network detects
the Discovery Gate and responses with a Register Request to the OLT, After sending
ihe Discovery Gate, an OLT mustreserve a timeperiod called discovery window for
ONUs that have not been ranged to response. The size of the discovery window
depends on the maximum differential delays between the closest ONU and the
funhest ONU. Optical signal delay in 1 km offiberis 5s. Therefore, for 20km of
differential distances between ONUs, an RTT difference of 200 Hs needs to be
merved in the discovery window. It should be realized that if the upper bound
and lower bound of ONU distances are known to the OLT (e.g., through manage-
ment provision), then instead of reserving a ranging window covering the maximum
dlowed separation between an ONUand an OLT,the size of ranging window can be
maiuced to cover only the maximum differential distance among ONUs. [f multiple
ONUs attempt to join the PON at the same time, collision may occur during
discovery. This is resolved by ONUs backing off with a random delay in EPON,

If the register request is properly received by the OLT, the OLT will issue the
ler Message to the ONU, followed by a Gate message. The Gate message

“hedules the ONU to transmit an upstream Register Acknowledgment which
ompletes the new ONU registration. Figure 9.34 depicts the auto-discovery

OLT ONU

__ Discovery Gateia

 
Grantstartbe

} Random delay 
 

———___ Register

——_Gate

Register Acknowledgment
oe A lcci
fy,2s, co tOiscovery process in EPON (reprinted with permission from IEEE Std. IEBE St,

"eal yy, CMtTier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and
is Stecifications, Copyright [2005] by IEEE)

enh

 



Page 44 of 214

oo

382 Cedric F. Lam and Winston,
: W,

process in EPON, During operation, the ONU and OLT may continuous}
the fluctuation of RTT due to changes such as temperature fluctuation MOM
form fine adjustment by updating the RTTregister value. rN ey

9.6.3 Point-to-Point Emulation in EPON

In an Ethernet environment, L2 connection is achieved using IEEE 802. 1-ba
bridges [27]. As explained earlier, a bridge performs L2 forwarding functionty
examining the SA and DAofeach received frame. If both of them are Connecte
bridge through the sameport, the bridge filters out the packet without forwarding
it. This helps to preserve the bandwidth in other parts of the network and improves
the network performance.

In an EPON system, the P2P symmetric Ethernet connectivity is replaced by the
, asymmetric P2MP connectivity. Because of the directional nature of the remote
. node, ONUs cannot see each other's upstream traffic directly (Figure 9.35), [nq

' subscriber network,this directional property provides an inherent security advan.
. tage. Nevertheless, it also requires the OLT to help forwarding inter-ONU

| transmissions.
. oi Without any treatment, an TEEE 802.1 bridge connected to the OLT would se

all the inter-ONU frames with SA and DA belonging to MACentities connected to
the same bridge port, and would thus determine that they were within the same
broadcast domain. As a result, the switch would not forward the traffic between
different ONUs connected to the same OLT.

To resolve this issue, a point-to-point emulation (P2PE) function has bes
created in the RS. The P2PE function maps EPON frames from each ONU (0!
different virtual MACin the OLT,whichis then connected to a higherlayerent

such as L2 switch (Figure 9.36). c
The P2PE function is achieved by modifying the preamble in frontof the we

frame to include a logical link ID (LLID) [18, Clause 65]. The modified prearne
with the LLIDis used in the PONsection between the OLT and ONUs.The fort

eranxt4
zz

   
, : i Peps «a an SLD

of the modified EPON preamble is shown in Figure 9.37. It starts with an

E+ OX
ONU 1

—— yl
i00 ONU 2

PS ONS

ONU N
yse ot- bec :

FF Figure 9.35 Although all the ONU traffic arrives at the same physical port al the es ther’ rfl
e directional powersplitting coupler used at the remote node, ONUs cannot see a p-ROM!:
Fa without the forwarding uid of OLT(this figure may be seen in color on the inclut

4
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Multip aintMAG control
MA

f

ent 9.37 Modified preamble with LLID for point-to-point emulation in EPON (this figure may bene
SOLO On the Inchided CD-ROM).

|

LUD delimiter) field, followed with a two-byte offset and a two-byte LLID.
firay bit yle CRC field protects the data from the SLD to the LLID inclusive, The
thee 15 btthe LLID is a modebit indicating broadcast or unicast traffic. The rest of
“ule, IS are Capable of supporting 32 768 different logical ONUs. As mentioned
Power actual number of ONUsthat can be supported per PONislimited bythe

The “dget. LLIDs are assigned to ONUsat ONU registration time.
on Mode bit is set to O for P2PE operation. Figure 9.38 shows principle of

E. When the mode bit ix set to |, the OLT uses the so-called SCR

 

RF

 



Page 46 of 214

 

i

Page 46 of 214

a4

 

Downstream

 
Figure 9.38 EPON point-to-point emulation operation (this figure may be seen in color on the included
CD-ROM).

ONU

 
Figure 9.39 Point-to-point and single copy broadcast (SCB) MACsin an EPON model (this figure ™?
be seen in color on the included CD-ROM),

(single-copy broadcast) MAC to broadcast traffic to all ONUs. It takes
advantage of native EPON downstream broadcast operation. To prevent broad he
storm in L2 switches, EPON standard recommendsavoiding the connection ° 4
SCBport to 802.1 switches, and use it only to connect to L3 routers’ OF servers
the purpose ofdisseminating broadcast information. Figure 9.39 illustra
SCB MACand emulated P2P MACs in an EPON model.

void the
and thus #6"L2 switches uses STP to ensure no multiple paths exist between two nodes

possibility of forming loops and creating broadcast storms. When both the emulated P2P ii ‘
link exist between the OLT and ONU, STP will get confused. Unlike L2 switches. L3 eu to avoid
can make use of multiple signal paths for load balancing. They can also use the TTL .
loops.
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964 Burst Mode Operation and Loop Timing
~ in EPON

Ethernet protocol is a burst mode Protocol. However, modern P2P Ethernet uses
dedicated transmitting and receiving paths between a hub and Ethernet work-
gations. Such a system maintains the clock synchronization between the receiver
wit transmitter by transmitting idle symbols when there is no data to be sent,
Therefore, even thoughthe Ethernet protocolitself is bursty, the physical layer of
modern P2P Ethernets is no longer bursty. Although the preamble has been
preserved in modern P2P Ethernet, they have no Practical significance except for
backward compatibility with first-generation Ethernet devices,

Since EPON upstream physical connectivity is bursty, preambles are needed
again to help the OLT burst mode receiver to synchronize with the ONU. More-
over, preambles are modified in EPON to carry the LLID used in P2PE [18,
Clause 65).

To maintain low cost, traditionally all Ethernet transmitters are running asyn-
chronously on their own local clock domains. There is no global synchronization.
Areceiver derives the clock signal for gating the received data from its received
digital symbols, Mismatches between clock sources are accounted for by adjustingthe IFG between Ethernet frames.

Inan EPON system, the downstream physical link maintains continuous signal
‘team and clock synchronization. In the upstream direction, to maintain a com-
mon timing reference with the OLT, ONUsuselooptimingfor the upstream burst
mode transmission, i.e., the clock for upstream signal transmissionis derived from

downstream received signal.

16.5 PCS Layer and Forward Error Correction

a defines a symmetric throughput of 1.0Gbps both in the upstream and
op.eam directions. and adopted the 8B/10B line PCS coding used in thei 802.32 Sigabit Ethernet standard [18, Clause 36]. To take advantage of the
a Silicon Processing capability, EPON has included FEC as an optionallnm the physical layer so that a relaxed optical PMD Specification, a higher

"8 ratio, or a longer transmission distance can be achieved,
5 © Use of FEC is optional in EPON. The IEEE 802.3ah standard defines RS
= 239) block codes in the EPON PCSlayer [18, Clause 65]. Parity bits are
ilies at the end of each frame. Sincethe clock rate does not change when FEC4. The;tPPended, the data throughput is decreased by SU& whet FEC is
ts e RS(255, 239) block code does not change the information bits. This

5 Which do not support FEC to coexist with ONUs Supporting raemes. An ONU with no FEC support will simply ignore the paritybits
Ng ata higherbit error rate (BER).

“d fra
it
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9.7 ETHERNET OAM

OAMis an active field of interest and research in Ethernet. One ofthe charters
the IEEE 802.3ah EFM study group was to specify the Ethernet OAM ake af
functions. The OAM sublayer is situated above the MAC control layer =
optional layer as shownin Fig. 9.2.

The OAM sublayer[18, Clause 57] implements a P2P slow protocol between tw,
interconnected MACentities using OAMPDUs.Slow protocol PDUsare identifies
with an Ethernet Type value of Ox88—09 in hexadecimal. To minimize the protgco|
overhead, slow protocol PDUsare limited to 10 PDUs per second, Theformats of
OAMPDUsare show next to the OAM layer block diagramin Figure 9.40,

As shown in the figure, the OAM sublayer multiplexes OAMPDUswith dat
frames from the regular data MAC layer in the transmit path. In the receive path,
the OAM sub-layer parses the incoming frames to the OAM client orregulardata
MACclient. Functions of the OAM layer include:

“%
*® OAM capability discovery
* Link monitoring
* Remote loopback
¢ Remote fault indication

Sa
Network management functions such as protection switching, MIB (Managemen!
Information Base) read/write, and authentication are not included in the Ethemet
OAMlayer.

rtei=pe0limltae|
a

 
 
 

 

 

 
 

 

 
  

  

   

There are two ways for OAM layerto pass protocol information between link
| partners. A two-octet flag provides quick indication ofcritical events such as link

¥ MACclient OAMPDU frame format

cone Slow protocol

6 Source address .

: ;
1] Subtype = 0x03 (OAM) § 3
1 Version =0x01

a 2[ Fags|{>iat
MACControl (optional) ’ Code ee stable

MAC ~ 41-1495 information
Physical layer 7 4 rant request

, oa
geetay be

* Figure 9.40 OAM sub-layer block diagram and OAMPDUframe format (this figure ™
iad color on the included CD-ROM).
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Local(@.g., CO) Remote (e.9., CPE)

MAC client MAC client

 
OAM

| |MAC control||
||mac ||
i|Rs||

PHY||

igure 9.41 OAM loopback function (this figure may be seen in color on the included CD-ROM).

ult, local stable, and remote stable using status bits. The OAM sublayer can also
‘nd event and information to the link partner using OAM variable request and
sponse Messages.

A very important function implemented in OAM is remote loopback, which
‘shown in Figure 9.41. Figure 9.40 also indicates the loopback path in the
JAM sublayer. In the case of a network failure, the remote loopback function
llows an operator to quickly test the transmission link and narrow down the
wit location,

The MEF and ITU are now busy working on service provider OAM (SOAM)
‘unctions for Ethernet services [16, 44], which we cannot cover here because of
‘pace limits,

*8 LATEST ETHERNET DEVELOPMENTS

*81 19 Gb/s Ethernet Passive Optical Networks
wae human society marches further into the information age, demand for

_atdth PS increasing, Broadband access has become a norm in industria-
's. Riding on the tremendous success of the 802.3ah EPON,alsocalled

0 Giga. | March 2006, IEEE started the study group on the next generation
bit Ethernet passive optical network (10GE-PON)standardization, which

GR. 802.3ay task force [49]. .
UDsthe N offers 10 Gb/s downstream throughput. Two different Speeds for
Metre \ransmission will be available. In the symmetric design, both the

“yom 4m and upstream speeds are 10 Gb/s while 1Gb/s upstream is used in the
ith a me design, This will be the first time that Ethernet systems are designed

, Metric data throughput in the downstreamand upstream directions,
‘cunes "lant consideration in 1OGE-PONdesignis the smooth upgrade from

48€ of deployed E-PON or GE-PON. Toachieve this, 1OGE-PON will

NatyGE. ons,

he
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adopt a different wavelength (¢.g., 1550 nm C-band has been proposeq)»
10 Gb/s downstreamtraffic [50]. This 15xx nm 10 Gb/s wavelengthis blocked, he
wavelength filter at legacy GE-PON ONUswhichreceive the 1490 nm Gr. ‘ya
downstreamsignal. In fact, most of the GE-PON ONUsdeployed today ay :
have the blockingfilter preinstalled. For those systems without blocking fiten”
blocking filter will be installed at ONUs which do not need to be upsides
10 Gb/s when the OLT is upgraded to support 10 Gb/s downstream speed, There
fore, Gigabit and 10 Gigabit downstream signals are overlaid in the wavelen th
domain and extracted with appropriate filters at ONUs. To ensure sth
compatibility with legacy GE-PON,either a separate wavelength is used for th.
10 Gb/s upstream signal in the WDM overlay approach, or the OLT receiver wiy
switch between GE and 10GE mode in the time domain automatically (Toy
overlay approach), depending on the upstream burst [51].

The higher speeds offered by I0GE-PON can be shared among larger user
groupsto achieve better economy. This means larger remote node splitting ratios

 

*

a and longer transmission distances.It is envisioned that IOGE-PON mayneedto
support splitting ratios of up to 1:64 or I: 128, and transmission distancesofupto

i 60 km between OLT and ONUs. One goalof the 1OGE-PONstandard is to achieve
an enhanced powerbudget of 29dB (called Class B + + ) between the OLT and an

A ONU [52]. Instead ofspecifying the remote node splitting ratio, IEEEstandardizes
Ce: the power budget between the OLT and ONUandlets users decide howto use the

tl ts available power budget for splitting loss, fiber attenuation, and transmission
ay | penalties.
5 In addition to sustaining highersplitting ratios and longer transmissiondistances.
: higher poweris also required for the higher transmission speed. Theoretically.

given everything else is the same, 9.1 dB more received power is required for a
10GE-PON link compared to a GE-PON link, which is 8.24 times faster alle
accounting for the difference in 8B10B and 64B66B PCS coderates. To achieve
the transmission performance of 10GE-PON, many new optical and electronic
technologieswill be used. First, FEC and APDwill be used to improvethe receiver
sensitivities [53, 54]. Secondly, compared with GE-PON, the dispersion ¢ ect
increases by 68 times in 10OGE-PON. So EDCis being considered 10 enhance
dispersion tolerance and alleviate the dispersion penalties especially for extent
reaches [55]. Thirdly, to achieve the power budget requirement, erbium-dopedi
amplifier (EDFA) and SOAs (semiconductor optical amplifiers) are PF?
overcome the signal loss [56, 57]. -

PON equipmentis extremely cost-sensitive. To achieve the best cost eeul
EDFA and SOA will be deployed at the OLT instead of distributed 2 sai ty
ONUs.In the downstream direction, the 10. Gb/s 15xx nm downstream signal iat
from a low-cost distributed feedback (DFB) or electroabsorption modulated :
(EML)laser, whose output power is boosted up by an EDFA or SOAto caf N
requirement of ONU receivers, which are preferably low-costand less-sensil <M
receivers. Use of APD in the downstream direction has not been ruled out
the upstreamdirection, an SOA + APDconfiguration is used to receive

;
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team signal at the OLT. SOA has the advantage of Wideband, very compact inand using Mass-manufacturable Planar technologies, Nevertheless, EDFAs
pve dominated in the traditional long-haul DWDM market because of their superior
joie figure. low polarization dependence, and gain dynamics which results in low
imerchannel crosstalk. However, EDFAs only work in the C and L bands, Signifi-
cant advances in SOA have been made in the last several years [58, 59] that practical
devices with satisfactory performances are now available. As a matter of fact, the
fst SOA camer dynamics actually makes it better for the bursty PON signals than
EDFAs [77]. l1OGE-PON upstreamsignal amplification is an excellent application
which could help nurturing the SOA component industry,

Nonlinear effects. which are traditionally
gstems. will now need to be considered in |
seam output power will eventually be limited by SBS (stimulated brillouin scatter-
ing) to about & to 10 dBm [60] (see also, Chapter 10 on Fiber-Based Broadband
Access Technology and Deployment). Another effect is the stimulated Raman scat-
tnng (SRS) effect. The original 1490 nm GE downstream signal copropagates with
the 1550nm 10GE-PON downstream signal and serves a Raman pumpto thelatter
(61). These two wavelengths are separated such that the 1490 nm wavelength forms a
quite efficient Raman pumpfor the C-band 1550 nm wavelength. The strong 10 Gb/s
downstream wavelength will deplete the 1490nm GE-PON downstream signal,
‘ausing penalties to this signal, especially whenthe transmissionfiber length is long.

seen only in long-haul transmission
0 GE-PON, For example, the down-

9.8.2 100 Gb/s Ethernet Development

With the continuing growth in broadband access networks and the introduction of
higher bandwidth access technologies such as 10-Gigabit Ethernet PONs, back-

“‘dpacities also need to scale proportionally, After a few years of deployment,
gubit Ethernet has now been commoditized in metro and long-haul backboneems,

Companies
daty Centers

Width-f
“NeCtions
eVices (62)

PAS ex

such as Google and Yahoo running high-speed [SP backbones and
already need links that operate at 10 Gb/s and higher to support their
ungry applications. Telecom and MSO carriers also need Ethernet
with much higher throughput to maintain their fast growing IPTV
- LAGis used to obtain the required throughput with current technol-
Plained before, LAG load balances the taffie across multiple paralle!

tithe! links according to higher-layer protocol identifiers using a hashing algo-
Donne “OF Video streams, which have higher bandwidth granularity and longer
tte7 Lime, it ix more difficult to load balance the traffic. Moreover, LAG

* Complicated configuration und management, — ae
the sta More than a 100 companies have expressed interestsin participating in
E ¥ of higher-speed Ethernet. Traditionally the speed of a new generationMey, HEL jg always 10 times that of the previous gencration. Accordingly the

"ation Ethernet would be 100Gb/s. However, a 40 Gb/s interim standard

tea 
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has been proposed because of the current technological and economicalch
in 100Gb/s transmission. Even though 100Gb/s transmission and Brees allen
still a quite a few years away from commercial use and deployment. .
technologies (such as WDM)exist today and 100Gb/sserial data testa Pllc
on field optical fibers have been demonstrated [63-65]. High-speed dlectroan
also available for MAC processing at 100 Gb/s speed [66-68]. ICS are

Both serial and parallel PHY implementations for 100 Gb/s Ethernet haye bee
Suggested at IEEE 802.3 Higher Speed Study Group (HSSG) meetings, Thea n
PHY approach transmits 100Gb/s of data on a single wavelength whereas ~
parallel approach breaks the data into multiple lanes using parallel fibers o; Wave.
lengths. For short haul transmission (i.e., a transmission distance shorter than
40 km), parallel PHYs dominate the proposed solutions. For long-haul transmission
there are both serial and parallel PHYs proposed. It should be noted that today’s
commercial SONET OC-768 systems running at 40 Gb/s serial transmission already
requires re-engineering the fiber plant with carefully controlled dispersion maps,as
well as new fibers with very low PMD(polarization mode dispersion). Adaptive
PMD compensations are required to ensure system availability. Chromatic and
polarization mode dispersion effects increase as the square of the data rate. There-

fore, 100Gb/s serial wansmission, even though possible, requires extremely
demanding component tolerance and very rigorous system tune-up. Consequently,
100 GbE transmissions in metro and long-haul networks should consider notonly
the transceiver cost at terminals, but also the transmission system infrastructurecost.

Serial 100GbE transmission has benefited from bandwidth-efficient modula-

tions such as duobinary and DQPSK (differential quadrature phase-shift keying)
EJ [64, 69]. For more details of modulation formats, please refer to Chapter 2 by

Winzer and Essiambre on “Advanced Optical Modulation Formats”. Moreover.
FEC and EDC (electronic dispersion compensation, also refer to Chapter !8
(Volume A) by Shanbhag, Yu, and Choma)are used to increase system tolerances
to OSNR(optical signal to noise ratio) degradation and dispersion effects.

Parallel 100GbE transmission can easily bundle 10 wavelengths in a 10Gb
DWDMsystem. Commercial 10 Gb/s DWDMsystemswith 100 and 50 GHz channe!
spacing are mature and readily available. With the current component and technology
cost, this approach will offer the fastest time to market and the lowest syst€™ one
However, this brute force approach has a serious problem ofoffering low §
efficiency. Figure 9.42 plots the number of 100Gb/s Ethernet links that a
supported in the C-band of a single-mode fiber versus the transmission *Ps
efficiency [70]. Therefore, a parallel PHY based on highly spectral efficient bie.
transmission (e.g., with 10 G channel spacing as low as 12.5 GHz) is highly ne 5
This approach hasthe advantage over alternative parallel PHY approaches (4 106
or 5 x 20Gb/s)in thefact that the 100 GbE can be transported in many existing
infrastructure without concerns about dispersion map and fiber PMD issue>: nett

Most likely 100 Gb/s Ethernetwill be firstly used in data centers for ee jntel™ |
ing high-capacity servers and data switches. We do not expect 100 Gb/s sen’ pic) | t

ileegireye

mi

ic IC |faces will be economically competitive for the next several years. Phoron® I
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Figure 9.43 VODdelivery network architecture using high-speed Ethernet(this figure may be seen in
color on the included CD-ROM).

because of the much lower system linearity and signal-to-noise ratio requirements.
As mentioned at the beginning of this chapter, with the new mpeg compressing
technology, a Gigabit Ethernet link is capable of carrying 240 streamsofstandard
resolution video signals, each of which requires 3.75 Mb/s bandwidth.

A state-of-the-art approach to implement a VOD network is shownin Figur
9.43, in which traditional SONET wavelengths are replaced by Ethemet wave-
lengths. Video servers at the head-end node are connected to the WDM optical
layer through a Gigabit or 10 Gigabit Ethernet L2/L3 switch [72]. Video signals ar
transmitted as MPEG over IP packets which are encapsulated in Ethernet frames. Al
a hub node, an edge quadrature amplitude modulation (QAM) device converts the
video signals in Ethernet frames into QAM formats. This architecture not only
replaces all the expensive SONETinterfaces with low-cost Ethernet interfaces bul
also improves the network flexibility. With the help of the L2/L3 switch, vide
signal streams on IP packets can now be arbitrarily switched to any wavelength.2”
hence any hub node. In effect, the servers at the head end now formaserver it
shared by all the hub nodes. The utilization of the expensive video serve Is
improved. Careful readers will realize that this infrastructure for VoD !s Pe
very sameinfrastructure needed for offering IP data services. Instead of aieod
separate networks for data and video streaming, carriers now can olfet
services on a single network with reduced operation and management casts,

-ora: =.

maeHet

9,9.2 Undirectional Ethernet Broadcast
audio!

. ; ment #
Broadcast is a cost- and bandwidth-efficient way to supply peeze quotes and

a video services and disseminate information such as stock marke
eeat

f
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for satellite networks, solves some of these issues by creating a return tunn
separate lower bandwidth link, The physical layer realization of 4 Undine
Ethernet link is not difficult because full-duplex Ethernet essentially sue
two independent propagating paths. One just needs to disable the AULO-nepor,.
function and remote fault monitoring on a standard bidirectional Ethernet pj, ation
layer, From a capital cost perspective, a unidirectional links saves 4 nae Sai
mitter at the receiving end and a photo-receiverat the transmitting eng -

9.10 CONCLUSION

Ethernet has been firmly established as the technology of choice for building the
infrastructure of the information society. To cope with the fast evolving requir.
mentsfor the rapidly growing Internet, Ethernetis also evolving at a breath-taking
speed, with new features and capabilities being proposed and introduced almoy
every day by many companies, standard bodies and research organizations. Tech.
nologies to realize 10 GE-PON and 100 Gigabit Ethernet are now hot items onthe
active agenda list of the IEEE 802.3 standard group. R&D efforts on Etheme
service and OAM models are solving the issues that carriers are facing in offering
Ethernet services. In the very near future, carrier class Ethernet equipmentwill
play a key role in tomorrow’s triple- or quadruple-play networks to provide
converged services.

LIST OF ACRONYMS

3-R Reshape, retime, and reamplify
10 GE-PON 10 Gigabit Ethernet passive optical network
APD Avalanche photodiode
ARP Address Resolution Protocol
BER Bit error rate

BPDU Bridge Protocol Data Unit
CBR Committed burst rate

CDR Clock data recovery
CFI Canonical format indicator
CIR Committed information rate
CRC Cyclic redundancy check
CSMA/CD Carrier sense multiple access with collision detection
C-VLAN Customer VLAN
DA Destination address
DFB Distributed feedBack ( laser)
DMUX Demultiplexer
DWDM Dense wavelength division multiplexing
EBR Excess burst rate
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MPCPDU

MPEG

MPLS

MPMC

MSA

MSO

MUX

NNI

OAM

OAMPDU

OE

OIF

OLT

ONU

OSI

OTN

P2MP

P2P

PAM

PBB

PCB

PCS

PDU

PHY

PIC

PMA

PMD

POS

QAM

QiQ
QoS
RDI

RF

RFOS

RN

RS

RS

RSTP

RSVP-TE

RTT

SA

SAT

SBS

Cedric F. Lam and Winston | Wy,

Mutlipoint Control Protocol Data Unit
Motion Picture Expert Group
Multiprotocol label switching
Multipoint MAC control
Multisource agreement
Multiple service operator (i.e.
Multiplexer
Network—networkinterface |
Operation, administration, and maintenance
OAM Protcol Data Unit
Optical-electrical
Optical Internet Forum
Optical Line Terminal
Optical network unit
Open systeminterconnect
Optical transport network
Point-to-multipoint
Point-to-point
Pulse amplitude modulation
Provider backbone bridge
Printed circuit board

Physical coding sublayer
Protocol Data Unit

PHYsical Layer
Photonic IC

Physical medium attachment
Physical medium dependent
Polarization mode dispersion
Packet over SONET

Quadrature amplitude modulation
Q-tag-in-Q-tag
Quality of Service
Remote fault indicator

Remote fault

Remote Pault Ordered Set

Remote node

Reconciliation sublayer
Reed-Solomon (code)

Rapid Spanning Tree Protocol
Resource Reservation Protocol-Traffic Engineering
Round trip time
Source address

Source address table

Stimulated Brillouin scattering

CATV operator)

9. Optical El

scB
sDH
SERDES
SFD
sFI-4
SFP
SLA
SLD
sOA
SOAM
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Single-copy broadcast
scB Synchronousdigital hierarchyspH ES Serializer-deserializer
sERD Start frame delimiter
7 SERDES-framer interface, Release 4

Small form factor pluggable. Service level agreement
“ Start LLID Delimiter
SOA Semiconductoroptical amplifier
sOAM Service provider OAM
sONET Synchronous Optical NETwork
SPE Synchronous payload envelop
SRS Stimulated Raman scattering
STP Spanning Tree Protocol
§-VLAN Service VLAN

TDM Time-division multiplexing
TIL Timeto live

UDLR Unidirectional link routing
UNI User networkinterface
UTP Unshielded twisted pair
VCAT Virtual conCATenation
VID VLAN ID a
VLAN Virtual bridged LAN :VOIP Voice over IP
WDM Wavelength-division multiplexing
Wis WAN interface sublayer
XAUL 10 Gigabit Attachment Unit Interface
AGMII 10 Gigabit media-independentinterface
XGxs 10 Gigabit extender
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riber-based broadband access
rechnology and deployment

  

richard E, Wagner
Coming International, Corning, New York, USA

Abstract

After more than 20 years of research and development, a combination of technolo-
gical, regulatory, and competitive forces are finally bringing fiber-based broadband
access to commercial fruition. Three main approaches, hybrid fiber coax, fiber to the
cabinet, and fiber to the home, are each vying for a leading position in the industry,
and each has significant future potential to grow customers and increase bandwidth

and associated service offerings. Further technical advances and cost reductionswill ibe adopted, eventually bringing performance levels and bandwidth to Gb/s rates he
when user demand warrants while keeping service costs affordable. iz f

-
s : tc »

101 INTRODUCTION

The use of fiber-optic technologyin telecommunications systems has grown overthe
years, since its introduction as a transmission media for linking metropolitan

“ttral offices in 1980. In the decade after that, long-distance networks deployed
tery systems extensively, followed by significant construction of metropolitanffice network infrastructure. During that timethe reliability and availability of
technota Systems improved dramatically due largely to the low failure rates of the

. 8y- AS a result, researchers and developers dreamed of a time whenfiber-
CeenoORy could be economically applied in access networks[1] to replace the
(we Systems extending from central offices to residences and businesses
Wiiong© 10-1 for a diagram [2] of such scenarios). A perfect example of this
Comme,eam Wasarticulated by Paul Shumate and Richard Snelling in an JEEE
era \Cations Magazine article published in 1989 [3], where they predicted that a
bute, ne-home (FTTH)solution could be at economic parity with copper-based
"Pica: by 1995 if carrier were to deploy |-3 million lines (see Figure 10.2 for a

Of their predicti explain thatit could be possiblePrediction chart). They went on to exp9

cuca Fiber 7,
elecommunications V B: Systems and Networks

i

WyEM © 204N: 95 » Elsevier | j d.
0-12.374195 nc. All rights reserve

D2
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Serving office Drop 1 nwTo metro Feeder aenetwork Distribution
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1-50 Mb/s down

 

   

   1-5 Mb/s up < acyServices ete* Phone Cabinet* Internet (signal split)* CableTV—Office equipment

Serving 1000-5000 Subscribers

Economics Approaches Subscribers* $1000 cost per subscriber * Petit * oe* nth revenue ° * artments$100 per mo * FTTH ‘nee
Figure 10.1 FIT access network reference models (this figure mayCD-ROM),

Most likely new line
(Copper distribution)

$2000Cost

$1000 
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net H over a 25-year period, aeuation Age. hey further noted that there “i
» Video Capabilit = ization, network interfaces,aProphetic, a¢ We n y network evolution. This woBut w ay. ‘.

©M, did not foresee was the dram*' decree op Competition in the aPeting carriers oe % MUunications commission ( the° Tease Nfrastructure at cost or below,
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Figure 10.3 Telecom bubble—telecom equipmentshipped in the united states vs time (this figure may
be seen in color on the included CD-ROM).

klaying effect of the telecom “bubble” bursting [4] (Figure 10.3), and the
usiness and entertainment.bandwidth growth driverof the Internet whenused for b entertain

Now, in Asia, North America, Europe, and globally, we are seeing significant
“pital spending on fiber-based broadband access infrastructure (5,61. Some of

earliest spending was in Japan, where government funding and initiatives
to push carriers toward fiber-based access network technologies. Soon

te, in the United States, spending was driven by three events: the FCC has
historic policy decision in 2003 10 fee fiberpaee

Conpeti ; TV (CATV)operators have increase ee edpetitive regulations, cableTV( g high data rate Internetservice andations industry competition by offerin ;
Phone service os tonIntense and users have grown eeueae’ cae
‘Alernet for sharing large digital files containing e-mail messages, P é
c, Video, and i ey :sponse 'o ‘soeatone' the three major local exchange camiers 1n ne United

(Verizon, BellSouth, and SBC)issued a common request 1or taacorsatie
Wenty access system suppliers, trusting that .Cegewithanc-
ej. © Would bring the cost of deploying sue : iystified, because in North

~ Venues, Now it appears that this risky move was J cess lines deployed to
“4 We have seen about8 million fiber-based broadband - the services being
Since then, with more than 1.5 million customers _ fiber-based access
Globally there are, by the end of 2007 om Aethe technology and its

WaaThe overall result of this is ce in the equipment and installation
thy,Significant technological advanceme rs at affordable rates.
vl ign improved service offerings !° ET ave now committing funass
Nh fi access networks as well, and in @ few’?

°F this purpose.
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This chapter will focus on the fiber-based approaches to broadbang accesworldwide, including some of the drivers for deployment, the are itectunyoptions, the capital and operational costs, the technological advances, and |

future potential of these systems. Three variants of fiber-based broadband Acces,collectively called FTTx (fiber to the x) in this chapter, have emerged ag Patticy,larly important. They are hybrid-fiber-coax (HFC) systems, fiber-to-the-cabing(FTTC) systems, and FTTH systems.

10.2 USER DEMOGRAPHICS

Oneofthe most dramatic and unexpected drivers for fiber-
has been the explosive growth of the internet and its
early as April 1993, when the Mosaic browser became
to use the internet for transfer oftext messages, photos,
thatinitial application, the number of Internet users h
the United States alone, and represents about 70%
globally there are about 1.2 bi
world population [7, 8
individual usage has

based broadband Access
associated applications, As
available, the public began
and datafiles. Building on

as grown to 211 million in
of the population now, while

representing about 18% ofthe
the numberofusers grown,but

until today we routinely exchange

llion internet user

“——~——_——“——a

USA China Japan301 = 
Figure 10.4 Internet usace wees. -.
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-based broadbandaccess

ociated applications. As
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uing about 18% of the
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of megabytes each.
iemet shows that it was
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he new technology first:
dopters in Figure 10.6.
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Figure 10.5 US residential access technology adoption over time (this figure may be seen in color on
the included CD-ROM).
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line1SY is introduced before even half of the ee newer approachis being
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In Figure 10.6, phone modemswereintroduced in 1993 ae “00| os Overal]dwidth exceeded 56 kb/s. Cable modems,in roduced in late 1997,werecaeClce with average user bandwidth exceeding the I Mb/s Cablenodes tendetain by2006. Now that FTTH has been introduced, with Primary
service offerings ranging from 5 to 30 Mb/s, initial users are beginning to subscribe
to this technology, especially at 10-15 Mb/s, which will take several years to reach
the 25% penetration level and a few more years to achieve the mainstream. Wecan
expect that by 2010a significant number (perhaps a few million) of those Userswill be looking for something more, very likely 100 Mb/s service or higher.It js
interesting to note that each ofthese technology cycles has resulted in bandwidth
offerings about an order of magnitude larger than the previous, even though theprice ofthe service offerings has only doubled for each cycle.

If we extend this trend into the future, we can €xpectat least two more cyclesof technology adoption by users (Figure 10.7). One of these would offer100 Mb/sservice, Projected by this data to have a few million subscribers by2010, and another higher service offering of 1 Gb/s Ethernet projected to bepenetrating the customer base by 2016. The earlier cycle that utilized cablemodems and DSL technologies was characterized by asymmetric traffic, inwhich the downstream Signals from the Service provider to the user employed amuch higher data rate than the upstream signals—for both technological andservice reasons—because Subscribers i
to view contentthan to&enerate content. The

symmetric traffj
large files

be , it is difficult ee» D€caulse complete] unimagined appll-NEL Panewidth offerings, aeverylikely 7arise in the
€-screena oa the raw bandwidth of high-definition TV

; CESS speeds laat nearly 10 Gb/s, leading to the expecta-Againstthis backdrop of et uld be Of interest in the very long term.S Variable location of th nued bandwidth enhancements stands the much© USERS. For ©xample, residential users in metropolitan
les

  Technology
Phone modems Per user
Cable modems <100 kb/s 2001FTTx @PProaches
Next 9Neration fjber

broadbang technoing7 100 Mbvg
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Densityofhomes(%) 
a A. ’ 7
o123 465 67 86 Y 10 11 12 13 14 16

Distance from serving office (km)

Figure 10.8 Distribution of homes from a serving office in the United States (this figure may be seen in
color on the included CD-ROM).

uras in the United States are typically located within 5 km ofthe central offices
tat serve them, and in suburban and ruralareas this range extends at the greatest to
tout 10 and 20km, respectively [12, 13] (Figure 10.8). In Asia and Europe,
here the population density is higher, the users are typically closer to the central
‘ices that serve them than they are in the United States. This density of users is
‘changing much over decadesbecause it is determined by the cultural and socio-
*onomic norms of suitable living arrangements. So the technologies that carriers
: need to be capable of serving customers within this rather fixed range,
hue being able to be upgradedtoprovide ever higher user bandwidth.In practice,

3 have tended to provide options that offer cost or performance advantages
reach, higher density metropolitan locations compared to suburban and

d little attention to the looming tssuc ofjen But until recently they have pai
'Ng the user bandwidth to Gb/s rates.

lima i : shnologies and their subsequent adop-bgp lely, the introduction of FTTx tec ee vffic load offered to thePy mai ° i ton
Siibcliaenanceaaeaoo This meansthat theee

“Ice network demands will be advanced by @a“9).era
“imae such technologyis not icraaaea of their introduction
"Frp, a beginning to be felt by service provider

€chnologies.

3
REGULATORY POLICY

ilable toWw . alo y advances aval: With all of these drivers, application &; techni d access infrastructure until: ‘ . roadban ;
rey In Y Were reluctant to invest oscoke Act [15] and the regulatory ia
= - United States, the 1990 ' was regulated and had tobe offe :

“imp , UPulated that new inf—-rules. This discouraged new networic :
"Ors at a price set by strict po
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Figure 10.9 US Metro Internettraffic growth overtime and in the future, with FTTx factored in (this
figure may be seen in color on the included CD-ROM). builds, because investors feared that their expenditures would be exploited by
competitors at costs lower than their own investments would support. Fortunately.
this roadblock was removed to a great extent in February 2003, when the FCC
adopted new rules for local phone carriers relating to broadbandaccess networks,
and issued a notice of proposed rule-making intended to give relief to majorcaries
of this burden by allowing new FTTx infrastructure to be built without being requi
to be offered to competitors at regulated prices . This was followed in August 2003 by
the actual decree that formalized the FCC policy decision [16]. During this pet
SBC, BellSouth, and Verizon issued a common Request For Proposals for FIT
broadbandsystems, offering encouragement to system houses to design and suppl
standard FTTx systems. While the initial FCC decision applied to FTTH archite®
tures, follow-up clarifications and decisions related to the 2003 FCC ruling gave
adequate relief to some FTTCarchitectures as well. Somewhat earlier, the Japanes®
and Korean governmentsinstituted initiatives to help drive their carriers t0 ¢
FTTx technologies, and recently European carriers are finding ways 0 overce
regulatory issues in the countries they serve. At the same time. municipal 2° 3s
ments, independent contractors, and housing builders began to offer FTTX sysien
part oftheir economic development packages. With regulatory relief in the Uni! .
States, the numberoffiber-based access homes passed in North America ey

101 ametime the number of homes connected grew '"
1.5 million [17, 18], representing a penetration of about 19% of the homes pas
(Figure 10,10). This growth is expected to continue to nearly 40 million ho
passed by 2012, with a 44% penetration of homes connected. 0jodgeiia the number of homes connected has grownin this same pen ol?
abou million [19-24] and this is expected to grow to 110 million y
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deployment allowing local governments to deploy and operate broadbang inworks, and a universal service fund ensuring fair deploymentto all communiteregardless of socioeconomic status. It is too early to tell, but the

OUlCOm™these policy decisions could encourage further spending by carriers If it is favor,able to them.

10.4 NETWORK ARCHITECTURES

Started with the deplo ms, which simplyreplaced multiple aging copperlines with fiber transport for thefirst few km fromthe serving office. Later, beginning in the early 1990s, CATV operators began toenhance their broadcast TV infrastructure by deploying HFC Systems [25], whichbrought fiber out to within a kilometer or so of the users. Beginning in 1999,BellSouth began to use fiber-to-the-curb systems whenever they needed to refurb-ish aging copperplant or had new housing start installations, bringing fiber out towithin 150 m ofthe users. These systems are a variant of FTTC Systems, with thecabinetplaced close to the home atthe curb. FTTCis also a hybrid approach,asit

i § a passive optical network; in the USA Pushing fiber all the way to the user. Verizongeneralized the approach, calling their s
ystem fiber-to-the-premises (FTTP) 0allow for the Possibilit servi
Itiple dwelling unit structures (duplet

ts) as well as businesses with the samefiber-based appro(FTTN)in the United States, a variant 0
Within 1.0km of ¢ id approaches.longerdistances from the t he user. For the hybrid app

€rmination ofthe fiber plant ser have an adverseeffect on the bandwidth that can be delivered imeOr Coaxial cable. ; fsto the user over copper twisted pa!

workSed for the drop portion ofthe net 4FTTH the drop ia ne cable, in FT I the drop is twisted wire pairs, xiahey also differ in another important respect: HFC
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grive to Support both conventional analog video channels as well as digital data
channels. In HFC aonboth analog and digital channels are multiplexed onto
ine same optical carrier, in FTTH systems, the analog and digital signals are
qultiplexed onto different optical carriers (different wavelengths); and in FITC
ystems only digital data channels are supported. Digital TV (DTV)services are
jormally delivered on the analog channels, while video-on-demand (VoD)is
handled by the high-speed data channel. Since FTTC has no analog support,it
can not simultaneously carry all of the entertainment channels, but is limited to
offering VoD services and a limited number of DTV channels.

FITC differs from HFC and FTTHin that it must seek to deliver entertain-

ment video services in a digital format. In the long run, this distinction about
how entertainment video is supported (either analog or digital) may disappear,
since there is a significant trend to shift to digital formats, such as DTV and
HDTV. Such a transition to digital television is mandated in the United States
by the FCC for over-the-air broadcast TV signals to be completed by February
17, 2009 [27], but for video signals carried in a closed medium (fiber, coaxial
able, twisted pair) there is no equivalent mandated timetable. Other countries
lwve similar timetables for conversion of TV signals to HDTV formats. Still,
Wers are becoming increasingly aware of the advantages of digital|video,as
ley become accustomed to digital video monitors, Video iPODs'"", Digital
Video Recorders, and other similar visual display appliances. Consequently,it is
‘*7y likely that by the end of this decade the most common format for video
“enals will be digital formats that can store and retrieve video content from

Bilal Storage devices.
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"4 Richar,d EWag
channels are amplified and split to feed to each subscriber ASSOCiated wit,
node, Each subscriber receives the same analog signal as every Other subsefed by that node, and their cable modem mustfilter out the TV chann
to watch andselect the Internet packets destined for their account. C
sold today separate the Internet channel from the TV channels and de
of Internet data downstream shared byall users, in compliance with a Data Oy
Cable Interface Specification (DOCSIS) 2.0 standard. In the upstream dir 3
Internet data from each subscriber is multiplexed onto a single upstream Channe|
which in DOCSIS 2.0 is 30 Mb/s shared by all users of the node. The Upstream
channelis limited by the coaxial amplifiers in the distribution plant, andthis is the
main limitation of HFC systemsfor high-speed Internet service.

Overtime, there has been a progression ofstandards for HFC networks, with
the DOCSIS cable modem standard being the controlling factor for user band.
width. The trend has beento increase available downstream user bandwidth, then
to increase upstream user bandwidth, then to use more channels for Internet access,
and eventually to remove coaxial amplifiers from the distribution plantto allow
more channels in the upstream direction. This progression of standardization js
intended to increase user bandwidth for Internet service, and that trendisillu-
strated in Figure 10.13. Note that to achieve such increases, it is necessary tolimit
the number of customers that a node Supports, and correspondingly to movethe
nodes closer to the user. Eventually, when the drop distances are short enough to
remove all amplifiers, and when the node supports 25 users, an HFC network
architecture should be able to deliver Gb/s data rate services to fulfill the demands
of future users.
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Figure 10.13 Standards progress over time for HFC (CableLabs) (this figure may be ae
the included CD-ROM).
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10. Fiber-based Broadband Access Technology and Deployment ai

iansfer mode (ATM) format (A-PON), butlater this was enhancedto include the
analog channel for broadband access (B-PON). Eventually the ATM approach was
extended to 2.5 Gb/s downstream and 622 Mb/s upstream (G-PON), and another

ch using GbEthernet without an analog overlay was standardized as well
(GE-PON). With the ATM format, the user has a well-defined and guaranteed
handwidth and quality of service, while with the Ethernet format the user shares
the full bandwidth on a best-effort basis. The ATM-based PON systems are
favored by US carriers, since the ATM format is compliant with their legacy
wansport systems, while the Ethernet format requires other capital-intensive
changes to how they build their legacy networks. The user bandwidth character-
istics of these various options for FTTH systems are summarized in Figure 10.15,
and it is clear that user bandwidths of 100 Mb/s are quite reasonable today, and
these can very likely move to Gb/s data rates [30] by making use ofthe statistical
multiplexing inherent in Ethernet protocols.

While each of the FTTx architectures can be extended to provide significantly
more bandwidth per user, even up to Gb/s rates per user, inside the home there is
still the issue of how to distribute those signals to multiple rooms. The FTTH and
FITC systems provide the user an interface at the side of the home and the HFC
ystems provide a cable modem interface inside the home, but from a user
Perspective the signals must reach each PC, Internet appliance, display, and
tilertainment system in the household for the bandwidth to be useful. In Japan
ind in China, the FTTH system are installed with the user interface inside the

. allowing this interface to have substantially less environmental stress from
rature and the elements, and offering the possibility oftailoring the interface

; rking has been identified as a keySpecific needs of the user. In-home networking
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os i introduction of FTTPinthe United States and Japan, and hase beenalingering issue for HFCinstallations with multi
ple PCs. While this is notStrictly the carriers issue to address, they will increasingly be in the position toSuggest solutions to the homeowner in order to gain the maximum adoption of7 their service offerin of these system interfaces can be¥: aoeheater elity) base stations which today are

FTTx bandwidth in

we1¢eaeUT“EL
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eedabilityacomm 4PProaches can Satisfy the current demands ané
to deploy Widely. By wa ; lt, they each require substantial capital investmen'homesis served by fiber-by 2, example, iMagine that the estimated 110 millionpred access in 2915 “S shownin Figure 10.11, that thisbe provided for 4S littleas$} Oesed oF 30%, and that each home passed coulbillion in Cumulative ¢ i Per househo| ‘This would require about $37
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Feure 10.17 Comparison of relative capital costs per subscriber of HFC, FTTC/xDSL, and FTTH
Gaon” B-PON arbitrarily chosen as a reference (this figure may be seen in color on the included

*S billion by all carriers globally. But 110 million homes is only about 5% of those
in the developing countries,so it will require a 20-year or more infrastruc-

commitment to bring fiber to all homes worldwide. A comparison of the FTTx
indicates that $1000 per homeis a target thatis eventually achievable,

‘i more expensive approaches providing more capability in the long run,
Fueparative assessmentof the capital costs for FTTx systems is illustrated in

© 10.17, Where it is assumed that 100% of homes passed are taking service,that
dcop, MIX OF 70% aerial and 30% buried plant,thatthe density ofusers is typical of
Bay bination Of urban and suburban customers, and that all of the equipment,
ty.Project, and subscribercosts are includedin the comparison and averaged
"Peng: “ustomers. At the lower end, FTTC/vDSL requires the smallest capital

it es because it capitalizes on the existing telephone Copper wire drop plant,
“py, Provides the mostrestrictive service options because it does not support
Pry Programming. In the mid-range, HFC capital expenditures are higher than

'Civp L.. and the extra expenditure buys the capability for analog TV pro-
i 8. a though HFC systems offer shared and therefore somewhat limitedte th for high. dane oali the upper end ofcapital expendituresthe Pry 'gh-speed Internet services. Attheupper € Soma aereuia .-' S¥stems, which provide for analog TV services as well as the highest
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10.6 OPERATIONAL SAVINGS

Given that FTTx deployments consume so much capital, a Carrier is bound 10 ask:
“ to take the risk to offer such services» OfWhy would it benefit my company : sect sae
course, the answer is twofold: there are new service-re ated revenuesto reap, an
there are also operational cost savings associated with fiber-based systems, Takin
a lesson from long-haul and metro transportsystems, carriers have learned tha,
fiber systems have fewerfailures, higher availability, are more reliable [32], ang
have more capacity than copper-based systems. So FTTx solutions have a strong
historical track-record on which to rely for both good reliability and high band.
width at long distances. In addition, passive plant is especially attractive, because
the numberofactive devices can be made much smaller in the outside plant where
the parts are less accessible, and because passive devices in the outside plant are
highly reliable (33]. For this reason alone, fiber-based systems are more attractive
than copper-based systemsthat require periodic amplification and signal shaping.
Further, new operational Savings can be built into new infrastructure that takeinto
accountthe ability to use sophisticated computer algorithms to enable faster and
more efficient service Provisioning, churn, administration, and easier fault loca-
tion. All of these network Operations and “back office” functions add up to
significant annual operational savings comparedto the way things are donetoday.

As an example, a comparison between FTTH annual operations expendituresrelative to today’s copper-based wireline technology [34, 35] is illustrated in
Figure 10.18. While details of the customer contact and billing, central office,

 
i

C3

¥§

Page 82 of 214

 

   
 

  

 

g20
g — |™ Customercontact and billing
$ O Central office operations
2 $200 ™ Outside plant Operations |
5 ™Network operations
& $150 een

x $100
S

% $50

z i
 

HFC FTTH
Wireline FT1c

Figure 10.18 Compari.
: son of o areae sie

On he included CD-ROM), PMS COSPer Subseries for FIT (this figure may be sen it



Page 83 of 214

=

(her

ik:

OF

ig
it

him

yp Fiter-tsed BroadbandAccess Technology and Deployment 421
Seati rar Provisioning, terminating, and re-provisioning service,
over a 7-year period, this nearly pays for the installation €xpenses, without even
aking service revenue into account. A similar, but less dramatic, scenario is the
ase for HFC and FTTCsolutions as well, byt their reliance on active plant
pevens them From reaping the benefits of a fully passive outside plant,

10.7 TECHNOLOGICAL ADVANCEMENTS

Over the last decade, system Suppliers have worked at reducing the cost of
suipment, the first installed costs of active and passive cable plant and the
werations costs of FTTx systems. Both HFC and FTTC solutions have been
&ployed for most of the decade, and are relatively simple optically, consisting
wfpoint-to-point fiber transmission followed by more complexelectronic splitting
"acabinet near the customers, Consequently, a major cost reduction driver has
hen electronics advances of IC integration, For HFC,this has resulted from the
DOCSIS 1.0 and 2.0 standards, which allows IC designers to build special-purpose
a commonstandard andincrease the IC volumes dramatically. In a similar

‘80 the xDSL standardization process has allowed aDSL and vDSL to be
plemented in standard IC designs, so that the most recent vDSL2 IC designs

le ofsupporting all previous standards by firmware control. As a result of
dization and volume manufacture of chip sets for HFC and FTTC,the

“eM chip costs have been reduced, leading to lowerfirst installed costs for
‘In both cases, these IC advances also reduce the serving office, outside

nd Customer equipmentsize, power consumption, and number ofactivecin the system. These changestendto reduce the installationcosts as well as
‘ "going Operations costs of these systems. We can expect similar IC See
i.2Slems as well when the annual deploymentrates are large enough toity oy H systems—thus bringing down theOy oF eo” IC development costs for FTTH sy

€quipmentin like manner.

4 ‘" Optical Transmitter and Receiver Technology
Vances

have been driven down by
Tee FTTy options, the photonics its triplexer that is used in

Ufacturj ime example © tag sionals and transmityp, Stems Dee Jowpuiceem digital anveersweremanufactured
yy igital ears ago nents, and' Pickae lal signals. Only a Wee thin-film filter ani rc“Oy “Bed Photodiodes, packag -v¢ in labor-intensive pac . o‘ty 8 and Splitting optics—resulting andsfortriplexers ae . : th volume dem ;, Mion Price of $350 per unit. Now, wil hes have turned to integrated

«th
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” per year, the manufacturing approa
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Figure 10.19 Sketch of triplexer solution enabling volume manufacturing(this figure may be seen incolor on the included CD-ROM).

solutions, where automated pick-and-Place can be applied. For example, planarlightwavecircuits [36-39] are used t© form the coupling waveguides and wave-length filters, Photodiode, and Jaser chips are flip-chip mounted directly on thePLC substrate, and fiber alignment js done by direct coupling via precisiongrooves in the PLC Substrate [40] (Figure 10.19). These approaches bring theadvantage that they can Teliably achieve fiber alignmenttolerances and good fibercoupling efficiency with a controlled Waveguide transition design to the PLCwaveguide, by using the precision and yield associated with IC fabrication processes[41]. The result of all these technology improvements is a triplexer that can beOffered at a Price of $50 or lower t Since the triplexeris a. © system suppliers,dedicated part (one per Subscriber),its Cost reduction has a dollar-for-dollar impactOn the costof the Overall system, The single componentaloneae Cost reduction of thishas made a Significant Impact on lowering the Per subscriber cost of FTTH systems.
10.7.2 Cable Management Tec
Installation of hnology Advances

Optical fiber Cable, Cabinets athe feeder, distribution, and drop Portionsof A¢ other
: he outsihan half of the Cost of NStallation of an System. This cost componentbasreceivedalot of Se x

and to improve isceoe fee umplify installation techniques,to speed deploymett“Miciency and e fectiveness One wayto accomplish this is °integrat :

€quipment can be Easily 5 eafacturing methods and sophisticated asohoes, POMS: and cable teote: This means that the distribution cable,alocation ang asse aunations sae uniquely designed for a spe¢”location has a dj itions in the factory. Sincetion cable to b ments alongits route from dist"Planningand q binet, this requires careful n¢
. > é© Carrier, [pn any installation, wh

Passive plant Caede plant can accountfor m

Under Contro}}ferent Set of . ed cond
ranch ent “al measure

Y Point to Splitterdvance “MBineering effort b he
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_. field installed terminations or terminations installed at the factory, it is
gsing ary to engineer and plan the network for a specific location, But when youesa the cable assembly in the factory, the engineering measurements must be

mn accurate because there is no chance to makea final cable length adjustment
the field by cutting the cable shorter,

. For cable assemblies that are integrated in the factory, the carrier's craft person-
ge sent into the field prior to ordering the outside plant products, where they use
ise laser rangefinders, measuring wheels, and pull-tapes to determine the dis-

ynces of each cable, branch point, and termination on the specific route. These
neasurements are provided to a few inchestolerance for the cable manufacturervia
gonline configuration manager, which generates a bill of materials automatically,
Tren each cable management assembly is custom-manufactured to those demanding
gecifications and delivered to the installation site—ready to roll off the reel and
fasten in place—without any field-related cutting of cables or splicing of cable
branch entry points, splice points, or closures [43, 44]. Figure 10.20 shows photos of

nl

 
May o Factory installed aerial cable branch point and fiber drop terminal closure (photos) (this

"1 color on the included CD-ROM).

eee 7
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Figure 10.21 Fiber drop terminals and drop cable with robust connectors installed at the factory
(photos) (this figure may be seen in color on the included CD-ROM).

aerial cable terminal closure and branch points being installed, and Figure 10.2!
shows photos of drop cable terminations and drop cable with robust connectors
manufactured for this method. With this technique, installation times can be cut
from nearly 2 daysto less than 3 hours, and the entire process takes fewertnuckrolls,
fewer tools, and requires muchless time working overhead in a bucket. To further
ease installation, and to assure a minimum offuture maintenance events, the splitter
cabinets, enclosures, branch points, terminals, and drop cables are all fitted with
connectors at the factory, making them waterproof and environmentally robust while
minimizing splicing in the field,

10.7.3 Outside Plant Cabinet Technology Advances

In a similar fashion, the cabinets that housethe splitters are factory assembled and
internally preconnected according to an engineering design, so that they can be set
in place andattached to their dedicated cables without further craft involve"
interior to the cabinet. Theinitial designs of the cabinets were rather mass®
requiring several laborers and a crane to unload and place them. Subseque™
technology advances allowed the cabinets to be miniaturized so that they c" ,
lifted by hand andset in place by an individual [45], An enabling step towatd
objective was to improve the bend tolerance of the fiber [19, 46, 47] used Im 5
1:32 splitters, from 75mm bending radius to 30 mm bending radius. Th's *
combined with a reduction in the fiber jumper diameter from 2.9 to ae ;
allow the 1:32 splitters [33] to be reduced in size from 19] mm * 131 OF
125 mm x 63mm onthe long dimensions, because the excess fiber coiled ml
the splitter package could be correspondingly reduced in diametel: * +s
this resulted in a 78% reduction in the spatial volume taken up by the vi
(Figure 10.22), At the same time,the layoutofthe cabinet was improved !© "
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figure 10,22 Splitter size reduction associated with bend tolerant fiber (a) before and (b) after size
nixtion (photos) (this figure may be seen in color on the included CD-ROM ).

nore craft friendly. The splitter size reduction together with the improved cabinet
yout then enabled the splitter cabinets to be redesigned to allow a smaller
footprint, resulting in a smaller cabinet with less metal, making it muchlighter.
Anexample of the cabinet size reduction that resulted from improved fiber bend
blerance is shown in Figure 10.23, where it is clear that the cabinet volume was
rduced by more than a factor offour. Suchsize reductions have diverse impact on
wsis; ranging from reduced spaceto store inventory prior to installation, reduced
shipping fees, reduced need for heavy equipment toinstall the cabinets, and
duced labor during cabinetinstallation. In addition, the smaller cabinets are

A| o
HH).

2006
 

Ye, 10.23 : ,li Cabinet SZ reduction associated with bend tolerant fiber, smaller cable diameter, and
ters (Photos) (this figure may be seen in color on the included CD-ROM).

Perot
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less intrusive to the environment, can be more easily placed in a Wider Vatietyolocations than the bigger cabinets and experience less vandalism,

10.7.4 Fiber Performance Technology Advances

There is another important technology developmentthatis beginningto play a rojein reducing the overall FTTx system cost. This is the discovery that the StimulatesBrillouin scattering (SBS)threshold in fiber can be increased, allowing higherlaunch powerfor analog signals without introducing more system impai
[48, 49]. To begin with, in both HFC and FTTHsystems, the analog Signal lossbudgetis the limiting factor in determining the reach from the servingoffice Out tothe active optoelectronics (see Figure 10.24). The loss budget is set at the sub.
Scriber end by the receiver noise limitations at a level of -5dBm to ~10dBm,depending on the System under consideration. Then to get a high enugh lossbudget for reasonable reach, the launch powerhas to be very high—in excessof

r- ratio (CNR)is reduced] as a result of laser phase-to-intensity conversion by the& SBS, and intermodulation distortions (CSO and composite triple beat (CTB)] are3 introduced in the modulated carrier because the optical carrier wave is abovethe
fi
5

Upstream voice Downstream voice Broadcast analogand data at 1310nm and data at 1490 nm Video at 1550nm

Me eealdntFiber SBSthreshold WHHL+15

+10

 
Figure 10.24 System loss b
on the included CD-ROM).
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Figure 10.25 Comparison of fiber meeting G.652 standards and high-SBSthreshold fiber performance.

S85 threshold and attenuated relative to the modulated sidebands which are below
he SBS threshold. Fortunately, this SBS threshold can be controlled to some
‘ent by the design of the fiber profile, which can be optimized to reduce the
leraction between the acoustic wave and the optical field in the waveguide and
meliorate the cause of SBS [51, 52] (see Figure 10,25). A suitable fiber design
“produce Brillouin gain spectra that are only about 35-40% as strong as the
‘lovin gain spectra in standard single-modefiber [50, 53] (see Figure 10.26).

0.18 —s— Single-mode fiber (G.652)
0.16|—~S— High SBSthreshold fiber

o¥.
Srittoulngainamptitude[(Wm)-"7
g 

10.76 10.78 10.80 10.82 10.84 10.86 10.88 10.90 10.92 10.94
Brillouin frequency shift (GHz)

SBS threshold (this figure may be seen in color on the
MiaW026 5

*Cgop theory for improving),
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Theresultis a fiber that can accommodate about 4 dB higher launch Power, While
still retaining the same analog impairments seen in standard single-mode fiber
Since the fiber design itself avoids excess SBS impairments, cheaper Video
transmitters can be used because they don’t have to compensate for that
impairment.

The impact of the high-threshold SBSfiberis to providerelief to the system in
several potential ways. In HFC systems,it is possible to launch higher powerang
place the node farther from the serving office. In FTTH systems, the higher
launch powerenables twice the splitting with a corresponding increase in coy
sharing of key system components [54], or alternatively an increased reachof
10km or so which enables more subscribers to be accessible to the servingoffice,
Since this fiber performance has to be designed into the system, the impactof
this improvementin fiber attributes is only now beginning to be felt in the
industry. But laboratory measurements confirm that the system improvements
suggested by the Brillouin gain spectrum reductions can in fact be realized
(Figure 10.27). Since the improved fiberis completely compatible with standard
single-mode fiber, achieving similar or better attenuation, fiber coupling, and
splicing attributes, these system cost savings can be passed onto a large extent
to system suppliers, to the carriers and ultimately to the subscribers as lower
access fees.

  
  
 
  

  
 

 

& _ Taken together, all of these technological advancements have madea stead)
a? impact on the costs of FTTx systems. For example, a progression overtimeofthe
$ system costs for FTTH approachesis shownin Figure 10.28, where the system cos
25 has declined about 15% per year during the 1990s and about 20% per year betwee?
3 2000 and 2004 [35], to a point where the costis about $1300 per subscriber ®
; 2006. With continued deployment, increasing volumes, improved system ail
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1993 2000 2001 2002 2003 2004 2006 2006

Fm’ FTTP FTTN 

Figure 10.28 Cost decline of FTTx solutions with time(this figure may be seenin color on the included
(D-ROM).

and split ratio [13, 55], and competitive pricing the cost per subscriber will likely
continue moving downward toward the $1000 target.

18 FUTURE BANDWIDTH ADVANCEMENTS
Mile tec are helping to bring infrastructure and operationseee aeen| : i for increased user bandwidth perfor-"ss down, th he potentia, they also introduce the po ) ai. Thisis fortuitous, as the cycle of user technology adoption points toward56] for a fewfold j ‘ 2010 to 100 Mb/sper user !emey att oa eeks‘hl per user {57] with a similar user base.i drive the technologies

‘» user needs are going 10ain standard products for HFC, FTTC, andr user by the time

Somme potential foe—oroethe home than is
Needs develop, but this requires pushing fiber © i iders will

So those service Prov!
ity the case for FTTC and HFC networks. pending plans to assure they10 cons; ; ‘ capital sty.) Consider carefully their evolution and cap -in the long term.

tinue to meet the competitive oedt! Gbis per user could be _
ease it is difficult to envision anyey our sociaave seen

‘iy from now. But we have aph recor sponogh ye way wo e-mail, Wi

I.

wilion users, and 5 years later
changesin the industry an

My deploy. In fact, the

Maj

hie neat behavior in the past. P
We : higherfidelity for musi¢,*w, SOF . -inients. FlMa © multiple recipients. Fg family SS asty, Proofing af sharing with reat a. replac d by digital ©i 6 og Vv is ing sae? qters are givinvibe in lor TV, and now analog laying: ie pe theater
e ayemtive viewing and game . " sound, and hom 5 to view an shareTS with wide screens, S¥ ered in0 ’ erethese technical advances has ush
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information and entertainment content, leading to unexpected demands for highebandwidth in our daily lives. As the trend continues, there Will inevitably he my
sharing of digital images, digital music files, digital movie fi
movieclips, digital news feeds, with the consumer electronics in
trend by offering a whole host of innovative communications
appliances catering to our growing wants and needs. Ultimat
capability andfidelity of sharing and displaying images and mo
adoption of | Gb/s data rates being delivered to our homes and
outthe household, mostlikely with capabilities for symmetric
directions.

With some imagination, and imperfect knowledge that the historical trends
presented here project into the future, it is possible to envision the followingscenario playing out over the next two decades,

les, digital hor
dustry fueling the
and Entertainmen
ely, the increa

vies will lead (0 the
distributed through.
traffic flows jn both

* Applications:all industrial and
delivered to (and from) homes
for on-demand use at the su
screen digital displays.

Technology: fiber-based systems are used exclusively for broadbandaccess,
with many homesand business connected directly to fiber and the.remainder
connected from cabinets within 150 m oftheir building.
Deployment: carriers offer integrated multimedia service packages thal
include entertainment (music and movies), high-speed Internet, cellular com-

entertainmentcontentis digital, and able to be
and businesses at Gb/s rates, where it is stored

bscriber’s convenience, and viewed on large-

Economics: the capital expenditures for broadband access have been largel’
recovered and the business cases are positive because of reduced operationscosts, allowing carriers t

» Compete on price and bandwidth, and to expatinfrastructure to support heavy use of Gb/s access rates.

Strategies . from; are of key im how to evolvetoday’s architectures to those th oe
at support Gb 15 years frm”now. Even beyond this time tine,WOMFONeeroS multplexed-PON) and 10G-PON ( 10 Gb/s-PON) approaches could enable even hig"

capacity, and complicate the Evolution Strategy and planning further [58]. ¢FTTH systems can accommodate such change by replacing or upgrading FCtransmission “quipment at the ends of the access network, the FTTC and :systems may require labor-intensive changesin th d well, Thes!complex techno-economicj Wateee
«peti2a”Ssues and worthy of stud imental inv?spats ’ Study and experimen shlion right now, although the Issues wil] linger so Stabthers ie sme to work ththe possibilities to alrive at

utions beforeit is too late.
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103 SUMMARY
or more than 20 years of research and development, a combination of techno-

‘ ical, regulatory, and competitive forces are finally bringing fiber-based broad-
pynd access (0 commercial fruition. Three main approaches, HFC, FTTC/vDSL,

FITH. are each vying for a leading position in the industry, and each has
nificant future potential to grow customers and increase bandwidth and asso-

ated service offerings. No matter which approach wins, or even if all three
remain important, construction of the infrastructure needed to serve the entire
global network will take one or two decades to complete, because the capital
requirements are enormous. During this time it is almost certain that further
whnical advances and cost reductions will be adopted, bringing performance
kvels and bandwidth ever higher and keepingservice costs affordable. Ultimately,
te potential for Gb/s access speedsis on the horizon, and is a target that can be
rached economically, when user demand warrants it, through evolution of the
afrstructure that is being deployed today.
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Us"OF ACRONYMS
ANS ' .! American National Standards Institute, standardizing TIE1 for
Ny DSL formats os
‘ Asynchronos Transfer Mode, a signal format for combining
Sty digital signals .\p Cable TV a meansto provide TV via coaxial cable to homes

{ Carrier-to-Noise-Ratio which is the RF carrier strength relative
ty to ; ,the noise

") Composite Second Order, an analog impairment due to non- |
8 linear e:ar effects — ; a

Composite Triple Beat, an analog impairment due to non-linear
effects
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DMT

DOCSIS

aDSL, aDSL2

VDSL. vDSL2

DTV

EDFA

FCC

FSAN

FTTP

FTTx

G.652

GbE

HDTV

HFC

ILEC

MSO

NTSC

10G-PON

PON

ON

Richard . Wagner

Discrete Multi-Tone modulation format, the line code Used by
aDSL and vDSL systems

Data Over Cable Interface Specification, a standard to describe
cable modems

Asymmetric Digital Subscriber Line, a standard for Providing
digital signals over copper wires used with FTTC systems
Very high speed Digital Subscriber Line, a standard for Providing
digital signals over copper wires used with FTTC systems
Digital TV, provides digital television with resolution compar-
able to analog TV

Erbium Doped Fiber Amplifier, provides gain in the 1550 am
band

Federal Communications Commission, a US regulatory body for
communications

Full Service Access Network Group, broadband access network
standards forum

Fiberto the cabinet, which bringsfiber to a powered cabinetnear
the subscribers

Fiber to the Home, which brings fiber all the wayto theside of
the home

Fiberto the Node, AT&Ts namefor FTTCwith the cabinet being
at 4 node up to 1.0 km from the subscribers
Fiber to the Premises, Verizon's name for expanded FITH sys
temsto includefiber to business and multiple dwelling units
Fiber to the X, describes fiber-based access systems, such @
HFC, FTTC, FTTH

“a, single modefiber, meeting the ITU-T standard namedG.652

1.0 Gb/s Ethernet, a standard for Ethernet connections .
HighDefinition TV, provides high resolution digital televisio"
Hybrid Fiber Coax, which bringsfiber to a powered cabinet nethe subscribers

Incumbent Local Exchange Carriers, offer local telepho™
services

forInternational Telecommunications Union, a standards bod
communications

. . "Multiple Service Operators, companies offering cablea
net and phoneservice osNational Television § i =ste —coos ystem Committee, analog te

b/s10 Gis ~ PON,a system with downstream data rates of 10 g
Passive Optical Netw nae ive splitand handling Ork, a method of providing pas wil

Upstream con estion by auto-ranging US°H systems ' ¥
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PON ATM-PON,a passive System using the ATM signal format
3.PON Broadband-PON, a passive system using ATM signals and an

analog overlay

@.PON Gb/s PON,a system with Gb/s data rates and ATMsignalformats
GE-PON oa Ethernet-PON, a system using GbE for downstreamsignals

wDM-PON Wavelength Division Multiplexed-PON,a system using multiple
wavelengths, one for each subscriber

SBS Stimulated Brillouin Scattering, due to an interaction of acoustic
and optical waves

$CM Sub-Carrier Multiplexed, a means to combine multiple analog
signals by interleaving RF carriers, each of which are modulated
with analog signals

TDM Time Division Multiplexed, combines signals by interleaving
digital streams

TDMA Time Division Multiple Access, combines the signals from many
users into one

Wi-Fi Wircless-Fidelity, system for broadcasting internet signals inside
homes
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redicts 60 Million IPTV syp
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) vary, for example, with less
overnment policies, and even
and decisions about payback
sted more in FTTH than any |
ended to support FTTH were Aaeeacs
has progressed from “media- This chapter summarizes the innovation in network architectures and optical

of subscribers. The financial transport that has enabled metropolitan networks to meet the diverse service
H, not plans for short-term needs of enterprise and residential applications, and cost-effectively scale to

hundreds of Gb/s of capacity, and hundreds of kilometers of reach. A converged
metro network, where IP/Ethernet services and traditional time-division multi-
plexed (TDM) traffic operate over a common intelligent wavelength-division

policy-makers’ statements in

after 2006 will include many multiplexed (WDM) transport layer, has become the most appropriate architecture
-ADSL. The number of sub- for significantly reduced network operational cost, At the same time, advanced
nd the number of first-time technology, and system-level intelligence have improved the deployment and
tages. This trend already has manageability of WDM transport. The most important application drivers, system
* number of new CO-ADSL advancements, and associated technology innovations in metropolitan optical net-
or 2010, the FITTx upgrades works are being reviewed.
lative number after churn)of

This chapter discusses the evolution of optical metropolitan networks. We start
from the evolution of services over the past several years and next few years, and

down into increasing details about the implementation of the solution, To
understand why the network is evolving the way it is and how it will continue to

Onricat Fiber Telecommunications V B: Systems and Netwarks
ISBN. Bht © 2008, Elsevier Inc. All rights reserved.: 978-0-12.374172-1 477
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Figure 12.1 Context for metro networking within the entire network and technologies typicalh
deployed (this figure may be seen in color on the included CD-ROM). .

 
evolve, one has to first understand how services are evolving from simple
point-to-point transport services to sophisticated packet services for video and
other applications. This is covered in Section 12.2. The services, in turn, drive the
architecture ofthe entire network, andthis is covered in the Section 12.3. Once the
architecture is defined, we are ready to delve into the implications of
the architecture on the physical layer as described in the Section 12.4, whi
Section 12.5 discusses network automation tools required for successful design
deployment, and operation. We summarize the chapter in Section 12.6 and provide
an outlookinto the future of the network in Section 12.7.

Figure 12.1 depicts several network layers based on their packet functionality:
access to customers, aggregationoftraffic from various access points into larget
central offices, the edge of the packetlayer, and the core of the network. The
below the figure represents the most commontechnologies per layet.
transport perspective (LO-L1 typically) and a packet perspective (
A different segmentation is mostly based on geographical reach: access, a
regional, and long-haul networks. While aggregation networksoften correspon;
metro/regional networks and core networksare often long-haul, this is not al
the case: regional service providers (SPs) often run a metro core net ia
access networks in sparsely populated areas often cover regional distane mort
rest of the section, we focus on the geographic segmentation as We oe
meaningful for dense wavelength-division multiplexing (DWDM) techno acces

Access networksaretypically classified by reaches below 50 km. provi
networks are commonly deployed in a ring-based architecture oe000!
protection against fiber cuts, and are historically SONET/SDH(SY" ou¢

Optical NETwork/Synchronousdigital hierarchy), and more recenll

_
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yelength-division multiplexed (CWDM) systems, A 10-

‘; wavelengths inaCcWDM systemdrives downthe cost of plu
minting component cooling requirements,
: yfacture. These systems also tend not to have optical amplification. Optical

nel data rates in the access network today are predominantly at or below
+ 48GWs, with 4 and 10 Gb/s gaining somerecent deployments.
~ Metro systems may be classified by reaches typically below ~300km. with
eyerently typical node traffic capacities of one to several 10's Gb/s. Given the
rach. number of nodes and optical add/drop granularity, Metro networks are
wypically equipped with optical amplifiers and support DWDMwith wavelength
channel spacing of 0.8 nm (100 GHz). Thelasers now require cooling, but canstill
te operated without active wavelength locking. The majority of channels in
deployment operate at 2.48 Gb/s, but 10-Gb/s data rates are gaining in market
share. and higher data rates are starting to see some spot deployments.

Regional systemsare classified by reaches on the order of 600 km and below,
and long haul is anything above 600km.Traffic capacities are on the order of
multiple 100°s of Gb/s. These networks are always equipped with optical ampli-
fiers. Data rates of 10 Gb/s are prevalent for these systems, with channelspacing as
low as 0.2nm (25 GHz), though 0.4nm (50 GHz) is much more widely deployed.
Active wavelength locking is mandatory for such tight channel spacing, with data
rates of 40 Gb/s seeing deployments, and 100 Gb/s being pursued within standards
bodies and industry development groups.

nm spacing of chan-
neat ggable transceivers by

and simplifies optical filter design and

12.2 METRO NETWORKAPPLICATIONS

AND SERVICES

SPs havetraditionally relied on different networksto address different consumerand
enterprise market needs. POTS, TDM/PSTN, and to some extend ISDN, have
\ypically served the voice-dominated consumer applications, while Frame Relay,
asynchronous transfer mode (ATM) and TDMleased-line networks have served the
more data-intensive enterprise applications. At the sametime, video has been mostly
distributed on separate, extensively analog, networks. Internet access, while repre-
‘enting a significant departure from the 64-kB/s voice access lines, has been
relatively lightly used—mainly carrying contentlimited by humanparticipation—
‘uch as e-mail and web access. In recent years, the paradigm has undergone a

lic shift toward streaming and peer-to-peer applications, driving significant
frowth in the utilization of access lines as well as the core,asit is less dependenton

Presence of a humanbeingat the computerto drive the utilization of the network.
hetherthe cause is, the spread ofcell phonesor voice over IP (VoIP), SPs have

oe Steady decline in revenues from traditional telephony and a steep increasein
“olce-originated and other packettraffic. As a result, SPs are trying to find new

‘enue streams from residential customers via a strategy commonly referred to as
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Figure 12.2 Video over broadband architecture overview (this figure may be seen in color on te
included CD-ROM).

e) play”: providing voice, video, and Internet over:
ure. This infrastructure requires significant investmest

in upgrading residential access, as well as back-end systemstocreate functions and
generate content that will increase customerloyalty. The primary example for suct
applicationsis video—including high-definition broadcast and on-demand contestIn an ideal SP world, customers will receive all their video needs from a network
that is engineered around video delivery. Such a network is shown in Figure 122

However in many geographic locations, particularly in the USA, SPs #
facing tough competition from cable providers, who are much more experi
in delivering video content and are also building their owntriple play
over a coax cable infrastructure that is less bandwidth-constrained
twisted-pairs SPs own. This, in turn, drives SPs to revamp the actual a6"medium to fiber (to the home, curb, or neighborhood). Perhaps the most sen
competition, for both SPs and cable providers, comes from companies “providing more innovation overthe Internet. These “over-the-top” providesa
the high-speed Internet accessthatis part of triple play to deliver video"
photo sharing, peer-to-peer, virtual communities, multiparty gaming, sicalother services without facing the access infrastructure costs. This compet
the hearts and pockets of consumers is driven by application-level at
delivered over the Internet Protocol (IP), and therefore the transpe els!
should be optimized for either IP or for Ethernet, which is its close
lower-layer packet transport mechanism.

“triple (or even quadrup]
commonpacket infrastruct

a
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nterprise Services are experiencing an equally phenomenal growth. The wide-
scale adoption Scalataar data warehousing, business continuance, server
consolidation. app ie ihaon andsupply chain managementapplications, has
fueled significant a . : growth in the enterprise network connectivity and
gorage needs. The business critical nature of most of these applications also calls
6 yninterrupted and unconstrained connectivity of employees and customers. To
best SUPPOTt this, Most enterprises have upgraded their networks, replacing ATM,

Relay, and TDM private lines, with a ubiquitous Ethernet (GE and 10GE)
rransport. In addition, regulatory requirements in the financial and insurance
iqdustries increased significantly the bandwidth needed to support disaster recov-
ery. The large financial firms becametheearly adopters of enterprise WDM metro
gewworks, driven by the need to support very high-bandwidth storage applications
for disaster recovery such as asynchronous and synchronousdata replication over
metro/regional distances. An overview of storage-related services can be found in
Figure 12.3.

To increase the value of the service and the resulting revenue perbit, carriers
are looking for ways to provide higher level connectivity—beyond simple point-
(o-point connections between a pair of Ethernet ports. This includes multiplexed
services—in Which multiple services may be delivered over the same port—
distinguished by a “virtual LAN” (VLAN)tag, and handled differently inside the
network, It also includes point-to-multipoint and even multipoint-to-multipoint
services, in which the network appears to the user switches and routers as a
distributed Ethernet switch. These services are realized via various Layer 2 and
even Layer 3 mechanisms. A summary of the various Metro Ethernet services can
be found in Figure 12.4.

 ERP/manufacturing

 
 

E-commerce

Directories een
CRM application

Tape backup downtime
E-mail x

Fila «; kn

E e 1
Low

Delayed | Recovery immediate
time

oe 12.3 Mapping business continuancesolutions (this figure may be seen in color on the included
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Figure 12.4 Overview of Ethernet-based services (this figure may be seen in color on the incl:
CD-ROM).

12.3 EVOLUTION OF METRO NETWORK
ARCHITECTURES

12.3.1 Network Architecture Drivers

In an environment of an ever increasing richness of services, at progressive!
higherbit rates, but with a price point that must grow slower(or even decline) tha
their required bandwidth, service providers must build very efficient network
with the lowest possible Capital expenditure (CAPEX), as wellas low operation
costs (OPEX).

CAPEXcan be optimized by the following means:

* Allowing for as much bandwidth oversubscription as possible, while **
respecting the quality of service (QoS) customers are expecting. Thisa
be achieved by connections with fixed preallocated bandwidth such
SONET private lines, and drives toward the adoption of packettec
in the access and aggregation layers, Th

¢ Convergence of multiple per-service layers into a unified network. d
allows for a better utilization of the network and for better economies
scale, as bandwidth can freely move from one application t0 ANO™

° Service flexibility. As new services are introduced,the existing '" th
must be able to support them, even when the service deviates
original design of the network.
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» Hardware modularity. Hardware must be designed and deployed in a manner
that can accept new technologies as they become available, without requiring
-omplete new overbuilds,t

opeEX ca be optimized by the following means:
» Convergence of layers also helps reduce OPEXasoperators do not haveto be

trained On diverse network elements and distinctive network management
capabilities, but rather on one technology. This also allows for more efficient
yse of the resourcesas the same operators can work across the entire network
instead of working in a “silo” dedicated to oneservice.
Increasing the level of automation. Yesterday’s transport systems required
manual intervention for any change in connection bandwidth and endpoints.
Moving to a network that adapts automatically to changesin traffic pattern
and bandwidth allow reduction in manual work andcost.

Another related consideration is a barrier to entry and speed of deploymentof a
new service. Clearly new services will be introduced at an ever increasing
rate, sometimes without a clear understanding of their commercial viability.
Therefore, it is critical that they can be introduced with minor changes to the
existing gear, without requiring a large capital and operational investment that
goes with a new infrastructure. This can only be achieved with a converged
network that is flexible enough.

So how does a carrier meet these requirements? By converging on a small
number of very flexible and cost effective network technologies. Specifically, the
following technologies have a good track record of meeting these needs:

* DWDMtransport: since photonic systems are less sensitive to protocol,
format, and evenbit rate, they are able to meet diverse needs over the same
fiber infrastructure with tremendousscaling properties,

* Optical transport network (OTN) standard describes a digital wrapper tech-
nology for providing a unified way to transport both synchronous(i.e.,
SONET, SDH)and asynchronous(i.¢., Ethernet) protocols, and provide a
unified way to manage a diverse services infrastructure [1, 2].

* Ethernet: this technology has morphed over a large number of years to
support Enterprise services as well as effective transport for TCP/IP, pre-
dominantly in metro aggregation networks,

* TCP/IP: has provenresilient to the mind-boggling changes thatthe Internet has
gone through, andis the basis for much ofthe application level innovation.

Metronet: osetropolitan area networks (MANs) have been the most appropriate initial con-
Ver : °

tioae points for multiservice architectures. The significant growth of applica-
With extensive metropolitan networking requirements has placed increased
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multiservice MANs[3]. MANarchitecture
evolved; Internetworking multiple “access” traffic-collector fiber nls
“logical”star or mesh, through a larger “regional network [4, 5]. A si ‘
metro network architecture of Ethernev/IP and high-speed OTN services o,.“!
over a commonintelligent WDMlayer, reduces CAPEX, and even more jt
tantly OPEX, by enabling easier deployment and manageability of Service,

emphasis on the scalability of

12.3.2 Metro Optical Transport Convergence
owledgedearly as the most promising technologyfor Sealy |

metro networks [5, 6]. Its initial deployment, however, remained rather limite
addressing mostly fiber exhaust applications. Metro optical transport is panic,
larly sensitive to the initial cost of the deployed systems, and the CAPEX cog
WDMtechnologies had been prohibitively high. Attempts to control CApgy

WDMchannelspacing(i.¢., 10 or 20pn)through the use of systems with coarse
s, as system costs are still set by the transponder,has met with only limited succes et b

andtotal unregenerated optical reach andtotal system capacityis limited. Attemps
to increase system capacity by introducing denser channel spacing(i.e, DWDM
with 100 GHzspacing) whilestill avoiding expensive optical amplifiers, resulted
in systems with a severe limitation on the number of accessible nodes and toud
reach.

However, metro networks havecritical requirements for service flexibility, and
plicity. Moreover, metro WDMcost hasto accountnot only fora

fully deployed network, butalso forits ability to scale with the amountofdeployed
bandwidth; as most metro networks do not employ all (or most) WDMchannels a
the initial deploymentphase, but rather “light” unused channels only when act-
ally needed to serve (often unpredictable) network growth. As a result, network
operators delayed WDM deploymentin their metro networks until these problems
were solved with mature technologies from a stable supply base.

At the same time, the evolution of the SONET/SDH transport standards
enabled a successful generation of systems that supported efficient I
provisioning, addressing mostofthe initial MAN needs, leveraging the advanee
ments in electronics, and 2.5-Gb/s (STM-16) and 10-Gb/s transport (STM-64)
These “next-generation” SONET/SDHsystems further allowed improved packet
basedtransport overthe existing time-division multiplexed (TDM)in
based on data encapsulation and transport protocols (GFP, VCAT,LCAS).
aware service provisioning enabled Ethernet “virtual” private network (VPN) os
a commonservice provider MAN.Theinitial rate-limited best-effort irs
service architectures, evolved to offer QoS guarantees for Ethernet,4 well #
services (like VOIP), and packet-aware ring architecture, like the resilient
ring (RPR) IEEE 802.17 standard, provided bandwidth spatial reuse
Layer-2, and eventually Layer-3, intelligent multiservice provisioning hassignificantstatistical multiplexing gains, enhancing network scalability- The

WDMhasbeen ackn

operational sim
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sanprates 2” example of a network with VC-4 granularity that serves a VPN
ile 4 gigabit Ethernet (GE) Sites, SIX additional point-to-point GE connections,
e storage area network with 2GE and two fiber channel (FC) services. A
varely” optical solution would require at least six STM-64 rings that, even after
maging VCAT, would be at least 75% full. An advanced multilayer implemen-
ition that employs packet evel aggregation and QoS in conjunction with VCAT
Lt VCAT)could be based onjust four STM-64 rings, each with less than 40%
s capacity utilization, saving more than 50% in network capacity. This new
: neration of multiservice platforms allowed,for thefirst time, different services
wo be deployed over a common network infrastructure, instead of separate net-
works. improving network operations,

EEE——
Required VC4;:

IEEECL

VCAT Only ML + VCAT
TEEOO

91 Ring | 30
u Ring 2 30
49 Ring 3 26

445 Total VC4 94
(6) 75% full STM64 Rings (4) 40% full 

As traffic needs grew beyond 10Gb/s per fiber, however, WDM transport
became the best alternative for network scalability. To this end, multi-service
systems evolved to “incorporate” WDM interfaces that connect them directly
onto metro fibers, thus eliminating client optoelectronic (OEO) conversions and
costs. The integration of WDMinterfacesin the service platforms also changedthe
traditional “service demarcation point” in the network architecture. This seemingly
straightforward convergence of the transport and service layers has introduced
additional requirements for improved manageability in the WDM transport. The
introduction of many different “wavelength services” amplified the value for
“open” WDMarchitectures that provide robust and flexible transport. In this
‘nse, a converged, flexible WDM metro transport architecture that supportsall
the different services with the lowest possible OPEX,leveraging elaborate plan-
ting and operational tools, and enabling standards-based interoperability, has

ome increasingly important.
A related but somewhat opposite trend is the integration of increased service

Yer functionality into the DWDM layer: as packet processors and other service
ling mechanisms have become more compact and less expensive, transpon-
in the DWDMsystem are no longerrestricted to converting client signals to

: but have taken on the task of multiplexing services into a wavelength,
Witch; - ; éIching these services to their destination—potentially adding new services
al ;
ng the Path, and the related management and control functions. Thus, ADM,
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Se @
MSPPand Ethernet switch platforms“on a blade” havebeen intrody
small ADMsand small Ethernet switches that would be managed eae Plan
the DWDMlayer by devices that are fully integrated into the Dwpy ne frp,
devices typically have only a few WDMinterfaces andare limited jn Si oa
can be logically interconnected in rings over the WDM layer. An exeme,
a device and its usage in the network can be found in Figure 12,5. . OF sux

Figure 12.5(a)shows a conceptual drawing of a DWDM shelf With 3 ADM
blade cards, each terminating a numberofclient interfaces and a Single On,wavelength each. These concepts hold for Ethernet-based cards as well. Woy

Figure 12.5(b)shows a typical use of these cards on a physical ring to
Eachrectangle represents an ADM ona blade card and the color codes rene.
rings of ADMsonablade. In somecases, these cards are concatenated in the samy
site to terminate a higher amountoftraffic.

Figure 12.5(c) shows how these cards can be deployed overa physicaj mes
topology.

Another exampleis fiber channel (FC) “port extenders” which adapt FC oy,
long distances by “spoofing” acknowledgements from the remote device toway
the local device, thereby allowing the local device to increase its throughput
without waiting a round trip delay for the remote device to acknowledgethe

(a) The basic concept (b) Stacked rings using ADM on a blade
OWDM Csassis

OC-3, -12, -48, GE
tributaries

Front or backplane f 10G channels
connectivity F$<7

WOM interfaces (to East/West
eae

* An entire ADM on a transponderline card

 
* Typically separate cards for east/west directions * One physical topology supporting three 10G rings
* Typically UPSRis sufficient * More scalable than a single 40 G SONET ring
* Optimized for DWDM networks with limited SONET * No need for BLSRif each ring has a different nD

grooming needs

(c) Virtual rings over a physical mesh

e—
Mesh DWDM networks enable virtual rings—extending

SONET to mesh w/out changing SONETlevel
management and operational practices

Iuded cD-pow
Figure 12.5 The ADM onablade concept(this figure may be seen in color on the ine
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Another value such devices provide is t

oes. oe .
ation level issues and therefore enhancemrappli

ge Ww generati f ;eventually. @ new Seneration of metro-optimized WDM transport (often
jerred 10 OS multiservice transport platforms or MSTPs) hascontributed signifi-

rly to the recent progress in MAN WDM deployments. This WDM transport
anables elaborate optical add-drop multiplexing (OADM)architectures that trans-

atly interconnect the different MANnodes. Moreover, such MSTP WDM
astems have scaled cost-effectively to hundreds of Gb/s, and to hundreds of
gilometers. and have significantly enhanced ease of deployment and operation,
by automated control andintegrated managementof the optical transport layer [8].

hat they give the SP visibility
the SPsability to troubleshoot

123.3 Network Survivability

Due to the critical nature and volume of information carried over the network,
camiers must ensure that networkfailures do not result in a loss of customer data.
There are a number of schemes that may be implemented, with a general char-
ateristic of providing redundancy in physical transmission route and equipment.
Ata high level there are two approaches to survivability: (1) protection in the
optical layer and (2) protection in the client layer. While optical layer protection
provides lowercost, it does not protect againstall failures and cannotdifferentiate
between traffic that requires protection and traffic that does not. Therefore,
ypically, intelligent clients such as routers are in charge of protecting their own
taffic over unprotected wavelengths, while less intelligent clients rely on optical
layer protection. In the rest of this section, we first focus on optical layer protection
and then moveto client layer protection.

Acommonoptical layer protection scheme arranges nodesinto a physical ring
lopology, such that a connection between any pair of nodes can take one of two
Possible physical routes. Should one physical routes experience a breakdownin
fiber or equipment, an automatic protection switch (APS)is executed.

Figure 12.6 shows a four-node ring arrangementthatis used to clarify various
Protection schemes encountered in metro networks, i.e., ULSR, UPSR, BLSR,

PSR. First letter indicates data flow direction around the ring, such that Unidir-
“tonal (U) implies that Node 1 communicates to Node 2 in a clockwise (CW)

‘tion, and Node 2 also communicates to Node | in the same CW direction
Sing via Nodes 3 and 4.In this case, the counter-clockwise (CCW)direction
€s a protection function. Bidirectional (B) implies that Node | communicates

. “ode 2 in a CW direction, while Node 2 communicates to Node I in a CCW
iIn this case, the other ring portion serves a Lapeipaiganesa
Pht to the whether protection is done at a Line (L) or Path (P) level.

A the basic switched-ring network architecture.
both oe,the terminology varies, the above schemes are generally applicable toET/SDH, DWDM,andoptical transport network (OTN)protection (see
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S | Node 4 ; ~Qetock-wise (Cw)
: Y \ direction\

[ / Counter-clock-wise |
(CCW) direction

 | /
= RQ)

o? Node 3 #9

Figure 12.6 Two-fiber (2F) optical ring architecture (this figure may be seen in coloron the incase
CD-ROM).

G.872). The scheme deployed vary based on ease of implementation and changes |
in demand patterns: in SONET/SDH networks, the most common protection ji
UPSRfollowed by BLSR for some core networks, In the DWDMlayer,simple
1+1protection is typically implemented, which is equivalent to BPSRin te
above notation.

It should be noted that the outlined protection approach inherently doubles te
overall network bandwidth requirements relative to actual demandload. Unidire.
tional case allocates one fiber fully to work data, and oneto protection data; bidirec:
tional case allocates each fiber’s bandwidth to work/protect in a 50%/50% split.

Figure 12.6 provides a very high-level view of the metro network ring archi-
tecture. Actual protection switching within a node can also be done in mary
different ways. For example, Figure 12.7 shows a few that see common imple-
mentation, in a general order of increasing cost. Figure 12.7(b) shows an imple
mentation that protects against fiber cuts only, but minimizes hartw
requirements. Figure 12.7(c) shows an implementation that both protects agains
fiber cuts and provides transport hardware redundancy, but requires only a sini
connection to the client equipment. Finally, Figure 12.7(d) showsthat prot
may be implemented at the electronic router/switch level, while increasing
required size of the electronic fabrics. All of these approaches fall into 4 £°
category of 1+ 1 protection schemes, i.e., each work demand has 4
corresponding protection demand through a geographically disjoint route, ‘0H
approaches are capable of providing protection within a 50-ms ONET
requirement. aetwot

All of the above approaches require an effective doubling of the Te
capacity, while providing protection only against a single route [a <

 
$eetBTL 4gwegron}I .aad. rr)Zu*Mae

I
demandsplaced on the networks continue to grow in geographic eras ihe s*
of interconnected nodes, and in an overall network demandload 1"os eliabilllY |

ned into®ha grows, a single ring implementation may not be practical fro
i bandwidth capacity perspectives. The network maystill be partite

1
Paget of 214  



Page 112 of 214

yr

sorks: Services and Technologieso

(wm = | | ) - se ;
()

(a)

oe
(b)

yy, Metro Netit 489

 
_| Optical Opticalsoso som +Esee~ y routercommon |[OST] cee

(c)

 

   
 

SONET/SDH ADM SONET/SDH ADM
Ip eae IP router

(d)

Figure 12.7 Protection switch options within a Node: (a) Generic node 2F connection, (b) Linc-side
opacal switch, (c) client-side optical switch, (d) Line Terminating equipment switch (this figure may be
seen in color on the included CD-ROM).

fing connections, with ring-to-ring interconnections. A single ring-to-ring connec-
tion will look like a single point of failure in a network, and rings may need to be
joined at multiple points: physically the network starts to look like a mesh
arrangement of nodes, as shownin Figure 12.8.

The rich physical connectivity of a mesh network is obvious as a node-to-node
connection may take many diverse routes through the network. This

diverse connectivity offers an opportunity to significantly improve network’s
Uilization efficiency. Recall that a fully protected ring-based network required

icated doubling of its capacity relative to the actual bandwidth. A shared
tion scheme allocates protection only after a failure has occurred. Thus,

‘suming that a network suffers only a small numberof simultaneousfailures, and
4 Tich physical network connectivity affords several route choices for the

ion capacity, each optical route needs to carry only an incremental amount
€Xcess protection bandwidth [10, 11] reduced by a factor of 1/(d-1), where dis
average number of diverse routes connected to nodes. In addition to reduced

‘nother benefit of this approach is an ability to gracefully handle multiple
Havok failures. The actual capacity is consumedonly after a failure is detected.

Wever, the trade-off is a substantially more complicated restoration algorithm

Breage 112 of 214
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Figure 12.8 Network with a large number of interconnected nodes takes on a “mesh”appearance (ii;
figure may be seen in color on the included CD-ROM).

490

that now requires both network resources and time to compute and configure a
protection route [12]. Further, re-routing is done via electronic layer, not optical
one, given today’s status of optical technology.

As the service layer moves to packet-based devices, new protection mechan-
isms are being considered. Examples include MPLS fast reroute (FRR), RPR, 3
well as Ethernet convergence. Out of these mechanisms, RPR is the closest to
SONETprotection,in thatit is mainly confined to rings and loops aroundthe ring
in the event ofa failure. However, since RPR usesstatistical multiplexing, itis
able to droptraffic that has low priority depending on the actual amountof high
priority traffic currently in the network, whereas the optical layer was limited 10
protecting the total working bandwidth irrespective of the actual usage of Ue
bandwidth. This added flexibility allows SPsto offer a large number of serviets
while with SONETthe only service that was available was a fully prote’
service (99.999%). It is worth noting that some SPs tried to also offer 4 pr
emptible service using protection bandwidth in SONET,but since this bandwi®?
was frequently preempted, the service was only useful for niche applications:

MPLSoffers a more flexible mechanism thatis notrestricted to rings: °°"
a working path and a predefined protection path. Again, thanks to stat be
multiplexing, the bandwidth along the protection path does not have '
reserved to a particular working connection, but rather is used by1isthat requires protection based onpriorities. While the packet level mechan
simple, this scheme does require planning to ensure protection bandwid
not oversubscribed to a point that the service level agreement
guaranteed,
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finally: Ethernet also offers a convergence mechanism that ensures packet can
forwarded along a new spanning tree should the original spanning tree fail.
aver, this mechanism Is typically slow and does notscale to larger networks.

given these protection mechanisms, what is the role of the WDM layer in
ecting traffic? Quite a bit of research has been performed on how WDM

rection can coexist with service layer protection and how the layers coordinate
so penefit from the respective protection mechanisms [13, 14]. However in
weality. Most SPs prefer to keep protection to one layer for simplicity. Naturally,
when protection does exist in the service layer, it is more beneficial to use it, as it
covers failure modes that are unrecoverable in the optical layer (such as an inter-
face failing on the service box). As discussed, often times service level protection
is more efficient driving to an overall lowercost of protection even as service layer
equipment is more expensive than WDM equipment[15]. This leaves narrow room
for protection at the WDMlayer:typically for point-to-point applications that do
not have their own protection mechanism, such as SAN applications.

12.4 WOM NETWORKPHYSICAL BUILDING BLOCKS

12.4.1 Client Service Interfaces

Metro networks generally see traffic that has already gone through severallevels
of aggregation multiplexing, and equipmentinterconnections are done at 1-Gb/s
data rate and above. By definition, these are meant to connect equipment from a
wide variety of manufacturers, and several international standards (as well as
industry-wide Multi-Sources Agreements) have been developed [16, 17] that cover
optical, mechanical, electrical, thermal, etc. aspects. Given the required high data
fate and the physical connectivity length, metro equipmentclient interconnections
we almost exclusively optical.

Early systems had interface hardware built from discrete components. A highly
ficial aspect of developing and adhering to standardsis an ability of multiple

‘endors to provide competitive interchangeable solutions. Over the last several
Years, the optoelectronics industry has seen a tremendous amountof client inter-
=e development, and a near complete transition from custom-madeinterfaces to

sourced, hot-pluggable modules. The interfaces have evolved [18] from
ICs offered at 1-Gb/s data rate [19] to SFP for multirate application up to

ti 5 b/s data rate [20] to XFP at 10 Gb/s [21]. The economics of manufacturing
ide that it is frequently simpler to produce a more sophisticated component
rs Se it across multiple applications. Further, providing a single electrical socket
tien allowsthe interfaces to be reconfigured simply by plugging in a
Etheme Client module, with same interfaces being able to support SONET/SDH,
Sica} os FC, etc. applications. Figure 12.9 shows a comparison ofrelative phy-
ang ™m factors for a variety of pluggable interfaces targeting 10-Gb/s datarate,

'apid relative size reduction over the course of a few years.
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Figure 12.9 Evolution ofclient size interface form factors (this figure may be seen in color on te
included CD-ROM).

  
12.4.2 WDM Network-Side Optical Interfaces |

The requirements on the WDM (network-side) of the optical system are mot |
stringent than on the client interfaces. While client interfaces need connectivity |
overa relatively short distances, with 90% falling within 10-km distance,
side interfaces need to cover distances of hundreds of km and many demands ae
multiplexed on the same fiber using WDM. |

The optical wavelength ofclient side interfaces has a wide tolerance range a!
uncooled lasers are most often used. The WDMside, due to multichannel requ
ment, has lagged the client side interface in size development. Initial networ*” |
pluggable modules were developed in GBIC form-factor for 2.5-Ghbis applicatt’
and used uncooled lasers for CWDM with relaxed 10 nm wave separation.
recently, 2.5-Gb/sinterfaces with DWDM (100-GHz) channelspacing We wil
mented in SFP form factor, too. As networks evolved to support higher for
services, 10 Gb/s network side interfaces were implementedin 300-pin MS
factors [22]. Subsequently, MSA modules evolved to support 50-G achodl
spacing with full tunability across all C-band wavelengths. Tunable laset = vet
ogies have being increasingly employed in Metro WDMsystems 0 ansiitl
tory cost, and improve operations [16]. The choice of the appropriate a1 cost
technology is particularly important, as its cost usually dominates the aa xff
a fully deployed transport system [23]. At the same time, much s™
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ckages supporung 10-Gb/s WDMinterface at 100-GHz channel spacing were
Pe ped using lagers without wavelength locking. Such next-generation plug-
abl transmitters are very een not only for their enhanced performance or

Fer cost, but also for more easily integrating into the different service platforms
er simplifying the networkarchitecture and thus reducing the overall network

t, At such high data rates, however, optical performance, predominantly dis-
sion-tolerant (chirp-minimized) modulation, becomes also important. Current

gevelopment efforts are pursing fully C-band tunable 50-GHz WDMinterfaces in
form factor. Higher data rate 40-Gb/s interfaces currently require a larger

kage. but are following the same general trajectory of rapidly decreasing size
awd increasing capability.

in addition to the extremely rapid advances in the optical technology develop-
ments. electronics technology is also providing increased performance, and
reduced size and power consumption. Ofparticular interest are the field program-
mable gate array (FPGA)technologyand the FEC technology. Metro networks are | |
generally called on to support a rich variety of services, such as SONET/SDH, |
Fihernet, and FC. The protocols and framing formats, overhead, and performance
monitoring parameters are very different, while intrinsic data rates may be quite
close. Since client interfaces are pluggable, it is highly desirable to provide a
software-configurable. flexible electrical processing interface such that a single
hardware circuit pack can be field-reconfigured to support different services.
FPGA elegantly fulfills such a role, providing high gate count, and low-power
and high-speed capability with 65-nm CMOSgeometries available in 2007, and
45-nm CMOS geometries expected to be available in 2009-2010 time frame. At
the same time, FEC andincreasingly enhanced FEC enable much moreflexible |
transmission performance. 4 ||

_—

SassSsFs
ae

12.4.3 Modulation Formats for Metro Networks

Non-return-to-zero on-off keying (NRZ-OOK) is arguably the simplest modula-
tion format to implement for WDM network signal transmission. NRZ-OOKis the
format with the widest deployed base of commercial systems, given that excellent
Propagation characteristics can be achieved with quality implementations having
200d control overrise/fall times, limited waveform distortions, and high optical
‘tinction ratio. The longer (300 km) demand reach requirements imply that

fiber dispersion and loss become quite important. The intrinsic dispersion
rance is determined by the modulation format and data rate. For example,
-OOK at 2.5 Gb/s has an intrinsic dispersion tolerance of ~17,000 ps/nm,

Tesponding to ~1000 km of NDSFfiber. The fact that this is well above reach
‘Ufficiency” for Metro networks permits an engineering trade for a lower-cost,
et-duality implementation. Relaxing transmitter chirp control can lower costs
opdally. while stil] allowing for a dispersion tolerance in 1600-ps/nm to

PS/nm range (i.e., 140 km of NDSFfiber).

lole
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Intrinsic optical transceiver characteristics are set by launch pow

tolerance, receiver sensitivity and ASE tolerance. A network must sati or i
dimensional demand simultaneously and preferably with a single tandae this Muh
tation. Metro networks geographic characteristics andtraffic demands = MDlet,
range from a few tens of kilometers up to 200km. Such wide range of
implies that there is no generic target characteristics: networks Maybe lim Petey,
combination ofthe above mechanisms, depending on demandreach lengths PY ay
nodes, fiber characteristics, etc. Even within the same network some dema, a
power-limited, while others may be limited by dispersion, while others ma bent
by ASEnoise. A desire to minimized network hardware costs, while still, iit
the demands, poses a challenging optimization problem. “UPPOtng

Unamplified links have two dominantlimiting characteristics, and Perf
is typically expressed in terms of receiver power penalty as a function of di
sion. Noise determined by receiver electronics is independent of inputsj :
power, and affects both “0” and “1” signal levels equally. System Performanc
mustbe kept abovea threshold line defined by a minimum receiver Powerrequires
to achieve desired bit error rate (BER) performanceataset dispersion, Optically
amplified system noise is primarily determined by the beating betweensignal anj
ASE components, and impacts primarily “1” level for OOK modulation forma;
(24, 25]. Its functional form is different from a direct powerpenalty, and Systems
need to consider three characteristics: received power, dispersion and OSNR
Amplified systems performance can be expressed in terms of two-dimensiom
powerand dispersion surface, and shown as a target OSNR requiredto achieves
certain BER, with an example shownin Figure 12.10.

Ale
-eu"

 
  

20

19

18

Required
37. OSNR

(dB/0.1 nm)
16

15

14 |

Dispersion 3 2 Receiver power
Penny ~ of 7 (dBm)| ,

pon"
7 ical 10-Gbis NY og

Figure 12.10 Target OSNR required to achieve a BER ~10°' for a typica and
implementation, which assumes a receiver sensitivity of -28dBm at 10” BER, cok; le
sensitivity of 10dB/0.1 nm at 10™ BER(this figure may be seen in color on the inclue
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optically amplified, ASE-limited systems exhibit an inverse relationship* required target OSNR and unregenerated optical reach. Thus, a 1-dB
peer in required OSNR produces a corresponding reduction in unregenerated
“ac teas© :

edand can easily cross the network performancethreshold.

42.4.4 Handling Group Velocity Dispersion
‘ce demands pushed network transport rates to 10 Gb/s, the requirement to

cover an identical network geographic extent remained unchanged. Current 10-Gb/smission is still most frequently done with NRZ-OOKformat, which intrinsic
gispersion tolerance is 16 times smaller than equivalent 2.5 Gb/s (i.e., ~1200 ps/nm
for unchirped versions). 10-Gb/s data rate crosses the threshold of dispersion
wlerance for many Metro networks, and some form of dispersion compensation is

ired. In-line dispersion compensating fiber (DCF) is the most commonly
deployed technology. DCFis very reliable and completely passive, has a spectrally
transparent pass band compatible with any format and channel spacing, and can be
made to compensate dispersion across the full spectral range for most deployed
yansmission fiber types. The disadvantages are added insertion loss that is most
conveniently “hidden” in the optical amplifier midstage, nonlinear effects requiring
controlled optical input power, both of which degrade overall link noise figure.
Existing networks cannot be easily retro-fitted with DCFs without significant com-
mon equipment disruption.

New ways of handling dispersion based on transponder-based technologies
we advantageous for seamless network upgrades. Particularly, transmitter-side
modulation formats [26] or receiver-side electronic distortion compensation
(EDC) are attractive, if they can be made economically viable. Detailed char-
acteristics and implementations for a variety of modulation formats are described
in Chapter 2, and electronic distortion compensation is also described in
Chapter 18 of Volume A [27, 28]. However, it is instructive to note some options
that have been specifically applied to metro networks: prechirped NRZ-OOK
Modulation, duobinary modulation, and receiver-side EDC. With both pre-
Chitped and duobinary modulation formats optimal dispersionis shifted to higher
Values, but performance may be degraded for other parameters, such as ASE
llerance or overall dispersion window. Receiver side equalization, whether

onic or optical, is a technology that introduces additional cost, power
‘oisumption, and board space. A decision to ust transceiver-based dispersion
: Mpensation is not simple or universal, though EDCis finding good adoption
*Pecially on the client interfaces. _  ¢

Sdulation formats may mitigate some of the dispersion problems. However,desire to upgrade existing field-deployed networks to support higher channel
Neg transport is impeded by several considerations: (1) higherrate signalsTe OSNRincrease of 3 dB for each rate doubling (assuming constant format

), (2) receiver optical powersensitivity increasing by 3dB for each data
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rate doubling, (3) dispersion tolerance decreasing by 6dB for‘ ea

doubling, (5) in-line optical filtering, and (4) system software upg -Tades File

12.4.5 Optical Amplifiers

Optical signal loss in metro networks accumulates from three Components.
mission fiber, optical components embedded in the frequent add/drop ae Iran,
passive fiber segment connections. Metro networks are generally deploye4 _ ang
active environments, and while not very long, they are subjectto frequen, :
ical disturbances and breaks. Metro network fiber accumulates Passive lOss diye
frequent repairs and splicing. "

There are three main optical amplifier choices available for overcor
loss: erbium-doped fiber amplifier (EDFA), semiconductor optical 3
(SOA), and Raman amplifier. Of these, EDFA provides a cost-effective Solutio,
to overcomeloss in the network with good performance. SOA amplifiers have the
advantage of wide amplification bandwidth, but have more limited output poye,
susceptibility to interchannel crosstalk issues, and high noise figure. Distribyy;
Raman amplifiers’ primary benefit is in reducing effective amplifier Spacing
which lowers the overall link noise figure. Metro nodesare already closely space4
and “distributed” benefit is small. Distributed Raman also relies on transmission
fiber quality, and passive losses and reflections have a substantially deleterious
effect [29], making use of Raman amplifiers in metro quite rare.

Amplifier response to optical transients is as critical a characteristic as gaia,
noise figure, output power, and spectral flatness. Rich traffic connectivity pattems
require a high level of immunity to possible optical breaks. Figure 12.11 shows |

ing the
Mplifie,

 Protect 1-2

; be #*
Figure 12.11 Optical interaction between Optical work and protect routes (this figure may
color on the included CD-ROM).
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example sianchaloe Node 1 and Node 2 causes a loss of optical; 1-2 an annels, Protect 2~3 channelwor Is. and : : $ are optically coupled torect 1-2 channels, any disruption on Protect 1-2 channels will cause a
pro aponding loss of connectivity between Node | and Node 2. §

Table 12.1 below shows a table of typical effects that can lead to EDFA
nsients and associatedtime constants, The same physical properties that make

EDFA excellent ma multichannel transmission with negligible crosstalk also make
, hard to suppress optical transients. Techniques based on optical reservoir

nels suffer from having to add extra optical hardware, and the fact that
EDFA dynamics are spectrally dependent, i.e., loosing channels at short wave-
lengths does not have the Same effect as adding a reservoir channel at long
wavelengths. The same is true with gain clamping via lasing [30]. The most
cost-effective strategy, and one that has seen actual field deployment, is using

ical tap power monitors on the amplifier input and output ports, with electronic
feedback to the pumplasers. The electronic feedback loop can be made quite fast,
but pump laser electrical bandwidth and intrinsic EDFA gain medium dynamics
jimit possible control speed. A simple addition of a controlled attenuator is
insufficient to guarantee flat spectral output under different channel load.

Figure 12.12 shows an example measurement ofan electronically stabilized
EDFA amplifier transient response to an optical step function, with step function
fall time as the parameter. Several temporal regionscan be identified. First, there is
an optical power increase due to a redistribution of optical power into surviving
channels, with a rise time correspondingto the optical channel powerloss fall time.
Second, the pump poweris rapidly reduced by the electronic feedback control, and
the channel powerrecovers with a time constantset by the control loop dynamics.
Third, depending on the parameters of the control loop and their interplay with
optical dynamics, there may be some amount of transient undershoot and possibly
ringing. Finally, a steady state is reachedthatis likely to have somefinite errorin
the channel powerdueto electronic errors, dueto finite broadband ASEpower,etc.

Thetransient are shown for a single amplifier, while real systems employ many
cascaded amplifiers in a route. Each subsequent amplifier will see not only the

Table 12.1

Table of possible optical transient time constants,
in orderof increasing speed.

3 mm jacketed fiber slow bending se=
3mm jacketed fiber caught in shelf cover 7 ms
3mm jacketed fiber fast bending Sai
3 mm jacketed fiber wire stripper cut ie
Connector E2000 fast unplug 200 ps
Bare fiber wire suripper cul 100 pis
Bare fiber knife chop cut . 2 psile force) si
Bare fiber (break at splice using tens
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Figure 12.12 Example amplifier optical transient response, with optical channel loss fall time a ;
parameter.

original step-like loss of the optical signal, but will also experience the accum-
lated effects ofall of the preceding amplifiers. Thus, control loop parameters have
to be developed and verified on amplifier cascades, in addition to individual
modules [31]. |

It is fundamentally not possible to completely prevent and eliminate optical |
transients, and these impact optical channel performancein several ways. Increas-
ing optical power maylead to nonlinear fiber effects and correspondingdistortions
in the received signal. Low powerleads to a decrease in optical SNR. Furth.
power may exceed the dynamic range of the receivers, and mayinteract with the
dynamic response of the receiver electrical amplification and decision thes
mechanisms. These combined effects may lead to burst errors in the op™
channel. Protection switching mechanismsneedto be designed with correspondité
hold-off times to prevent such events from triggering unnecessary switching.

12.4.6 Optical Add/Drop Nodes

WDMmultiplexing and connectivity provides someofthe fiunctionality peviont
supported at the SONETlayer, such as multiplexing andcircuit provision
discussed previously and shownin Figure 12.11, networks nodes may be optic!
on an opticalfiber ring. However, demand connections may be suchthatae
channel bypasses a node andstaysin the optical domain. OADMs — f
function. Most of the metro networks were deployed with OADMsimpl? pal!
with fixed optical spectral filters. Thefilters are positioned within the opt

plish
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ring to both dropand add signals of pre-determined wavelengths. This

yides a VERY cost-effective access to the optical spectrum, minimizes signal
on 10sss and allows for possible wavelength reuse in different segments ofner tical ring OF mesh network.In a sense, pred : a aihe oP +a , predeployed opticalfilters associate aepecific destination ise ength range address with each node. Optical filtersrhemselves MAY be based on a wide variety of technologies, and are beyond the

i of this chapter.Fixed filter based nodesare cost-effective, have low optical loss, and simple to
ign and deploy. However, they pose an operationalchallenge due to the intrinsic

rack of reconfigurability. Each node must have a predesigned amount of capacity
e+ wavelength address space) associated with it and cannot be changed without

<jgnificant traffic interruptions. For example, some portions of the network mayexperience more than expected capacity growth and may require additional spectralallocations, which would be impossible to achieve without inserting additional
filters into the commonsignal path, thereby interrupting traffic. Others portion of
the network may lag expected growth, and will thus strand the bandwidth by
removing unused spectrum from being accessible to express paths. Network
deployment with fixed filters require significant foresight into the expected capa-
city growth, and several studies have addressed the question of what happens whenactual demands deviate from the expectations [32], with as muchas half of the
overall network capacity possibly being inaccessible. One of the frequently pro-

techniques to overcome such wavelength blocking limits is the use of
strategically placed wavelength converters in the network [33, 34], but is quite
expensive in terms of additional hardware that must be either predeployed or
require as-needed service field trips.An alternative to deploying wavelength converters is to provide dynamic
reconfigurability that is generally associated with electrical switching directly atthe optical layer. Developments in optical technology have allowed a new level of
functionality to be brought to the OADMs,and fall under a general term ofreconfigurable OADM (ROADM). It should be pointed out that while ROADMs
substantially reduce wavelength blocking probability (35, 36], they cannot com-pletely eliminate it, especially if all wavelengths remainstatic after assignment.Some amount of wavelength conversion oF dynamic wavelength retuning may be
fequired (see Chapter8).

A variety of optical ROADM node architecture*n the particular goals of the network designer (37, 38]. These architectures can be‘ubdivided into three broad categories. Thefirst category can be described as aPace-switch-based ‘ rrounded by MUX/DEMUX elements. Anse ne maa Figure 12.13(a). With the currentstate
X/DEMUX,add/drop

ts. The channelized aspect of the architecture
uces optical filtering effects into the express path, thereby limiting bit ratej ivity degree of the node

channel spaci ncy. Increasing the connectivity :Wires g dunes aooPspare by adding either a new level of integration

s can be considered, depending

Sa art, the implementation is“Itch, and direction-switch elemen
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Figure 12.13 (a) Degree 2 space-based OADM;(b) Degree 2 broadcast-and-select OADM,

of additional MUX/DEMUXandswitch elements, or externally interconnecting
smaller building blocks of Figure 12.13(a) with additional external Switching, :

The second category can be described as broadcastand select architecture, anj
is shownin Figure 12.13(b), The architecture relies on an integrated wavelength
blocker (WB), which can provide arbitrarily selectable pass and stop bands with
continuous spectrum and single-channel resolution. The express path continuous
spectrum attribute reduces channel filtering effects, improves cascadability,
and permits a high level of bit rate and channel Spacing transparency. One
disadvantage of the broadcast and select architecture is its requirementof 4
separate MUX/DEMUxXstructure to handle local add/drop traffic, which adds
cost and complexity. A second disadvantageis that scaling to a higher Degree N
node interconnect requires N x (N-1) WB blocks, with a Degree 4 node requintg
12 WB blocks,

More recently, a third ROADM architecture has been introduced that attemps
to combine a highlevelofintegration and express transparency associated witht
broadcast andselect architecture, with an integrated MUX/DEMUX functional
[39]. The architecture, shown in Figure 12.14, is based on an integrated mult
wavelength, multiport switch (MWS)andis particularly attractive for metro
applications that are susceptible to frequent traffic and node churn, but
moderate bandwidth requirements. MWSelements have several output ge
the 4-9 range) and can selectably direct any combination of wavelengths yer
output ports. A receiver can be connected directly to the MWSif only 3 ca
numberof add/drop wavelengths is required, or a second level of DEM islbe implemented to increase the add/drop capacity, The second level

, lentcan be based on a low-cost fixed architecture, or a more complex WV"
tunable one.
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Figure 12.14 Reconfigurable OADM Architecture.

Table 12.2

Comparison ofthree optical ROADMarchitectures.

MWS + MWS MWS+ fixed

Parameter Space switched DEMUX DEMUX
Cost Independent of # Sameup to 8 ch, Same up to &ch,

A/D channel 5x at 40ch 2x at 40ch
Optical channel Built-in Usually external Usually external

monitor

Qunnel power Yes Yes Yes
equalizationMuludegree Highly Up to Degree 8 Upto Degree 8integration (in service) (in service)

dependent.
Difficult in-

0 service growthSdB ~40 GHz ~50 GHz ~50GHz
Passband

Aes loss <12dB <13dB <13dBUbility Add/drop ports Drop ports are Drop ports arehave fixed fully tunable. commonly fixedAddsare wavelengths. Adds
wavelengths :wavelength are wavelength

independent independent

Table 12.2 shows a comparisontable of possible space switch and MWS-based
Nectures, and associate trade-offs. shane

hin CCMUY, the optoelectronics industry has evo; = tia"levels of functional integration, which has the poten
w direction toward

1 to reduce the cost
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of OE and EO conversion (Chapters 6 and 10 of Volume A), Possible »...
of such low-cost optical interface components has prompted a rea il
the existing trade-offs between optical and electrical Switching, ai Nation
for a “Digital ROADM”have been presented (see Chapter 19 of Vo}
A Digital ROADMis more accurately termed a reconfigurable lees lime 4) |
drop multiplexer, It is an electrical switching fabric very similar jn fa
to the legacy SONET/SDH add/drop Multiplexers or to an Ethernet 5,
updated to operate on signals compliant to the recently developed ee
standard. Highly integrated photonics indeed hold a promise of -echceg
unfortunately, optical interfaces comprise only a small fraction of tine
node cost. The impactof electronically processing every digitalbit tte
both advantages of being able to completely regenerate wavelength sj
monitor bit stream quality, and improve their grooming efficiency, as wat
detrimental aspects of substantially increased electronic power consumption ay
mechanical footprint. Table 12.3 captures the more salient comparison Point,
and argues that metro networks still preferentially benefit from optical OADy
rather than electrical one.

In summary, ROADM has introduced network design flexibility, and ayy.
mated and scalable link engineering, both critical to the success of metro Woy
architectures. Wavelength-level add/drop and pass-through, with antomaaj
reconfigurability (ROADM) at each service node, is also only operationally
robust solution for WDM deployments that support the uncertain (often unpre
dictable) future traffic patterns in MANs that scale to hundred of Ghs ©
ROADM networkflexibility also provides the ability to set up a wavelengh
connection without visiting any intermediate sites, thus minimizing the risk o
erroneous service disruptions during network upgrades. In the context of ix
presentanalysis, it is also useful to identify and distinguish between two mai
functional characteristics of ROADMs at the network level; (1) ROADM
solutions allow for switching of each individual wavelength between he
WDM ingress and egress, potentially among more that one fiber facility.
(2) More elaborate solutions could also allow extraction or insertion of a
client interfaces to any wavelength of any fiber. This latter solution has ”
often proposed, in combination with predeployed tunable transmitters | w
receivers, to realize advanced network automation. Such a network, WH

 

addition of a GMPLS control plane, enables dynamic bandwidth ant
sioning, and fast shared optical layer mesh protection. Current oe _M_ functionaldeployments, however, are primarily interested in the ROAD a
and the most cost-effective-related technologies (rather than 7 ive

eed, |
bove table,

ature ?

advanced solution that would meet any conceivable future 9
of price). In this sense, the technologies captured in the a
currently the main focus of network deployments, as they hav
functionality to meet most customer needs, and are the most ™
thus cost-effective technologies [40].

a

p!
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Comparisons of reconfigurableelectrical and optical add/drop nodes.

sat Electrical ADM Optical ADM
First level external optical Second First level MWS switch Second level

seal mun

demux
el

monitor
nel

wrultidegree

Optical line
amps

per-channel
er

consumption
Granulanity

Subrate channel
flexibility

Super-rate
channels

Total system
capacity

Relative cost

of a high
Capacity

level integrated within Rx
Full electrical PM

Yes, but not critical for metro

Requires highly sophisticated
switching fabric with full
nonblocking interconnect
capability

Requires Rx-side and Tx-side OLA
to deal with MUX/DEMUxX loss.

~50—100 W per 10 Gbps data stream
(estimated average from published
Ethermet and OTN switch fabrics)

Provides subwavelength switching
capability

Subrate channels electrically

multiplexed to wavelength
Must be inverse multiplexed across

several wavelengths. For

example, 40 Gbps services occupy
4 x 10Gbps A's, and may cross
integrate part boundary

Fixed on Day|install

Assuming OEO interfaces are low-
cost, high-capacity electrical FEC,
framing and switching fabric

fixed filter or MWS

Analog optical wavelength power

Only power equalization, OK for
metro

MWSprovide direct degree
interconnects, but wavelength

blocking may exist

Requires Rx-side and Tx-side OLA
to deal with MUX/DEMUXloss

~2.5 W per 10 Gbps wavelength
(<100W for OLA + MWS)

Wavelength-level switching
capability

Subrate channels electrically

multiplexed to wavelength.
Maybe inverse multiplexed. Or

may used new modulation format
technology for direct transport
over existing line system

Can grow as new XCVRtechnologyis
introduced to populate unfilled
spectrum,i.e., improved FEC,
modulation format, equalization

OEOinterfaces maybe relatively
higher, but optical switch fabric is
much lowercost than comparable
electronic one

12.5 NETWORK AUTOMATION

ap

Such
layers

NK Page 126 of 214

Network design tools are mandatory
oon WDM network, especialPloyed. Network planning process foc

Capacity utilization and opumum ne
design and planning tools must comb
of the network operation, from 4

for proper design,
ly when large de

uses an opum!
twork pe

deployment, and operation of
egree of reconfigurability is
zed network design foreffi-

rformancefor a given service load.
ine a set of functions that span multiple
definition of user demands, to service
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aggregation and demand routing, and finally to the Physical transport layer. 45
(logical) network layers need not worry about the Physics Of light when cal ‘Boe
paths across a network, with a possible exception of physical latency BWSSOCiarewt
the connection. However, the physical layer must include important Optical
tion effects when deciding demand routing and capacity load attributes.

A typical network design process, graphically illustrated jn Figure 0includes several steps. First, a set of “Input” parameters is formed } “5,
tion of logical user service demands and by an abstracted layer describing , =
physical connectivity and limitations. The inputs may also include a descriptign
existing network configuration, which may be automatically uploaded from fel.
deployed hardware, or may be a completely new installation. Second, seri.
demands are aggregated into optical wavelengths, considering actual electron
hardware limitations, user-defined constraints, and required network perf :
Third, aggregated wavelength demands and a refined definition of the Physica
layer(i.¢., definitions of specific fiber types, lengths, optical losses) are provi
as an input to drive physical network design process. The result ofthis multi-
process is a complete description of the network hardware,with a detailed descrip.
tion of the Bill of Material, deployment process documentsand drawings,as wey
an estimate of the network performance characteristics.

The actual software implementation may partition the overall Process into
relatively independent modules, with each Step performed sequentially. An alter.
native is to provide coupling between eachstep to allow a higherlevel of network
optimization and refinement. The software itself may be an off-line design/plan-
ning tool driven by a userinterested in targeting substantial network configuration

_ User service demands:  Abstracted physical layer
* Bandwidth * Path length/delay
* Quality, latency, * Relative cost
* Protection

* Known limits (capacity,reach,etc.) |
 

 
 
 

 
 

Service aggregation and routing (layer 1/2)

  
  

 
 

 
 

 

* Switching system hardwarelimitations owned by
* Optical system hardwarelimitations different
* Diverse routing and protection Possible carrier
* Restoration mechanisms optimization

Services aggregated ope
into wavelengths

  Opticaltransport layer planning/deployment
(layer 0)

* Separation of metro/regiona/ULH

Refined physicallayer
* Detailed fiber parameters

* Known physical consis"
  
 
 
 
  BOM,pricing, drawings,etc.

Deployment process

Figure 12.15 Network planning and design process.



Page 128 of 214

-

12. Metre

changes or upgrades. A similar process and software mayalso be used for handling
service demand requeststhat mayarrive to the automatically switched optical

works, with the process triggered when a Single new service demandarrives to
network and must be Satisfied within the shortest amount of time and within

straints of null or minimal hardware change.
qe geography of the metro networks is frequently characterized by a wide
variability in traffic-generating node separation, which may range from sub-km
ange for nearly co-located customers to 100km, and possibly longer. Premise

¢ and poweravailability, traffic add/drop capacity requirements are also quite
variable. Networks with such diversity benefit from a highly modular system
ransmission design, whereby components such as add/dropfilters, optical ampli-
fiers, dispersion compensation modules, and othersignal conditioning elements
ae independent of each other and are deployed on as needed basis. Especially
considering the case of closely spaced nodes, the decision to deploy optical
amplifiers and dispersion compensation modules cannot be made based on a

ly “local, nearest node” basis. The presence ofoptically transparent degree 3
and higher nodes complicate the configuration process even further by optically
coupling multiple network segments and even coupling directions. For example, a
purely linear bidirectional system has independent optical propagation for the
individual directions. However, a T-branch network geometry couples East-to-
West and West-to-East directions, since both share a common Southboundpath.
The configuration and optimization of such networks cannot be made based on
simplified engineering rules in networksthat are mostly focused on the cost of the
solution. Fortunately, the field of optimization algorithms is very advanced [41]
and can be leveraged directly to solving the network problem. The algorithms may
be additionally fine-tuned to target specific carrier requirements, such as prefer-
eatially focusing on lowestinitial cost, highest networkflexibility, best capacity
“alability, or some other parameters defined by the carrier.

The operational aspects of reconfigurable optical networks require that same
algorithms used for network design and planning be applied in-service. Whenever
‘network receives a new demand request, it must rapidly assess its current
*perational state and equipment availability, determine if the requested demand
tan be satisfied either directly or with some dynamic reconfiguration, and consider

logical connectivity and physical layer impairments with the newly proposed
“avelength assignmentand routing. This is a nontrivial problem requiring a large
“umber of complex computations in near real time, and is currently seeing

ing research interest [42].

Networks: Services and Technologies 505
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'.6 SUMMARY :
In thithis chapter, we discussed innovations in network architectures and optical

Port that enable metropolitan networks to cost-effectively scale to hundreds
n OF Capacity, and to hundreds of kilometers of reach, meeting the diverse
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service needs of enterprise and residential applications, A conve
network. where Ethemev/IP services, along with the traditional Toy tia Mey,
over an intelligent WDM_transport layer is increasingly becomin ic, |
attractive architecture addressing the primary need of network = the ng,significantly improved capital and operational network cost. At hs lo |
the optical layer of this converged network has to introduce inte}; Lime
leverage advanced technology in order to significantly improve the ~
and manageability of WDM transport. We reviewed the most important = yr
advancements, and the technologies that cost-effectively enhance the metecg
ibility, and advance the proliferation of WDM transport in multiservice
networks. =

This chapter has identified the two main trends in the transport layer of
Metro optical networks. First, there is a preference to use standards. me
approaches at all layers of the network. Second, high network flexibility 9,
demanded by the extremely rapid evolving market dynamics. Standards-basey
approaches allow carriers and equipment manufacturers to leverage a wide bas |
of industry-wide efforts. Flexibility, when provided at low incremental COsts,
allows carriers to be “wrong” at initial network deployment, butstill rapidly
adapt to the ever changing and evolving markets. Software definable, flexibk
client interfaces allow a single network to support a rich variety ofexisting

services, as well as to allow real-time changes as older protocols are removed |
and new ones are added to the same hardware. At the same time, new unantici-
pated services and protocol developments can be readily added withoutaffecting
installed hardware base. A different approach to the same endis a protocl- |
agnostic open WDMlayerthat allows alien wavelengthsthatcarry traffic direcly
from service-optimized and integrated WDM interfaces onclient platforms to
operate over a common WDMinfrastructure. Manufacturing advances and high
volumes have made wide-band wavelength tunability a reality for the Metro spac
where a single part number could be produced in extremely high quantities
cover all applications. In addition, wavelength tunability offers the promise ©
reconfigurability with little or no capital outlay for separate optical switch oe
ponents. Fixed wavelengthfilters may serve as an effective “optical address"
which a tunable transmitter may be tuned toestablish a particular traffic es
Tunable optical filters would have a similar application. Reconfigurable op! 7
add/drop multiplexers bring a level of flexibility and optical transparene)
optical switching and routing. Again, unanticipated network growth pal s
new services, and evolving channel data rates can be easily added. e;
Transceiver technology is developed, overall network capacity may© a
increased substantially beyond initial design parameters without requiling"
overbuilds. Finally, evolving sophistication of the network planning an
tools lets carriers minimize their CAPEX costs, while at the same time
highly desirable flexible OPEX characteristics.
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g transport POSPECHVE: DWDMis the main growth technology for metro
works aS required bitrates on a fiber—in particular in the presence of video
“es outpace the ability of single-wavelength transmission technologies to

eat the bandwidth cost-effectively, Moreover, photonic switching technologies
= for the electrical layer to scale more moderately, as much ofthe traffic can
sllow electronics in mostsites.
bethe same time, Ethernet has become much more mature and robust, and is
_corporating various mechanisms that will allow it to scale more gracefully—
including fault detection mechanisms, hierarchical addressing schemes (such as
go2.tah and 802. lad), as well as carrier class switch implementations. In fact,

met, in its various incarnations, is gaining popularity as a replacement of
/SDH for sub-wavelength transport.

Finally, the IP layer has clearly become the convergence layer of most
envices—both for the residential and enterprise markets. IP—in particular
\PLS Pseudowires, has also been used increasingly as a mechanism to converge
egacy technologies such as FR and ATM overIP and as a back-haul mechanism to
yggregate them into the router. Different approaches exist in terms of role of
Fthernet vs IP in the metro. Somecarriers see the value of Layer 3 intelligence
as close to the customer as possible. This allows for efficient multicast, deep
packet inspection and security mechanisms that guarantee that a malicious user
will have a minimal impact on the network. Other carriers are trying to centralize
Layer 3 functions as muchaspossible, claiming that this reduces cost and allows
for more efficient management. Whateverthe right mix of Ethernet and IP maybe,
itis clear that the network will benefit from tighter integration of the packet layer
and the optical layer.

Efficient packet transport based on WDM modulesin routers and switches have
recently enabled the first such “converged” deploymentin the emerging IP-video
MAN and WANarchitectures [43]. The adventsin optical switching and transmis-
‘lon technologies discussed in Section 12.3, further allow a flexible optical infra-
Wucture that efficiently transmits and manages the “optical” bandwidth, enabling

anced network architectures to leverage the IP-WDM convergence, and to
Ralize the associated CAPEX and OPEX savings. These architectures would
Heally be based on open “WDM”solutions (like the ones described above), so

the same WDMinfrastructure can also continue to support traditional TDM
"affic, ag Well as wavelength services or other emerging applications that may not

“etge over the IP network, e.g.. high-speed (4 or 10 Gb/s) fiber channel. Such
tiffere DM architectures further need to offer performance guarantees for the

"Nt types of wavelength services, including “alien wavelengths, support
network configurations, and also benefit from coordinated management,

NetWork control.
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13.1 THE TERRESTRIAL NETWORK MODEL

We will describe the architecture of today’s service and transport networksfor large
terrestrial commercialcarriers. It is important that those who study optical networks
have a comprehensive understanding of what generates the demand for optical
networks and the type of network architectures they comprise. A prerequisite of
such an understanding is knowledgeof the classes of commercial services and how
the networks to provide them are constructed, maintained, and engineered.

Figure 13.1 showsa pictorial view of a useful network model for understanding
today’s commercial telecommunications network. This model breaks the
“network” visually according to horizontal and vertical characterizations. The
horizontal axis represents areas ofthe network divided into territorial and struc-
tural segments. The US network can be roughly categorized into three segments:
access, metro [also sometimes called Metropolitan Area Network (MAN)}, and
core (also called long distance). Each of these segments consists of a complex
imterlacing of network layers (the vertical axis). We also note that European,
Asian, North American, and other continental networks will look similar, but
will have critical differences that vary with the deployment of different technol-
gies, geographical characteristics, and politico-economic telecommunications
“rganizational structures.

To define this more precisely, a network layer (or overlay network) consists of
heise edges (or Jinks), and connections. The nodes represent a particular set of

itches or cross-connect equipment that exchange data (in either digital or analog
Besamong one another via the edges that connect them. Edges can be modeledected (unidirectional) or wndirected (bidirectional) communication paths.

ie:

‘ngs Fiber Telecommunicarions V B: Svstems and Networks
ISBN. : ‘© 200K, Elsevier Inc. All rights reserved.: 78-0-12.374]72-1 -_
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Figure 13,1 Graphical network model (this figure may be seen in color on the included CD-ROM),
The combination of nodes and edges trans

Ports connections from/to sources anddestinations. Connections can be point-to“point (unidirectional or bidirectional),
“Point-to-multipoint. Connections seve

tangles in Figure 13.1) are transported by i
particular segments, The traffic for a given layer is carried by the connections 3that layer. Second, edges of a given network layer are transported by the connions of one or more lower-layer networks. In this way, each layer is providing #

it—to provide connectivity. Additior

sk * quipmentoutages, etc,). Some layers provide restoftan tO maintain connectiy;

thoroughly in Section 13,23. Note that in this chapter we use the =ii . ' * ae i.restoration” to include other commonly used terms, such as protection, resilien®and robustness. An important observation (especiallyfor the studentof packetOptical networks) regarding the
nodes and edgesin these network models 'sthey should all be considered as logical, even for the bottommostlayers.

ransport media, However, an edgeorlink“ it
FTus multiple physical entities and/ora

and splicing technologies, We» Which are often inside substructures (€-£+ °ptfication (usual for ro, earl
Sualy for routing or Planning and enpinear fei f ses) aptsdetailed layers and MAY Consist of nities aes |pel

of individual physical comp?
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ther example is given by the Open Systems Interconnection (OSI) model

—oped by the ISO standards organization [1] and the colloquial classification
ciel layering (€.2.. “Layer 1, 2, 3,”etc.) which has subsequently emerged in the

oy This relegates everything below Layer2 [e.g., frame relay, multi-protocol
an switching (MPLS), etc.] to the label of Layer / or physical layer (PHY). This
souldinclude SONET,SDH,orotherprotocols/signals, which in fact can be one of
more layers above the fiber layer and, as such, quite logical in nature. Finally,
etwork technologies like Ethernet encompass multiple layers. Even though it
garted as a Layer 2 protocol, Ethernet has been standardized with multiple specific
Layer | (or PHY) transmission technologies (e.g., 10BaseT, |00BaseFX, GigE,
ae). And the various Ethernet PHY definitions are used solely to transport Ethernet
frames (Layer 2). and nothing else. The standardization of this tight integration of
Layers | and2is a large factor in the very low cost of Ethernet equipment.

13.1.1 Network Segments

We provide a more specific (but still pictorially suggestive) picture of the three
horizontal lower-layer network segments (access, metro, and core) inFigure 13:2:
Note that for simplification, these three segments are laid out in partitioned, planar
graphs. However, note that the reality is not as clean as depicted, with the segments
often geographically intersecting one another.

  
 

 
 

t Metro area 1 Metro area 2
It

oF
|

i.™, °

 

Feeder natwork
HUnction points

a Metro area 3
tl

| Corn
Mistry

— we Metro area n
Central offices ~___

Pitt4 nts (this figure muy be seen in color"Nthe j 3.2 Example of geographical (horizontal) network segme
cluded CD-ROM).
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The lowest layer of the access network consists of copper, Coaxial, or fiber fejand generally has a tree-like graphical structure, especially in residentia] Neighhoods, The access segmentis the “last-mile” to the customer, who IS Usual] ia I.

ized as either residential (sometimes called consumer) or business (sometimes ng
enterprise). Note that wireless is also a predominant access-segment lower.technology, but we will not explore wireless technology architectures here.

A metro network uses time division multiplexing (TDM), Packet, and op,
multiplexing technologies [like dense wavelength division multiplexing (DW)at the lowest layers. The metro network segment is generally defined as the n
[central offices (COs)] and edges (connecting COs) within a metropolitan area The
core network generally consists of the nodes (each sometimes called @ point of
presence or POP) that are connected by intercity edges. Althoughvarious forms of
metro packet transport and a convergence of TDM and packet technologies haye
emerged, the SONET/SDH ring continues to be the dominant transport-layer technol.
ogy for metro networks since the early 1990s (the specific layering will be described jn
later sections). This is why the metro network segmentis depi
[3.2, although we note most metro networks can indeed suppo
A general descriptionis that the metro network collects traffic from end customers and
determines whichtraffic to route intrametro or intermetro; the intermetro traffic is then
handed to the core network segmentat the appropriate network layer,

The core or intercity network uses similar technologies as the metro, but his
different traffic clustering and distance criteria and constraints. The core network
tends to have a “mesh”structure at the lowestlayer. This is generally justified because
it is more economical to connect the many different cities by physically divers
routes, given the large amountof traffic that is aggregated to be carried on the cor
network. However, note that core networks differ Significantly by country or cot
tinent. For example, because ofsmaller distance limitations, European core netwottoften havedifferent technologies and network graphs than in the United States.

cled as ringsin Figur
rt mesh-like topologies

13.1.2 Access-Layer Networks and Technologies

options, both existing and Planned, A fe
are shownin Figure 13.3. The b

three separate layers, copper loop, fiber loop, and fiber feeder. Depe t, a8!
can be disjoint or can be geographically coinclraof

r route to a remote —* : . ;Fourarchitectura] ex. inFigure1::i.a given rae. a F
- The reason for so many

Ww of the principal Telco architec
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ottom layer 18 actually depicted as a sane :
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—s

Media layer 
 

Remote terminal

Figure 13.3 Some Telco access segment network layers (residential) (this figure may be seen in color
on the included CD-ROM).

architecturesis mostly due to the historical evolution of technology and services.
This brings up an important aspectof real carrier networks: It is generally easier
and more acceptable to introduce new architectures and technologies to a com-
mercial network as a new overlay network or geographical segmentthan it is to
move an older architecture and technology base. This phenomenon is mostly
dictated by economics and the reluctance/difficulty for customers to transition
their services. As a result, there tends to be a “stacking up” of technologies and
‘rchitectures, plus a sequence of product vintages and releases, over many years,

Ole that, as unattractive as it appears, there are some regions whereall four of
ese architectures are geographically co-existent.

Architecture | is traditional TDM voice, the grandfather service for all Telcos.
_ © nalog voice signalis carried over copper pairs until it reaches an RT where it
» digitized and then carried in the TDM channels of SONETsystems(older DS-3/

“WVeopper feeder technology also still exists). The SONET systems can be
“storable (e.g., UPSR ring) or unrestorable (linear chain).

Architecture 2 shows the evolutionto digital subscriber line (DSL) technology,
te TDM voice plus broadband ISP service are offered. There are several

\atiations, but the traditional DSL broadband ISP service ts shown, architected
with 1 over Ethernet (PPPoE) technology between thepoy ai A .
CUstg INt-Lo-point proloco plexer (DSLAM) in the RT or CO.Mer modem and the DSL access multi

bsof 214
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Analog voice is multiplexed with the packet stream by the DSL technology ithe copper wire pairs. Asynchronous transfer mode (ATM) Switchesare instalin the RT and route individual customer packets over ATM Virtual circyjy toISP edge switch (ie. typically an Internet Protocol (IP) router, which is *shown). The ATM links are routed over SONET rings/chains at 4 lower layerWhose links in turn route over the feeder fiber layer. In our layereg Model, 4,ATM links are implemented as connections in the SONET layer [in unit :synchronoustransport signal (STS)-n, where an STS-| signal 18 51.84 Mb/s any‘an STS-n signal has a data rate of n * 51.84Mb/s]. There is Consideration forusing coarse wavelength division multiplexing (CWDM)or other WDM technol.gy to carry the SONET OC-n [where the fundamental optical Carrier (Q¢.))carries an STS-1] links, but this is rare in access networks today,Architecture 3 shows the more recent IP-over-

xDSL technology, which hasbeen installed mostly to carry video . Here, voice service is digitized [Voice over

Ethernet layer, Ethernet links are
to the RT (containing an JP-DSLAM) and

to the routerin the CO, WDMtechnologycan
use Of access fiber in the feeder network (not shown).Note that there exist hybrid variations where TDM v

OICe service is carried overxDSLupto the RT and then from that point routed to the CO.This is analogous thow TDM voice is handled in architecture 2.
Finally, architecture 4 shows the use of xPON

overthe fiber loop layerthat Foutesall the walayers are similar to architecture 3.
3 where the xPON Stops short of the Customer premises (e.g., fiber-to-the-pedest!“curb, -node, etc.) and xDSL, js employed for the last few hundred feet.The access network layers for business ¢
layers as residential, but there are key differences. The media layers of busineaccess networks have a higher Penetration offiber loopthan residential newwor*tone Over the period from 2005 to 201 large carriers plan to install meesmaller ones, aesataHowever MOst business locations, especially

ed b co i 4 carriersDS-1 over Copper or Various xDSLtechnees. “ i 0.voice is still a very prevalentae nologiesto route to the RT oo acce®(often Called fiber-oy. sen ee: Most business locations with fiber a"
: . ne |ET ring layer. Ethernet access is growl”

aN and there are a variety of Bthernet-over-SJsiness cleOVet-Copper architectures being deployel thecarrier equipmay’ anets, the last portion of the network (betw
stomer Premise) varies jn complexity much mor

aurtora
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asidential access. On the one hand, much of small-business access, especially

eTGam the downtown areas, looks very similar to the residential access in
ee 13.3. In contrast, the configuration becomes more complex in central
iedistricts. For the fiber-on-net locations, there is a mixture of technologies
and architectures. Oneof the key factors in determining the restoration capabilities
for the access network is the type or layout of the customers’ buildings. In multi-
renant buildings (where the bulk of demand for bandwidth for Telco business
grvices originates), this is influenced by whether a Telco has common space in
shat building. Common space is a rented area inside the building where the Telco
can install its equipment. Today, that consists mostly of fiber or DSX cross-
connect patch panels, DS-1/DS-3/STS-1 multiplexing equipment, and SONET
ADMs to support voice trunks and private-line services, Ethernet switches are
becoming more common,as well,

We illustrate an example multitenant building layout in Figure 13.4. The
common space is often in the basement or in a maintenance closet. Fiber, coax,
and copper cables are wired to the commonspaceand travel up cable risers of the
building, which usually are along plumbing or electrical conduits or in elevator
shafts. Figure 13.4 shows some DS-1/DS-3 multiplexers and SONET ADMs
(OC-12 and OC-48). The customers have equipment (called an M13) on their
premises that multiplexes DS-1s into a DS-3 or which terminates an OC-3 or
an OC-12, which is then cabled to the basement. Smaller customers simply use

Floor

stoma be Siesceee spose des os da =< sess eee enn dee e eee ene
Customer localion customer loc. i ilgtomer servedbycommon space

[Cust Custet '

“cusiameriocaion
1paso aon enessss - - =e erates
1 equipment in Telco-

corned space

[Comman|
| Space

customer served by
SOminon space 

casoes (oc-a joc-aa ‘ \ oc-12
; i '

"DRon Exampleof building with common space (this figure maybe seen in color on the includedJ ual)
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copperlines connecteddirectly to the commonspace. Ethernet Customers
Fast Ethernet lines (copper or fiber) or GigE(fiber) directly to the consis FUN the;
The common space often resembles a mini CO, where DS-0s ang Dgte
packed into STS-Is (called grooming) to ride on SONET rings to re
location, which might be either another customer location (for multinog:
ora CO.At the CO (in the metro network segment—see Section 13.1
lower-rate connections (DS-Is) are usually groomed to Pack into
(Grooming is better illustrated by the example of Figure 13.7, COvered laterini,
discussion of the metro segment.) Thus, even within the building there can be,
complex network. Indeed, intrabuilding networks can be very convoluted becanseo
such factors as constraints on physical access to common Space (which Usually
involves landlord-tenant small-business contracts), the intersecting interests ofvar
lous Carriers, mergers and acquisitions of carriers, building riser restrictions, and
perhaps mostofall, different vintages of equipment for both customer and carrier

Except for voice, the principal business services are different from residential
services, although small-business customers may use residential DSL OT coaxial.
based broadband ISP (cable modem) services. Virtual Private Ethernet (VPE),
Virtual Private Network (VPN) (an IP-based service), Virtual Private LAN Service
(VPLS), TDM Private Line, and Business ISP are the most typical examples of
business data services. Business VoIP (often called B-VolIP, in contrast to residential
consumer VoIP, often called C-VoIP) is a growing service. This is because mot
businesses tend to need more bandwidth for data services and thus have mot
Opportunities to use their data networks for their voice services as well. B-Vol
services tend to mostly use the Session Initiation Protocol(SIP) [3] to signal om
VoIP networkto set up and controltheir calls and call features, The traditional, bully
Private Branch Exchange (PBX) is slowly being replaced by the more agile a
flexible SIP- or IP-PBX. The IP multimedia subsystem (IMS) architecture, whic i
based on SIP, is a higher-layer server and protocol architecture that many carries
pursuing to provide wired and wireless VoIP and data services [4]. sat

Someofthe othersignificant access-segmentarchitectures not shown 4°
and hybrids of coax and fiber feeder and non-IP-based video overfiber-

Tiny
a below)1,

13.1.3 Metro-Layer Networks and Technologies
= spe

The networklayers for a typical US metro network are depicted in FigureFo!
the three major network segments. the metro network is particularly one nit
becauseall the access architectures discussed previously (many of whi¢ etl
shown)have to be transported over the metro segment. Since the access Se
the “last mile,” it does not evolve as a unit and some parts have hole
technologies that are decades-old vintage. Thus, as newer transport pec” ol: i tio"are introduced into the metro s¢gment, it must still provide ageret ce we

oe ON,transport for the older access-segment overlays and technologie’ aur te
services are mapped onto the melro segment, further appregation can
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Figure 13.5 Example of Metro-Segment Network Layers (this figure may be seen in color on the
included CD-ROM).

handing off to the core, which tends to simplify core-segment architectures.
Furthermore, the large majority of service connections are intra-metro (i.e., both
nds are in the same metropolitan area) and, in fact, someservices are only offered
*r targeted as intra-metro service.

The bottom layer of Figure 13.5 is the fiber network. Virtually all Telco COs today
Connected via fiber. There are usually one or more COsin each metro areathat are

fach a Point-of-presence (POP) where services are handedoff to a long-distance entity
(Which Can be anothercarrier, the samecarrier, or a separate businessunit of the same
sto The idea of a POP arose in the years leading up to the breakup of the Bell
stem In 1984 and became entrenched via its Consent Decree and Federal Commu-
. tions Commision (FCC) guidelines for its enforcement. That FCC document laidLs the boundaries of each Telco metro network more rigorously than the original 16]

TAs (Local Access and Transport Area). This metro-to-core POP handoff can be
senblex, a mixture of virtual and physical in nature which varies by network layer and

*:Weillustrate this with the handoff for IP services later,
di We observein Figure 13.5, most fiber cables run alongstreets and other public
brig “ILS, Such as transportation lines (¢.g., subways) orsewer/water lines, and
any ee® The cables in cities are usually inside hard conduit and ducts or subducts

” fact, may run in parallel in the same conduit with older coppercables thatProy: 1 j 7: eee utskirts <4€Cess-segment connectivity. Fiber cablesinthe city outskirts are often aerial
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(on telephone poles or powerlines), especially in the Northe
Furthermore, there is usually no clean geographic stern Uni,i y geographical boundary 4 Sd §),
metro, For example, core-segment fiber cables often run ae CtWeoy es
segment cables overthe same conduit structures. The factors dean Wit J
amongthe various segments are routed are very complex and de ining how ey,
factors such as negotiated rights-of-way, or Indefeasible Right of eu on busin,
(IRUs), capitalized long-term leases, and carrier corporate lineage i ABT
offs, acquisitions, mutual agreements). However, although much .as BEN, sn
ensued aboutthe various long-distance overlay networks and servicesar; buna" ha
to govern US Telecommunications policy, the answerto the question ope
the cables and rights-of-way for our metro and access Segments”is the ke ‘Who ony
and business factor that has molded the structure of both our majora —
carriers. This also ultimately has an impact on the structure of the ee
suppliers who supply those carriers. “em

As can be seen in Figure 13.5, since most fiber cables run along highways, te
fiber network has a noticeable “grid” pattern, and as such, there are typically tuy
and usually no more than four physical cable routes out of a CO,Often, multiple
fiber routes exist that share part of their route on the same conduit section
Sometimes, fibers share the same cable and then split into differentdirections 4
cross streets or at the entrance to customer buildings, Where fiber cables enter:
CO, they are usually wired from the cable vault entrance to some form offit
patch-panel (often called an LGX or Lightguide Cross Connect) whichisa physicl
device with manual or automated (remotely controlled) cross-connects. Som
carriers have begun to deploy automated cross-connects based on mechan
fiber switches or MEMSdevicesat large COs. Fiber spans are defined betwee
the patch panels. Thisis illustrated by the large dashed edges in thefiber lay
Figure 13.5. Mathematically speaking, these edges form another overlay netwot
(nodes = patch panels and links = fiber spans) over the network layer offi
cables (nodes = buildings and links = cable runs, depicted by large solid be

One can now understand why the introduction (Section 13.1) stressed the
“logical networks.” The “fiber layer” in Figure 13.5 is, in fact, itself com cla
multiple layers, If a network provisioner/planner wants to route @ hig a
network link or customer service over fiber, then he/she routes alonz the we
graph corresponding to these fiber spans, The major benefit Is that ll i
physical splicing of the cable is done when the cable is installed, oPic”
major carriers. Normally, whenever a connection (higher layer link 0° an al
to be provisioned overfiber, the only physical installation (splicing 2°ine
tion offiber patch cords) occurs on the ends ofthe connection t eecal
of the equipment interface cards into the patch panel [e.g., the inter?‘ oD”,
router, Ethernet switch, reconfigurable optical add/drop multipler’ ie an
Optical Transponder, etc.]. The connection through the intermee™cio).
the metro network can thenbeset up via remote cross-connect comm" t susf
patch panels. An exception would be for needed intermediate quitoh cos
O-E-O optical regenerators at intermediate nodes which,due t0 He"
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not usually pre-installed and pre-connectedinto the patch panel. Evenif the patch
nel is manually cross-connected, no splicing is usually required end-to-end, The

difficulty. as one can observe in Figure 13.5, is that the fiber spans (edges) can
sometimes mun together on portions of the route, called a shared-risk-link group
(SRLG) originally defined in Ref. [5]. Thus, the planner must be knowledgeable
about the actual fiber paths of these fiber spans to ensure that restoration objectives
are met for whatever higher-layer network link (or service) is being provisioned.
SRLGs are addressed againlater in the discussion about network restoration.

Figure 13.5 illustrates only a simplified picture of the common metro layers. The
dotted lines signify newer service or network layer connections vs. more traditional
(legacy) transport architectures, Four network layers are shown that route over the
fiber layer: edge SONET ring, backbone SONET ring, ROADM/point-to-point
WDM, and IP. Furthermore, two services are shown that often route directly onto
the fiber layer, Gigabit Ethernet Private Line and wavelength services. These
services are also shown routing directly over the ROADM layer. This is because,
in contrast to the core network, WDM is not yet pervasive in the metro segment.
Thus, even in metros that have ROADM layers, many customers’ connections may
have to route directly on fiber for part of their route where the ROADM network has
not been installed. Note that in reality, although not pictured at that level of detail,
most carers prefer some sort of network equipment between the customer premises
equipment (CPE) and the fiber, a form of “demarcation point” so that they can
monitor performance and isolate performanceissues.

It is useful to clarify the term “Wavelength Services.” For technical readers of
1 optical technology book, this may be confusing, because the term is, in fact,
more marketing-oriented than technically accurate. Wavelength services today
Wually refer to private-line services corresponding to 2.5, 10, or 40Gb/s
SONET or SDH signals, their emerging [TU (ODU-1,2,3) containers, or 1-, 10-,
or 100-Gigabit Ethernet signals. These signals are, in fact, electrical but are often
ansported over WDM equipment, therefore, they have colloquially been mis-
labeled as “Wavelength Services.”

The metro WDM layer is a mixture of point-to-point and newer ROADM
echnologies: hence our label “ROADM/Pt-Pt WDM Layer.” See Chapter 8 for a
full description of the technologies in the ROADM layer. The ROADM overlays
lend to be installed in ring-like (two-connected) topologies and, therefore, tend to

Ve a More “network” appearance (for graphs-theorists, the ROADM network is
(aPrised of just one connected subgraph). In contrast, point-to-point WDM was
i 15) Mostly installed to relieve fiber exhaust and therefore has a more scattered

Pology (consisting of many disconnected subgraphs). A determining factor for
‘chitecture of the metro segment is minimizing network cost, consequently

St Carriers must cost-justify every individual installation of WDM technology,
ns Spare fiber is abundant,this 15 harder to justity economically, There is also

c m™mon industry misconception that installation ol ROADM network layers
disciyg Justified in terms of reduced operations oF prov rae Costs. Given the

‘Sion of patch panels above and the observation that the number of daily
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connection requests for the ROADM layer (from hi
very small, it is clear the cost savings is Insigni
capital cost of the WDM equipment.

Wecontinue the explanation of the configuration of F

somehistorical perspective. Let us examine the right-most stack of Networ iyin Figure 13.5. In the 1950s and 1960s, the Bell System (including warnElectric, its equipment supplier division at the time) developed digital » “Sey(called pulse code modulation) of analog voiceandits resulting metro Mltipte mand transmission technology, the DS-1 (1.54 Mb/s), subsequently,in the 1970,0%1980s the DS-1, with its ability to carry 24 DS-0 (64 Kb/s) Voice-bearing iabecamethe mainstay transmission unit in metro network Carriers. A natural ‘tion ofthe digital DS-0-based switch, the node of the Circuit-switchedFigure 13.5, the manual DSX-0 and DSX-1 cross-connect frame, and
narrowband digital cross-connect system (N-DCS) and widebanddigital crosy.connectsystem (W-DCS) followed. An N-DCS cross-connects DS-0 Channels frogamong its DS-|s interfaces and aW-DCS cross-connects DS-] or SONET VT-|5channels from amongits higherrate interfaces. Telcoslater expanded their W-DCSlayer beyondits Original purpose (namely, to transport links of the CirCuit-switchedlayer) to establish DS-1 private-line services. This included the wholesaling of DS-\:to othercarriers, the Price of which was £0verned bytariffs.

Then packet switches began to offer the ability to €ncapsulate their data (pay-loads) inside clear-signal (nonchannelized) DS-1s, which could be readily prov:Honed by the W-DCS. With the adventof fiber optics and high-speed fiber optterminals (multiplexers), the impact of single network componentfailures afrew, Bellcore decided to Standardize the collection of fiber optic transmissierates with its SONET Standard, as well as take the Opportunity to standardize bscollection of transmission Systems with various restoration (protection) sche™®that had emerged; consequently, SONET self-healing ring standards were &lished, Given the ability of SONET rings and chai . rt DS-35 inbetween W-DCs, 8 and chains to transpo ps; S or between DS-1/Ds-3 multiplexers at smaller COs, thePrivate-line market merged, The initial ivate-line ser™were predominantly sther canine Customers of the DS-3 priv merged 3emand for higher rq * ‘he STS-ne market naturally ¢ :; as the W-DCS was upgraded to have» 1)
olution was occurring from ' pnt
network architectures (the os ye”

Y the combination of(1) a sustained.™!
in interface rates, (2) gradual reductiO" 4)) Marketing/wholesal; - © ine serv!Olesaling of associated private-line

gher layer links or ‘|
ficant in Comparison vin

igure 13.55

Volu-

layer jg
finally the

visi”

rations, ana acket networksin more detail, given erof Figure 134°" marketing methodologiesthat e¥0 olymature stack of overlay ie 13.5, packet networks had to find ame Jnetwork overlays ato Works, In icular, someofthe earliest et”Parti

rom long-distance frame-relay service. The
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rotocol was a simple layer-2 protocol to encapsulate IP packets and, in particular,
through its concept of the permanent virtual circuit (PVC) enabled the setting up of
connections in a more flexible and economic packet environmentthan privateline.
This provided (and still provides) customers with multiple (say, 7) sites in different
cities a More economical alternative to the “n-squared” problem; that is, they would
require n(n — 1)/2 point-to-point private-line connections to fully interconnecttheir
sites, Whereas with frame relay they only require ” interfaces into the long-distance
carer's frame-relay network. The frame-relay customer can then set up a fully-
connected mesh of virtual PVCs betweenhissites. The cost (and associated pricing)
is such that customers with high values of 1 benefit the most. However, as ATM
technology emerged, its concept of a virtual channel overlapped with that of
frame-relay PVC. Thus, today almostall frame-relay services are carried over
ATM networks, Frame-relay PVC/DLCIs are mapped to ATM VCs using the
concept of a virtual channel identifier (VCI). The DS-1 private-line service continues
to be the primary metro service to transport frame-relay signals from customer
locations to the ATM network. In fact, as soon as the DS-1 encounters the first
ATM switch, all the frame-relay encapsulation is discarded and replaced within the ‘
ATM adaptation layer (AAL). The frame-relay encapsulation is recreated at the far
end so that it can interface to the customer port at that end. In fact, many customer i
interfaces on their switches completely bypass the frame-relay stage and originate as :
ATM cells.

The links of the ATM switches have to be transported at a lower layer, so ATM
encapsulation within STS-nc signals was developed and thus could readily use the
SONET infrastructure that evolved for private-line services. Furthermore, since
ATM standards were not developed with a comprehensive restoration methodology
(4 major reason why some think SONETsucceededto a far great level than ATM),
SONETrings also provided a ready restoration mechanism against lower-layer
failures, which helped ATM networksto meet the higherlevel ofQoS often expected
for the services it transports. We note ATM vendorsdid provide various restoration
Methods, but they were never universally adopted by carriers. These relationships
“Mong layers for restoration are discussed belowin the sectionson restoration,

Given that metro ATM networks were deployed primarily for transport of local
"ame relay service and some early IP transport, they were the first standardized

Packet networks the Telcos deployed. Therefore, they naturally evolved to transport
hi “merging consumer DSL-based ISP services. All this discussion is captured in
woe 13.5, which showsresidential (and smaller business) ISP services plus frame

ay4nd business IP services transported over the ETO ATM network layer,
'ven this history, we observe that the “king” of metro transport for the past

outS has been the SONET/SDH ring (which, for simplicity, we will confine
ineoS to SONETfor the remainder of this cheery: We have broken this
live Iwo layers to better illustrate the common architecture of the SONET ring

Cr. Ip most Telcos, the edge SONET ring layer mostly consists of unidirectional
saSwitched rings (UPSRs) or two-node, | t lor Is] protected systems (see

ion | 3.2.3 below) and the backbone SONETringlayer consisting of bidirectional

Is
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line-switched rings (BLSRs). The links of these rings are roy

although some links are routed onto point-to-point WDM Systems op
spans that have reachedfiber exhaust, as discussed above. The reason ie
BLSR demarcation is mostly due to network evolution and economics 7
the UPSRis more economical fora traffic matrix whose nonzero deman, h
one endpoint, while the BLSRis better suited to a more distributed traffic te
reality, since the SONETring has built-in restoration Characteristics its -
lished a QoS expectation for most private-line services or Overlay Network, °
links use the SONETlayer. As a result, when Telcos provisioned Privat
services, they had to install a ring close to the customer location, For buityi
that are on-net, this results in the installation of a (usually) smaller ADM in
building, as illustrated in Figure 13.4, The UPSR predated the emergence
BLSR by many years. Most initial SONET metro networks Were covered y
multinode UPSRs. However, as demand grew and higher rate SONET interfig
were offered, the architecture with edge and backbone SONET rings evolved,J
typical SONETedge ring deployment migrated toward (wo-node rings:one ati
customer premise and the other at the CO. Smaller customers received lower-;
rings. Furthermore, the end of the two-node ring at the COis often a port on aca
a larger ADM.Theresult has evolved into a massive collection of SONET-lne
edge rings. Private-line connections (usually called circuits in Telco terminolog

-% with ends on twodifferent edge rings route over the backbone ringsorshare anodesrE the CO, Alternately, many private-line connections are access links to packet net
worksor the metro segmentof a long-distance private-line circuit, so only haves
end on an edgering of a given metro network. However,notethat backbone SONI
rings are mostly deployed to transport the links of the other higher layer net
such as ATM, DCS,or IP layers. :

Technically speaking, the SONET layeris not as “pure” a routing layet ®"i packet networks or a WDMnetwork with multidegree ROADMs.This § aemost SONETringsconsist of individual Add/Drop Multiplexers (ADM) tl
connected by OC-n (typically » = 12, 48, or 192) signals. Because waedemand has become €normous compared to the (now)relatively small s!

os aring, each metro network consists of hundreds (even thousands) of mine
ich”consequently, there are enormous numbers of ADMsin large COs. GAP".each CO consists of many (somet imes hundreds) of individual ring atillustrate this with a Picture of the tings for a large metro networkin aS ifA geographically-correct diagram is virtually impossible to show foriv

bers of rings, therefore Figure 13.6 represents a connectivity grap! ints? |nodes and edges ofthe rings are optimally placed to avoid edge oe 3 |hence be more Visually useful, The heavily shaded areas are in = oat |
collection of edges from enormous numbers of rings. As the ee at |there is no “typical” ‘pological pattern or architecture. This is eve" ™thwhen wenote that this figure depicts a medium-sized competitive tocailcarrier (CLEC) of a large city. The picture for an incumbent carrie! e

: Telco) would be an order of magnitude more complex. |
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Cp,Rom, Connectivity graph of rings in large metro (this figure may be seenin color on the included

Connections are generally routed across rings by a method called ring hopping.
diffe approachis to provision tic links among the ADMs. For example, two

Mt OC-192 ring nodes may have installed channelized OC-48 links between
havetheir drop-side or rributary-side ports. SONET STS-ne connections that
Nie-tin'© route between the two rings can be assigned to the spare channels on the
rein "ks and cross-connected by the cross-connect fabrics of the two ADMs by
" Command. The broadband digital crass-connect system (B-DCS) is a DCS

 



Page 148 of 214

-

oaee
-

="

a
 

-eeeTmtHT
—

 
caeegg7 Lin#yiAided

 

oo

526 Robert DoversPike ang p
Her

that cross-connects at DS-3/STS-1 or higher rates and was develg h
the need for many pair-wise tie links needed for ring-hoppin 0 ity
ADMsin a given office, In fact, the value of a single B-Dcs “Mong
interface cards with ports that act as single SONET ring nodes ton mI Muy
rings) was studied and recommended many years ago [6]. Basi
multiple ADMs in a CO to just one equipment platform. Ho

was not widely adopted in the metro network segment; consequently si
exists, we do not depict it in Figure 13.5. The reason for its limited ¢ thoy
was mostly because of overlap issues with regard to the W-DCs. ies
widely deployed prior to the advent of the B-DCS,and further coupled an
economics of multiplexing/demultiplexing TDM connections (grooming). i,
ever, in contrast, we note that in AT&T's core network segment,an early B.pp
layer (with electrical DS-3 interfaces) was widely deployedin the early 19%,»
adapted with a DCS restoration method called FASTAR to PLOVIdE netiny
restoration [7]; however, this has been superseded by a more modem, restorb
TDM cross-connect layer with optical interfaces and distributed inteligen,
although the original FASTAR network is still operational. This is described:
the next section, as well as later sections on restoration.

In addition to links of higher-layer networks, Ethernet private-line services
routed over the SONETring layers. Ethernet private line services provide in
faces on ADMsthatreceive GigE or Fast Ethernetsignals and then encapsulate
Ethernet frames into standard SONET payloads in units of STS-1 capacity =
then are transported similar to any SONET private line service. Next-Gen SON:
features, such as Virtual Concatenation (VCAT) (described in other chapte™
provide more flexible connection sizing than the historical SONET concatte™
STS-1/3c/12cofferings. Even thoughtheinterface can be GigE, the interfat™
usually polices the rate down to the private line rate (n x STS-1). Full rate G2
private lines are also sometimes provided over SONETrings(e.g. inside >?"
pe STS-22ve signals), but generally Telcos are choosing t? oe

y overthe fiber layer or ROADM layer (or mixtures of the two) bet
the large amountofcapacity they use up on SONETrings.

Next the hand-off from the metro to core segmentswill be illus
detail. Originally, the concept of a “POp" Wasa simpler concept that ¥
defined around the Public-Switched Telephone Network (PSTN). Ae
transporting voice service [8]. The POP was a location where the te mo
carrier pul a circuit switch that had trunks to a metro (Intra-LATA) ane al
switch. The term Point of Interface (POT) was further defined, where 2
port network boundary was established between the two carriets: 7 ju
ee line services and packet networks evolved, this has become ‘at,
band Faneaa Varies by service and the network layers: 8" ont

‘7. This diagra i jness 6°" piceThis ms the connection of a busines’ pit
long-distance ISP seryice. Each gray vertical box represents 4 er
acan (as labeled above it). The logical and physical links Fe ray! i
elements are shown by |ine segments along their correspo"™ ©

lleq Su Hl
Cally, this fi ‘“
Wever, the :

*
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Customer Mux! ADM ADM W-DCS ADM ACM WOODS wWooce mesp ISP
15 access

UPSA BLSA router

neaer DSLAM

  
Copper Irvine inter. Intra- Intra intor- —_—moors office once office office iofticn Int fibersfiber fiber liber fiber Vitvesr ue' i

Customer | Serving CO Hub central office Large co/rOP cent. off.
premises «|=(Metro) (Metro) : (Metro) | (Core)

Figure 13.7 [SP POP example—TDM backhaul to access router (this figure may be seen in color on
the included CD-ROM),

connection rate. The lowest horizontal line indicates the actual media used for that
link in this example. The customer router has a DS-1 interface, From the point of
view of the customer, he/she has a direct DS-1 to a port on the access router (AR)
of the Inter-LATA carrier, From the point of view of the metro carrier. this is
simply a DS-1 TDM private-line connection between the customer and a port/
channel on the metro W-DCS:the metro carrier has no idea what is contained in
the DS-1. This sort of encapsulation of packets in a TDM private-line connection
lo a packet-network interface is often called TDM backhaul,

The AR resides in the POP location, along with a lot of other equipment
4sociated with the lower-layer networks that support this connection. As one
fan see, although the IP protocol stack views the DS-1 as a “physical” connec-
Uon/layer, it is quite logical in nature. The dotted lines indicate the interface level
“' the connections between the network equipment, mostly determined by the
Multiplexing and demultiplexing that the DS-1 experiences as it traverses the
flo network and mixes with other connections with different endpoints. Our

Of the Customer premise, the DS-1 is carried over copper (the prevalent media to
Mose Customer locations) to a DSLAM or DS-! multiplexer. The DS-1 multiplexer
“Ultiplexes DS-15 into STS-1s (or DS-3s for older equipment) and handsoffvia
5 -3 containing other STS-Is as well, to a SONET ADM.The signal is then
Outed On a leg of a UPSR OC-12 ring containing yel more traffic tea larger office
ae 4W-DCS, which is the hub location associated with the serving CO ofthe
homer location. The DS-1 is de-multiplexed into an STS-1 channel of an OC-3
én '9 the W-DCS. The links between W-DCSs(that form a mesh network) are
. Nnelized STS-Is, generally transported by OC-48/192 backbone rings. Figure 13,7
Pop’ the DS-1 riding one link of the W-DCS network, which ends at the

©, which is usually co-located in the same building as a large metro CO,
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For simplicity, this example assumesthat this circuit
hop) of each ring.

Oncethe circuit enters the POP, it hands off from the metro W-Dcs ‘
W-DCSacross the POI. This figure illustrates the interface a8 an OC.)9 eothe DS-3 interface is still a common handoff rate. One €nd can be ows, thou
metro carrier and the other by the core carrier, Note that as Carmiers have split y he
subsequently merged since 1984, these two carriers might indeed be Memberyasame corporation. The FCC still has rules conceming separation of S€rViogs
some separation is likely to exist for some years following the Writing of thchapter. After the DS-1 enters the core W-DCS,it is groomed with all the OtheDS-Is destined for the AR. The STS-Is destined for the AR are routed
through a SONETcross-connect, whichis a more intelligent and distributed yersin
of a modern B-DCS with optical interfaces [which AT&T termed an intellipey
optical switch (IOS)|. The Purpose of routing throughaplatform like an IOSis that
there is a need to redirect the STS-1 toward another AR, this can be done easily by
rerouting the STS-1 in the IOS network. This flexibility and grooming capability i
the key motivation for routing through such cross-connect devices. Note that we
depict the IOS along with an multi-servi
the lowerrate signals to OC-48 or higher to
the economics of Pricing for interface cards

The business access segment of the metro network is evolving to Ethernet
both interfaces and transport protocol, This is mainly since businesses prtEthernet interfaces into the metro Wide Area Network (WAN) because of the
consistency with their LAN,simpl icity, and low cost. Most Telcos haveintroduce!
Ethernet transport SErvices, Initially, the Ethernet layer networks to camry thet
services have hub-and-spoke topologies that consist of a low numberof iaor routers (sometimes just one) in the backbone portion and low cost EthemSwitchesat the customer premise,

Figure 13.8 showsthe service ©xample of Figure 13.7 using the Businessa ¥layer. This is stil] basically the same ISP service, but here the customer
4 switched Ethernetservice over theE i
€tween Ethernet switches are rs é

Scenario for the coming years. It® vwill Support the use of ROADMsin the COsof the met
: T ring layer, so we show sfawitthe network premise equipment (NPE), which is generally a low-cost Ether :

: miseCamier but on or near the customer's pr . shor"backbone Ethermet switch, Th

POMIES ON Oneleg (ag

hand off to the IOS. Itsuse is govemed by
on high capacity equipment.

| j ane.€ links between backbone Ethernet switches ne mitrouted over ROADMs since these are more likely to be in large COS: Nedifference with Figure 13.7 is that, in contrastto SONETrings, the R feoriNadi NO restoration Capabilities; restoration has to be
ernet layer. The ff to the core router is typically GigE (or 1°fiber. Note thatthis fiber might route through a

customer's access link from his/her CPE to the AR is separated and! .
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Customer NPE BB AOADM ROADM BB ISP
ratar =Ethamel router or rearlar oF access

awitch Ethamat WOM Ethamat foutar
switch (BB ring\ switch

[J

  VLAN oF

pseudo
wire

= o
we S

Fiber (or Intar-office fiber Intra Inter: Intra-otfice fiber
FE/CAT-5) office office

fiber fateot Pol
' i }

Customer premises | Hub central office | Large CO/POPcent. off.
\ (Metro) ' (Metra) | (Core)

Figure 13.8 ISP POP Example—Ethernettransport to access router (this figure may be seen in color on
the included CD-ROM).

ID, if layered with a PWE3-capable protocol, such asVLAN ID or pseudo-wire ich a
y see the improved simpli-MPLS, Comparing Figures 13.7 and 13.8, one can readil

city of carrying packet services over packet networks. .
Finally, we briefly mention the IP layer that has emerged to carry IPTV. In this

discussion, we have segmented the Fthernetlayer into two layers because this is how
the Ethernettransport is being implementedin the near-term. Because ofthe order-
of-magnitude size difference between the two Ethernet transport networks (residen-
tiaVentertainment video vs. business Ethemetservices), the residential Ethemet
layer is being customized for the video application and _ ay the pe
hetwork layers have been economically justified to support the large as ro
Gig or 10 GigE links needed. Furthermore, the business Ethernet ie ave to
Support VPLS, spanning tree protocols and other virtual LAN Boe Ww :sone
generally relevantfor residential packetservices. At some pa”s possible
the (wo Ethernet networks will merge. butthat evolution is not clear,

13.14 Core-Layer Networks and Technologies
rk segmentfora large US commercial

hat, as with the metro and access
jmplification and does not describe

the core netwoThe typicypical network layers of 13.9, Note |
“attier are depicted in Figure

ples, this figure represen al
the network elements and technologies he

“Mier by carrier; however,it does capture
wlerlayer relationships. AS with the metro ne heaa
astack ofnetwork layers 09 the right. Netwly) are hashed. As with the metro segment, this stack
growing orgrowing very SIO y Jecades toprovidelegacy voice services.
‘engineered and developed OY

si

the services and will vary somewhat
{ predominant layers and principal

rwork segment, let us explore first the

er many
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3 Figure 13.9 Example of core segment network layers (this figure may be seen in color on the included
re CD-ROM).
- In the case of the core network segment,the original circuit-switched network
: was used for the wholesaling of telecommunications services (initially telephow

calls). In fact, the wholesaling capability (among various other factors) led © 1
eventual breakup of the Bell System monopoly in the early 1980s as the f
Long Lines business unit was forced to wholesale call minutes to em ”

competitive long-distance companies, from which the US intra-LA mere
LATA competitive framework for long-distance carriers eventually ©"
Similar to the metro network segment, the DS-0 trunks (channels of pens
connect the nodes of the circuit-switched layer route over the "" ae
Continuing down the “legacy” network stack, the DS-3 links of the W fact
transported over DCS-3/3s, a DCS that cross-connects DS-3s that ing
(note thatthe term B-DCS wascoined by Bellcore to include both the PP”sg!
DCS-3/3 and SONET DCSwith its opticalinterfaces and ability 1 CT"go
at STS-1 or higher rates). The DS-3 links between the DCS-3/38 jon .
pre-SONET transmission systems. Originally, the DCS-3/3 was devel? i
natural evolution of the manual DSX-3 prosinconrieet frame function im
gous to the fiber “patch-panel” of today but with coax cables- : ico
viewed as a remote-controlled DSX frame for cross-connecting th irl
transport at the tim neh aa idly ( at”¢, the DS-3. The ability of the DCS-3/3 to faPl™ ajo
to that era) and automatically reroute DS-3 connections motivated de*
of the first large-scale transport mesh rektoraticn methods (7):
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with the adventof SONET, growth of private line and IP services, the legacy
sport stack became inadequate, During a transitional period, SONET rings

were introduced into the core network, However, examining Figure 13.6, the
impracticality of using SONETringsin a large core segment is obvious. Further-
more. early restoration studies showed SONET rings to be economically inferior to
mesh restoration with DCS-type equipment, such as the Intelligent Optical Switch
(10S) [9]. Upon deploymentof the IOS, the SONET ring layer was relegated to
reaching smaller COs(i.e., edge of the core segment) and is essentially capped in
most core network. The other main factor in this evolution is restoration, detailed
in Section 13.2.3. The relationship of the other services, discussed for the most part
in the metro segment, can be seen in Figure 13.9. Note that the separate IP video
backbone layer can be functionally carried over the IP layer. However, full-
featured entertainment video has very specialized performance and multicast
properties and, hence. is usually carried over a dedicated layer. Perhaps as
advanced QoS features of the core IP network are introduced, they will eventually
enable the convergence ofall IP services, including consumer entertainment video,

Comparing Figure 13.9 with Figure 13.5, the differences between the core
network segment and the metro network segment are evident. While the SONET
ring layers dominate in the metro, the SONETring layer is minimal in the core. In
the core, the fastest growing layeris the IP layer and almostall upper network layers
route Over a ubiquitous WDM layer. We thus focus on the IP/OL (read “IP over
Optical Layer’’) architecture as the evolving “network of the future” and examineits
migration in more detail in Figure 13.10. One can see that the IP layer is segmented
into ARs and backbone routers (BRs). The reasons for this segmentation involve
@eTevation and restoration and, as such, are covered in the next section.

 
q WDM terminal© Backbone router (BR) wm 6-DCS/I0S

ROADM/PXC
® Access router (AR) gi ADM @ RO

= 13.10 Bx ample of core network layers (this figure may be seen in color on the included CD-ROM).
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The core IP layer originally had its links (e.8., OC-12) route OVe h
ring layer and then the [OS layer (or combinations thereof), 4 '
links increased, they routed directly over the WDMlayers, skipping air,
ate SONETcross-connect layers. A chief reason for this js that A IMterny
capable of restoration itself using the Internet Engineerin rs layer,
(IETF)-standardized suite of Interior Gateway Protocols (IGPs) fee. . BK Fi
path first (OSPF) or intermediate-system-to-intermediate-system (IS.t§),
gence], The economics and other tradeoffs of restoration at the
layers are discussed in the next section.

The WDM layeris itself a study in network evolution. Originally, just a5:
metro network, point-to-point WDM systems were deployed to relieve cables ee
fiber exhaust andtheir shelf organization was specialized to interface links of SON
rings. However, as WDM became ubiquitous (which involved an evolution ante
“de-evolution”of various fiber types and characteristics, as described in other che.
ters), the economics of core-segment transport became dominated bythe short Ine
of these point-to-point WDM systems (around 100 miles on average) and subseqin
large use and high price of O-E-O regenerators. This led to the deploymentofun
long-haul systems that connect ROADMsand photonic cross-connects (PXCs) whe
route photonic signals i.e., wavelengths. While the subject of ROADMsand PXC
covered thoroughly in Chapter 8, we will give a brief overview forthis discussion

The simplest ROADMsallow for connections to be added to and dropped fr”
wavelengths, A ROADMis connected to other nodes via links in two direcit
(often called East and West) and hence is termed a degree-2 node. More soptt
ticated ROADMswill need to be capable of multidegree routing, or © si
wavelengths among more than two interfacing fiber pairs or directions. ee:
degree capability is needed when the length of the WDM transmission 1°
(i.e., the distance between O-E-O regenerators) exceeds the distance pat
major network nodes. A multidegree node is connected by links (0 ee
in more than two geographic directions. These are termed degree-3, a
higher. Thus, instead of adding/droppingtraffic from the various directio® s
electronic domain, a multidegree ROADMcan add/drop in the photon.

The evolutionary stages of the core network are marked with ovals, se b
| in Figure 13.10. Thefirst stage had the IP traffic carried over sO nals ™
stage 2, that traffic was carried over the IOS network. In stage >, IP arida
routed directly over the WDM layer, while in stage 4 that traffic 1S * il
ROADM-and PXC-based network. As of this writing, this er ihe &
progress and currently all of the arrows of Figure 13.10 still exist, Tod
stage is the target architecture and generates the most capacity grow’sone
links of the IP layer between BRs are 10- and 40-Gb/s POS (Packer we
However, 10-Gb/s Ethernet is emerging as well as 1.00-Gb/s Eile gignil
that in contrast to enterprise networks, where Ethernet interfaces =aa
less expensive than their SONET counterparts, this relative differe® other
very-high-speed router interfaces, whose costs are dominate
related to packet switching androuting.

the §
§ the Size a.

Tecan,
IP layer VS, ie

_
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13.2 RELATIONSHIP OF SERVICES TO THE LAYERS

13.2.1 Service Requirements and How They Affect
Technologies of the Layers

Network services are provided by network overlays at each layer. Each layer then
places requirements on lower layers all the way down to the optical layer. Service
requirements differ by the type of service and layer where they are provided. Service
requirements can be divided into twobasic classes: (1) expectations for provisioning
new services or features of existing services, including bandwidth constraints/
options, and (2) Quality-of-Service (QoS) parameters, such as Bit Error Rate
(BER), packet loss, latency/delay, jitter. As one would expect, all ofthese require-
ments can differ by network segment, layer, and type of service. We give some high-
level examples in Table 13.1. Note that these are forillustration purposes only and
do not represent actual service requirements of any particular commercial carrier.

To achieve the stringent QoS requirements (such as network availability), a
Commercial carrier must provide various restoration methods in the network
segments and layers. These will be described in a Section 13.2.3.

13.2.2 QoS, SLAs, and Network Availability

QOS is a complex function that varies layer by layer. For the TDM and optical
layers, it is mostly a function of maximum BER tolerance and delay. Other
chapters define and explain BER for optical layer networks in more detail. We
Will discuss QoSasit relates to the other layers of the network. However, note that
all Qos examples we provide in this section are tutorial in nature. In Particular,
they do not constitute recommendations and are not meant to imply any commer-
“lal service guarantees. By modeling BER as a 0/1 function [i.e., either a network
Ink €xceeds a maximum and generates a threshold crossing alert (TCA ) which

€enerates a critical alarm orit does not] and then including whethera link is up or
Wn le.g., it generates loss of signal (LOS) or other critical alarm], one can

formulate a network availability model for a particular net moths layer, This subject
Plex, involving probability and networking, the details of which are outside

© Scope of this chapter, but the following will attempt a simpledescription.
fibe °nsider the WDMlayer and index al] of the ” cociponents of it plus its lower
le Q layer for a particular specific network (e.g., optical amplifiers, WDMnals, ROADMs, optical transponders, fiber spans) and then define a O/|
sable, ¢., for each component k for k= 1,..-. # €,=0 signifies that compo-Neny . a "; a cy=! signifies that the compone :1S unavailable or down and a ce=!1 Sig ponent isWg;

. * F r nelWwOork Con : "Se nte ': € or up. A given failure state, s, of the network can be represented byT=

‘tales Uple s=(c,. c, Cn). The failure state space ts the set ofall possible— * Denne n/* . ‘ =*: For a reasonable size network, n could be hundreds or thousands and thus
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Table 13.1

ji)

Examples of service requirements for today’s services,
Example provisioning

Segment Service

Aocess TDM Voice
(Residential)

Broadband

Residential

ISP

IP Video

Metro Private Line

Business ISP

Voice

Core Private Line
=622 Mb/s

Private Line

=622 Mb/s &

Wavelength
Services

Business VPN

requirements Example Qos
SL

New line in 7 days

New service in 3-14 days
Various rates (down, up)
= (512 Kb/s, 125 Kb/s),
(1.5 Mb/s, 512 Kb/s), ete.

Stull under development

New service anywhere from |
week to 6 months. Rates
from

DS-0 to OC-192/10 GigE
New service in weeks. If uses

private-line backhaul for

access, subject to above

Bandwidth limited by access
size or other policing SLA

Residential: same as access;
Wholesale business:
varies by contract

Similar to metro; ends
includes metro segment

Generally longer than private
line if routed directly over
WDMlayer

| day, If uses private-line
backhaul, access is subject
to Private Line requirements

Levels ofstatic tise. :. ‘ cy

Repair in 3 days ee
Refunds for OULapES >6 ip

24 hours

Must keep jitter and Joes ery lw
Various forms ofretransmit,
FEC and buffering used m
Mitigate

Jitter/delay meet Bellcor
TR-253 Availability range
from 0.9995 to 0.9999

For 95% of the time, no mor

than 1% packet loss, Lam)
=< 10-20 ms

=20.005 blocking

a

Titter/delay meet BelloTP
Latency varies by GS
Availability similar©
except core availubt Fy
without the metre :

SONETPrivate LinewiW752 i
Bellcore TR--?"" ©.

GigE not well ct
Availability 9°", 9‘ead since Usual)

specified saan “J
restoration Pf sf

ali!

Packet availability veas
to metro Latency vet

i e and lowe
distanc mt

ne
time rot

routing, Some 5
from 5 to SO™Ss

the stale space, although finite,
components go down is governed
is totally specified by a

is intractable in size (2"). The
£ by a stochastic process, often 4

single parameter for each of them, the me#

,

pate cl
+ .afifle iiss" vet

ime bet"
n

y
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failure (MTBF). The rate at which components come up is governed by a stochastic
process, usually following an exponential distribution specified by the mean time to
repair (MTTR). Similar to a massive Markov process, various failure states transi-
tion to other states by components going down and coming up (being repaired) with
the given rates. Thus, the probability that the network is in a given failure state can
be computed. However, the intractable size of the state space must be computa-
tionally addressed. The most significant observation is that the nonfailure state
(fully operation state) of the network, (1, 1,..., 1), typically has a high probability
(e.g., 0.8 or more). Failure states are usually rare. For example, if network avail-
ability reaches | — 10 *=0,99999(the popular “5 nines”), then it is generally
considered very reliable. Thus, network states with probability less than a certain
tolerance, ¢, such as 10°, need not be explicitly evaluated, Let us index the states,
5; In order of decreasing probability. Although the size of the state space is
exponential, the maximum value & such that ar Pr{s;} < |—e does NOT
grow exponentially in the variable nm. If we lump the states s; for ¢>& into an
unevaluated set, then we only have to evaluate its complement(the evaluated set),
which may be of tractable size. We know that we can bound the answer.

To make use of this, we define performance functions (PFs) for the QoS
Parameters of the services carried over the network under study, most of which
involve some form of loss. Of course, not every service/customer/user of a network
is affected by every failure state. For a network, this is generally defined in terms
of the connections that use it. As an example, consider multichannel entertainment
digital video (like IPTV) over a WDM backbone network from a central source
(€.g., primary Head End) to destination nodes(e.g., secondary Head Ends). Define
4n availability PF, a(d, s;), to be O if failure state s; causes destination d to be
disconnected from the central source, and 1 otherwise. The expected availability of
the video service to node d can be found by computing }7/_, a(d, s;)-Pr{s;}. To
Make this computation tractable, apply the technique above to only compute the

s availability over the evaluated set. For example, suppose the availability PF
OVer the evaluated set is found to be 0.999 (3 nines). Then we can bound the
“Pected network availability, E(a, 2), is bounded by 0.999 < E(a, d)< 0.999 + =,
The lower bound corresponds to disconnection {unavailable, a(d, s;)=0] over
‘ery state in the unevaluated set while the upper bound correspondsto service-

Without-loss [service available, a(d, s;) = 1] over every state in the unevaluatedset.
__oWever, thecatch is that a priori one does not knowhowto order the failure
a Generally, most analysts or network operatarsengincers, even academi-

"S, make simplifying assumptions about the evaluated at. For example, in most
‘they assume it only consists of single-fiber failures and ignore all otherfaz =_- s

sre States. But, often this only gets us 0 0.99 or 0.999 probability of the state
dc There are. mathematical techniques and algorithms, such as statistical
oh™Nce rules, to build analytical performance toolsto allow setting of a tighte es

"ance, e, such as 10~>. See Ref. [10].
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Another issue with QoS parameters is how to define them
connections. Drawing on our previous simple example of video er Muli
WDM layer, we could define the worst-case network ay Servi Oy
Ewc(a) = min E(a, d). Or, we can define the average networkii. a

Eavc(a)= 13> E(a, d), where m is the number of connections sna
fi i

However,it should be noted that the average availability is a risky Qos ™
. ae ; : Measuse as a design criterion because networkscan be quite uneven In their deg Ure

traffic matrices. More sophisticated QoS measures can be defined on the 3
tion, such as finding the number x, such that the availability is more than x PB:of the nodes. mn

Let us now turn ourattention “up” the stack to the IP layer. There are may,
more potential and complex loss QoS PFs. For example, packetloss js the mog
commonQoSfor the IP layer. This is now a good placeto introduce the notion «
a Service Level Agreement (SLA). An SLAis a set of guarantees that a came
provides to a customer for the network service. Typical SLAsfor the IP layer
contain a packet loss PF based on the probability distribution. An example SLA
could be that a customer should expect no more than 5% packet loss 95% ofte
time. Evaluating packet loss on the model we described aboveis more difficul
than the much simpler network availability for the optical and circuit-switched layes
Because ofthe complex protocols that run overthe IP layer, the somewhatunpredicubl
behaviorof (IP) routers, the buffering and queuing disciplines in the routers,the rou:
aspectoftraffic, and the bursty nature of packettraffic, this is truly challenging. T
complexity wil] not be described in detail here, but refer the readerto Ref. [10] form
detail. Alternatively, for a private-line circuit (connection) over the DCS or Sone
layers, an example SLA might be a simple availability QoS PFof network avalsb?
0.99995. Again these are illustrative examples and do not represent actual SL
any particular carrier.

Let us nowfocus on a three-layer network: IP/WDM/fiber(read ee sve
over fiber”) from the core segmentofthe overall network. Following “aby
network model of Section 13.1, the IP links form connections transpore’ ‘et
WDMlayer. One can then calculate the availability of those connection Bi
failures in the WDM layer just as done previously for the video recom
including the IP-layer componentsto the failure state space (¢-2« aanect
cards, router fabric, router line cards, and optical transponders '° si pilild ©
router links to the WDMterminals), one can then calculate the & gpout
the IP network. However, if the nonfailure state has a probability o we gt
even .9 (as is often the case), the astute reader may ask, “How 69 ‘
network closer to an objective in the range four to five nines (9999-77 tabi
greatest control that network administrators have to improve saesive”
is restoration. But recallthat it has been found to be more cost-CHS™ 1p
restoration to certain layers. In this example, assuming that the oon work)
offers no restoration (the usual situation in today’s Telco core e 2 gow"
restoration must be provided at the IP layer. Now, in addition '

ver WD"
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from an IP-layer link (originating fromafailure or planned take-down event, such
gs maintenance. In any one of the layers) and then subsequent return to the “up”
state after repair, automatic restoration must be included, which does not return the
IP link to the up state, but reroutes traffic around the down link. However,if indeed
we were examining a multilayer network stack (such as the ATM/IOS layers in
Figure 13.9) was being examined where restoration was provided at the lowerlayer,
then the upper layer link would in fact experience a short down period while its
connection Was rerouted at the lower-layer network. These are factors that basically
make the computation of the QoS PF, such as a(d, s;), more complex and dependent
on the specific network layers, their interrelationships, and restoration methods at
each layer. We examine specific restoration methods in the next section.

13.2.3 Network Restoration

The authors estimate that network operators and engineers spend at least 75% of
their time attending to the maintenance of network performance. This involves
avoiding, detecting, measuring, or planning for potential network component fail-
ures or traffic congestion, as well as maintenance and upgrade of network compo-
nents tO meet their network QoS and SLAs, After the QoS/SLA discussion of the
Previous section, the reader can now understand why network restoration is the main
architectural too! that network operators have for achieving their QoS objectives.

In today’s network segments, restoration against network failure can and does
cur across several network layers. If one does not understand these layers and

ir relationship, then fully understanding restoration in large commercial net-
Works is difficult, With the foregoing explanation of the network layers, there are
‘ome fundamental properties of network failure analysis that we will list here:

(1) Failures can originate at any layer. As a general rule,failures that originate
ina Biven layer cannot be restored at a lower layer. For Shap ifen.ATM
Switch fails, all the PVCs that route through that switch will be lost. The
links which terminate on that switch cannot be restored at a lower layer
since the switch itself has failed. The PVCs must be rerouted around the
lost switch at the ATMlayer.

(2) Since links at any layer are essentially logical, multiple links may route
Over the same connection or node at a lower layer. Thus, a network or node
failure at a lower layer usually results in multiple link failures at higher
layers. This phenomenon means operators must identify the shared-risk-link
8roups (SRLGs), mentioned earlier, which simply meansit is StiSigerhae
identify the lower-layer links that BARE CONNERTUTE SNE, mu ols
sitcal fact often glossed over in some ee circles, where only single-ink : ‘ ‘i overla networks.
Sitesgeaeaea ai weakest meewnrk availability or Oo
biectives, all upper-layer networks must provide restoration in some form,

(3 —

 



Page 160 of 214

538 
(4) It is important to understand how the behavior ofa link, x
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no matter how rudimentary. The crudest form of FestOration js, :
accomplished by reprovisioning connectionsthrough their conneey
control mechanisms in response to networkfailure, =

a i ‘ > ata IVeqdepends on lower-layerrestoration.If X is provided as a Festorable ogre.
by the lower layer and a failure originates at the lowerlayer tha
go into an unavailable state (go down), thenit is down for the (waa b
short) period until the connectionis restored at the lowerlayer by reroun:
connection to a nonfailed path, assumingthat sufficient restoration ¢ i
provided to reroute the connection. In contrast, if the lower layer Drove,
restoration orif link X is provisioned as a nonrestorable connection, then
X stays downuntil the lower layer failure is repaired.If thefailure Origin
at the same layer as X, then link X stays down until repaired.

Restoration Methods by Network Segment

: ;
fiei

FE
}

’

The restoration methods for each network layer of the network segments discus
in previous sections are summarized below. As usual, there is no claim tha’
listing is complete or fully represents the architectures or performance of #
camier. The restoration methodsfor the access-, metro-, and core-segment exany
networks are summarized in Tables 13.2, 13.3, and 13.4 respectively.

Wegive brief and simplified descriptions of the most important mstom
methods,

UPSR SONETRing(Figure 13.11a) In this architecture, the ring 6
ured over two unidirectional transport rings, one transmitting in 4 oe i
wise direction over the nodes ofthe ring (sometimescalled the ouwler ring) rt
other transmitting in the clockwise direction (sometimes called the ier rit

Table 13.2

Example of access-segmentrestoration methods. |

 
Restoration method(s) against network failures Example

Network layer hat orig) pases=Nety Mat originate at that layer or lowerlayersMerk
Copper/fiber No automati aan

¢ rerouting geil?aePPPoE, —_No automatic rerouting me
; -(lly*oe No automatic rerouting oy

% . hourSORT diane © automatic rerouting yom (he aaes lol-standbys for card failure, No automatic bh(residential) rerout ve .
ing cotter

SONETring jo-20"UPSR
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Table 13.3

Example of metro-segment restoration methods.
—_—_S‘<OCS”™”!”!™!™!™!™”™”*”*”rOGlLL—,_LlOLLa

Restoration method(s) against network failures Example
Network layer that originate at that layer or lower layers Restoration time scaleToEE——

Fiber No automatic rerouting Hours
ROADM/PI-Pt WDM Noautomatic rerouting Hours

layer

ROADM layer | + 1 restoration 10-20ms
with path-switched
restoration

(backbone)

SONET ning (edge) UPSR or 1 +1 10—20ms
ATM (1) No automatic rerouting or (1) Hours

(2) P-NNI (2) Seconds

reprovisioning of PVCs or

(3) centralized mesh restoration (3) Seconds
W-DCS No automatic rerouting Hours
Ethernet or Layer 2 (1) No automatic rerouting (1) Hours

(¢.g., MPLS) (2) Spanning tree reconfiguration (2) Seconds
(3) Rapid spanning tree (RST) (3) Subsecond
(4) Link fast reroute (FRR) (4) 30 ms

IP IGP reconfiguration [reroutes new flows 10-60 s
and generates new multicast trees (where used)]

Cireuit-switched Automatic alternate rerouting of new calls Seconds
(existing calls dropped)

STS-n connection enters and leaves the ring (denoted as nodes A and Z, respec-
ely) via add/drop ports of the ADM atthe two end nodesofthe connection. For
‘Ting in a nonfailed state, A transmits to Z and Z transmits to A in the same
“ounterclockwise direction (on the outer ring). The connection transmits over n
“onsecutive channels (or time slots), starting at a channel numbered 1 + kn (where

IS an integer > 0). It sendsa signal from A to Z on onering and a duplicate signal
from A to Z inthe other direction on the other ring. A port selector switch at the
receiver chooses the normal service signal from one direction (usually counter-
“lockwise), If this signal fails (i.e. the ADM receives an alarm), then the port

“ctor switches to the alternate signal. It reverts to the original signal after receipt
. 4 Clear signal or under other control messages. Some versions of OC-3 or OC-12Hi
"85 are channelized to VT 1.5 channels.

BLsR SONETRinge (two-fiber) (Figure 13.11b)=In this architecture, the first
£ on are used for transmission whenalf of oethe ch Is (time slots) in each directicthe «© Channels (time slot: ea iar af dhe charade ie cnnVe ting is in the nonfailed state. The second nels is reser.

°F restoration. When a failure occurs, 4 loop back is done at the add/drop
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Table 13.4

Example of core-segmentrestoration methods,

 
 

 Restoration method(s) against network failures
  Network layer that originate at that layer or lower layers sels

StOFation4

Fiber Ne automatic rerouting Hours.=
ROADM/PCPt WDM layer No automatic rerouting Hours
ROADMlayer | + | restoration (electrical) 10-29

with path-switched sa
restoration

SONETring BLSR 50~100ms
108 (DCS) layer Distributed path-based mesh restoration Subsecond to
ATM P-NNI reprovisioning of PVCs Seconds vom
DCS-3/3 layer FASTAR (DCS mesh restoration under Minutes

centralized control)

W-DCS No automatic rerouting Hours
Ethernet or Layer 2 TBD

| (c.¢., MPLS)
* 7 IP and IP video (1) IGP reconfiguration [generates new (1) 1060s

é multicast trees (where used)]
Los (2) Layer 2 fast reroute (FRR) (2) 50ms
a Circuit-switched Automatic alternate rerouting of new calls Seconds

(existing calls dropped)
SS745s

w i

ry“i

port of the nodes surrounding the failed ring segment and the failed segmen!\
patched with (rerouted over) the restoration channels over the links in the oppost
direction of the failed segment around the ring. In the case of node failuresa
multiple failures, complicated procedures using squelch tables and other mechanis™
are standardized to prevent mis-cross-connection for connections whose ends a"

j the failed segment. Connections mustbe assigned to the same channels on esc
of the ring over which they route. A BLSR has the advantage over a USPR a
same channels (timeslots) on different links can be assignedto different oe
whose routes do not overlap over links of the ring and thus save some cap"

mimo

"crs)& MW)ae)etewo!fit

BLSR SONET Ring (four-fiber) Four-fiber BLSR is not 4 ©
deployed technology and therefore we do not describe it here.

”
al foe 2

IP-Layer IGP Reconvergence This is the most common method .Ce Is?
in large commercial IP-layer networks today. It usually uses either te pals i
signaling messages for general topology updates and then to recompu! nist
routing IP flows or for MPLS forwarding. The IGP reconvergence a ing th
used wheneverthe IP topology changes by flooding messages (1-&~ K) called
to all neighboring nodes, and then recursively over the entire betes e LSA é
state advertisements (LSAs) in response to the change. Generally. nges sh
link-up, link-down, or weight change message. If an IP-layet link ©

a-“oe  cm
eumneic?of214 eee
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Bidirectional

connection (A-and)

  
 

Solector gwatch *
in add/drop interface. ‘
Switches to receive ADMs perform

te (restoration) loopback around
“signal from line-side failed link

( when alarm received. _?=

|
A Bidirectional

‘connection (2-envcd)

  (b) 2-Fiber Bidineetional Line-
Switched Aing (ELSA)

Incoming (Fi) signal
—-— duplicated on restoration

path all the time (1+ 1)

 

Bidirectional

connection (2-end) @ Switch (cross.
ie connect) point

(a) &-Fiber Unidirectional —> Working path
PathSwitched Ring (UPSR) ++" Restoration path

 
Figure 13.11 SONET s ing ri :" self-healing rings. (a) UPSR, (b) BLSR (this figure may beinclud oan. eB ning eu ybeseen in color on the

yaa being detected to go down dueto a network failure or by being intention-
Wes €n out of service for a maintenance ¢vent (or, more commonly,its link

ghtis changed to a very large value), then that constitutes a topology change.
refore, the IGP reconvergence mechanism becomes, effectively, a restoration

°¢ whereby each router recomputesthe shortest paths to each destination router
M the network and then adjusts its routing table accordingly. In practice, this
ally takes anywhere from 10 to 60s; however, experiments and analysis have

‘trated that this can be reduced to less than 5s,if various required timers areCare ‘fully adjusted. However, in practice, these are not easy to control.
[p.

tyeVE MPLS Fast Reroute (FRR) This isa standardized restoration proce-
Staby;, :hich primary and backup (restoration) Label-Switched Paths (LSPs) are
a the “hed for next-hop or next-next-hop MPLS FRR. When a failure is detected
fory,  Uters surrounding the failure (usually via linecard interfaces), the MPLS
fis:“'Ng label for the backup LSPis “pushed” on the MPLSshim-headerat the

| Money CMeand “popped”at the second router. These labels are precalculated and
IN the forwarding tables, so restoration is very fast. 100ms or less
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restoration has been demonstrated. While enabling rapid restorat
paths are segmental“patches”to the primary paths, the alternate its le
and capacity inefficient, Furthermore, flows continue routing oan fe
paths until the alarms clear, which may span hours or days, ‘
inefficiency, there are more sophisticated versions in which the fe ij
rapid restoration and then IGP reconvergence occurs and :5 the IP-layer iy;
recalculated to use more efficient end-to-end paths, ty

IOS-Layer Shared Mesh Restoration This method is a distributeg
tion technique. Links of the IOS network are assigned routing weights a
connection is provisioned, its source node computes and stores both the ihe
route (usually along a minimum-weight path) and a diverse restoratign .
through [OSs, The nodes communicate the state of the IOS network conne
via topology update messages transmitted over the SONEToverhead on the j
between the IOSs. Whenafailure occurs, the switches flood failure messages,
nodes indicating the topology change. The source node for each affected con
tion then instigates the restoration process for its failed connections by sen!
connection request messages along the links of the (precalculated)restoration;
Restoration is differentiated among priority and nonpriority connection |
failed priority connections use the diverse paths and get first claim at the
channels. After a time-out that allows all priority connections to be rm
(restored) and the topology update messages to stabilize, the alternate pals
the failed nonpriority connections are dynamically computed and rerouted &°
those paths. It is called shared restoration because a given spare channel cit
used by different connections for nonsimultaneousfailures. Shared mesh bi
tion is generally more capacity-efficient than SONETrings in mesh networks
networks with average connectivity greater than two).

sah
1:1 or 1+1 Tail-End Switch (Electronic) The fastest forms of OP.
restoration are one-by-one (1:1) and one-plus-one (1 + 1) restoration, x ost!
at the endsof the connections. With 1 + 1, the signal is sent in duplicate 2 gant
the service path and the restoration path; the receiver then chooses os
signal upon detection of failure. In 1:1, the transmitted signal is ad ope
restoration path upon detection of failure of the service path. Techn ee
this is actually not “optical” restoration, but rather restoration oe in bel
circuits at the ends of a lightpath, usually SONET-based and a eae
to a UPSRwith only one channel. These techniques can (rigger ne git
(mostly due to hold-down timers to accommodate fault aging): ore ti r
method requires a dedicated backup connection, which results "aren
restoration-overbuild of transport resources because of the longer @!

aif
TT et * '

in wee erCircuit-Switched-Layer Dynamic Routing Restoration ji
of routing new calls on alternate paths that avoid failed nodes
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calls at the time of failure are lost. Dynamic routing findsthe leastutilized paths
among many intermediate switches.! Hierarchical routing can also provide restora-
tion. but generally in highly connected networks dynamic routing provides sig-
nificantly more paths than methods based on hierarchical routing and provides the
same degree of restoration with more efficient use of capacity,

Ethernet-Layer Spanning Tree Protocol The spanning tree protocol gener-
ates paths in Ethernet networks via distributed signaling among switches. The
principal development for spanning tree Protocols was to avoid loops in Ethernet
networks. However, it also generates a minimum-hop path and serves as a restora-
tion method after topology updates settle. Rapid spanning tree is a version that
accelerates the tree update process and provides a form of fast restoration.

Note that restoration architectures are not widely deployed in Telco networksin
the residential loop and feeder networks (up to the first CO). This is mainly due to
their tree-like topology (as illustrated in Figure 13.3), which would make alternate
routing prohibitively expensive. However, the situation is more complex in busi-
ness locations. As mentioned earlier, in the United States, the vast majority of
business locations are still connected to the network by copper. For those locations
itis somewhat similar to residential. However, for the fiber connected locations, as
illustrated with the multitenant building example of Figure 13.4, one of the key
factors in determining the restoration capabilities for the access network is the
layout of the customer building. Generally, the portion of network up to the
common space is not diversely routed since riser diversity is not easy to organize
in this way. However, larger customers (e.g., other carriers) often will demand
such diversity and be able to obtain it because oftheir large business presence in
the building. Note that almost all SONET ADMsareinstalled as rings in common
space. We note that today most access rings are in fact two-node SONETrings.

The most striking observation about Tables 13.2—13.4 is the variation of
festoration capability of the layers directly above fiber. In the metro segment,
the layer right abovethe fiber layer is (and has been) the SONETringlayer, which
Provides restoration. In contrast, in the core network, the next upper layer above
fiber is WDM layer, which does not provide restoration. Althoughitis still early,
‘0 far, as ROADM technologies penetrate the metro segment, we are seeing this
‘ame trend. What are the reasons for this phenomenon? Are there future services or
‘rchitectures that are driving this trend’? The next sections shed morelight on the
Sasons for this architectural trend.

‘ilures Across Multiple Network Layers
To describe some various restoration approaches and layer inter-relationships,
"estoration in the core network segment will be discussed first. Please re-examine

: me Core-segment network layers shown in Figure 13.9. Automatic restoration is
Provided by the IP layer, SONETring layer, TOS layer, and IP video backbone

th:
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I Figure 13.12 Example of Potential network failures at multiple layers (this figure maybe seen inctkr=p on the included CD-ROM).

= 3 layer. As Table 13.4 suggests, at present, no automatic restoration is provided in
e ° WDMlayers (otherthan a very limited numberof high-speed SONET privatt les
gsi @ with 1:1 protection), Examining the typical architecture fortheincreasingly ™?*
x Et tant IP layer, one can see that IGP reconvergence is used forrestoration. Almost

lower-layer failures in the core IP-layer network of Figure 13.9 result in failu®
multiple IP-layer links. In fact, some SRLG failures can cause over 10 links i
down in large ISPs. FRR over MPLS(or other tunneling protocols) also isu”
some carriers and by the IP video backbone. #

The concept of how failures occur atdifferent layers and how the ee
affected is illustrated in Figure 13.12 for the core network segment. TUS*
depicts, by simple example,the four layers of Figure 13.9 from the IP ayso
with emphasis on potential network failure. It shows an IP-layer link that".
the IOSlayer, like a link between an AR and BRlocatedin different ci! pwon!
of the IOS layer in turn route over the Pt-Pt WDM layer. The links “at?
systems) of the WDM layerroute over the fiber layer. Figure 13,12 ony )
few of the many componentfailures that can originate in the layers: esan Ir
amplifier failure at the WDM layers usually results in the failure ° . oe
links and, as @ consequence, multiple IP links. In this example, tM nine!
would rerouteits failed SONET STS-n connectionson different pats: : and ie
rerouting is successful, the IP STS-n link would go down for a short ee ip? ‘i
after its alarm clears when the rerouting is complete, would be turnedr io
router controller. Alternatively, if some componentof the router - \i
able (e.g., card failure, fabric failure, system or maintenance, ups™ ee

ZSse

a
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ip layer reroutes the affected flows on different paths via IGP reconvergence. Note
that the ability fo restore connections at lower layers will not aid the affected IP
flows that route through the failed router components, Also, the other overlay
networks (frame relay, ATM, andcircuit-switched voice) have not been depicted
which could also be affected by the lower-layer failures.

It should be clear that to achieve QoS objectives, some form of restoration must
be used. Many people in the optical community tend to assume that network
operators will provide optical layer restoration as a straight-forward matter of
achieving a QoS objective. But, at which layers should QoS objectives be set
and how should they be defined? For example as shown, lower-layer failures can
cause most of the network unavailability, but lower layers support multiple upper
layers each with different QoS objectives. As the reader may have guessed already,
the network layering, different service requirements, and choice of restoration
architectures make this an inexact science. The situation is exacerbated when
commercial carriers must further constrain these decisions by economics. For
example, while it is generally true that (per unit of bandwidth) links at lower
layers cost less than links at higherlayers,it does not always follow that restoration
should be fully provided at lower layer(s).

To explain this observation, in Figure 13.10 it can be seen that while some links
between ARs and BRsroute over the IOS or SONET ring layers, at present all
links between core BRs skip the IOS layer and route directly onto the point-to-
point. WDM or ROADM layers. There is no restoration provided for the router
links at these WDM layers. While efficient WDM restoration methods are not
widely provided by vendors, in fact the reason for this architectural direction is
mostly economic rather than vendor capability. Some of the leading factors for this
inleresting situation can be briefly summarized:

(1) Manyfailures(as illustrated by the router componentfailures in Figure 13.12)
Onginate within the IP layer. Extra link capacity must be provided at that layer
for such failures, This extra capacity can then also be used forfailures that
Originate at lower layers. This obviates someof the advantages of lower-layer
restoration.

(2) The Ip layer can differentiate services by Class of Service (CoS) and
assign different QoS to them. For example, one such Qos distinction is to
restore premium services at a better level of restoration than best-effort
Services. In contrast, the WDM layer cannot make such fine-grain dis-
linctions: it either restores or does not restore the entire connection
Supporting an IP-layer link, which contains a mixture of different Cos

OWs(in i -IP).(3) Underoathere is spare capacity available in the IP layer to
handle bursty demand. This is because, restoration requirements aside, to
handle normal service demand, most IP links are engineered to run below
80%, ulilization during peak intervals and well below that during ott-peak
Mlervals,
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Point | above is the most crucial driver. To further explain
Figure 13.10 in more detail. we see that each AR js dual-hoy We in
intra-office fiber or via transport over the OL) to two BRs. There fea (thy
architectural options to accomplishthis. (1) There is just one BR Sak '
In this case, for each AR co-located with a BR,it uses intra-office fhe \
BR. The link to the mated BR mustbe transported over the other neta kag
layers (IOS, SONET ring, WDM,etc.). A remote AR (an AR not on
any BR) would use network transport to connect to each of two BRsot
natively, there are dual-BRs in each backbone CO.Here, a Co-located AR (2) Al
intra-office fiber to connect to each BR. A remote AR mayeither be link My
mated pair of BRs in one office or link to BRsin different cities, ah;

The reasons for having both ARs and BRs are manifold but, in particujg, |
aggregate lower rate interfaces from various customers. This function in
significant equipment footprint and processor resources (e.g., for CUSTOMERfain,
BGP and VPN processing). Major COs consist of many ARsto accommodate4
low-rate customer interfaces. Without the aggregation function ofthe backbe
router, each such office would be a myriad of inter-access-router tie links a
inter-office links, which have historically proven to be unmanageable and expenge
To the contrary, backbone routers are primarily designed to be IP transport swith:
with only the highest speed interfaces. This segregation allows the BRs wt
designed for multiterabit per second capacity. When a BR is down(e.g, duet
failure of components, upgrade or maintenance), the AR shifts its demand wt!
alternate BR. This is an essential capability to achieve QoS. For example, 7
locations serve as peering points to other ISPs, the loss of which causes a significa
outage. Thus, sufficient [P-link capacity is installed to reroute the traffic from an Ak
to its alternate-homed BRif any single-BR fails. However, because ofpoint! ci
the amount of extra capacity for restoration can be mitigated by allowing use
levels during a failure event to rise above nonfailure levels. Also note that xe
found that the biggest negative impact of the failure of a major BRis ti
traffic originating at that router, rather than from “through”traffic. leeee
three factors were examined the detailed network design optimization su"
12] recommended providing restoration at the IP layer only.

. i]

Its effe ,

13.3 NETWORK AND SERVICE EVOLUTION |
‘ ink’

13.3.1 Which Services will Grow and Which will Sh*
Demand and Capacity

* ml

Estimating the relative bandwidth impact of services on the networka $ .
as it would seem and, besides the complexity of layering, It also fe izit
knowledge of network design. First, we must divide service/ne™
(wo pieces: demand(or traffic) and capacity.

a
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For example, consider the frame relay service, which is transported over the core
ATM overlay network. Define the traffic matrix d(ij.0) to be the average amount of
demand (traffic) from source node / to destinationj over time intervalr, assuming for
simplicity that all flows are point-to-point (in contrast to point-to-multipoint).
A typical time interval for measurement purposes is 5 min. Note that packet traffic
js typically bursty, so the maximum flow during that interval is even higher. Thus
the demand over an interval is the time-averaged demand over that interval. Then
the “instantaneous”total network demandat time ¢ is D(#) = $7 d(i,/, 1). Ofcourse,

iy

for most packet or voice services, D(r) tends to be periodic by time-of-day, week,
month, etc. However, in reality it never repeats exactly. We then define the total
demand for that layer as D = max P(t) over the period of interest (say, several
months). The capacity to carry this traffic is computed by a network planning
process. In most commercialcarriers, this process is akin to a network optimization
problem where the objective is to minimize network cost subject to service require-
ment constraints, such as having enough capacity to provision new service requests
and achieving a certain network QoS objective. Suppose for illustration that
D=30Gb/s, the traffic matrix has an average hop count per connection of three
hops, and that no link can exceed 80% utilization. Then, the network capacity must
be at least 112.5 Gb/s. Of course, in reality this number would likely be higher
because links can only be installed in discrete sizes, such as 2.5 or 10 Gb/s. In core
hetworks, because network cost is more influenced by distance, network planners
often prefer to express network capacity in units of capacity-distance. This is
obtained by converting the capacity of each link in the overlay network to units of
mm “equivalent bandwidth” and then summing. “OC-48-miles,” “DS-3-miles.” and
!0Gb/s-km"are examples ofsuch units. But, the major reason it is done this way is

hetwork layering. That is, planners can easily cost out the equipment at the
*verlay network required to install a link, but it is hard to compute the cost of

Porting that link as a connection over lower layers. Continuing the example,
PP9Se these ATM links route over the IOS layer and that the IOS layer provides

Sstoration. Thus, the “demand” for the IOS layer from the ATM layer is 112.5 Gb/s,
ioe Private-line services and other overlays also use the [OS layer. Suppose
vie: Os layer is composed of 10-Gb/s links. Then the links from the A TM layer plus

9S Private-line services route over the IOS networkandshare this link capacity.
ermore, the (normally idle) restoration capacity is shared among these overlays

netwenees Once the IOS layer is sized, in an analogous, bul quite different
Soa ©ptimization process, then one has a capacity estimate for this layer, This
RetWid then becomes demand for the WDM layer. Then repeat the same process to

mand for the fiber layer. .
Quest, With an idea of how demand and capacity relate to layers, retum to the
Cee Of how to express the relative size and growth impact ofservices,
apple, itis bese te expressit in multiple ways since itis often like comparing

d oranges, For example, we can express un estimate of the size of the

Sy  
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demand at the highest layer where the serviceis provided, This is th. |
relay example above. Then, we can express its impact to the ousthy
the network. In the case of the core network, this is either the a tye
fiber layers (or both). Thus, one metric we sometimesuse in carrier = ly
amount of equivalent 10;Gb/s of capacity required by the Wp ts Wot
service. However, it is clear from the above capacity sharing a la
aspects, that this is not an easy metric to generate. One Approach is tp
network designs downthelayers all the way to the WDMlayer for g tie
with only that service generating all the demand, Interestingly, note leg
be erroneous to add those WDM capacily units overall services and then
the result is the capacity of the combined network. Thisis becauseof the shar
capacity, discrete units of capacity, and restorationat each layer. But,it doe, “a
useful metric to determinerelative size. Of course, such numbers ate not,
generate, Most network planners do not even know them because they Usually
to plan layer by layer.

Foroptical engineers and researchers, the mostsignificant impact ofservices,
the WDM oropticallayers is in the metro segment. This is because the core Wy
layer is largely built-out. More efficient long-haul WDM technology will:
pursued, but there are not major capacity issues to be tackled. In contrast, mo
metro networks have virtually no WDM and it has been hard to identify ecooom
drivers for its widespread deployment until recently. In metro networks wher
ROADM layers are deployed, they are deployed in backbone COs, muy
corresponding with the nodes of the metro backbone SONETrings. Therefot.®
terms of impact to the telecommunications optical systems industry, the2
potential impact will be in the metro segment.

To better understand this, in Table 13.5 provides some very rough of"
impacts on a large Telco metro network based on our study ofthese 0"
Note that these are not official size estimates for any given carer and art &°
provided to give a very rough perspective, The second column gives the"

Table 13.5

Rough estimate of impact of services on WDM/fiber layers in a large melt? ot

  
aig Present estimate of size in terms of pelative ges? ;

WDMlayer impact (%) —

W-DCS (Voice + DS-1 Private Linc) 5-10) at
Business ISP, VPN, FR (L5 -
Private Line (DS-3 — oc- 12) 5-10 medil
Switched Ethernet 0-5 em
Residential [SP (5 oe
Residential Video 50-75 an
Ethernet PL (<GigE) 0-45 a
Wavelength Services & GigE PL, 20-30 LaF it
Dynamic Bandwidth Services Negligible
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impact to the WDM andfiber layer caused by that service in today’s network,as a
fraction ofthe total capacity of that metro. This is complex and hard to estimate
pecause with only a partial WDM footprint, many links of higher layer networks
route over a combinationofdirectfiber and links of WDM systems. But,it can be
clearly seen that in metros where IP networks are installed to carry residential
video, this service dominates. High-rate private line and GigE private line are also
large contributors. The demand for these services comes mostly from external
overlay networks. Many of these customers are themselves carriers.

Thelast rowlists dynamic bandwidth services. These dynamic constant bit rate
(CBR) services are drivers for fast provisioning, They fall into two categories:
subwavelength rate and wavelength rate (the dividing line is now 10 Gb/s and likely
to move mostly to 40Gb/s by 2012), We envisage that the main demand for the
wavelength-rate dynamic CBR services will come from government, limited
eScience/gnd computing, and large, multisite private networks. For example,
AT&Toffers a “bandwidth-on-demand” type service called Optical Mesh Service
(OMS). This service currently provides rapid (subminute) setup of TDM connec-
tions between customer accesslocations via the IOSlayer. Its principal customers are
large enterprise customers or other carriers with large multisite networks,

An important point is that we assume traditional subwavelength TDM private-
line services will continue to be used. This is an important point because many
articles in the late 1990s seemed to dismiss these services, However, it is now
Many years later and today the capacity of the core network (core segment, IOS
layer) needed to provide these sub-OC-48 services todayis still large and growing,
We assume sub-wavelength private line serviceswill continue to havesignificant
demand over the near future. Our rationale is as follows. Following historical
fowth patterns, the highest optical transport rates of today (i.e, wavelength
*rvices) evolve to subwavelength rates of tomorrow. Today most private lines
Te in fact links of customer IP networks. Many of these “customers”are indeed
Othercarriers or governmententities. The business need for such customer overlay
hetworks is not expected to change, just the highest rates. Today the highest
(Wavelength) rate is 2.5 or 10Gb/s. This will increase to 40 Gb/s or even 100 Gb/s
"the next § years, Clearly, only a small fraction of customers will require
Private-tine links at 40-100Gb/s, To provide these subwavelength private-line
“IVices, the most likely migration path is that they will be transported over one
|_ rapidly growing packet-based networks via pseudo-wire circuit emulation

With guaranteed minimum latency and QoS. Also, as the packet networks
4 lo huge size, PVC-lype services will be more readily accepted and so theseWi at"I grow to replace much of the TDM private line.

] 33,2 Network Evolution
Fj : H
ie” 13.134epicts a potential evolution of the core segment. The lirst observa.

"iS that it ig significantly simpler than today’s network. OF course, this is

Pecage 171 of 214

 



Page 172 of 214

Os
Rabert Doverspiky ANd Pyy

My. 
IP layer

   
ROADMlayer

Fiberlayer

Figure 13,13 Potential future core segment network layers (this figure may be seen in color oe® Ty ing included CD-ROM).
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© i,
m8 idealistic in the sense that commercial networks have shownadifficulty 0"
m £' older technologies and architectures. This picture still retains TDM private
i} 3

services. These are likely to exist in some form for a long time beca™
accommodate the links of other overlay networks. We note that perhaps ss
customers of TDM private-line services migrate to more circuit-oriented .
flows, such as Ethernetvirtual private line or PVCs in some form (not soot
frame relay or ATM). It is assumed that an evolved Ethernet layer M"
modate both types of flows: PVCs of some type and TDM circuits "# st
emulation. Both the IP layer and the Ethernet layer mostly transport
their higherlayers, but the Ethernet layer is more focused on connecline
transporting PVC-type connections. pet

To achieve this evolution, some enhancements over today’s core packel oa
will be needed. The challenges will be to demonstrate when pseudo-W™ en
optimized for speed and that the latency ofcircuit emulation (due 7 ee?
buffers) will meet grid-computing requirements, However, note that "yp
circuil emulation technologies exist, are generally available (GA) today (13 \
been shownto be able to meet the private-line service require al we

be Uncertainty in the timing ofthis migration lies more in the metro :
t evolves more slowly) and the economics of transitioning from

architectures. Furthermore, ITU G.8261 has been established © eee
(clock) distribution adequate for carrier-grade circuit emulation in ”

.n,

legit il
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Dynamic wavelength-rate CBR services will require an optical control plane
that supports fast provisioning and WDMtransmission systems and cross-connects
that can appropriately meet transient, power, and other optical requirementsor, if
not possible, cleverly preprovisioned O-E-O methods.

Voice is expected to migrate to VoIP. We note that this migration has been
forecast more aggressively in the past, yet has defied predictions. However, despite
the economic analysis or preferenceofcarriers and predilection of many customers
against change, equipment to feed the circuit-switched layer is being capped by
many equipment suppliers and so its lifetime is very limited.

13.3.3 “Killer Apps”

What sorts of future applications will require massive link bandwidth and/or
advanced network provisioning and management capabilities? There are many
ways to interpret how future applications will affect the various networks dis-
cussed, but given the focus of this book, this discussion will be specific to the
impact on the optical layers. Just as with the first sections of this chapter, we need
fo examine this segment by segment andlayer by layer.

For the metro and access segments, referring back to Table 13.5 (based on present
frowth rates), the services that are projected to have the biggest impact on the metro
fiber layer are residential IP and video services. The impact on the fiber layer of these
(wo services can probably be lumped together. This is because IP-based transport of
residential video services is estimated to become predominant (>50% of capacity) by
2015 and residential ISP services are carried over the sameIP layer. Note that we can
lump residential wireline voice services (VoIP) in as well, but its bandwidth usage is
80 insignificant thatit essentially has no impact onthe fiber layer. The impact on the

WDM and fiber layers of the metro segment for these services will be gated by the
access segment, and therefore it is important to discuss the main technologies
4ailable for video transport over the access segment and how they might evolve.

Access Segment
Access-seament technologies fall roughly into five transport architectures: (1) IP
ae over copper (xDSL), (2) IP layer overfiber, (3) satellite, (4) RF carrier over
; » and (5) RF carrier over coaxial cable. A key difference is that architectures

4nd 2 are switched, while 3-5 are broadcast. That is, architectures | and 2
3"Sport only the services/flows required to each customeral a given time, while
= fansport to each customerthe union of services/flows over all customers in a

Elven access subnetwork (or serving area) at a given time, This is acritical point
a aUSe, under architectures 3, 4, and 5, an increase in the amount of available
in “9 entertainment channels plus growth of ISP service requires a commensurate
- Tease jn the access transport bandwidth. However, the real-time bandwidth
“tually required by each household has grown relatively slowly, most recently

“ME due to the advent of high-definition TV (HDTV) and increased demand for

 
PeePave 173 0f 214



Page 174 of 214

 

hs i
tfiwrgut&fliesorgictWey“2h

roe

- aaa 174 of 214

OS
552 Robert Doverspite td Py

hy |"y

ISP bandwidth (in the 3-20 Mb/srange).In contrast, the access bandwig |
for architectures | and 2 is governed by the maximum cumlative i
required by each household at any instance oftime. Thus,for architectyga.
the breadth of entertainment channels is not limited by ACCESS-Sepmen lay
and therefore can grow without bound. Dad

Providing video and ISP services under architectures | and 2 (which fies
new compared with architectures 3-5) has required substantial investrney Oh
access and metro segments because the required lowerlayers ofthe ink
were not pre-existing. The accompanying investment in the core segment jac)
relatively very small; but we will return to discuss the core segmentlater,
while the industry is experiencing an enormous economic “bump”from the xs
and metro-segment deployments to realize architectures | and 2, based on thy
ment above and our assumption of predominant IP transport in 5 years, this gna
will likely flatten out once the bulk of the network and its layers is deployed in me
metropolitan areas. Then, network growth will be gated by growth in the maim
bandwidth per household. At present, based on an ISP service (1-20Mbi, x
simultaneous video receivers, and anticipated standard definition (SD) (I-3M
peak) and HDTV (6-8 Mb/s peak) compressed datarates, the anticipated perf
hold peak demand overthe next 5 years has been estimated anywhere from lv
20 Mb/s to a high of 50 Mb/s. Given these estimates and assuming architecture | «-
the variety of entertainment channels, video-on-demand (VoD), and other apg:
tions, which can be more easily accommodated by a switched IP infrastruc.
grow ala frenetic pace [e.g., person-to-person video, home-monitoring, YouTube
video, intense gaming (high-speed, high-resolution, multiplayer), etc.]. y* contin
be accommodated by the anticipated maximum access bandwidth. Therefor. hats
residential access segment we would need to see new killer apps whic my
~10 Mb/s or more to cause the next “bump” in commercialization or spene”

Alternatively, for business access, there is a completely different-
Business customers who require large bandwidth usually aggregate ma" at
eesor serve many customers,either directly or indirectly through other busi
While a maximum of 20-50 Mb/s may be adequate for most resident! ne
many businesses today require multiple gigabits per second. e oat?
however, is that there are relatively few of these large enterprises when
with the much larger numberofresidential customers (by more than reergf
magnitude). Also, almostall business locations with significant ban - i
ments already havefiberto their locations, We do not anticipate a0Y “f i
apps driving access and metro bandwidth requirements much di ferent sat
estimates in Table 13.5, although we will discuss a special class 7 wet
government customer when we discuss the impact on the core seg

Metro Segment ¥(*ea
E . * i i ; (nm se aff

To examine the impactof residential [P (video + ISP service) 08aft”
more detail, look at how entertainment video might evolve. Today,
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TV shows are still broadcast on a schedule, typically 300-500 simultancous SD
channel feeds plus 10-100 HD channels, assembled from a variety of entertainment
content providers. Somesatellite carriers are trying to get a jump onterrestrial carriers
by offering hundreds of all-HD channels. To deliver this type of service to residential
customers over the metro network, IP multicast [using protocol independent multicast
(PIM)] can be used. Under this methodology, a video hub office (VHO)or headend for
a metro area transmits the IP streams for each channel to downstream routers or
switches. Each router or switch in the IP layer takes the channel stream received and
duplicates it to each of its downstream links, according to a multicast routing tree that
is set up via the PIM signaling protocol for each channel (note that to lower costs,
many implementations of IPTV install Ethernet switches closer to the customer. These
switches make use of a protocol called Internet Group ManagementProtocol (IGMP)
for multicast, rather than PIM, which is mostly confined to routers). The last router
before the customer (usually located in an RT or mini-headend) only transmits the
channels that the customer requires in real-time. This tends to equalize the cost of
infrastructure when compared to alternate architectures (like 3-5 above) which broad-
cast all channels to each customer. In contrast, if IP unicast is used instead (in which
case Virtual point-to-point connections are made between the VHO and each custo-
mer), then the metro transport cost is much higher. Today, both multicast and unicast
are required. Unicast is mostly used for ISP service and VoD, where customers choose
their entertainment from a stored catalog of programs.

Continuing with the evolution of residential video entertainment, in 2007it is
estimated that of the 200-500 TV channels, only 10-20 actually require real-time
Streaming (e.g., sports events, news, and live events). The principal question,
then, is how prevalent or even predominant will the VoD model become? Taking
this to the next step, how will VoD, as offered by video entertainment providers
loday, differ from that of video delivered via the Internet? These two forms of
*ntertainment are converging. The main differences today are quality and licen-
‘ing: TV offers consistently high-quality video and more heavily licensed movies
“nd TV shows, whereas the Internetis a wild repository of anything from content
‘Imilar to Ty itself, to homemade, low-quality webcam movie shorts with no
Censing or copyright impact. But, from the standpoint of network layers and

Nologies, there is little difference! These two services (ISP and IPTV) are
Y Separated by virtual streamsinside the IP transport pipe. If the latter mode} js

ined in full (i.e., almost all forms of video entertainment are VoD), this will
Tease the bandwidth requirements substantially on the metro transport layers
Use, without many simultaneous channels, multicasting provides little advan-

ph us, the metro transport networks will continue to grow beyond their initial
By °yments, even though the maximum residential bandwidth remitins constant.
wie With the access segment itself, the capacity (c.g., cumulative capacityin
Max; of 10 Gb/s-km) of the metro-segment resigential-IF layer will reach
reg Mum on the order of nd? [also denoted Old"), where n is the number of) de . i ‘ ay © i - re na 5 reeof | Nig] customers and d is a parameter that estimates the geographical extent

© acess network served (e.g., “network diameter”), Alternatively, if this IP

Dis0i21
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layer of the metro segment is dominated by multicast tr My
capacity scales only as O(d*), We anticipate that the Vop mansmission, they
after 5 years. We do not base this prediction on the desires = wil Predom,®
need to receive return on their rather substantial investhient -~ Caenye
enormous competitive pressure asserted by the Internet, coupled - Father by
shift currently underway. These changes include the Use of mt the life,
devices (such as Tivo”) and increasing numbers of teens a Uime-shifi,,
taking entertainment from the Internet. This shift also significant;ot” ,
type and where advertising can be placed, with substantial im act Changes ,
economics. However, we note that in the past many tindlitiona phn Weny
distribution models were turned upside down by Internet-based hee
(such as sharing of music via free music distribution sites), only 6 a
by the US tort system and copyright and licensing laws. Therefore we Need
evolution will not be a smooth transition but will move ahead insti ue

Asfor the ISP serviceitself and the previously mentioned estimate of20-50.
aee maximum, whatsorts of applications will even getclose to his in

Tr, ullimately, i i i i ‘ ;

caeaadrioanteceaeee
ment portion of the IP pi icati ce vo perape, applications that are more distributed and not ms
produced will be needed to drive this portion. A very likely candidate is moniton
or surveillance. With heightened concern for safety, two-income householl
inexpensive and robotic web-cams, and just plain curiosity, there will be alu
increase in local video monitoring. For’ example, parents might want to momir
their children at home, daycare, or school, or to monitortheir pets or check on
security of their home or other locations. More people are also using vide?
conferencing while working at home. Is this enough to stress the 20 Mb/s ™*
imum access bandwidth? The answeris “no,” unless the video quality beo™
more like SD and there are multiple, simultaneous feeds required. Howe"
another interesting driver for increased access bandwidth and a less stilt”
metro network has been identified [15]. Because of the current video saci
mode] described above, the IP layer of the metro network hasto deliver in“ _
reliable performance.Jitter and small failures or packetloss are not well Oe
Furthermore, video features, such as “pause,” “fast-forward,” oF “rewil =
somewhat limited under VoD.For example, to maintain the propet encoun it!
sequencing of differential video frames, a show/movie is usually PTE ec.
separate Compressed date file for each “fast-forward” or “rewind” speed "et
When the customerselects a particular direction and speed, the specille ss
corded file is accessed and provided by a separate stream. Some ° is ;
provided by a digital video recorder (DVR), butit still requires 8°™ ww"
streaming limitation. However, if we hypothesize an access link wi
width, then for non-real-time contentthere is no need for streaming: 1 | es?
(or the system) can simply download (or pre-fetch) all or most of the all
then have a full set of features, similar to a DVD, But, most imp? wel
transport network, it alleviates most of the high-availability and
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characteristics of the metro IP layer and furthermore alleviates much of the need
for IETF-motivated diffserve performance models for high-priority streaming data.
Is this enoughof a driverto force up the required bandwidth of the access link? We
are not prepared to predict this, but it is an interesting viewpoint.

Core Segment

Although some requirements on DWDM andoptical technology might be unique to
the core segment, its size will be bounded by a function of the access limitations
identified above. A key historical factor in the core segmentis the O(7) vs O(n")
effect described in Section 13.1.3. This continues to be a key factor which will be
illustrated with an example. Today, residential ISP customers download a WoD
service from an IPTV carrier or something similar from the ISP from a few,
centralized sources, This, to date, has also applied to Internet gaming, wherein
there are large numbers of end users, but who interact mostly via centralized servers.
This implies that the impact on the core segmentis O(n) because of the small, fixed
number of sources comparedto the total number of end customers, n. However, there
are point-to-point applications (or in Internet lingo peer-to-peer) such as residential
monitoring and peer-to-peer video, multimedia, and music applications. If the video
bandwidth requirement of such a point-to-point session increases to becomecloserto
that of a VoD movie or TV show,then the peer-to-peer applications will dominate the
centralized services. Most importantly to the core network segment, its traffic matrix
(the matrix (dj) whose entries are demand from AR i and AR J) will have densiry
(number of entries with significant demand) more like O(n’), rather than O(n). This
will increase the required network capacity. However, note that the impact on the
household maximum bandwidth in the access segmentis unchanged. Rather,it is the
networking effect that mostly impacts the core segment layers. oe

Our observation is supported by the current and historical distribution of types of
Intemet services. Peer-to-peer applications have constituted a large portion of long-
distance ISP traffic and we now estimate they comprise over 25% of flow bandwidth
in long-distance ISP networks. However, we note that quoting a reliabledistribution of
‘€rvices will be increasingly difficult because many peer-to-peer applications on the
nlemet are disguised within protocols or encrypted and, as such,are hard to measure.

_ Distributed sensor networks are another interesting apphcation. eee sai
clude extremely low-energy radio signaling betwicen LaPeEya aRVERIORY
“ontrol systems via RFID. While this application has thepotential to be truly
Massive in n, it is not yet clear if the individual bandwidth requirements are
‘Ubstantial ideo). It is: e.g., on the order of video). ze :‘Ons will ence to mostly business locations or mostly residential and whether
this wi) have a O(n) vs O(n’) effect on the core network. os a

Ne particular type of business service that has been higt y touted to have a
grid computing and e-sclence applications.

f massive data files fromparticle accel-
d distributed genome processing. They

also unclear Whether these connec-

arpe ; :

The. Impact on the core network 1s
ioe include the distributed processing ©

“ors in different countries and advance
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have also spurred someinterest in educational and government
width-on-demand services or interactions among contro] Planes to d bay
adjust topologies across network layers. In these applications, .s |
connections are truly massive and, for various distributed computertg
interface requirements, need to bypass typical data layer Protocols as
commercial IP layer networks, These applications are of great Scientific: i
and have spurred a whole academic field of integrated IPDWD\y netwo is
agement and switching technologies (such as optical burst Switching), Ang -
they will generate focused, dynamic, and high-bandwidth Connections
applications have not been shown to generate much impact ontotal Core
capacity due to the paucity of locations. Current large business Customers a,
have interest in bandwidth-on-demand. These large business Customers gener
have large private networks and bandwidth-on-demand provides them Alexitil
for their own IP-layer topologies because ofthe rapidity of ordering point-to-poy
long-distance connectionsfor their IP-layer links. Wefeel that the bandwidthin
demand model would fit both of these applications well [16].

itcles fi

13.4 SUMMARY

The UStelecom network has been divided into access, metro, and core segmet
and their various stages of evolution wereillustrated. While the core segmenths
an almost ubiquitous penetration offiber and WDM technologies, the opposite
true for access and metro segments in mostareas. Thus, while muchofthe opt
literature and industry focuses on advanced optical technologies for the -
distance network, mostof the investment and opportunity for growth resi :
the metro/access portion. As study shifts through the core, melro, and ee
segments, it will be seen that networks evolve more slowly and more. :
formly. Beyond network segmentation, since the optical layer is esse - :
workhorse for higher network layers, an understanding of networka
crucial to understanding the requirements and evolution of the opti¢*! mi
A prime exampleofthis correlation is network restoration. One canne! st
propose practical restoration methodologies for the optical layet - yl
functionality and formulation of the restoration problem is unders! .« ya”
network layers. This chapter has attempted to provide the reader @ MYie il
standing of commercial optical networkarchitectures and broug™ out
their more practical commercial] aspects.

LIST OF ACRONYMS

. pa ”
I+] One-plus-one (signal duplicated across both serie ger

restoration path; receiver chooses surviving sigo”! ¥
of failure)
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One-by-one (signal switched to restoration path upon detection
of failure)

ATM adaptation layer
Add/drop multiplexer
Access Router

Asynchronous transfer mode

Broadband digital cross-connect system (cross-connects at DS-3
or higher rate)
Bil error rate

Border Gateway Protocol (IP Protocol)
Bidirectional line-switched ring
Broadband Passive Optical Network (each PON downstream
carries 622 Mb/s on one wavelength and (optionally) analog
video on another; upstream 155 Mb/s; up to 32 endpoints)
Backbone Router

Competitive local exchange carrier
Central office

Class of Service

Customer premises equipment
Coarse wavelength-division multiplexing
Digital cross-connect system
Data link connection identifier

Digital signal—tlevel0 [a plesiosynchronous (pre-SONET)signal
carrying one voice-frequency channel at 64 kb/s]
Digital signal—level | (a signal carrying 24 DS-O signals at
1.544 Mb/s)

Digital signal—level 3 (a signal carrying 28 DS-1 signals at
44,736 Mb/s)

Digital subscriber line
Digital subscriber line access multiplexer
Digital cross-connect
Digital Video Recorder .
Dense wavelength-division multiplexing
European plesiosynchronous (pre-SDH) rate of 2.0 Mb/s
Ethernet Passive Optical Network (each PON downstream carries
1 Gb/s; upstream | Gb/s; up to 32 endpoints)
Federal Communications Commission (an agency of the US
Government)

Fast Ethernet (100 Mb/s)
Fast Reroute

Gigabit Ethernet (nominally 1000Mb/s)
Gigabit-per-second-capable Passive Optical Network (each
PON downstream carries 2.4Gb/s on one wavelength and
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(optionally) analog video on another; upstream l.2Gy

oS endpoints)
HD High definition (short for HDTV)

HDTV High definition (television with resolution €XCeeding 7
IETF Internet Engineering Task Force Mxty
IGMP Internet Group Management Protocol
IGP Interior Gateway Protocol
IOS Intelligent optical switch
IP Internet Protocol

IPTV Internet Protocol television (i.e. entertainment-qualiy mA
delivered overIP) 7

IS-IS Intermediate-system-to-intermediate-system
ISO International Organization for Standardization (not an acon
ISP Internet Service Provider ,

ITU International Telecommunication Union

LATA Local access and transport area
LGX Lightguide cross-connect (fiber patch panel)
LOS Loss of service
LSA Link stale advertisement

LSP Label-switched path
sags MAN Metropolitan Area Network
7 MPLS Multi-Protocol Label Switching
= MSP Multi-Service Platform
a 4 MTBF Meantime betweenfailure
fF MTTR Meantimeto repair :
y N-DCS Narrowbanddigital cross-connect system (cross-connect aD

rate)

NPE Network premise equipment i.
OC-n Optical carrier—level n (designation of optical transport

SONETSTS-n)

O-E-0 Optical-to-electrical-to-optical (3R regeneration)
OL Optical layer
OSPF Open shortest path first
PBX Private branch exchange
PIM Protocol independent multicast
PL Private Line

P-NNI Private network-to-network interface
POP Point of presence aly
PON Passive Optical Network (access network with afi “

components (glass) in the distribution plant: 9° ©
needed except at CO and endpoints)

POS Packet over SONET/SDH
PPP Point-to-Point Protocol
PPPoE Point-to-Point Protocol over Ethernet
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SLA

SLRG

SONET

STS-n

svc

TCA

TDM
ULH
UPSR
VCAT
VCI
VoD
VLAN
VoIP
VPLS
VPN
VTL

WAN
W-Des

WDM
XDSL

xPON

bec181 of 214

Permanentvirtual circuit

Pseudo-wire emulation edge-to-edge
Photonic cross-connect

Quality of service
Radio frequency
Radio frequencyidentification (a technology for very low power,
low bandwidth communication using small tags)
Reconfigurable optical add/drop multiplexer
Rapid spanning tree
Remote terminal

Real Time Protocol

Standard definition (television with resolution of about 640 x 480)
Synchronousdigital hierarchy (a synchronous optical networking
standard used outside North America, documented by the ITU in
G.707 and G.708)

Service level agreement
Shared-link-risk group
Synchronous Optical Network (a synchronousoptical networking
standard used in North America, documented in GR-253-CORE
from Telcordia)
Synchronous transport signal—level n (an electrical signal level
of the SONEThierarchy with a data rate of n x 51.84 Mb/s)
Switched virtual circuit

Threshold crossing alert
Time division multiplexing

Ultra-long haul
Unidirectional path-switched ring
Virtual concatenation
Virtual circuit identifier
Video on demand
Virtual Local Area Network
Voice over Internet Protocol
Virtual Private LAN Service (i.e., Transparent LAN Service)
Virtual Private Network (IP Protocol)
Virtual Tributary group (encapsulation of asynchronous DS-|
inside SONET STS-1) payload; other VT groups (WT2, VT3.
VT6) are similarly defined
Wide Area Network
Wideband digital cros

or SONET VTn rate) siWaveleneth-division multiplexing .
ieee digital subscriber line technologies, where x © {null, A,
H, or V}
various Passive

s-connect system (cross-connects at DS-1

Optical Network technologies, where x € {B, E,orG}
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future optical networks

Michael O’Mahony
Department of Electronic System Engineering, University
of Essex, Colchester, UK

(Portions reprinted, with permission, from Journal of Lightwave Technology,
Vol. 24, No. 12, December 2006, © 2006 IEEE)

15.1 INTRODUCTION

All developed regions of the world are experiencing huge growth in the volume of
digital data being generated. Figure 15.1 shows the historical growth, where for
example between 2000 and 2006 the volume of data grew by a factor >50, from
3to 160 BGB,an unimaginable growth a decadeor so ago. In this context, it is also
predicted that by 2010, 70% ofthis data will be generated by consumers. Althoughall
of this data will not flow across networks, increasing amounts will, and hence current
networks must evolve to support this staggering growth and provide appropriate
services to the end users for manipulating and processing their data.

This growing data wave and its consequent demands on communication networks
for capacity and services arise from many different user communities spread across the
globe, a phenomenon which has accelerated in the twenty-first century. Figure 15.2
illustrates the global networking situation, wherein different user groups have their own
networking domains, but increasingly wish to interconnect and share networking
resources, These networks may, ¢.g., be domestic/national telecommunication net-
works, national research and educational networks (NRENs) (e.g., interconnecting
National research and educational institutes), major research test beds (e.g., funded by
governments), orenterprise/business networks. Currently, majorprocessing and storage
resources (such as supercomputers) distributed on a globalbasis are shared by high-end
(scientific) users (grid computing) and will likely, in time, become accessible to
domestic users and other groups; however, moving from specialized networks designed
for thousands of scientific users to one designed for sharing globally distributed
resources to millions of users requires significant research and development. Require-
ments from some ofthese users groupsare as follows:

ae Fiber Telecommunicarions V B: Systems and Networks
“Pynght © 2008, Elsevier Inc, All rights reserved.
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5. Future Optical Netivorks -

15.1.1 Domestic Users
Based On national telecommunication networks, domestic users will increasingly look
jo store and manipulate video images, play interactive games, and download increas-
ingly large files. Much of this capability is enhanced throughthe greater penetration of
proadband access, whichin its ultimate form will be provided via optical fiber inter-
connections offering bandwidth of 100 Mbps,as currently in countries such as Japan[1].
As summarized in Table 15.1, access at 100 Mbpsis seen as a target that would support
most services being considered, including “Triple Play”services, which include voice
data and video; mobile users will also require high-bandwidth access, estimated as
30 Mbps in this model. These figures would be greatly increased, if super high definition
TV would also becomeabroadcast service, requiring Gbps access speeds.

It is likely that, in the future, such users will make use of network resources such
as storage (already BT Vault, in the UK,is a service for storage) and processing power.
As mentioned above, networking technologies such as the grid computing[2], where
global computing resources can be accessed for any location, will become available
to domestic users (consumergrids), enabling newservices, e.g., video processing, to
be done online.In the era of mobility,it is likely also that personal storage will follow
the user across the globe,so that whereverhe/sheis,all personal data can be instantly
accessed. Major challenges here include security, as well as adaptable network
architectures.

15.1.2 Large Business/Enterprise Users

They require access to high symmetric bandwidths(e.g., up to 10 Gbps) for virtual
Private network (WPNs), disaster recovery, storage, ctc. Such services will be
supplied through Fiber to the Premises (FTTP) technologies.

Table 15,1

Residential service requirements.

 

Te
Al 3 ‘
“pplication Downstream requirement Upstream requirement
H

oe 60) Mbit/s <1 Mbit/s
Per home at 20 Mbit/s each)

ect TV = 4.5 Mbit/s
Vorene 2-20 Mbit/s 2-20 Mbit/s

ra elephone 0.3 Mbit/s 0.3 Mbit/s
b Per home at 100 kbit/s)a ‘

ioete, 10 Mbit/s 10 Mbivs
:Jownload for rental 14 Mbit/s <1 Mbit/s

ka me download must luke <10 mins,
Totai ™ the time to get one from a rental store

~ 100 Mbit/s ~30 Mbit/s
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Scientific Users (High-End Users)

These users are currently served by (NRENSs)or large dedicated tp
cation examples include: St begs Ay

High-Energy Particle Physics: The next generation of Experiments
Hadron Collider (LHC) in European Laboratory for Particle Physics ee le
produce data sets measured in tens of petabytes per year that can onlyat
and analyzed by globally distributed computing resources, Experimen
deterministic transport of 10-100 terabyte data sets, and a [09 terabyje ie
requires a throughput of 10 Gbps for delivery within 24 hours, Thys ooies day
services will be crucial to this discipline where dedicated and guaranteeg nb
is required for periods of days. be

Very-Long-Baseline Interferometry (VLBI): VLBIis usedbyradio Astronon,
to obtain detailed images of cosmic radio sources, where the combinalo.
signals from two or more widely separated radio telescopes can effectively cry
an instrument with a resolving power proportional to their spatial Separate
e-VLBI[3] will use high-speed networks to transfer telescope data to a comelay
and the availability of optical network services at multi-Gbps (10-40G»
throughput will greatly increase capability.

e-Health: Remote mammography poses challenges for the deploymen:
supporting IT systems due to both the size and the quantity of images, =
networks requiredto transport 1.2 GB of data every 30 s. The availability of9
network services offering real-time guarantees is importantin this field.

15.2 REGIONAL ACTIVITIES

With these new demandsfor data services, the traditional voice-centric —
munications network is in the process of transforming to a data-centn¢ age
The vision is to have a communications environment comprising wired and 8 inf |
networks whereany individual can access information and networkri
effortless manner. To achievethis, the ultimate network will have 4 7 iN
blocksa fixed optical network platform, accessed though wireless (Wi"™
UMTS)and wired infrastructures, such as FTTP. Such an all-pervasiv ‘util |
society, however, puts increased demands on network reliability 1°"4jn ® |

The importance of future national network infrastructures 18 ™og0
ongoing discussions on how a new Internet might be realized. servi
mented [4] that the Internet is expanding from an “Informae ile,
“Critical Infrastructure” forall aspects of society and so new networ rent ine
must evolve to overcome manyof the problemsinherent in the oF ysed in
NRENSaswell as experimental network test beds are currently DIB pal"
to understand how a new Internet mightbe constructed. The inferen®ial .
levels communication networks are no longer just desirable
nation’s development and security.
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y5. Future Optical Networks .

Regional views on expected growth in capacity demands, traffic profiles of new
services, and the need to moveto data-centric networking are reflected in the scope
of the major research programsandtheir associated projects funded by regional
governments.
~" In Europe, currently there are no overarching roadmapsfor future networks, but
a number of very large “Integrated Projects” funded through the European Com-
mission (EC) identify their own vision of the future. The NOBEL project (5), 2:8:
studies the evolution of core and metropolitan optical transport networks, support-
ing end-to-end quality of service (QoS), with intelligent data-centric solutions
based on automatic switched optical network (ASON)[6] and generalized multi-
protocol label switching (GMPLS) [6], together with optical burst and packet
switching; these topics are discussedlater in this chapter.

Optical packet switching (OPS) has had long-term support within the EU and
national programs, with projects such as DAVID [7] and OPSNET/OPORON
(8, 9] developing the technology and its application over a period of about
15 years; however,it is still seen as a very future technology. By contrast, optical
burst switching (OBS) and GMPLSapproaches are viewed as realistic possibilities
for more near-term deployment, and research in these areas is also echoed in
national funding in many countries.

Recently, BT (UK) has committed itself to moving to a converged national
network solution (BT 21CN Network), with an Internet protocol/multiprotocol
label switching (IP/MPLS) core [10]. This change is also under way in other
countries (Netherlands, Australia) and is significant in that the architecture opens
the path to a full optical transport network at some point in the future, with the
possible replacement of optical-electronic-optical (OEO) switches and regenera-
tors with optical-optical-optical (OOO) technologies.

Europe is characterized by a large number of NRENswhich exist in most member
countries, These networks are nationally funded and commonly used for research into
Scientific applications (of the type discussed above). The EC funds an overlay net-
work GEANT [11], which provides interconnections betweenthese national networks
and provides international connections, e.g., to the USA. These networks look to
lambda networking based on scheduled or dynamic provision oflightpaths.

The Pacific Rim countries of Japan and Korea are well known fortheir ambitious
Plans in relation to broadband deployment and enhanced network infrastructures.

Japan has well-defined R&D programs; some are initiated by the Japanese
Government with a view to evolving a legacy telecommunications network to an
4 ver wavelength division multiplexing (WDM) network. Such programs move

tandem with operator plans, ¢€.g., NTT plan to migrate 30 million customers to
and IP telephony by 2010. The most recent program focused on developing

“nall-optical transport network with terabit capability [12]; this research com-
me the study and development of photonic nodes such as fast optical cross-

Anect (OXC) based on MEMStogether with control plane (such as GMPLS),

Ria andhigh-bit-rate, ultralong transmission based on dense wavelength division
iplexing (DWDM) (up to 1000 channels) and optical time division
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Figure15.3Globaltesbed(Source:IST-PHOSPHOROUSProjcct-D.Simconidou.)(ThisfiguremaybeseenincetorentheincludedCD-ROM)
15, Future Optical Networks 617

multiplexing (OTDM).For photonicrouting, targets are related to the feasibility of
\0-Tbps routers and network architectures appropriate to a Tb-class wavelength-
routed optical network. The current program seeks to understand howthis optical
platform can support new bandwidth, demanding applications such as grid com-
puting, and real-time applications like video, digital cinema, and network storage.
Key targets include 160 Gbps multilevel transmission systems, using DQPSK/
QAM,etc. aiming at bandwidth utilization of more than 2 bits/Hz by 2010.

In the USA funding for research (nonindustrial) is through the National Science
Foundation andfor large projects often through DARPA.Current major photonic
activities include studies on optical code division multiple access (QCDMA)and
terabit router technology,the latter represented by projects IRIS [13] and LASOR
[14], whose goal is to realize 100-Tbps routers. Both projects take the route of
OPS, which offers attractions in terms of footprint and power requirements.

The strong interest in optical networking in the USAisreflected in the existence
of a number of national test beds, which enable the interconnection of scientific

users and support research into future networks. For example, National LambdaRail
(NLR) [15] is a high-speed national computer network which is also used as a
network test bed for experimentation with next-generation large-scale networks.
Links in the network use DWDM at 10 Gbps/channel. NLR’s services are already
in use by many network research projects, e.g., the NSF OptlPuter project and
Intemet 2’s Hybrid Optical Packet Infrastructure (HOPI) project, which looks at a
future infrastructure comprising an IP core network together with an optically
switched wavelength set, for dynamic provisioning of high-capacity paths. Currently
being proposed is a new national facility GENI [16], which includes a global
experimental facility designed to explore new network architectures with the
broad scope of understanding new paradigmsfor Internet-type networks.

The global nature of communications means that there is much interaction and
Common research between world regions. Organizations like Global Lambda
Integrated Facility (GLIF) [17] provide a structure to enable global test beds to

interconnected to undertake research activities of commoninterest. Thus there
exists a global test bed interconnection,as illustrated in Figure 15.3.

153 A BRIEF HISTORY OF OPTICAL NETWORKING

The invention ofthe laser by Schawlow and Townesin 1958 followed by the work of
> and Hockham onoptical fibers (in 1965) and the subsequent demonstration of

*Plical fiber as a practical communication medium by Maurer, Keck, Schultz, and
Mar in 1970 brought into being a technology platform capable of supporting

National and global communication requirements for the twenty-first century and
beyond, In the late 1970s, fiber began to replace coaxial cable as the transmission
om in the trunk systems of telecommunication networks bringing many advan-
ion both technical and economic. The creation of the Internet (with TCP/IP) in

83 and subsequently the World Wide Web in 1993 sparked the growth of data



Page 192 of 214

 

natth

F }
q

_Page.192 of 214

a
S

618

 

 
WDM fiber

systems

Demultiplexer Space switch Multiplexer

Add-drop ports 
Figure 15.4 Optical cross-connect(this figure may be scen in color on the included CD-Row

traffic on the network, and in 2002, or thereabouts, the amountof network data ini
exceeded that of voice traffic. In the decade from 1985 to 1995,four significa
events heralded the possibility of optical networking where both transmissions
switching might be based on optics. These were (1) the realization of ofa
amplifiers allowing (2) the economic deployment of WDM,(3) the demons
of an OXC enabling the rapid reconfiguration of lightpaths based on wavele
channels, and (4) the convergence of service and transport transmission mile.

Theearly view of optical networking considered an “Optical Layer” to foa®
extension to the existing SDH/SONET network layers. Figure 15.4 showsant
(andits realization), which comprises input demultiplexers, a space switch, &
output multiplexers. Each incoming fiber supports a number ofwavelengths"
are demultiplexed and then either switched (by the space switch) to 8
multiplexer and hence outgoing fiber or dropped off locally. Hence the 0 4
defined as a general wavelength switch which can be realized in (a)an ay
(transparent) manner (OOO—opticalinput, optical switch fabric, optical0¥F”
in an opaque manner (OEO—optical input, electrical switch fabric. op"through choice of technologies. |

Figure 15.5 shows the original conceptof an optical layer, whict as
as an extension to the existing SDH/SONETnetwork layers. In the UE. ri.
typical that about 60% ofthetraffic entering a main node was sii "|
an OXC might be deployed within the optical layer to enable long ost|
traffic to bypass the main switch nodes and hence reduce the sizé _ oe
digital cross-connects. Demonstrations of such reconfigurable net
carried out in Europe and the USA in 1994 [18, 19]. round we)”

The convergence ofservice and transport wavelength bit rates aewoh Oe
2000 (Figure 15.6), at a bit rate of 10 Gbps, opened the pos*!
interfacing between, e.g, an IP network and an optical "1"
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Figure 15.7 A national telecoms network (this figure may be seen in color on the included CD-R0)

IP/MPLSrouter, an SDH/SONET digital cross-connect, or an optical burst, pede
or Ethernet switch,as discussed later. At the network edge,traffic is mapped oniob
network services via an edge interface/router, which can perform eitherls
Network Interface (UNI) or Network Network Interface (NNI) functionality #
defined by the Optical Internetworking Forum (OIF) [6] depending on wh!
connected to the core. A control plane is required to establish paths across oF
plane as requested at the network edge, mapping, e.g., an IP/MPLS stream from
MAN onto a specific wavelength; this path establishment can be done In —_
lized or distributed manner. The deployment of optical technology n°"
potential benefits, as outlined in Figure 15.8.

Someof these are:

a

Transmission: Optical systems enable low-cost high-capacity SYsems bo
high-speed channels combined with DWDM technology.

Switching: A major benefit from optical switching (discuss or :
reduced power and size in comparison with elecngs are OF
throughput. This is a very important factor as exchange build F
limited in size, especially within urban environments. cont

Interoperability: As discussed above, there are manydifferentust mputite)
distributed globally who wish to interconnect (e.g-, for 8"
purposes of experiments or sharing resources. Interoperab!
each network domain mayuse different technologies at -will offer
level. It is likely that networks based on optical technologies

—_|

ic
w) 8ed belo of
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* TransmissionAy — High speed/multi-wavelength
* Switching [circuit, burst, code]

— Reduced footprint
— Reduced powerdissipation

« Better economics

 
Easier network interoperability

Figure 15.8 Optics and the network(this figure may be seen in color on the included CD-ROM).

greater ease of interoperability, through e.g., the exploitation of transparency
(signals remaining in the optical domain across the network), allowing wave-
lengths at the network edge to be dynamically aligned to another domain, or
Support distributed control though the use of fast optical switches.

This chapter addresses some of the key optical functionalities of future optical
networks, rather than the detail of all the technology issues which are inevitable
part of any evolution. It is recognized that a number of functions, e.g., dispersion
Compensation, are currently migrating to the electronic domain, but these topics are
not considered here, As discussed earlier, optical networking includes the concept of
OXCs (wavelength switches) using either an OEO switching or an OOO approach.
The OEO approach requiresthatall the wavelength paths terminating at the switch
£0 through OE conversion prior to the switch and EO conversion following the
Switch; this is costly but enables a well-established electronic switch technology to

used; it also supports finer granularity switching. The OOO approachhas the
Ereat attraction that no OE/EO conversions are needed,butthe transparentsystems it
Offers (with signals staying in the optical domain across the network) mean that
Carefiy] design of the use of wavelengths is needed and makeit likely that wave-
length conversion (ideally all-optical) would be needed.

154 A DIVERSITY OF ARCHITECTURES
AND TECHNOLOGIES

AS Figure 15.7 shows, national networks comprise a number ofinterconnected
networks, access (user to local exchange), metro (interconnection of local
Xchanpes to the core), and core network which transports data over long

BePage195 of 214
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Figure 15.9 The changing network (this figure may be seen in color on the includeg CD.ROy,

distances. Each of these subnetworks has its own architectural designs y,
| respond to issues specific to its position in the overall network; for example i,
. access connects to every individual and hence cost is a major issue; the «.

networked carries data from many users and so its costs are shared. Ip ih
discussion, we focus on the often-called transport network, which spans inp
and core carrying aggregated traffic across the network. Asthe totaltraffic aon
the network increases and the demand for new fast services increases, design ofte
transport network andits control and management are increasingly important

Muchresearch has focused on moving from the traditional circuit-based switt
ing to a more dynamic and data-centric network enabling rapid lightpath recot
guration and providing subwavelength granularity, as needed by the me
applications discussed earlier. In its present form, the network has a comp
layering to allow the simultaneous support of data and voice services as sh"
in Figure 15.9.

The left-hand side of Figure 15.9 shows how data (IP) may be encapsulated in

4 ATM cells (or SDH/SONETframes) for transmission across the pointtoP?
: connections in the WDM network; currently, the network is changing © A‘

data-oriented version of SDH/SONET [next generation (NG) SDHISO"”
Mucheffort has been made to minimizethis complex layering. whichis expe”
to maintain. The right side of the diagram shows an example (discuss
below) where the core of the network is based on IP data streams with

network nodes—a purely data network, esi
Figure 15.10 outlines a possible evolution route for the network struct ile

technologies that may appear in the future optical (transport) netwer work
strated, it is a version of many such diagrams presented over the ye™
from the bottom left-hand corner of the diagram: visoge

Progress toward optical networking has been muchslower (han asec
the late 1990s, and currently the first real steps toward networking7 Ms)
deployment of reconfigurable optical add—drop multiplexers “™vcs) e
particular those based on a multiport wavelength-selective SW!" tical swit
these devices have the functionality of OXCs (Figure 15.3) with anOP
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elements. The move toward 100 GbE standards illustrates thej
technology and hints of future major roles in the next-generation» =
15.10(b) represents a moveto a user-centric design, based on one i)
(OBS/GMPLS), this technology provides subwavelength Branularity ani.
interest to future optical grid networks [23], Finally, Figure 15. 10(e)= aly,
move to an OPS network where MPLS provides a common (acre
optical domains) control plane. OPS offers the finest &ranularity andjsfi
the ultimate switching technique, but its success will depend on man ee
advances; these options are discussed in more detail in the followin

A recent developmentrelating to network architectures js the
programmable networks. Figure 15.11 illustrates the concept. In this
and edge nodes of the network are directly associated with electron
allowing node functions to be dynamically altered.

The Metro/aggregation network (Figure 15.8) delivers data from the acon
the edge device for processing, and will likely use DWDM supporting, ¢.¢,, Cer
Ethernet, but it is the access network that provides the key to the futue
particular the move toward FITP.

With (yp

i

& Section,
MOVE ty,
PASE,the
l¢ Process

Access-PONs: FTTP supports the Passive Optical Network (PON) com
which has been studied for over 20 years, but now increasingly deploe
PONsoffer multiservice (voice, data, video, and telemetry) and multipnie
(IP, TDM, ATM) support and thus are a very flexibly infra
A numberofpossibilities have been studied, which exploit the basic !
concept, but with a view to reduce costs. Two examplesfollow:

Long-reach PONs: Someoperators [24] see the possibility of merging
and access in a long-reach (amplified) PON. Optical amplifica'®
included to boost the power budget andincrease bandwidth,1%
numberofsplits. The long reach is used to bypass the metro networ
terminate at a core edge node; this enables the removal of th

‘ Control & managementae i

 
oftcoe

Programmable ge
: P Mott!

Programmable edge node

Figure 15.11 Progammable Networks (Source: FON Workshop OFC aAe
Simeonidou IST-PHOSPHOROUS.) (This figure may be seen in color on ithe 1m
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Figure 15,12 Network switching optiplions (Source: IST-0 j icolor on the included CD-ROM). eeeAa

burst and circuit switching. The diagram illustrates the key features of ts
differing options, particularly in respect to granularity and flexibility. Grand
concems, in these cases, the ability to have many users operate actos ©
wavelength channel, thus as described below, burst-, packet-, and code
systems demonstrate this feature; in contrast, circuit switching simple se #"
wavelength path for a specific information stream. Flexibility implies the abit!
dynamically respond to network demands, setting up and tearing down ek’
etc. All the technologies discussed can be deployed in a dynamic manoer ©
incorporation of optical switches and a suitable contro] plane (©
configuration. As we move to more dynamic and granular solutions <
the technology becomes more complex and deployment moves oul in time
switching options are now discussed in freater detail.

Dynamic Optical Circuit Switching
Circuit switching technology, where end-to-end circuits
request, Is currently moving toward the deployment of fast and
reconfigurable nodes with Switching granularity at the wavelength |
represented by the ASONarchitecture st ble dynamic isl!fe cesclatoat ! andard. To enable . Figue |
ween loning of lightpathsis automated; this is illustrated '" jaa Oo
which en shows an advanced control plane (associated wi me
= De : ©sthe necessary signaling capabilities for config'

ork. The user can request, through the UNI, a neW
controllers in the network nodes exchange, through the NNIs, then” the”
mation for the lightpath setup (allocation of wavelengths, et¢-) 2° ati
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Figure 15.13 Dynamic circuit switching (this figure may be seen in color on the included CD-ROM).

switches. The node switches themselves can be DXCs or OEOQ—OXCsasillustrated

in Figure 15.13,
As currently viewed, the ASON network, which is based on NG-SDH/SONET,

has advantages in terms of QoS, management, and security. However, due to the
domination of IP-centric traffic, future solutions are focusing on bursty networking
models able to handle dynamic segments instead of continuous data, or combina-
tions of burst and circuit switching.

Optical Burst Switching

In recent years, much research has focused on OBS.It is a technology which is
Suited to bursty traffic (and can be viewed as application-centric) but can be
realized in a less complex way than OPS (sce below). Indeed some commercial
°quipmentis now available [27].

OBS [28] is based on the separation of data and control plane and is seen as a
“ul-through technology, i.e., data transfers directly though the network without

INg stored at intermediate nodes. It has become of great interest as it enables
any data streams to share a wavelength channel, i.e., it offers subwavelength
franularity, This sharing of a wavelength channel will become increasingly
‘MPortant as channel bit rates increase to 40 Gbps and beyond. Figure 15.14
llustrates the operation of OBS. Prior to data burst transmission, a burst control
Packet (BCP)is created and sent toward the destination by an OBSingress node

© edge router), The BCPis typically sent out-of-band overa separate signaling
»avelength and processed at intermediate OBS routers. It informs each node of the
ppending data burst and sets up an optical path forits corresponding data burst.

“la bursts remain in the optical plane end-to-end and are typically not buffered as
*Y transit the network core. The bursts’ content, protocol, bit rate, modulation
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Figure 15.14 Optical burst switching concept (this figure may be seen jn color on te ingCD-ROM).

format, and encoding are completely transparent to the intermediate router J
* main advantages of the OBS in comparison with the other Optical netwoip

schemes are that unlike the optical wavelength switched networks, the ogy
bandwidth is reserved only for the duration of the burst, and that unlike the
network it can be bufferless: butit also needs a switch reconfiguration speedinl
order of microseconds; switch Speed is important asit has an impacton the sat
burst that can be handled. Figure 15.15 shows a schematic of an OBS ova
scenario, At the edge ofthe network, Figure 15.15, data are aggregated iclassified bursts, giving some, e gf
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Dueto these implementation issues (easier processing, bufferless/reduced buf-
fer operation, and relatively slow switching requirements), OBS is seen as a
ractical solution and is considered as the next evolution step in future optical

networking. The feasibility of OBS technology can be identified by a numberof
reported results from field trials and test beds. The most complete demonstrator
was set up in Japan under the “OBS network” project and accommodated six nodes
with MEMS-based switches, achieving switching times of | ms for bursts with a
minimum size of 100 ms [29].

OBS is currently being considered for deployment in Metro/WAN networks.
Currently, the only way to build such networks with more than 10 GBPS of
bandwidth requires the use of DWDMtechnology to enable point-to-point circuits
to be established for every required path across the network; clearly, this can be both
expensive, inefficient, and difficult to manage. OBS, with its multiplexing capabil-
ities, offers a new approach by enabling communications with multiple destinations
across a network. This means nocircuits need be preprovisioned, and high-speed
transponders need not be dedicated for every single communication path. This frees
up capital, simplifies network design, and enables the creation of packet metro
aggregation networks where bandwidth shifts in real-time to where it is needed in
the network. On the negative side, the use OBS may have a detrimental effect on
network utilization, a topic still under study. The lack of buffering at the OBS nodes
and the challenges in efficient scheduling of variable size bursts, which lead to poor
utilization, make this a serious aspect of network design.

OBS has been also identified as a compatible solution for the physical layer
infrastructure in grid computing applications, with possible realization on 7NRENs[30]. ,

Optical Packet Switching

Figure 15.12 shows that OPS is seen as the highest granularity of the proposed
schemes;it is also the most difficult and complex to realize; hence, for many years
it has appeared on the edges of any networkevolution roadmap(suchas in Figure
15.10). OPS is a store and forward technology so optical packets are buffered at
network nodes; hence, buffering is a key issue and challenge in OPS networks,

Figure 15.16 illustrates the operation of an optical packet switch. The top ofthe
diagram shows the form of an optical packet, which comprises a numberof IP
Packets aggregated to form a payload withaserial header, header, and payload
Separated by a time duration sufficient for the optical switch to reconfigure; this
time is typically in the order of nanoseconds. At the switch node, the headeris

d, by meansof detection followed by electronic processing, and usedto set
. 8witch fabric, The switch operates on a store and forward mode,so if conten-

On exists where more than one input seeks the same output, buffering is neces-
AY: This is problematic for opticsas,to date,it is only possible to delay a packet

T than store) usually by meansofa length offiber; in a discussion below,a :
Means of buffering using advanced technology is outlined. At the switch output, a
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Figure 15.17 Optical packet switch node (this figure may be seen in color on the included CD-ROM).

feasibility of fast packet switching on the physical layer with some extensions to
the link layer. In the OPSNET project [32], dynamic switching of asynchronous
optical packets at 40 Gbps has been demonstrated in a fully controllable setup able
to identify and process the header and route the payload accordingly. In Ref. [32],
‘ontention resolution on the wavelength level is also considered on a 10Gbps
Packet Switching node. A more feasible approach toward the implementation of

PS Considers the use of synchronously (slotted) transmitted packets with fixed
lengths, but in this case the hardware overhead is on the implementation of the
Packet synchronizer at the input, However,slotted solutions are attractive for other
{Pplications like computer interconnects, More recent approaches take the view of
a Multiwavelength packet [33], where the payload comprises a number of wave-

2ths, e.g., 16 wavelengths each supporting 10 Gbps enable a 160-Gbps OPS
i ‘Mission link to be demonstrated. This approach takes OPS a long way forward

ms of practical realization. .
Pite their feasibility limitations, OPS demonstrators assisted the develop-

Mt of numerous ultrafast switching and processing techniques regarding

aga20501214
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wavelength conversion, header encoding/decoding and procese:
ping, fast clock extraction, regeneration, and optical contention2 lab :
tionally, various switch architectural designs and contro] Fesolut;
proposed, which in combination with the significant technologicay
the last years, indicate the possible deployment of OPs jn future 2%
future relies on advances in photonic integration that wij] enableo*
subsystems to be constructed, including the all important buffer. “leg

Protocg|, hag

Optical Code Division Multiple Access

OCDMAhas been studied as an alternative networking solution able ty;
passively the number of users per wavelength. The advantages of OCDMA. ; 5; oe bebeen evident for some time through its successful use in Wireless networt
optical networking, its potential for enhanced security, decentralized contro,
flexibility in bandwidth granularity provides interesting possibilities to solve ty
well-known issues in the developmentof future networks, Additionally, the i
bility of OCDMA has beenassisted by newly developed components ableto pri
simple ways of coding and decoding signals in a passive manner, a particuly
attractive and cost-effective feature. Figure 15.18 shows a coder/decoderhasela
fiber Bragg grating (FBG). Sections of the grating are arranged so that an inp!
(at the Bragg wavelength) is reflected with an appropriate phase so that the og,
from the inputpulse is represented by a series ofreflections ofdiffering phases
the input pulse is coded into a chip sequence which is dependent on the ==
design. Gratings have been designed to give up to 511 chips. :

The operation of OCDMA relies on each user having a unique code, we
the same bandwidth.Usersignals are multiplexed at the transmitter on (9 400"
wavelength: at the receiver each incoming signal is matched against locally

Input

| Phase changes Fiber bragg grating
fd e\ 4

=

OnOnrooo0 nr OoO
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actuded COFigure 15.18 OCDMA (this figure may be seen in color on the included
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copies of the codes through the Process of autocorrelation, The major robleOCDMAis the interference betweenuser Signals, called multiple cone aes nce(MAI). The discrimination achieveq between user signals is determined primarily bthe set of codes chosen. Essentially 800d discrimination means long codes, but recall !from above that long codes mean a high channel] chip rate and hence high channe]bandwidthsare required, e.g, if each user were to require 1 GBPS and the code lengthwas 50 chips, then the channel bandwidth would be required to be 50 GBPS;codesmust be chosen so that the Cross-correlation function between codes is low whencompared with the peak autocorrelation value. The combination of OCDMA withCWDM technology in access envi i

m in

OCDMA x 10.71 Gbps system ove
were (a) the use of a multiport enc
multiple optical codes

Ta l11-km field trial, Keyaspects of the approach
Oder/decoderin the central office which can Bivein multiple wavelength bands; this device £ives good correla-

In recent times

[35]. For example, the FBGsillustrated in Figure
incorporate the inclusion of tungsten wires at intervals along the grating: by
Passing current though these wires, the local refractive index can be modified
and a reconfigurable coder/decoder can be achieved. Thus a user assigned a
Particular code on a particular wavelength can alter his code (switching) as
required, Finally, the use of optical codes under a different concept has shown
the feasibility to implement an OPS node [36]. Here opuical codes are used as

Is in order to distinguish the different headers of the transmitted packets. Afterheader matching, the autocorrelation peak triggers an electronic controller that
shows the Output port where the packet should be routed.

{n summary, research on OCDMAinrecent years has demonstrated that it
Provides an interesting extension to the usual dimensions of space, time, andWavelength deployed in optical networks. However, it faces challenges if used in
areas of the network involving long distances and high bit rates, and so at present
Most consider the access network the most likely area for ooAs “a“CCeSs network is very cost sensitive, however, severe mane are placed on thehnology to allow it to be competitive with legacy solutions.

‘5.6 KEY SUBSYSTEMS AND TECHNOLOGIES

i ion, broadly outlines a muchThe roag : d the above discussion,15.10, and the above © iad®gueg sueee neue the future: with switching orieeea future cial.optical network. Generally, the picture 1s that transmission
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Figure 15.19 Mach Zehnder Interferometer (M1) (this figure may be seen in color OOM the insCD-ROM),

described, with experimental demonstrations (e.g., all-optical regeneralid !40 Gbps has been widely reported [37], as has wavelength conversion,fast tumlasers, tunable dispersion compensators, MEMs-based switch fabrics, etc,), olfare still gleams in the
: : ieye of the network designer with, as yet, no ane aerealization, e.g,, optical memory and multiwavelength optical regeneration.

what has become well reco
nized is that the future of aTof optical networks, at affordable cost, lies in the ability aeF photonic integration, This has not been an easy route w dieing examples of Future approaches are starting to appear. &the integration Of photonic Components js not straightforward as the abet!technology for various ©omponentsdiffers (e.g., lasers are grown on InPfilters benefit from Silicon technology). Existing photonic integration own?are based on hybrid integration, where individual components are laid fFiterconnected ON a Suitable Substrate (€.g., silicon) (hybrid integration mdfunctionality, lower cost, and shorter developmenttimes), or on mone 3 seration, where a limited set of functions, realizable on a common ri gitt?Infinera [38] ni leesention also faces a challenge from oerallowing similar functional anyce interfaces are ee

However,
full potential
200d levels o
someinterest

: : ty in many Cases at comparable costs. iwdvancesin the INlegration of Mach Zehnder Interferometers (Mz) oethe benefits of integration, FiguWhere a Pump s oyeFe 15.19 shows the structure of = yoween the two interferometer wtoperacontrolled by an optical signal

ignal is Split ber
ween the arms js
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Figure 15.20 MI buffer (this figure may be seen in color on the included CD-ROM),

nonlinear element, typically a semiconductor optical amplifier (SOA). Integrated
MZIs can be used for a variety of functions needed in future systems and cannot be
realized by assembling discrete components because of the need for stability in the
Physical dimensionsof the device. Commercial devicesare available for operation
at 40 Gbps and can be usedto realize a variety of functions such as 2R regenera-
tion and wavelength conversion [39]. Research currently shows how, through the
ust of push-pull configurations where phase changes are applied in both arms, the

Srmance can be significantly enhanced, with up to 160 Gbps operation
“Ported [40]. This configuration has been used in a numberofdifferent signal-
Processing applications such as regeneration, add-drop multiplexing, and timeslot
interchange switching [41]. Currently, devices are becoming available where
Multiple MZIs are integrated on to one substrate enabling futuristic functional
‘UbSystems to be achieved such as bursty receivers [42]. Figure 15.20 shows the

Of such a device to realize an optical buffer, suitable for an OPS system. The
fens enter the MZI at port A, A control signal comprising a COntiNUOUS train
the UM-Lo-2ere (RZ) pulses atthe same bit rate as the data is injected at input C:

“avelength of this pulse train can be altered between one of two wavelengths.
data exit the MZI at port E and circulates around the buffer loop, which as
Ais Sel to give a round trip delay of 850 ns—a packet length in this example.

‘te “entinue to circulate around the loop until the control wavelength is switched
Filte, Stherstate, in which case the data exit through port G through a bandpass
for the SOA gate in the upper loop is used (by switching off) to clear the loop

NeXt input of original data.

ha ag
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nonlinearities. Fibers have an instantaneous response to pulses but have
jimited nonlinearity, even in specially designed photonic crystal fibers;
hence long lengths are required. PPLN requires intermediate lengths, and
very fast conversion (40-160 Gbps) has been demonstrated.

Considerable research has been donein the area of single-wavelength subsystems,
and e.g., advanced all-optical regenerative schemesat bit rates beyond 100 Gbps
have been recently proposed in Ref. [47], as well as well-reported
demonstrations at 40 Gbps [48]. Multiwavelength all-optical regeneration, if
feasible, will dramatically decrease the cost of DWDM transmission links.
A numberof techniques are currently being considered, e.g., (a) through the
mechanism of self-phase modulation, which in principle enables operation at

>160 Gbps, and (b) based on the inhomogeneously-broadened gain of
self-assembled quantumdots in Quantum Dot SOAs [49].

Optical memory: All-optical buffering throughfiber delay lines is an approach
that requires complex control, and packets are delayed rather than stored.
Recently, in the framework of LASOR[14], integrated delay lines have been
developed as it has been shown [50] that a small number of low-depth
buffers are sufficient for an OPS network. Recent research has focused on
the possibility of controlling the velocity of light pulses propagating through
a material, and measurements in SOA quantum wells showed controllable
delay up to | ns; this results in a direct measurement of group velocity of
<200 m/s giving a slow down factor up to 1.5 x 10° [51]. However, there is
an indication that such phenomenon exhibit a specific delay-bandwidth
product which means for high bit rates the achievable delay is low.

15.7 CONCLUSION

The drive toward an optical network, by which we mean a network COMprising
optical transmission and switching has taken about 20 years fromoriginal concept to
the start of deploymentoflimited optical switching. The huge growth in demand for
capacity from domestic users, due to the penetration of broadband service, together
with the increasing needs of scientific high-end users, has made the economic
deployment of advanced optical technology economic in a growing number of
@pplication areas, It is also the case that the maturity and ready availability of optical
technologies have made it possible for communities to construct their own networks
independent of operators, a situation that has greatly changed in the past decade.

New network architectures do not suddenly appear and real networks must
*volve carefully, and this chapter discussed the current roadmap for the choice of
SWitching technologies fulure networks might employ, representing research stu-

ies in current and recent years. The main changes represent the recognition that
World has changed to a data rather than voice-centric model; it was shown that

between 2000 and 2006 the volumeof data generated grew by a factor of 50. Thus
initial network changes are to move the current SDH/SONET transmission and
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switching technologies to one more amenable to data (NG-gp
changes are now implemented. In conjunction with these Near ~ ind
there is a strong move toward carrier-grade Ethernet, in Particular | one the,
on a single channel, andit is likely that this trend wil] come { G
immediate changes required are to move toward a more dyna
circuits can be established and torn downin minutes ratherth
such architectures are represented in the standardized ASQ
requests from users activate a control plane whichinitiates a
ing. These two changes represent desired changesin the c
network,but the accelerating changes in demand (capacity
significant changes. Discussed were:

© Comin
Mic Tety

an hours or ‘
N architecture '
UtOMAliC nog «.

ulrent CHECUIt-gy:
+ Quality) requir t

(1) the moveto all IP-based network where the core network COMPrises
router together with an OXC. This is an approach currently being aie:
by BT UK.

(2) the move to an application-centric network based on OBS or OPS.
appropriate network interfaces can assemble bursts representing rege
QoS at the network edge. The core of the network required optical sw
fabrics, ideally in the microsecond switching regime.

From a transmission viewpoint current networks operate mainly at 10 GBPS.
40-GBPStechnology is now available for deployment, As the overall netwott
increases, studies show that the optimum line rate also increases,s0 line 1
> 100 GBPS must not be discounted.

Finally,it was noted that there have been in recenttimessignificantad
subsystems and components and in device integration—seen as the key ©"
optical networking. This integration enables the realization of many .
functionalities for optical networking to be realized in a manner appropmale”

; . dodeployment, examples are all-optical wavelength conversion
regeneration,
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