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COVER FEATURE 

Energy Management 
tor Commercial 
Servers 
As power increasingly shapes commercial systems design, commercial 
servers can conserve energy by leveraging their unique architecture and 
workload characteristics. 

I 
n the past, energy-aware computing was pri
marily associated with mobile and embedded 
computing platforms. Servers- high-end, mul
tiprocessor systems running commercial work
loads- typically included extensive cooling 

systems and resided in custom-built rooms for 
high-power delivery. In recent years, however, as 
transistor density and demand for computing 
resources have rapidly increased, even high-end 
systems face energy-use constraints. Moreover, 
conventional computers are currently air cooled, 
and systems are approaching the limits of what 
manufacturers can build without introducing addi
tional techniques such as liquid cooling. Clearly, 
good energy management is becoming important 
for all servers. 

Power management challenges for commercial 
servers differ from those for mobile systems. 
Techniques for saving power and energy at the cir
cuit and microarchitecture levels are well known, 1 

and other low-power options are specialized to a 
server's particular structure and the nature of its 
workload. Although there has been some progress, 
a gap still exists between the known solutions and 
the energy-management needs of servers. 

In light of the trend toward isolating disk 
resources in separate cabinets and accessing them 
through some form of storage networking, the main 
focus of energy management for commercial servers 
is conserving power in the memory and micro
processor subsystems. Because their workloads are 
typically structured as multiple-application pro
grams, system-wide approaches are more applica-

ble to multiprocessor environments in commercial 
servers than techniques that are primarily applica
ble to single-application environments, such as 
those based on compiler optimizations. 

COMMERCIAL SERVERS 
Commercial servers comprise one or more high

performance processors and their associated caches; 
large amounts of dynamic random-access memory 
(DRAM) with multiple memory controllers; and 
high-speed interface chips for high-memory band
width, 1/0 controllers, and high-speed network 
interfaces. 

Servers with multiple processors typically are 
designed as symmetric multiprocessors (SMPs), 
which means that the processors share the main 
memory and any processor can access any memory 
location. This organization has several advantages: 

• M ultiprocessor systems can scale to much 
larger workloads than single-processor sys
tems. 

• Shared memory simplifies workload balancing 
across servers. 

• The machine naturally supports the shared
memory programming paradigm that most 
developers prefer. 

• Because it has a large capacity and high-band
width memory, a multiprocessor system can effi
ciently execute memory-intensive workloads. 

In commercial servers, memory is hierarchical. 
These servers usually have two or three levels of 
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Figure 1. A single multichip module in a Power4 system. Each processor has two processor cores, each executing a single program context. 
Each core contains L1 caches, shares an L2 cache, and connects to an off-chip L3 cache, a memory controller, and main memory. 

Table 1. Power consumption breakdown for an IBM p670. 

IBM p670 
server 
Small 
cont ig u ration 
(watts) 
Large 
cont ig u ration 
(watts) 

Processor 
1/0 and 1/0 
and memory component Total 

Processors Memory other fans fans watts 
384 

840 

318 90 676 144 1,614 

1,223 90 676 144 2,972 

cache between the processor and the main mem
ory. Typical high-end commercial servers include 
IBM's p690, HP's 9000 Superdome, and Sun 
Microsystems' Sun Fire 15K. 

Figure 1 shows a high-level organization of 
processors and memory in a single multichip mod
ule (MCM) in an IBM Power4 system. Each Power4 
processor contains two processor cores; each core 
executes a single program context. 

The processor's two cores contain Ll caches (not 
shown) and share an U cache, which is the coher
ence point for the memory hierarchy. Each proces
sor connects to an L3 cache (off-chip), a memory 
controller, and main memory. In some configura
tions, processors share the L3 caches. T he four 
processors reside on an MCM and communicate 
through dedicated point-to-point links. Larger sys
tems such as the IBM p690 consist of multiple con
nected MCMs. 

Table 1 shows the power consumption of two con
figurations of an IBM p670 server, which is a 
midrange version of the p690. The top row gives the 
power breakdown for a small four-way server (sin
gle MCM with four single-core chips) with a 128-
Mbyte L3 cache and a 16-Gbyte memory. The 
bottom row gives the breakdown for a larger 16-way 
server (dual MCM with four dual-core chips) with a 
256-Mbyte L3 cache and a 128-Gbyte memory. 

The power consumption breakdowns include 

Computer 

• the processors, including the M CMs with 
processor cores and Ll and U caches, cache 
controllers, and directories; 

• the memory, consisting of the off-chip L3 
caches, DRAM, memory controllers, and high
bandwidth interface chips between the con
trollers and DRAM; 

• J/0 and other nonfan components; 
• fans for cooling processors and memory; and 
• fans for cooling the J/0 components. 

We measured the power consumption at idle. A 
high-end commercial server typically focuses pri
marily on performance, and the designs incorpo
rate few system-level power-management tech
niques. Consequently, idle and active power con
sumption are similar. 

We estimated fan power consumption from prod
uct specifications. For the other components of the 
small configuration, we measured DC power. We 
estimated the power in the larger configuration by 
scaling the measurements of the smaller configura
tion based on relative increases in the component 
quantities. Separate measurements were made to 
obtain dual-core processor power consumption. 

In the small configuration, processor power is 
greater than memory power: Processor power 
accounts for 24 percent of system power, memory 
power for 19 percent. In the larger configuration, 
the processors use 28 percent of the powei; and 
memory uses 41 percent. This suggests the need to 
supplement the conventional, processor-centric 
approach to energy management with techniques 
for managing memory energy. 

The high power consumption of the computing 
components generates large amounts of heat, 
requiring significant cooling capabilities. The fans 
driving the cooling system consume additional 
power. Fan power consumption, which is relatively 
fixed for the system cabinet, dominates the small 
configuration at 51 percent, and it is a big compo
nent of the large configuration at 28 percent. 
Reducing the power of computing components 
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would allow a commensurate reduction in cool
ing capacity, therefore reducing fan power con
sumption. 

We did not separate disk power because the mea
sured system chiefly used remote storage and 
because the number of disks in any configuration 
varies dramatically. Current high-performance 
SCSI disks typically consume 11 to 18 watts each 
when active. 

Fortunately, this machine organization suggests 
several natural options for power management. For 
example, using multiple, discrete processors allows 
for mechanisms to turn a subset of the processors 
off and on as needed. Similarly, multiple cache 
banks, memory controllers, and DRAM modules 
provide natural demarcations of power-manage
able entities in the memory subsystem. In addition, 
the processing capabilities of memory controllers, 
although limited, can accommodate new power
management mechanisms. 

Energy-management goals 
Energy management primarily aims to limit max

imum power consumption and improve energy effi
ciency. Although generally consistent with each 
othei; the two goals are not identical. Some energy
management techniques address both goals, but 
most implementations focus on only one or the 
other. 

Addressing the power consumption problem is 
critical to maintaining reliability and reducing cool
ing requirements. Traditionally, server designs coun
tered increased power consumption by improving 
the cooling and packaging technology. More 
recently, designers have used circuit and microar
chitectural approaches to reduce thermal stress. 

Improving energy efficiency requires either 
increasing the number of operations per unit of 
energy consumed or decreasing the amount of 
energy consumed per operation. Increased energy 
efficiency reduces the operational costs for the sys
tem's power and cooling needs. Energy efficiency is 
particularly important in large installations such as 
data centers, where power and cooling costs can be 
sizable. 

A recent energy management challenge is leak
age current in semiconductor circuits, which causes 
transistors designed for high frequencies to con
sume power even when they don't switch. Although 
we discuss some technologies that turn off idle com
ponents, and reduce leakage, the primary ap
proaches to tackling this problem center on 
improvements to circuit technology and microar
chitecture design. 
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Server workloads 
Commercial server workloads include transac

tion processing- for Web servers or databases, for 
example--and batch processing- for noninterac
tive, long-running programs. Transaction and batch 
processing offer somewhat different power man
agement opportunities. 

As Figure 2 illustrates, transaction-oriented 
servers do not always run at peak capacity because 
their workloads often vary significantly depending 
on the time of day, day of the week, or other exter
nal factors. Such servers have significant buffer 
capacity to maintain performance goals in the event 
of unexpected workload increases. Thus, much of 
the server capacity remains unutilized during nor
mal operation. 

Transaction servers that run at peak throughput 
can impact the latency of individual requests and, 
consequently, fail to meet response time goals. Batch 
servers, on the other hand, often have less stringent 
latency requirements, and they might run at peak 
throughput in bursts. However, their more relaxed 
latency requirements mean that sometimes running 
a large job overnight is sufficient. As a result, both 
transaction and batch servers have idleness- or 
slack- that designers can exploit to reduce the 
energy used. 

Server workloads can comprise multiple applica
tions with varying computational and performance 
requirements. The server systems' organization 
often matches this variety. For example, a typical e
commerce Web site consists of a first tier of simple 
page servers organized in a clustei; a second tier of 
higher performance servers running Web applica
tions, and a third tier of high-performance database 
servers. 

Although such heterogeneous configurations pri-

Figure 2. Load varia
tion by hour at fa) a 
financial Web site 
and (b) the 1998 
Olympics Web site in 
a one•day period. 
The number of 
requests received 
varies widely 
depending on time 
of day and other fac
tors. 
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