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Charge Discharge 

Figure 5-26 Output voltages and supply current during (dis)charge of CL. 
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The corresponding waveforms of v.,,,(1) and ivDD(I) are pictured in Figure 5-26. 
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(5.41) 

These results can also be derived by observing that during the low-to-high transition, CL is 
loaded with a charge CL V00. Providing this charge requires an energy from the supply equal to 
CiV00

2 (= Q x V00). The energy stored on the capacitor equals CLV00
2/2. This means that only 

half of the energy supplied by the power source is stored on Cv The other half has been dissi­
pated by the PMOS transistor. Notice that this energy dissipation is independent of the size (and 
hence the resistance) of the PMOS device! During the discharge phase, the charge is removed 
from the capacitor, and its energy is dissipated in the NMOS device. Once again, there is no 
dependence on the size of the device. In summary, each switching cycle (consisting of an L-->H 
and an H--,L transition) truces a fixed amount of energy, equal to CLVv/· In orderto compute the 
power consumption, we have to take into account how often the device is switched. If the gate is 
switched on and off/0_.,, times per second, the power consumption is given by 

where Jo-">! represents the frequency of energy-consuming transitions (these are O ~ 1 transi­
tions for static CMOS). 

Advances in technology result in ever-higher values offo-tl (as tP decreases). At the same 
time, the total capacitance on the chip ( CL) increases as more and more gates are placed on a single 
die. Consider, for instance, a 0.25-µm CMOS chip with a clock rate of 500 MHz and an average 
load capacitance of 15 fF/gate, assuming a fan-out of 4. The power consumption per gate for a 2.5-
V supply then e<Juals approximately 50 11W. For a design with 1 million gates, and assuming that 
a transition occurs at every clock edge, this would result in a power consumption of 50 W! This 
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Charge Discharge  

Figure 6-26 Output voltages and supply current during (dis)charge of C,.

and
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Eo = Fivooneal = JeMwA = Cy | VoutYears = =" (5.41)
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The corresponding waveformsofv,,,{f) and iyppf{f) are pictured in Figure 5-26.
These results can also be derived by observing that during the low-to-high transition, C, is

loaded with a charge C,Vp,p. Providing this charge requires an energy from the supply equal to
Cy¥pp? (= OX Vpp). The energy stored on the capacitor equals C,Vpp’/2. This meansthat only
half of the energy supplied by the power source is stored on C,, The other half has been dissi-
pated by the PMOStransistor. Notice that this energy dissipation is independentof the size (and
hence the resistance) of the PMOS device! During the discharge phase, the charge is removed
from the capacitor, and its energy is dissipated in the NMOS device. Once again, there is no

dependence on the size of the device. In summary, each switching cycle (consisting of an LoH
and an H-3Ltransition) takes a fixed amountof energy, equal to C,Vpp°. In order to compute the
power consumption, we have to take into account how often the device is switched.If the gate is

switched on and offf,_,, times per second, the power consumption is given by

Paya = Caples ($42)

where fy_,, represents the frequency of energy-consuming transitions (these are 0 — | transi-
tions for static CMOS).

Advancesin technology result in ever-higher values offp_, (as 4, decreases}. At the same
time, the total capacitance on the chip (C)) increases as more and more gates are placed on a single
die, Consider, for instance, a 0.25-j1m CMOSchip with a clock rate of 500 MHz and an average

load capacitance of 15 fF/eate, assuming a fan-out of 4. The power consumption per gate for a2.5-
¥ supply then equals approximately 50 pW. For a design with | million gates, and assuming that
a transition occurs at every clock edge, this would result in a power consumption of 50 W! This
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216 Chapter 5 • The CMOS Inverter 

evaluation, fortunately, presents a pessimistic perspective. In reality, not all gates in the complete 
IC switch at the full rate of 500 Mhz. The actual activity in the circuit is substantially lower. 

Example 5.11 Capacitive Power Dissipation oflnverter 

The capacitive dissipation of the CMOS inverter of Example 5.4 is now easily computed. 
In Table 5-2, the value of the load capacitance was determined to equal 6 !F. For a supply 

voltage of 2.5 V, the amount of energy needed to charge and discharge that capacitance 

equals 

' Edyn = CL Vi>D = 37 .5 IT 

Assume that the inverter is switched at the (hypothetically) maximum possible rate 

(T = 1/f= 1
1
,Ul + tpHL = 2tP). For a tP of 32.5 ps (Example 5.5), we find that the dynamic 

power dissipation of the circuit is 

Pdyn = Edy,/(2tp) = 580 µW 

Of course, an inverter in an actual circuit is rarely switched at this maximum rate, 
and even if it would be, the output does not swing from rail to rail. The power dissipation 
will thus be substantially lower. For a rate of 4 GHz (T = 250 ps), the dissipation reduces 
to 150 µW. This is confirmed by simulations, which yield a power consumption of 

155 µW. 

Computing the dissipation of a complex circuit is complicated by the / 0_,1 factor, also 
called the switching activity. While the switching activity is easily computed for an inverter, 
it turns out to be far more complex in the case of more complex gates and circuits. One con­

cern is that the switching activity of a network is a function of the nature and the statistics of 
the input signals: If the input signals remain unchanged, no switching happens, and the 
dynamic power consumption is zero! On the other hand, rapidly changing signals provoke 
plenty of switching and therefore dissipation. Other factors influencing the activity are the 
overall network topology and the function to be implemented. We can accommodate this by 

writing 

(5.43) 

where f now presents the maximum possible event rate of the inputs (which is often the clock 
rate) and P0__, 1 the probability that a clock event results in a O----> 1 (or power-consuming) event 

at the output of the gate. CEFF = P0__, 1CL is called the effective capacitance and represents the 
average capacitance switched every clock cycle. For our example, an activity factor of 10% 

(P 0..., 1 = 0.1) reduces the average consumption to 5 W. 
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evaluation, fortunately, presents a pessimistic perspective. In reality, not all gates in the complete
IC switch at the full rate of 560 Mhz. The actual activity in the circuit is substantially lower.
 

Example 5.11 Capacitive Power Dissipation of Inverter

The capacitive dissipation of the CMOSinverter of Example 5.4 is now easily computed.
In Table 5-2, the value of the load capacitance was determined to equal 6 fF. For a supply
voltage of 2.5 V, the amount of energy needed to charge and discharge that capacitance
equals

Egy: = CiVpp = 37.50

Assume that the inverter is switched at the (hypothetically) maximum possible rate

(T = VP = tug + tony = 2t,). Por a i, of 32.5 ps (Example 5.5), we find that the dynarmic
powerdissipation of the circuit is

Paya = Bay, f (28) = 580 LW

Of course, an inverter in an actual circuit is rarely switched at this maximum rate,
and even if it would be, the output dees not swing from rail to rail. The power dissipation
will thus be substantially lower. For a rate of 4 GHz (= 256 ps), the dissipation reduces
to 150 LW. This is confirmed by simulations, which yield a power consumption of
155 UW. 

Computing the dissipation of a complex circuit is complicated by the fy_,, factor, also
called the switching activity. While the switching activity is easily computed for an inverter,
it turns out to be far more complex in the case of more complex gates and circuits. One con-
cern is that the switching activity of a network is a function of the nature and the statistics of
the input signals: If the input signals remain unchanged, no switching happens, and the
dynamic power consumption is zero! On the other hand, rapidiy changing signals provoke
plenty of switching and therefore dissipation. Other factors influencing the activity are the
overall network topology and the function to be implemented. We can accommodate this by
writing

2 2 2 .
Pam = €rVppfos: = &r¥opPo sit = CereVoot (6.43)

where f now presents the maximum possible event rate of the inputs (which is offen the clock
rate) and P,_,, the probability that a clock event results in a 0 3 1 (er power-consuming) event
at the output of the gate. Copp = Pa_,,C, is called the effective capacitance and represents the
average capacitance switched every clock cycle. For our example, an activity factor of 10%
(Po_,, = 0.1) reduces the average consumption to 5 W.
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5.5 Power, Energy, and Energy Delay 217 

Example 5.12 Switching Activity 

Consider the waveforms in Figure 5.27, where the upper waveform represents the ideal­
ized clock signal, and the bottom one shows the signal at the output of the gate. Power 
consuming transitions occur 2 out of 8 times, which is equivalent to a transition probabil­
ity of0.25 (or25%). 

Clock JlJLJLJULJlj_JL 
Output signal J LJ 
Figure 5-27 Clock and signal waveforms. 

: Low Energr-Power Dcsig11 Techniques - : : - __ 

\Vith the increasing complexity of digital integrated circuits, it is anticipated that the power problem will 

only worsen in future technologies. This is one of the reasons that lower supply voltages are becoming 
more and more attractive. Reducing V0 n has a quadratic effect on Pd_~n· For instance, reducing VDD from 
2.5 V to 1.25 V for our example drops the power dissipation from 5 Vi.1 to 1.25 W. This assumes that the 

same clock rate can be sustained. Figure 5-17 demonstrates that this assumption is not that unrealistic as 

long as the supply voltage is substantially higher than the threshold voltage. A large performance penalty 

occurs once V DD approaches. 2 VT· 

'When a lower limit on the supply voltage is set by external constraints (as often happens in real­

world designs), or when the performance degradation due to lowering the supply voltage is intolerable, the 

only means of reducing the dissipation is by lowering the effective capacitance. This can he achieved by 

addressing both of its components: the physical capacitance and the switching activity. 

A reduction in the switching activiry can only be accomplished at the logic and architectural abstrac­

tion levels, and will be discussed in more detail in Chapter 11. Lowering the physical capacitance is a worth­

while goal overall, and it also may help to improve the performance of the circuit. As most of the capacitance 

in a combinational logic circuit is due to transistor capacitances (gate and diffusion), it makes sense to keep 

those contributions to a minimum when designing for low power. This means that transistors should be kept 

to minimal size whenever possible or reasonable. This definitely affects the performance of the circuit, but the 

effect can be offset by using 1ogic or architectural speedup techniques< The only instances where transistors 

should be sized up is when the load capacitance is dominated by extrinsic capacitances (such as fan-out or 

wiring capacitance). This is contrary to common design practices used in cell libraries, where transistors are 

generally made large to accommodate a range ofloading and performance requirements. 

These observations lead to an interesting design challenge. Assume we have to minimize the energy 

dissipation of a circuit with a specified lower bound on the perfonnance. An attractive approach is to lower 

the supply voltage as much as possible, and to compensate the loss in performance by increasing the transistor 

sizes. Yet, the latter causes the capacitance to increase. It may be foreseen that at a low enough supply voltage. 

the latter factor may start to dominate and cause energy to increase with a further drop in the supply voltage. 

Ill 
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218 Chapter 5 • The CMOS Inverter 

Example 5.13 Transistor Sizing for Energy Minimization 

To analyze the transistor sizing for a -minimum energy problem, we examine the simple 
case of a static CMOS inverter driving an external load capacitance Cexr as in Figure 5.28. 

To take the input loading effects into account, we assume that the inverter itself is driven 

by a minimum-sized device. The goal is to minimize the energy dissipation of the com­
plete circuit, while maintaining a lower bound on perfonnance. The degrees of freedom 

are the size factor f of the inverter and the supply voltage Va, of the circuit. The propaga­
tion delay of the optimized circuit should not be larger than that of a reference circuit, cho­

sen to have as parameters f = 1 and Vdd = Vref· 

In Our 

1 f 

Figure 5-28 CMOS inverter driving an external load capacitance Cex,, 
while being driven by a minimum sized gate. 

Using the approach introduced in Section 5.4.3 (Sizi11g a Chain of fnve11e1~). we can 

derive the following expression for the propagation delay of the circuit: 

(5.44) 

here F = (C'",IC81 ) is the overall effective fan-out of the circuit, and lp0 is the intrinsic 
delay of the inverter. Its dependence upon V 00 is approximated by the following expres­

sion, derived from Eq. (5.21): 

t,,o-v V 
' DD- TE 

(5.45) 

The energy dissipation for a single transition at the input is easily found once the total 

capacitance of the circuit is known: 

' E = v;,,cg1((1+y)(l+fl+Fl (5.46) 

The performance constraint now states that the propagation delay of the scaled circuit 

should be equal ( or smaller) to the delay of the reference circuit (/ = 1, Vdd = V,,r). To sim­

plify the subsequent analysis, we make the assumption that the intrinsic output capaci­

tance of the gate equals its gate capacitance, or y = 1. Hence, 

!.L = 
1 pref 

(5.47) 
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Example 5.13 Transister Sizing for Energy Minimization

To analyze the transistor sizing for a‘minimem energy problem, we examine the simple

case of a static CMOS inverter driving an external load capacitance C,,,. as in Figure 5.28,
To take the input loading effects into account, we assume that the inverter itself is driven
by a minimum-sized device, The goal is to minimize the energy dissipation of the com-
plete circuit, while maintaining a lower bound on performance. The degrees of freedom
are the size factorfof the inverter and the supply voltage V,,, of the circuit. The propaga-
tion delay of the optimized circuit should not be larger than that of a reference circuit, cho-

sen to have as parametersf= 1 and V,,= V,,».

Tn Out

oe L f TL Coss

Figure 5-28 CMOSinverterdriving an external ioad capacitance C,,,
while being criven by a minimum sized gate.

Using the approach introduced in Section 5.4.3 (Sizing a Chain ofinverters), we can
derive the following expression for the propagation delay of the circuit

(elit g))f,=ftal  l+cl+pl+— 5,44p= to gy O44)
here F = (C,,,/C,,) is the overall effective fan-out of the circuit, and f,9 is the intrinsic
delay of the inverter. Its dependence upon Vp, 1s approximated by the following expres-
sion, derived from Eq. 6.21}:

¥DD
t.o7->? (5.45)

”" V¥op~Vre

The energy dissipation for a single transition at the input is easily found once the total
capacitance of the circuit is known:

E= Vale(1+yl + f4F) (5.46)

The performance constraint now states that the propagation delay of the scaled cireuit

should be equal (or smaller} to the delayof the reference circuit (f= 1, Vi. = V,,.9. To sim-
plify the subsequent analysis, we make the assumption that the intrinsic output capaci-
tance of the gate equals its gate capacitance, or y= 1. Hence,

  
F Ft (2 + ft *) 24 f+ubat >:ezVreF) a (5.47)

bavef trorep +F) Veg Yoo 7 Vee \ S4F
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Figure 5-29 Sizing of an inverter for energy minimization. (a) Required supply 
voltage as a function of the sizing factor f for different values of the overall effective 
fan-out F; (b) Energy of scaled circuit (nonnalized with respect to the reference case) 
as a function off. V,et = 2.5 V, V TE= 0.5 V. 

Equation (5.47) establishes a relationship between the sizing factor f and the supply volt­
age. plotted in Figure 5-29a for different values of F. Those curves show a clear minimum. 

Increasing the size of the inverter from the minimum initially increases the performance, 
and hence allows for a lowering of the supply voltage. This is fruitful until the optimum 
sizing factor of f = JF is reached, which should not surprise those who read the previ­
ous sections cm·efully. Further increases in the device sizes only increase the self-loading 

factor, deteriorate the performance, and require an increase in supply voltage. Also. 
observe that for the case of F = I, the reference case is the best solution; any resizing just 
increases the self-loading. 

With the V 00(f) relationship in hand, we can derive the energy of the scaled circuit 
(normalized with respect to the reference circuit) as a function of the sizing factor f 

E (V DD)2f2 + 2f + F'! 
E,.,f = V,4 l 4 + F ) 

(5.48) 

Finding an analytical expression for the optimal sizing factor is possible, but yields a com­

plex and messy equation. A graphical approach is just as effective. The resulting charts are 
plotted in Figure 5-29b, from which a number of conclusions can be drawn:6 

• Device sizing, combined with supply voltage reduction, is a very effective 
approach in reducing the energy consumption of a logic network. This is espe­

cially true for networks with large effective fan-outs, where energy reductions with 
almost a factor of IO can be obtained. The gain is also sizable for smaller values 

of F. The only exception is the F = I case, where the minimum size device is also 
the most effective one. 

6 \Ve will revisit some of these conclusions in Chapter 11 in a broader context. 
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vad(Vj normalizedenergy 
Figure 5-29 Sizing of an inverter for energy minimization. (aj Required supply
voltage as a function of the sizing factor f for different vaiues of the overall effective
fan-out F; (b) Energy of scaled circuit (normalized with respect io the reference case)
as a function of f V,.= 2.5 V, Vp = O85 V.

Equation (5.47) establishes a relationship between the sizing factorf and the supply volt-
age, plotted in Figure 5-2%a for different values of F. Those curves show a clear minimum.

Increasing the size of the inverter from the minimum initially increases the performance,
and hence allows for a lowering of the supply valtage, This is fruitful until the optimum
sizing facior of f = JF is reached, which should not surprise those who read the previ-
ous sections carefully. Further increases in the device sizes only increase the self-loading
factor, deteriorate the performance, and require an increase in supply voltage. Also,
observe that for the case of F = 1, the reference case is the best solution; any resizing just

increases the self-loading.

With the ¥,,(/) relationship in hand, we can derive the energy of the scaled circuit

{normalized with respect to the reference circuit) as a function of the sizing factorf.

E _ (Voo¥(2+2f+F)re = (2) 44F 6.48)rej

 

ref

Finding an analytical expression for the optimal sizing factor is possible, but yields a com-

plex and messy equation. A graphical approach is just as effective. The resulting charts are
plotted in Figure 5-29b, from which a numberof conclusions can be drawn:®

* Device sizing, cambined with supply veltage reduction, is a very effective
approach in reducing the energy consumption of a logie network. This is espe-

cially true for networks with large effective fan-outs, where energy reductions with
almost a factor of 10 can be obtained. The gain is also sizable for smaller values

of F. The only exception is the F = | case, where the minimum size deviceis also
the mest effective one.

*We will revisit same of these conclusions in Chapter 11 in a broader context.
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220 Chapter 5 • The CMOS Inverter 

• Oversizing the transistors beyond the optimal value comes at a hefty price in energy. 
This is, unfortunately, a common approach in many of today's designs. 

• The optimal sizing factor for energy is smaller than the one for performance, espe­
cially for large values of F. For example, for a fan-out of 20,f0P1(energy) = 3.53, 
whilef,p,(performance) = 4.47. Increasing the device sizes only leads to a minimal 
supply reduction once Vvo starts approaching Vrn, thus leading to very minimal 

energy gains. 

Dissipation Due to Direct-Path Currents 

In actual designs, the assumption of the zero rise and fall times of the input wave forms is not 
correct. The finite slope of the input signal causes a direct current path between V DD and GND 
for a short period of time during switching, while the NMOS and the PMOS transistors are con­
ducting simultaneously. This is illustrated in Figure 5-30. Under the (reasonable) assumption 
that the resulting current spikes can be approximated as triangles and that the inverter is sym­
metrical in its rising and falling responses, we can compute the energy consumed per switching 

period as follows: 

(5.49) 

We compute the average power consumption as 

(5.50) 

The direct-path power dissipation is proportional to the switching activity, similar to the capaci­
tive power dissipation. tsc represents the time both devices are conducting. For a linear input 
slope, this time is reasonably well approximated by Eq. (5.51) where t, represents the 0-100% 

transition time, 

Vnv-2Vr tr(!) x--
VDD 0.8 

Figure 5-30 Short-circuit currents during transients. 

(5.51) 
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* Oversizing the transistors beyond the optimal value comesat a helty price im energy.
This is, unfortunately, a common approach in many of today’s designs.

« The optimal sizing factor for energy is smaller than the one for performance, espe-
cially for large values of F. For example, for a fan-out of 20,f,,,(energy} = 3.53,
whilef,,,(performance) = 4.47. Increasing the device sizes only leads toa minimal
supply reduction once Vpp starts approaching V;,, thus leading to very minimal
energy gains. 

Dissipation Due to Direct-Path Currents

In actual designs, the assurnption of the zero rise and fall times of the input wave forms is not
correct. The finite slope of the input signal causes a direct current path between Vpp and GND
for a short period of time during switching, while the NMOS and the PMOStransistors are con-
ducting simultancously. This is illustrated in Figure 5-30. Under the (reasonable) assumption
that the resulting current spikes can be approximated as triangles and that the inverter is sym-
metrical in its rising and falling responses, we can compute the energy consumed per switching
period as follows:

L eat t neaktse
ap = Yop = =+Vop oc = = tye Von!peat (5.49)
  

We compute the average power consumption as
2

Pap = tee Yop!pear f = se Voot (5.50)

The direct-path power dissipation is proportional to the switching activity, similar to the capaci-
tive power dissipation. t,, represents the time both devices are conducting. For a linear mput
slope, this time is reasonably well approximated by Eq. (5.51) where f, represents the 0-100%
transition time,

Vop~2¥r, Yoo -2Vr tay
= ysI = —Vop x as (6.51)

AE
Vop
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Figure 5-30 Short-circult currents diving transients.
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5.5 Power, Energy, and Energy Delay 221 

/peak is determined by the saturation current of the devices and is hence directly propor­
tional to the sizes of the u-a.nsistors. The peak current is also a strong function of the ratio 
between input and output slopes. This relationship is best illustrated by the following simple 
analysis: Consider a static CMOS inverter with a O--> 1 transition at the input. Assume first that 
the load capacitance is very large, so that the output fall time is significantly larger than the input 
rise time (Figure 5-3 la). Under those circumstances, the input moves through the transient 

region before the output starts to change. As the source-drain voltage of the PMOS device is 
approximately O during that period, the device shuts off without ever delivering any current. The 
short-circuit current is close to zero in this case. Consider now the reverse case, where the output 
capacitance is very small, and the output fall time is substantially smaller than the input rise time 
(Figure 5-3 lb). The drain-source voltage of the PMOS device equals V00 for most of the transi­

tion period. guaranteeing the maximal short-circuit current (equal to the saturation current of the 
PMOS). This clearly represents the worst case condition. The conclusions of the preceding anal­
ysis are confirmed in Figure 5-32, which plots the short-circuit current through the NMOS tran­
sistor during a low-to-high transition as a function of the load capacitance. 

Voo 

r i ~~c = 0 
t 

--------fv;,,~ v(l!/1 

I C1, 

-
(a} Large capacitive load (b) Small capacitive load 

Figure 5-31 Impact of load capacitance on short-circuit current. 

X 10-4 

25 

2 

1.5 

·? 
1 

C -.:-
0.5 

0 ·--

-0.5 
0 2 4 6 

time{s) x 10-JO 

Figure 5-32 CMOS inverter short-circuit current through NMOS transistor as a function 
of the load capacitance (for a fixed input slope of 500 ps). 
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Joeck 18 determined by the saturation current of the devices and is hence directly propor-
tional to the sizes of the transistors. The peak current is also a strong fanction of the ratio

between input and output slopes. This relationship is best illustrated by the following simple

analysis: Considera static CMOS inverter with a 0 — | transition at the imput. Assume first that
the load capacitance is very large, so that the output fall time is significantly larger than the input
rise time (Figure 5-3la). Under those circumstances, the input moves through the transient

region before the cutput starts to change. As the source-drain veltage of the PMOS device is
approximately 0 during that period, the device shuts off without ever delivering any current. The

short-circuit current is close to zero in this case. Consider now the reverse case, where the output
capacitance is very smail, and the outputfall time is substantially smaller than the mputrise time

(Figure 5-31b). The drain-source voltage of the PMOS device equals V, for most of the transi-
tion period, guaranteeing the maximal short-circuit current (equal to the saturation current of the
PMOS). This clearly represents the worst case condition. The conclusions of the preceding anal-
ysis are confirmed in Figure 5-32, which plots the short-circuit current through the NMOStran-

sistor durmg a low-to-high transition as a function of the lead capacitance.

Yoo ¥5a

 | Lee = Fasax 
(a} Large capacitive load (b) Smail capacitive load 

Figure 5-31 impact of loaci capacitance on short-circuit current.
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Figure 5-32 CMOSinverter short-circuit current through NMOStransistor as a function
of the load capacitance (for a fixed input slope of 500 ps}.
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This analysis leads to the conclusion that the short-circuit dissipation is minimized by 

making the output rise/fall time larger than the input ,is/fall time. On the other hand, making the 
output rise/fall time too large slows down me circuit and can cause short-circuit cun-ents in the 
fan-out gates. This presents a perfect example of how local optimization and forgetting the glo­
bal picture can lead to an jnferior solution. 

A more practical rule, which optimizes the power consumption in a global way, can be formulated 

([Veendrick84]): 

The power dissipation due to short-circuit currents is minimized by matching the rise/fall times of 

the input and output signals. At the overaH circuit level, this means that rise/fall times of all signals 

should be kept constant within a range. 

Making the input and output rise times of a gate identical is not the optimum solution for that partic­

ular gate on its own, but keeps the overall short-circuit current within bounds. This is shown in Figure 5-33, 

which plots the short-circuit energy dissipation of an inverter (normalized with respect to the zero-input rise 

time dissipation) as a function of the ratio r bet\veen input and output rise/fall times. When the load capaci­

tance is too small for a given inverter size (r > 2 ... 3 for V DD = 5 V), the power is dominated by the short­

circuit current. For very large- capacitance values, all power dissipation is devoted to charging and discharg­

ing the load capacitance. When the rise/fall times of inputs and outputs are equalized, most power dissipa­

tion is associated \\'lth the dynamic power, and only a minor fraction ( < 10%) is devoted m short-circuit 

currents. 
Observe also that the impact of short-circuit current is reduced when we lower the supply 

voltage, as is apparent from Eq. (5.51), In the extreme case, when VDD < Vrn + IVrpl, short-circuit dissipaN 

tion is completely eliminated, because both devices are never on simultaneously. \Vith threshold voltages 

scaling at a slower rate than the supply voltage, short-circuit power dissipation is becoming less important 
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Figure 5-33 Power dissipation of a static CMOS inverter as a function of the ratio between input 
and output rise/fall times. The power is normalized with respect to zero input rise-time dissipation. 
At low values of the slope ratio, input/output coupling leads to some extra dissipation. 
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This analysis leads te the conclusion that the short-circuit dissipation is minimized by
making the outputrise/fall time larger than the input ris/fall time. On the other hand, making the
outputrise/fall time too large slows down the circuit and can cause short-circuit currents in the
fan-out gates. This presents a perfect example of how local optimization and forgetting the glo-
bal picture can lead to an inferior solution.

 
A more practical rule, which optimizes the power consumption in a global way, can be formulated
([Veendrick84]):

The power dissipation due to short-circuit currents is minimized by matchingthe rise/fall times of
the input and output signals. At the overall circuit level, this means thatrise/fall times of all signats
should be kept constant within a range.

Making the input and output rise times of a gate identical is not the optimum solution for that partic-
ular gate on its own, but keeps the overall short-circuit current within bounds. ‘This is shown in Figure 5-33,
which plots the short-circuit energy dissipation of an inverter (normalized with respect to the zero-inputrise
time dissipation) as a function of the ratio r between input and outputrise/fail times. When the load capaci-
tance is too small for a given inverter size (r > 2...3 for Vpp = 5 V), the poweris dominated by the short-
circuit current. For very large capacitance values, all power dissipation is devoted to charging and discharg-
ing the load capacitance. When therise/fall times of inputs and outputs are equalized, most power dissipa-
tion is associated with the dynamic power, and only a minor fraction (< 10%) is devoted to short-circuit
currents.

Observe also that the impact of short-circuit current is reduced when we lower the supply
voltage, as is appareat from Eq.(5.51). In the extreme case, when Van < Vz, +|Vzph short-circuit dissipa-
tion is completely eliminated, because both devices are never on simultaneously. With threshold voltages
scaling at a slower rate than the supply voltage, short-circuit powerdissipation is becoming less important

 

WiL|p = 1.125 wmi0.25 um!
WiL|y = 0.375 pm/0.25 pm:

lO, = 308 |t j

Pacem   
bsirn fitsout

Figure §-33 Powerdissipation of a static CMOS inverter as a function of the ratio between input
and output rise/fall times. The poweris normatized with respect to zero input rise-time dissipation.
At low values of the slope ratio, input/output coupling leads to some extra dissipation.
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5.5 Power, Energy, and Energy Delay 223 

in deep submicron technologies. At a supply voltage of 2,5 V and thresholds around 0.5 V, an input/output 

slope ratio of2 is needed to cause a 10% degradation in dissipation. 11 

Finally, it is worth observing that the short-circuit power dissipation can be modeled by 

adding a load capacitance C,c = t,JpeacfVDD in parallel with CL, as is apparent in Eq. (5.50). The 

value of this short-circuit capacitance is a function of V DD• the transistor sizes, and the input/out­

put slope ratio. 

5.5.2 Static Consumption 

The static ( or steady-state) power dissipation of a circuit is expressed by the relation 

p sf(I( = I Slat V DD (5.52) 

where I,,"' is the current that flows between the supply rails in the absence of switching activity. 

Ideally, the static current of the CMOS inverter is equal to zero, as the PMOS and NMOS 

devices are never on simultaneously in steady-state operation. There is, unfortunately, a leakage 

current flowing through the reverse-biased diode junctions of the transistors, located between the 

source or drain and the substrate, as shown in Figure 5-34. This contribution is, in general, very 

small and can be ignored. For the device sizes under consideration, the leakage current per unit 

drain area typically ranges between 10-100 pA/µm 2 at room temperature. For a die with I million 

gates, each with a drain area of 0.5 µm2 and operated at a supply voltage of 2.5 V, the worst case 

power consumption due to diode leakage equals 0.125 mW, which clearly is not much of an issue. 

However, be aware that the junction leakage currents are caused by thermally generated 

carriers. Their value increases with increasing junction temperature, and this occurs in an expo­

nential fashion. At 85°C (a commonly imposed upper bound for junction temperatures in com­

mercial hardware), the leakage currents increase by a factor of 60 over their room-temperature 

values. Keeping the overall operation temperature of a circuit low is consequently a desirable 

goal. As the temperature is a strong function of the dissipated heat and its removal mechanisms, 

this can only be accomplished by limiting the power dissipation of the circuit or by using chip 

packages that support efficient heat removal. 

I Drain Leakage 
r Current 

Subthreshold current 

Figure 5-34 Sources of leakage currents in CMOS inverter (for V;,, = o V). 
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in deep submicron technologies. At a supply voltage of 2.5 V and thresholds around 0.5 V, an input/output
slope ratio of 2 is needed to cause a 10% degradation in dissipation. Pe]

Finally, it is worth observing that the short-circuit power dissipation can be modeled by

adding a load capacitance C,.. = tyeZoeas/ Wpp in parallel with C,, as is apparent in Eq. (5.50). The
value of this short-circuit capacitance is a function of Vpp, the transistor sizes, and the input/out-
put slope ratio.

§.5.2 Static Consumption

The static (or steady-state) power dissipation of a circuit is expressed by the relation

Porat = FstaiVan (3.52)

where J,,,, is the current that lows between the supply rails in the absence of switching activity.
Ideally, the static current of the CMOSinverter is equal to zero, as the PMOS and NMOS

devices are never on simultaneously in steady-state operation. There is, unfortunately, a leakage
current flowing through the reverse-blased diode junctions of the transistors, located between the

source or drain and the substrate, as shown in Figure 5-34. This contribution is, in general, very

small and can be ignored. Por the device sizes under consideration, the leakage current per unit
drain area typically ranges between 10-100 pA/{uro?at room temperature. Fora die with 1 million
gates, each with a drain area of 0.5 jum? andoperated at a supply voltage of 2.5 V, the worst case
power consumption due to diode leakage equals 0.125 mW, which clearly is not muchof an issue.

However, be aware that the junction leakage currents are caused by thermally generated

carriers. Their value increases with increasing junction temperature, and this occurs in an expo-

nential fashion. At 85°C (2 commonly imposed upper bound for junction temperatures m com-
mercial hardware), the leakage currents increase by a factor of 60 over their room-temperature
yalues. Keeping the overall operation temperature of a circuit low is consequently a desirable
goal. As the temperature is a strong function ofthe dissipated heat and its removal mechanisms,
this can only be accomplished by limiting the power dissipation of the circuit or by using chip
packages that support efficient heat removal.

Vep

Vout = Von

i Drain Leakage
¥ Current
  
 ‘ Subthreshold current

Figure 5-34 Sources of leakage currents in CMOSinverter Gor V;,, = 0 V}.
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Figure 5-35 Decreasing the threshold increases the subthreshold current at Ves = 0. 

An emerging source of leakage current is the subthreshold current of the transistors. As 
discussed in Chapter 3, an MOS transistor can experience a drain-source current, even when Vcs 

is smaller than the threshold voltage (see Figure 5-35). The closer the threshold voltage is to 
zero volts, the larger the leakage current at Vas = 0 V and the larger the static power consump­
tion. To offset this effect, the threshold voltage of the device has generally been kept high 
enough. Standard processes feature VT values that are never smaller than 0.5-0.6 V and that in 
some cases are even substantially higher (- 0.75 V). 

This approach is being challenged by the reduction in supply voltages that typically goes 
with deep submicron technology scaling, as became apparent in Figure 3-41. We concluded ear­
lier (Figure 5-17) that scaling the supply voltages while keeping the threshold voltage constant 
results in an important loss in performance, especially when V DD approaches 2 V 7 . One 
approach to address this performance issue is to scale the device thresholds down as well. This 
moves the curve of Figure 5-17 to the left, which means that the performance penalty for lower­
ing the supply voltage is reduced. Unfortunately, the threshold voltages are lower bounded by 
the amount of allowable subthreshold leakage current, as demonstrated in Figure 5-35. The 
choice of the threshold voltage thus represents a trade-off between performance and static power 
dissipation. The continued scaling of the supply voltage predicted for the next generations of 
CMOS technologies, however, forces the threshold voltages ever downwards, and makes sub­
threshold conduction a major source of power dissipation. Process technologies that contain 

devices with sharper turn-off characteristics will therefore become more attractive. An example 
of the latter is the SOI (Silicon-on-Insulator) technology whose MOS transistors have slope fac­
tors that are close to the ideal 60 mV/decade. 

Example 5.14 Impact of Threshold Reduction on Performance 
and Static Power Dissipation 

Consider a minimum size !\'MOS transistor in the 0.25-µm CMOS technology. In Chap­
ter 3, we derived that the slope factor S for this device equals 90 m V /decade. The off­
current (at V GS = 0) of the transistor for a Vr of approximately 0.5 V equals 10-JJ A 
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Vyp=02 Vp = 06 Ves

Figure 5-35 Decreasing the threshold increases the subthreshold current at Vee = 0.

An emerging source of leakage current is the subthreshold current of the transistors. As
discussed in Chapter 3, an MOS transistor can experience a drain-source current, even when Viz¢
is smaller than the threshold voltage (see Figure 5-35). The closer the threshold voltage is to

zere volts, the larger the leakage current at Y,,, = Q V and the larger the static power consump-
tion. To offset this effect, the threshold voltage of the device has generally been kept high

enough. Standard precesses feature V, values that are never smaller than 0.50.6 V and that in
some cases are even substantially higher (~ 0.75 V).

This approach is being challenged by the reduction in supply voltages that typically goes
with deep submicron technology scaling, as became apparent in Figure 3-41. We conciuded ear-
lier (Figure 5-17) that scaling the supply voltages while keeping the threshold voltage constant

results in an important loss in performance, especially when Vpp approaches 2 V;. One
approach to address this performance issue is to scale the device thresholds down as well. This
moves the curve of Figure 5-17 to the left, which meansthat the performance penalty for lower-

ing the supply voltage is reduced. Unfortunately, the threshold voltages are lower bounded by
the amount of allowable subthreshold leakage current, as demonstrated in Figure 5-35. The
choice of the threshold voltage thus represents a trade-off between performance and static power

dissipation. The continued scaling of the supply voltage predicted for the next generations of
CMOS technologies, however, forces the threshold voltages ever downwards, and makes sub-

threshold conduction a major source of power dissipation. Process technologies that contain
devices with sharper turn-off characteristics will therefore become moreattractive. An example

of the latter is the SOI (Silicon-on-Insulator) technology whose MOStransistors have slope fac-
tors that are close to the ideal 60 mVfdecade.

Example 5.14 Impact of Threshold Reduction on Performance
and Statice Power Dissipation

Consider a minimum size NMOStransistor in the 0.25-m CMOS technology. In Chap-
ter 3, we derived that the slope factor S for this device equals 90 m'V/decade. The off-
current (at Vey = 0) of the transistor for a V; of approximately 0.5 V equals 10° A
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(Figure 3-22). Reducing the threshold by 200 mV to 0.3 V multiplies the off-current of 
the transistors with a factor of 170 ! Assuming a million gate design \:vith a supply volt­
age of 1.5 V, this translates into a static power dissipation of 106 x 170 x 10-11 x LS= 
2.6 mW. A further reduction of the threshold to !00 m V results in an unacceptable dis­

sipation of almost 0.5 W! At that supply voltage, the threshold reductions correspond to 
a performance improvement of 25% and 40%. respectively. 

This lower bound on the thresholds is in some sense artificial. The idea that the leakage 
current in a static CJ\.10S circuit has to be zero is a misconception. Certainly, the presence of 
leakage currents degrades the noise margins, because the logic levels are no longer equal to the 
supply rails, but as long as the noise margins are within range, this is not a compe11ing issue. The 

leakage currents. of course, cause an lncrease in static power dissipation. This is offset by the 
drop in supply voltage, which is enabled by the reduced thresholds at no cost in perfonnance, 
and results in a quadratic reduction in dynamic power. For a 0.25-µm CMOS process, the fol­
lowing circuit configurations obtain the same performance: 3-V supply-0.7-V V7 ; and 0.45-V 
supply-0.1-V VT· The dynamic power consumption of the latter is, however, 45 times smaller 

[Liu93]! Choosing the coITect values of supply and threshold voltages once again requires a 
trade-off. The optimal operation point depends upon the activity of the circuit. In the presence of 
a sizable static power dissipation, it is essential that nonactive modules are powered down, lest 
static power dissipation would become dominant. Power-down (also called standby) can be 

accomplished by disconnecting the unit from the supply rails, or by lowering the supply voltage. 

5.5.3 Putting It All Together 

The total power consumption of the CMOS inverter is now expressed as the sum of its three 

components: 

(5.53) 

In typical CMOS circuits, the capacitive dissipation is by far the dominant factor. The direct­
path consumption can be kept within bounds by careful design, and thus should not be an issue. 

Leakage is ignorable at present, but this might change in the not-too-distant future. 

The Power-Delay Product, or Energy per Operation 

In Chapter 1, we introduced the power-delay product (PDP) as a quality measure for a logic 

gate: 

(5.54) 

The PDP presents a measure of energy, as is apparent from the units (\V x s = Joule). Assuming 

that the gate is switched at its maximum possible rate off,nax = 1/(2tp), and ignming the contribu­
tions of the static- and direct-path cunents to the power consumption, we find that 

2 
CLVDD 

2 
(5.55) 
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(Figure 3-22). Reducing the threshold by 200 mV to 0.3 V multiplies the off-current of
the transistors with a factor of 170! Assuming a million gate design with a supply volt-

age of 1.5 V, this translates into a static power dissipation of 10° x 176 x 107!!! x 1.5 =
2,6 mW. A further reduction of the threshold to 100 mV results in an unacceptable dis-

sipation of almost 0.5 Wi! At that supply voltage, the threshold reductions correspond fo
a performance improvement of 25% and 40%,respectively.

This lower bound on the thresholds is in some sense artificial. The idea that the leakage
current in a static CMOS circuit has to be zero is a misconception. Certainly, the presence of

leakage currents degrades the noise margins, because the logic levels are no longer equal to the

supply rails, but as long as the noise margins are within range, this is not a compelling issue. The
leakage currents, of course, cause an increase in static power dissipation. This is offset by the
drop in supply voltage, which is enabled by the reduced thresholds at no cost in performance,
and resulis in a quadratic reduction in dynamic power. For a 0.25-i1m CMOSprocess, the fol-
lowing circuit configurations obtain the same performance: 3-V supply—0.7-V V,; and 0.45-V
supply—0.1-V ¥,. The dynamic power consumption of the latter is, however, 45 times smaller
{Liu93]! Choosing the correct values of supply and threshoid voltages once again requires a

trade-off. The optimal operation point depends upon the activity of the circuit. In the presence of
a sizable static powerdissipation, it is essential that nenactive madules are powered down,lest
static power dissipation would become dominant. Power-down (also called standby} can be
accomplished by disconnecting the unit from the supply rails, or by lowering the supply voltage.

$5.3 Putting it All Together

The total power consumption of the CMOS inverter is now expressed as the sum ofits three
components:

Pros = Paya + Pup + Psat = (C, Vip + Voolpeatts)for t+ ¥pplteak {3.53}

In typical CMOS circuits, the capacitive dissipation is by far the dominant factor. The direct-
path consumption can be kept within bounds by careful design, and thus should not be an issue.
Leakage is ignorable at present, but this might change m the net-too-distant future.

The Power-Delay Product, or Energy per Operation

In Chapter 1, we intraduced the power-delay product (PDP) as a quality measure for a logic
gate:

PDP = Pt, {5.54}

The PDP presents a measure of energy, as is apparent from the units (W x s = Joule). Assuming
that the gate is switched at its maximum possiblerate off,,,. = W/(2r,), and ignoring the contribu-
tions of the static- and direct-path currents to the power consumption, we find that

(5.553
 

2
CL

PDP = CiVoof mats = amax’ p 9
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Here, PDP stands for the average energy consnmed per switching event (i.e., for a O ----, 1, or a 
1 ----, 0 transition). Remember that earlier we had defined Ea, as the average energy per switching 
cycle (or per energy-consuming event). As each inverter cycle contains a O----, 1, and a 1 ----, 0 

transition Ear thus is twice the PDP. 

Energy-Delay Prodnct 

The validity of the PDP as a quality metric for a process technology or gate topology is ques­

tionable. It measures the energy needed to switch the gate, which is an important property. For a 
given structure, however, this number can be made arbitrarily low by reducing the supply volt­
age. From this perspective, the optimum voltage to run the circuit would be the lowest possible 

value that still ensures functionality. This comes at the expense of performance, as discussed ear­
lier. A more relevant metric should combine a measure of performance and energy. The energy­
delay product (or EDP) does exactly that: 

EDP= PDPxtP = Pm,t! = (5.56) 

It is worth analyzing the voltage dependence of the EDP. Higher supply voltages reduce 

delay, but harm the energy, and the opposite is true for low voltages. An optimum operation point 
should therefore exist. Assuming that NMOS and PMOS transistors have comparable threshold 
and saturation voltages, we can simplify the propagation delay expression Eq. (5.21) as 

(5.57) 

where VT, = VT+ VosAT/2, and a is a technology parameter. Combining Eq. (5.56) and Eq. 
(5.57)7 yields 

(5.58) 

The optimum supply voltage can be obtained by taking the derivative of Eq. (5.58) with respect 

to V DD, and equating the result to 0. The result is 

(5.59) 

The remarkable outcome from this analysis is the low value of the supply voltage that 
simultaneously optimizes performance and energy. For submicron technologies with thresholds 

in the range of 0.5 V, the optimum supply is situated around 1 V. 

7This equation is only accurate as long as the devices remain in velocity saturation, which is probably not the case for 
the lower supply voltages. This introduces some inaccuracy in the analysis, but will not distort the overall result. 
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Here, PDP stands for the average energy consumed per switching event (i.¢., fora — 1, ora

1 -> 0 transition), Rememberthat earlier we had defined £,,, as the average energy per switching
cycle (or per energy-consuming event). As each inverter cycle contains a 0 > 1, anda 1 30
transition £.,, thus is twice the PDP.

Energy-Delay Product

The validity of the PDP as a quality metric for a process technology or gate topology is ques-
tionabie. It measures the energy needed to switch the gate, which is an important property. For a
given structure, however, this number can be made arbitrarily low by reducing the supply velt-
age. From this perspective, the optimum voltage to run the circuit would be the lowest possible
value that still ensures functionality. This comes at the expense of performance, as discussed ear-
lier. A more relevant metric should combine a measure of performance and energy. The enerey-

delay product (or EDP) does exactly that:

Zz
CrVan
2?
 2

EDP = PDPXt, = Pt, = (5.56)

It is worth analyzing the voltage dependence of the EDP Higher supply voltages reduce
delay, but harm the energy, and the opposite is true for low voltages. An optimum operation point
should therefore exist. Assuming that NMOS and PMOStransistors have comparable threshold

and saturation voltages, we can simplify the propagation delay expression Eq. (5.21) as

ac.Vv
t= (5.57)
?  Vap~Vre

where Vz, = Vp + Vasar/2, and @ is a technology parameter. Combining Eq. (5.56) and Ea.
(5.57)' yields

Jad
eci VansEDP = —————~

2(V¥pp ~ Vrs)
(5.58)

The optimum supply voltage can be obtained by taking the derivative of Eq. (5.58) with respect

to Van, and equating the result to 0. The result is

3

Vopop: = are (5.59)

The remarkable outcome from this analysis is the low value of the supply voltage that

simultaneously optimizes performance and energy. For submicron technologies with threshalds
in the range of 0.3 V, the optimum supplyis situated around 1 V.

*This equation is only accurate as long as the devices remain in velocity saturation, which is probably not the case for
the lower supply veltages. This introduces some inaccuracy in the analysis, but will not distort the overall result.
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Example 5.15 Optimum Supply Voltage for 0.25-µm CMOS Inverter 

From the technology parameters for our generic CMOS process presented in Chapter 3, 
the value of V TE can be deiived as follows: 

VT,,= 0.43 V, VDmt" = 0.63 V, VTE,, = 0.74 V 

VTp =-0.4 V, Vo.wp =-IV, Vmp = -0.9V 

VrE ~(Vy&,+ IVmpl)/2 = 0.8 V 

Hence, VDDop, = (312) x 0.8 V = 1.2 V. The simulated graphs of Figure 5-36, which plot 
normalized delay, energy, and energy-delay product, confirm this result. The optimum 
supply voltage is predicted to equal I. I V. The charts clearly illustrate the trade-off 
between delay and energy. 

1.5 

VDo(V) 

Figure 5-36 Normalized delay, energy, and energy-delay plots for CMOS 
inverter in 0.25-µm CMOS technology. 

WARNING: While the preceding example demonstrates that a supply voltage exists that mini­
mizes the energy-delay product of a gate, this voltage does not necessarily represent the opti­
mum voltage for a given design prob1em. For instance, some designs require a minimum 
performance, which requires a higher voltage at the expense of energy. Similarly, a lower energy 
design is possible by operating at a lower voltage and by obtaining the overall system perfor­
mance through the use of architectural techniques such as pipelining or concurrency. 

5.5.4 Analyzing Power Consumption by Using SPICE 

A definition of the average power consumption of a circuit was provided in Chapter I, and is 
repeated here for the sake of convenience. We write 

T 

P,,,, = i Jp(t)dt (5.60) 

0 
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Example 5.15 Optimum Supply Voltage for 0.25-1m CMOSInverter

Fyrom the technology parameters for our generic CMOS process presented in Chapter3,

the value of V», can be derived as follows:

Vy, = 0.43 V. Virsam = 0-63 V, Veg, = 0.74 V

Vrp = —0.4-V. Vinay =— LV, Vrgp = 0.9 V
Vere = (Vere, + Vrmpl¥2 =0.8V

Hence, Vopo,, = (3/2) x 0.8 V = 1.2 V. The simulated graphs of Figure 5-36, which plot
normalized delay, energy, and energy-delay product, confirm this result. The optimum
supply voltage is predicted to equal 1.1 V. The charts clearly illustrate the trade-off

between delay and energy.

Enersy Delay

EnergyDelay(norm) 
a5 1 BS 2 2.5

Fop(¥}

Figure 5-36 Normalized delay, energy, and energy-delay picts for CMOS
inverter in 6.25-um CMOS technology.

 

WARNING: Whilethe preceding example demonstrates that a supply voltage exists that mini-
mizes the enerzy-delay product of a gate, this voltage does not necessarily represent the opti-
mum voltage for a given design problem. For instance, some designs require a minimum

performance, which requires a higher voltage at the expense of energy. Similarly, a lower energy
design is possible by operating at a lower voltage and by obtaining the overall system perfor-
mance through the use of architectural techniques such as pipelining or concurrency. 

5.5.4 Analyzing Power Consumption by Using SPICE

A definition of the average power consumption of a circuit was provided in Chapter I, and is

repeated here for the sake of convenience. We write
T r

P= Efocna = VRPT: at (5.60)ay TF - DP
5 0
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tcb 
' I 

Figure 5-37 Equivalent circuit to measure average power in SPICE. 

with Tthe period of interest, and Vvvand ivo the supply voltage and current, respectively. Some 
implementations of SPICE provide built-in functions to measure the average value of a circuit 
signal. For instance, the HSPICE .MEASURE TRAN l(VDD) AVG command computes the 
area under a computed transient response (I(VDD)) and divides it by the period of interest. This 

is identical to the definition given in Eq. (5.60). Other implementations of SPICE are, unfortu­
nately, not as powerful. This is not as bad as it seems, as long as one realizes that SPICE is actu­
ally a differential equation solver. A small circuit can easily be conceived that acts as an 

integrator and whose output signal is nothing but the average power. 
Consider, for instance, the circuit of Figure 5-37. The current delivered by the power sup­

ply is measured by the current-controlled current source and integrated on the capacitor C. The 
resistance R is only provided for DC-convergence reasons and should be chosen as high as pos­
sible to minimize leakage. A clever choice of the element parameter ensures that the output volt­

age P,w equals the average power consumption. The operation of the circuit is summarized in Eq. 
under the assumption that the initial voltage on the capacitor C is zero: 

dPar 
Cdt =kiDD 

T 

Pa, = ~f ivodt 
0 

Equating Eq. (5.60) and Eq. yields the necessary conditions for the equivalent circuit 

parameters: k/C = V0D!T. Under these circumstances, the equivalent circuit shown presents a 
convenient means. of tracking the average power in a digital circuit. 

Example 5.16 Average Power of Inverter 

The average power consumption of the inverter of Example 5.4 is analyzed using the 

above technique for a toggle period of 250 ps (T = 250 ps, k = 1, V00 = 2.5 V, hence 
C = 100 pF). The resulting power consumption is plotted in Figure 5-38, showing an aver­
age power consumption of approximately 157.3 µW. The .lv!EAS AVG command yields a 
value of 160.3 µW, which demonstrates the approximate equivalence of both methods. 

These numbers are equivalent to an energy of39 fJ (which is close to the 37.5 fJ derived in 
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Von Py

Kipp R 
Figure 5-37 Equivalent circuit to measure average power in SPICE.

with T the period of interest, and Vpn and inn the supply voltage and current, respectively. Some
implementations of SPICE provide built-in functions to measure the average value of a cireuit

signal. For instance, the HSPICE MEASURE TRAN (VDD) AVG command computes the
area under a computed transient response (I(¥DD)} and divides it by the period of interest. This
is identical to the definition given in Eq. (5.60). Other implementations of SPICE are, unfortu-

nately, not as powerful. This is not as bad as it seems, as long as one realizes that SPICE is actu-

ally a differential equation solver. A small circuit can easily be conceived that acts as an
integrator and whose output signal is nothing but the average power.

Consider, for instance, the circuit of Figure 5-37. The current delivered by the power sup-
ply is measured by the current-controlled current source and integrated on the capacitor C. The
resistance R is only provided for DC-convergence reasons and should be chosen as high as pos-

sibie to minimize leakage. A clever choice of the element parameter ensures that the output volt-

age P.,, equals the average power consumption. The operation of the circuit is summarized im Eq,
under the assumption that the initial voltage on the capacitor C is zero:

aPy. :
CF = Kinn

or (5.61)
Fr

Po. = 7 inpdlt
0

Equating Eq. (5.60) and Eq. yields the necessary conditions for the equivalent circuit
parameters: &/C = Vop/T. Under these circumstances, the equivalent circuit showa presents a
convenient means of tracking the average powerin a digital circuit.

Example 5.16 Average Power of Inverter

The average power consumption of the inverter of Example 5.4 is analyzed using the

above technique for a toggle period of 250 ps (T = 250 ps, & = 1, Von = 2.3 V, hence
C = 100 pF). The resulting power consumption is plotted in Figure 5-38, showing an aver-

age power consumption of approximately 157.3 uW. The MEAS AVG command yields a

value of 160.3 EW, which demonstrates the approximate equivalence of both methods.

These numbers are equivalent to an energy of 39 fi (which ts close to the 37.5 £1 derived in
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Figure 5-38 Denving the power consumption by using SPICE. 
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Example 5.11). Observe the slightiy negative dip during the high-to-low transition. This is 
due to the injection of current into the supply, when the output briefly overshoots VDDas a 
result of the capacitive coupling between input and output (as is apparent from in the tran­
sient response of Figure 5-16). 

5.6 Perspective: Technology Scaling and its Impact 
on the Inverter Metrics 

In Section 3.5, we have explored the impact of the scaling of technology on some of the impor­
tant design parameters, such as area, delay, and power. For the sake of clarity, we repeat here 
some of the most important entries of the scaling table (Table 3-8). 

The validity of these theoretical projections can be verified by looking back and observing 
the trends during the past few decades. From Figure 5-39, we can see that the gate delay indeed 
decreases exponentially at a rate of 13% per year, or halving every five years. This rate is on 
course with the prediction of Table 5-4, since S averages approximately L 15 as we had already 

Table 5-4 Scaling scenarios for short-channel devices (Sand U represent 
the technology and voltage scaling parameters, respectively). 

Full General Fixed-Voltage 
Parameter Relation Scaling Scaling Scaling 

Area-Device W-L l/S2 vs' l!S' 

Intrinsic Delay RonCgme !IS !IS 1/S 

Intrinsic Energy ' Cgat~V- l/S3 11SU2 1/S 

Intrinsic Power Energy-Delay l/S2 JIU' I 

Power Density P-Area I S2/l.P s' 
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Example 5.11). Observe the slightly negative dip during the high-tc-low transition. Thisis

due to the injection of current into the supply, when the output briefiy overshoots Van as a
result of the capacitive coupling between input and output (as is apparent from inthe tran-

sient response of Figure 5-16}.

5.6 Perspective: Technology Scaling and its impact
on the Inverter Metrics

In Section 3.5, we have explored the impact of the scaling of technoiogy on some of the impor-
tant design parameters, such as area, delay, and power. For the sake of clarity, we repeat here

some of the most importantentries of the scaling table (Table 3-8).
The validity of these theoretical projections can be verified by looking back and observing

the trends during the past few decades. From Figure 5-39, we can see that the gate delay indeed
decreases exponentially at a rate ef 13% per year, or halving every five years. This rate is on
course with the prediction of Table 5-4, since S averages approximately 1.15 as we had already

Table 5-4 Sealing scenarios for short-channel devices (S and U represent
the technology and voltage scaling parameters, respectively). 
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Figure 5-39 Scaling of the gate delay (from [Dally98]). 

observed in Figure 3-40. The delay of a two-input NAND gate with a fan-out of four has gone 

from tens of nanoseconds in the 1960s to a tenth of a nanosecond in the year 2000, and is pro­

jected to be a few tens of picoseconds by 2010. 

Reducing power dissipation has only been a second-order priority until recently. Hence, 
statistics on dissipation per gate or design are only marginally available. An interesting chart ls 

shown in Figure 5-40, which plots the power density measured over a large number of designs 

produced between 1980 and 1995. Although the variation is large-even for a fixed 

technology-it shows the power density increasing approximately with S2
• This is in corre­

spondence with the fixed-voltage scaling scenario presented in Table 5-4. For more recent 
years, we expect a scenario more in line with the full-scaling model-which predicts a con­
stant power density-due to the accelerated supply-voltage scaling and the increased attention 

to power-reducing design techniques. Even under these circumstances, power dissipation per 

chip will continue to increase due to the ever-larger die sizes. 

The scaling model presented has one majoT flaw, however. The performance and power pre­

dictions produce purely "intrinsic" numbers that take only device parameters into account. In 

Chapter 4, we concluded that the interconnect wire~ exhibit a different scaling behavior, and that 

wire parasitics may come to dominate the overall performance. Similarly, charging and discharg­

ing the wire capacitances may dominate the energy budget. To get a crisper perspective, one has 

to construct a combined model that considers device and wire scaling models simultaneously. The 

impact of the wire capacitance and its scaling behavior is summarized in Table 5-5. We adopt the 

fixed-resistance model introduced in Chapter 4. We furthermore assume that the resistance of the 

driver dominates the wire resistance, which is definitely the case for short to medium-long wires. 

The model predicts that the interconnect-caused delay (and energy) gain in importance with 

the scaling of technology. This impact is limited to an increase with Ee for short wires (S = SL), but 

itbecomesincreasinglymoresignificantformedium-rangeandlongwires(SL <S).Theseconclusions 
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observed in Figure 3-40. The delay of a two-input NAND gate with a fan-out of four has gone
from tens of nanoseconds in the 1960s to a tenth of a nanosecond in the year 2000, and is pro-
jected to be a few tens of picoseconds by 2010.

Reducing power dissipation has only been a second-order priority until recently. Hence,
statistics on dissipation per gate or design are only marginally available, An interesting chart is

shown in Figure 3-40, which plots the power density measured over a large number of designs
produced between 1980 and 1995. Although the variation is large—even for a fixed
technelogy—it shows the power density increasing approximately with S*. This is in corre-
spondence with the fixed-voltage scaling scenario presemted in Table 5-4. For more recent

years, we expect a scenario more in line with the full-scaling model—which predicts a con-
stant power density—due to the accelerated supply-voltage scaling and the increased attention

to power-reducing design techniques. Even under these circumstances, power dissipation per
chip will continue to increase due fo the ever-larger die sizes.

The scaling medel presented has one majorflaw, however. The performance and powerpre-

dictions produce purely “intrinsic” numbers that take only device parameters into account. In
Chapter 4, we concluded that the interconnect wires exhibit a different scaling behavior, and that

wire parasitics may come to dominate the overall performance. Similarly, charging and discharg-

ing the wire capacitances may dominate the energy budget. To get a crisper perspective, one has
to construct a combined model that considers device and wire scaling models simultaneously. The
impact of the wire capacitance and its scaling behavioris summarized in Table 5-5. We adopt the

fixed-resistance model introduced in Chapter 4. We furthermore assumethat the resistance of the
driver dominates the wire resistance, which is definitely the case for short to medium-long wires.

The model predicts that the interconnect-caused delay {and energy) gain in importance with

the scaling oftechnology. This impact is limited to an increase with &c for short wires (§ = 5,}, but
itbecomesincreasingly moresignificantformedium-range andiongwires (S,<$).Theseconclusions
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Table 5-5 Scaling scenarios for wire capacitance. Sand U represent the technology and 
voltage scaling parameters, respectively, while SL stands for the wire-length scaling factor. Ee 

represents the impact of fringing and interwire capacitances. 

Parameter Relation General Scaling 

Wire Capacitance wu, 

Wire Delay 

Wire Energy 

Wire Delay I lmrinsic Delay 

Wire Energy I Intrinsic Energy 

231 

have been confinned by a number of studies, an example of which is shown in Figure 5-41. How 

the ratio of wire over intrinsic contributions will actually evolve is debatable, as it depends upon 
a wide range ofindependent parameters, such as system architecture, design methodology, transistor 
sizing, and interconnect materials. The doomsday scenario that interconnect may cause CMOS per­

formance to saturate in the very near future may very well be exaggerated. Yet~ itis clear that increased 
attentiontointerconnectisanabsolutenecessity,and maychangethewaythenext-generationcircuits 
are designed and optimized (e.g., [Sylvester98]). 
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Table 5-5 Scaling scenarios for wire capacitance. S and U represent the technology and
voltage scaling parameters, respectively, while 5, stands for the wire-length scaling factor. ,
represents the impact of fringing and interwire capacitances. 

 

 

 

Parameter Relation General Scaling

Wire Capacitance WLA e/8,

Wire Delay Ronin EA)

Wire Energy Cag? 2/8,LP

Wire Delay / Intrinsic Delay SS : 5/5)

Wire Energy /Intrinsic Energy £545) 
have been confirmed by a numberof studies, an exampie of which is shown in Figure 3-4]. How

the ratio of wire over intrinsic contributions will actually evolve is debatable, as it depends upon

awiderange ofindependent parameters, such as system architecture, designmethodology,transistor
sizing, and interconnect materials. Thedoomsday scenario that interconnect may cause CMOS pes-
formance to saturate in the very nearfuture may very well beexaggerated. Yet, itisclearthatincreased
attention tointerconnectisanabsolutenecessity,and maychangethewaythenext-generationcircuits

are designed and optimized (e.g., [Sylvester98}).
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Figure 5-41 Evolution of wire delay-to-gate delay ratio with respect 
to technology (from [Fisher98]). 

5.7 Summary 
This chapter presented a rigorous and in-depth analysis of the static CMOS inverter. The key 
characteristics of the gate are summarized as follows: 

• The static CMOS inverter combines a pull-up PMOS section with a pull-down NMOS 

device. The PMOS is normally made wider than the NMOS due to its lower current­
driving capabilities. 

• The gate has an almost ideal voltage-transfer characteristic. The logic swing is equal to the 
supply voltage and is not a function of the transistor sizes. The noise margins of a symmet­
rical inverter (where PMOS and NMOS transistor have equal current-driving strength) 

approach V vvl2. The steady-state response is not affected by fan-out. 
• Its propagation delay is dominated by the time it takes to charge or discharge the load 

capacitor CL. To a first order, it can be approximated as follows: 

(
R +R ) tp = 0.69CL eqn 2 eqp 

Keeping the load capacitance small is the most effective means of implementing high-per­

formance circuits. Transistor sizing may help to improve performance as long as the delay 
is dominated by the extrinsic (or load) capacitance of fan-out and wiring. 

• The power dissipation is dominated by the dynamic power consumed in charging and dis­

charging the load capacitor. It is given by P 0_,1 CLVv/f The dissipation is proportional to 
the activity in the network. The dissipation due to the direct-path currents occurring during 

switching can be limited by careful tailoring of the signal slopes. The static dissipation 
usually can be ignored, but might become a major factor in the future as a result of sub­

threshold currents. 
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• Scaling the technology is an effective means of reducing the area, propagation delay and 
power consumption of a gate. The impact is even more striking if the supply voltage is 
scaled simultaneously. 

• The interconnect component is gradually taking a larger fraction of the delay and perfor­
mance budget. 

5.8 To Probe Further 

The operation of the CMOS inverter has been the topic of numerous publications and textbooks. 
Virtually every book on digital design devotes a substantial number of pages to the analysis of 
the basic inverter gate. An extensive list of references \Vas presented in Chapter 1. Some refer­
ences of particular interest that we quoted in this chapter follow. 
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236 Chapter 6 • Designing Combinational Logic Gates in CMOS 

6.1 Introduction 
The design considerations for a simple inverter circuit were presented in the previous chapter. 
We now extend this discussion to address the synthesis of arbitrary digital gates, such as NOR, 
NAND, and XOR. The focus is on combinational logic or nonregenerative circuits-that is, cir­
cuits having the property that at any point in time, the output of the circuit is related to its current 
input signals by some Boolean expression {assuming that the transients through the logic gates 

have settled). No intentional connection from outputs back to inputs is present. 
This is in contrast to another class of circuits, known as sequential or regenerative, for 

which the output is not only a function of the current input data, but also of previous values of 
the input signals (see Figure 6-1). Tiris can be accomplished by connecting one or more outputs 
intentionally back to some inputs. Consequently, the circuit "remembers" past events and has a 
sense of histo,y. A sequential circuit includes a combinational logic portion and a module that 
holds the state. Example circuits are registers, counters, oscillators, and memory. Sequential cir­

cuits are the topic of !he next chapter. 
There are numerous circuit styles to implement a given logic function. As with the 

inverter, the common design metrics by which a gate is evaluated are area, speed, energy~ and 
power. Depending on the application, the emphasis will be on different metrics. For example, the 
switching speed of digital circuits is the primary metric in a high-performance processor~ while 
in a battery operated circuit, it is energy dissipation. Recently, power dissipation also has 
become an important concern and considerable emphasis is placed on understanding the sources 
of power and approaches to dealing with power. In addition to these metrics, robustness to noise 
and reliability are also very important considerations. We will see that certain logic styles can 
significantly improve perforrnance, but they usually are more sensitive to noise. 

6.2 Static CMOS Design 
The most widely used logic style is static complementary CMOS. The static CMOS style is 
really an extension of the static CMOS inverter to multiple inputs. To review, the primary advan­
tage of the CMOS structure is robustness (i.e., low sensitivity to noise), good performance, and 
low power consumption with no static power dissipation. Most of those properties are carried 
over to large fan-in logic gates implemented using a similar circuit topology. 

-
In 

CombinUtfonal 
__ _J.,,ogie: 

CircUif 

(a) Combinational 

/11 

Ortl 

Figure 6-1 High-level classification of logic circuits. 

(b) Sequential 

Dell Ex. 1025
Page 125

 

236 Chapter 6 » Designing Combinational Logic Gates in CMOS

6.1 Introduction

The design considerations for a simple inverter circuit were presented in the previous chapter.
‘We now extend this discussion to address the synthesis of arbitrary digital gates, such as NOR,
NAND,and XOR. The focus is on combinational logic or nonregenerative circuits—that is, clr-
cuits having the propertythat at any point in time, the output of the circuit is related to its current
input signals by some Boolean expression {assuming that the transients through the logic gates
have settled}, No intentional connection from outputs back to inputs is present.

This is in contrast to another class of circuits, known as sequential or regenerative, for

which the output is not only a function of the current input data, but also of previous values of
the input signals (see Figure 6-1). This can be accomplished by connecting one or more outputs
intentionally back to some inputs. Consequently, the circuit “remembers” past events and has a
sense of history. A sequential circuit includes a combinational logic portion and a module that
holds the state. Example circuits are registers, counters, oscillators, and memory. Sequential cir-
cuits are the topic of the next chapter.

There are numerous circuit styles to Emplement a given logic function. As with the
inverter, the common design metrics by which a gate is evaluated are area, speed, energy, and
power, Depending onthe application, the emphasis will be on different metrics. For example,the
switching speed of digital circuits is the primary metric in a high-performance processor, while
in a battery operated circuit, it is energy dissipation. Recently, power dissipation also has
become an important concern and considerable emphasis is placed on understanding the sources
of power and approaches to dealing with power. In addition to these metrics, robustness to noise
and reliability are also very important considerations. We will see that certain logic styles can
significantly improve performance, but they usually ave more sensitive to noise.

6.2 Static CMOS Design

The most widely used logic style is static complementary CMOS. The static CMOSstyle is
really an extension ofthe static CMOSinverter to multiple inputs. To review, the primary advan-
tage of the CMOSstructure is robustness (i.¢., low sensitivity to noise}, good performance, and
low power consumption with no static powerdissipation. Most of those properties are carried
over to large fan-in logic gates implemented using a similar circuit topology.

Out

fn 
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Figure 6-1 High-level classification of logic circuits.
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6.2 Static CMOS Design 237 

The complementary CMOS circuit style falls under a broad class of logic circuits called 
static circuits in which at every point in time, each gate output is connected to either V DD or 
Vss via a low-resistance path. Also, the outputs of the gates assume at all times the value of the 
Boolean function implemented by the circuit (ignoring, the transient effects during switching 
periods). This is in contrast to the dynamic circuit class, which relies on temporary storage of 
signal values on the capacitance of high-impedance circuit nodes. The latter approach has the 
advantage that the resulting gate is simpler and faster. Its design and operation are, however, 
more involved and prone to fai1ure because of increased sensitivity to noise. 

In this section, we sequentially address the design of various static circuit flavors, includ­
ing complementary CMOS, ratioed logic (pseudo-N"MOS and DCVSL), and pass-transistor 
logic. We also deal with issues of scaling to lower power supply voltages and threshold 
voltages. 

6.2.1 Complementary CMOS 

Concept 

A static CMOS gate is a combination of two networks-the pull-up network (PUN) and the pull­
down network (PDN), as shown in Figure 6-2. The figure shows a generic N-input logic gate 
where all inputs are distributed to both the pull-up and pull-down networks. The function of the 
PUN is to provide a connection between the output and VDDanytime the output of the logic gate 
is meant to be 1 (based on the inputs). Similarly, the function of the PDN is to connect the output 
to Vss when the output of the logic gate is meant to be 0. The PUN and PDN networks are con­
structed in a mutually exclusive fashion such that one and only one of the networks is conduct­
ing in steady state. In this way, once the transients have settled, a path always exists between V DD 

and the output F for a high output ("one"), or between Vss and F for a low output ("zero"). This 
is equivalent to stating that the output node is always a /ow-impedance node in steady state. 

PUN 

lnN 

Vss 

Pull.up: make a connection from VDD to Fwhen 
F(l11 1,In2, ... Jn11 ) = 1 

Pull.down: make a connection from V DD- to V ss when 
F (1111, In2, ... Jn11 ) = 0 

Figure 6-2 Complementary logic gate as a combination of a PUN 
(pull-up network) and a PDN (pull-down network). 
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The complementary CMOS circuit style falls under a broad class of logic circuits called

static circuits in which at every point in time, each gate output is connected to either ¥,, or
Ves Via a low-resistance path. Also, the outputs of the gates assume at all times the value of the
Boolean function implemented by the circuit (ignoring, the transient effects during switching

periods}. This is im contrast to the dynamic circuit class, which relies on temporary storage of
signal values on the capacitance of high-impedance circuit nodes. The latter approach has the

advantage that the resulting gate is simpler and faster. Its design and operation are, however,
more involved and prone to failure because of increased sensitivity to noise.

In this section, we sequentially address the design of various static circuit flavors, includ-
ing complementary CMOS, ratioed logic (pseudo-NMOS and DCVSL), and pass-transistor
logic. We also deal with issues of scaling to lower power supply voltages and threshold

voltages.

6.2.1 Complementary CMOS

Concept

A static CMOS gate is a combination of two networks-——the pull-up netwerk (PUN} and the pull-
down network (PDN), as shown in Figure 6-2. The figure shows a generic N-input logic gate

where all inputs are distributed to both the pull-up and pull-down networks. The function of the

PUNis to provide a connection between the output and Vp, anytime the output of the logic gate
is meant to be | (based on the inputs). Similarly, the function of the PDN is to commect the output

to Vey when the output of the logic gate is meant to be 0. The PUN and PDN networks are con-
structed in a mutually exclusive fashion such that one and only one of the networks is conduct-
ing in steadystate. In this way, once the transients have settled, a path always exists between Vin

and the output F for a high output (“one”), or between V5, and F for a low output (“zero”). This
is equivalentto stating that the output node is always a low-impedance nodein steady state.

Von

 
 

 
 

in,
ing Pull-up. make a connection from Vp» to Fwhen

F(ing, frig, 0 i,) = 1
ing

F (ny, Itt, .. In,)

iny
Ing Pull-down: make a connection from Vin to Vs. when

F Ung, Ing, ..it,) = 0
inNl

Vos

Figure 6-2 Complementary iogic gate as a combination of a PUN
(pull-up network) and a PDN (pull-down network),
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In constructing the PDN and PUN networks, the designer should keep the following 

observations in mind: 

• A transistor can be thought of as a switch controlled by its gate signal. An NMOS switch 
is on when the controlling signal is high and is o.ffwhen the controlling signal is low. A 
PMOS transistor acts as an inverse switch that is on when the controlling signal is low and 

'!tfwhen the controlling signal is high. 
• The PDN is constructed using NMOS devices, while PMOS transistors are used in the 

PUN. The primary reason for this choice is that NMOS transistors produce "strong zeros," 
and PMOS device.s generate ""strong ones." To illustrate this, consider the examples shown 
in Figure 6-3. In Figure 6-3a, the output capacitance is initially charged to Vvo· Two possi­
ble discharge scenarios are shown. An NMOS device pulls the output all the way down to 
GND, while a PMOS lowers the output no further than IV,)-the PMOS turns off at that 
point and stops contributing discharge current. NMOS transistors are thus the preferred 
devices in the PDN. Similarly, two alternative approaches to charging up a capacitor are 
shown in Figure 6-3b, with the output initially at GND. A PMOS switch succeeds in 
charging the output all the way to Vvv, while the NMOS device fails to raise the output 
above V00 - Vn,, This explains why PMOS transistors are preferentially used in a PUN. 

• A set of rules can be derived to construct logic functions (see Figure 6-4). NMOS devices 
connected in series correspond to an AND function. With all the inputs high, the series 
combination conducts and the value at one end of the chain is transferred to the other end. 
Similarly, NMOS transistors connected in parallel represent an OR function. A conducting 
path exists between the output and input terminal if at least one of the inputs is high. Using 
similar arguments, construction rules for PMOS networks can be formulated. A series con-

(a) Pulling down a node by using NMOS and PMOS switches 

VDD__J~' -·1 0-tVvn-VTn 

Out 

ICL 
(b) Pulling down a node by using NMOS and PMOS switches 

Figure 6-3 Simple examples illustrate why an NMOS should be 
used as a pull-down, and a PMOS should be used as a pull-up device. 
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In constructing the PDN and PUN networks, the designer should keep the following
observations in mind:

+ A transistor can be thought of as a switch controlled by its gate signal. An NMOS switch
is on when the controtling signal is high and is offwhen the controlling signal is low, A
PMCStransister acts as an inverse switch that is en when the controlling signal is low and

off when the controlling signal is high.
* The PDN is constructed using NMOS devices, while PMOS transistors are used in the

PUN.The primary reason for this choice is that NMOStransistors produce “strong zeros,”
and PMOSdevices generate “strong ones.” To illustrate this, consider the examples shown
in Figure 6-3. In Figure 6-3a, the output capacitanceisinitially charged to Vpp. Two possi-
ble discharge scenarios are shown. An NMOSdevice pulls the output all the way down to
GND, while a PMOS lowers the output no further than [V,,|the PMOSturns off at that
point and stops contributing discharge current. NMOStransistors are thus the preferred
devices in the PDN. Similarly, two alternative approaches to charging up a capacitor are
shown in Figure 6-3b, with the outputinitially at GND. A PMOS switch succeeds in
charging the output all the way to Vp», while the NMOS device fails to raise the output
above Vpp — V;z,. This explains why PMOStransistors are preferentially used ina PUN.

* A set of rules can be derived to construct logic functions (see Figure 6-4). NMOS devices
connected in series correspond to an AND function. With all the inputs high, the series
combination conducts and the value at one end ofthe chain is transferred to the other end.

Similarly, NMOStransistors connected in paralle] represent an OR function. A conducting
path exists between the output and input terminalif at least one of the inputs is high. Using
similar arguments, construction rules for PMOS networks can be formulated. A series con-

if
fa) Pulling down a node by using NMOS and PMOSswitches

Fi

V,
BD | 0-¥pn— Vx tL 63¥pp

Cur

Out

L* T Ch
{b) Pulling down a node by using NMOS and PMOS switches

Figure 6-3 Simple examples illustrate why an NMOS should be
used as a pull-down, and a PMOS should be used as a pull-up device.
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B A 
J_ ! Series combination 

conducts if A · B _r-u-[_ 
A _J 6 Parallel combination 

1 1--y conducts if A + B 

(a) Series (b) Parallel 

Figure 6-4 NMOS logic rules-series devices implement an AND, and parallel 
devices implement an OR. 
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nection of PMOS conducts if both inputs are low, representing a NOR function (A· B = 
A+ B), while PMOS transistors in parallel implement a NAND (A+ B =A· B). 

• Using De Morgan's theorems (A + B =A· Band A · B =A+ B), it can be shown that the 
pull-up and pull-down networks of a complementary CMOS structure are dual networks. 

This means that a parallel connection of transistors in the pull-up network corresponds to a 

series connection of the corresponding devices in the pull-down network. and vice versa. 

Therefore, to construct a CMOS gate, one of the networks (e.g., PDNl is implemented 

using combinations of series and parallel devices. The other network (i.e., PUN) is 

obtained using the duality principle by walking the hierarchy, replacing series subnets 

with parallel subnets, and parallel subnets with series subnets. The complete CMOS gate 

is constructed by combining the PDN with the PUN. 

• The complementary gate is naturally inverting, impJementing only functions such as 

NANO, NOR, and XNOR. The realization of a noninverting Boolean function (such as 

AND OR, or XOR) in a single stage is not possible, and requires the addition of an extra 

inverter stage. 

• The number of transistors required to implement an N-input logic gate is 2N. 

Example 6.1 Two-Input NAND Gate 

Figure 6-5 shows a two-input NAND gate (F = A · B). The PDN network consists of two 

NMOS devices in series that conduct when both A and B are high. The PUN is the dual 

Figure 6-5 Two-input NAND gate in complementary static CMOS style. 
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BOA

Series combination =a aL A al Paraitel combination
conducts ifA+ B conducis fA + B

(a) Series {b) Parallel

Figure 6-4 NMOS logic rules—series devices implement an AND,and parallel
devices implemen? an OR.

nection of PMOS conducts if both inputs are low, representing a NOR function (A- B=
A+8), while PMOStransistors in parallel implement a NAND (4 + # =A - B).

* Using De Morgan’s theorems (4+ #=-A- 8 andA-B=A +8), it can be shownthat the
pull-up and pull-down networks of a complementary CMOS structure are duai networks.
This means that a parallel connection of transistors in the pull-up network corresponds to a
series connection of the corresponding devices in the pull-down network, and vice versa.

Therefore, to construct a CMOS gate, one of the networks (e.g., PDN) is implemented
using combinations of series and paraliel devices. The other network {i.e., PUN)is

obtained using the duality principle by walking the hierarchy, replacing series subnets

with parallel subnets, and parallel subnets with series subnets. The complete CMOSgate
is constructed by combining the PDN with the PUN.

* The complementary gate is naturally inverting, implementing only functions such as

NAND, NOR, and XNOR. Therealization of a noninverting Boolean function (such as

AND OR, or XOR) in a single stage is not possible, and requires the addition of an extra
inverter stage.

* The numberof transistors required to implement an N-input logic gate is 2N.

Example 6.1. Two-Input NAND Gate

Figure 6-5 shows a two-input NAND gate (F =A - 8). The PDN network consists of two

NMOS devices in series that conduct when both A and 2 are high. The PUN is the dual

Ad ood
F

 
ao

a

Figure 6-5 Two-input NAND gate in complementary static CMOSstyle.
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network, and it consists of two parallel PMOS transistors. This means that Fis I if A = 0 
or B = 0, which is equivalent to F = A · B. The truth table for the simple two input NAt'l'D 
gate is given in Table 6-1. It can be verified that the output Fis always connected to either 
V00 or GND, but neverto both at the same time. 

Table 6-1 Truth Table for two-Input NAND. 

A B F 

0 0 1 

0 

I 0 

0 

Example 6.2 Synthesis of Complex CMOS Gate 

Using complementary CMOS logic, consider the synthesis of a complex CMOS gate 
whose function is F = D + A · (B + C). The first step in the synthesis of the logic gate is to 
derive the pull-down network as shown in Figure 6-6a by using the fact that NM OS 
devices in series implements the AND function and parallel device implements the OR 
function. The next step is to use duality to derive the PUN in a hierarchical fashion. The 
PDN network is broken into smaller networks (i.e., subset of the PDN) called subnets that 
simplify the derivation of the PUN. In Figure 6-6b, the subnets (SN) for the pull-down net-

= 
(a) PuU-down network (b) Deriving the pull-up network 

hierarchically by identifying 
subnets 

Figure 6-6 Complex complementary CMOS gate. 

= = = 
(c) Complete gate 
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network, and it consists of two parallel PMOStransistors. This means that Fis 1 ifA =90
or B = 0, which is equivalent to ¥ =4-B. The truth table for the simple two input NAND
gate is given in Table 6-1. It can be verified that the output F is always connectedto either

Vpp or GND,but never to both at the same time.

Table 6&4 Truth Table for twe-input NAND. 

 
A B F

6 0 1

6 1 1

L a l

 

Example 6.2 Synthesis of Complex CMOS Gate

Using complementary CMOS logic, consider the synthesis of a complex CMOS gate
whose function is F=D+A-(8+C). Thefirst step in the synthesis of the logic gate is to
derive the pull-down network as shown in Figure 6-6a by using the fact that NMOS
devices in series implements the AND function and parallel device implements the OR
function. The next step is to use duality to derive the PUN in a hierarchical fashion. The
PDN network is broken into smaller networks (1.¢., subset of the PDN) called subnets that

simplify the derivation of the PUN. In Figure 6-6b, the subnets (SN) for the pull-down net-

  
{a} Pull-down network (b} Deriving the pull-up network

hierarchically by identifying
subnets
 

{c} Complete gate

Figure 6-6 Complex complementary CMOS gate.
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6.2 Static CMOS Design 241 

work are identified. At the top level, SN! and SN2 are in parallel, so that in the dual net­
work they will be in series. Since SN l consists of a single transistor, it maps directly to the 
pull-up network. On the other hand, we need to sequentially apply the duality rules to 
SN2. Inside SN2, we have SN3 and SN4 in series, so in the PUN they will appear in paral­
lel. Finally, inside SN3, the devices are in parallel, so they appear in series in the PUN. 
The complete gate is shown in Figure 6-6c. The reader can verify that for every possible 
input combination, there always exists a path to either V DD or GND. 

Static Properties of Complementary CMOS Gates 

Complementary CMOS gates inhe1it all the nice properties of the basic CMOS inverter. They 
exhibit rail-to-rail swing with V 0n = V DD and V0 L = GND. The circuits also have no static power 
dissipation, since the circuits are designed such that the pull-down and pull-up networks are 
mutually exclusive. The analysis of the DC voltage rransfer characteristics and the noise margins 
is more complicated than for the inverter, as these parameters depend upon the data input pat­
terns applied to gate. 

Consider the static two-input NAND gate shown in Figure 6-7. Three possible input com­
binations switch the output ofthegatefromhigh to low: (a)A =B=O-; l, (b)A= 1, B =0-c> I, 
and (c) B = I, A= 0-; l. The resulting voltage transfer curves display significant differences. 
The large variation between case (a) and the others (b and c) is explained by the fact that in the 
former case, both transistors in the pull-up network are on simultaneously for A = B = 0, repre­
senting a strong pull-up. In the latter cases, only one of the pull-up devices is on. The VTC is 
shifted to the left as a result of the weaker PUN. 

The difference between (b) and (c) results mainly from the state of the internal node int 

between the two NMOS devices. For the NMOS devices to turn on, both gate-to-source voltages 

VDD 3.0 
' ' 

~ M3 M4 

~ A=B=Ol 
2.0 ,- \\ / -

F > ' 
';;:..i 

,,,,,...,,; 

Ao-j Mo A =l,B=O! l 
LO ~ ,A 

-
int 

B = 1,A = 01 l 
so-j M, \\ 

0.0 ' 
·.~ 

' - 0.0 1.0 2.0 3.0 

Vin, V 

Figure 6-7 The VTC of a two-input NANO is data dependent. NMOS devices 
are 0.5 µm/0.25 µm while the PMOS devices are sized at 0.75 µm/0.25 µm. 
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work are identified. At the top level, SNI and SN2 are mn parallel, so that in the dual net-
work they will be in series. Since SN1 consists of a single transistor, it maps directly to the

pull-up network. On the other hand, we need to sequentially apply the duality rules to
SN72. Inside SN2, we have SN3 and SN4in series, so in the PUN they will appearin paral-
lel. Finally, inside SN3, the devices are in parallel, so they appear in series in the PUN.

The complete gate is shown in Figure 6-6c. The reader can verify that for every possible

input combination, there always exists a path to either Vp, or GND.

Static Properties of Complementary CMOS Gates

Complementary CMOS gates inherit all the nice properties of the basic CMOS inverter. They
exhibit rail-to-rail swing with Vay = Vpp and Vp, = GND. The circuits also have ne static power
dissipation, since the circuits are designed such that the pull-down and pull-up networks are
mutually exclusive. The analysis of the DC voltage transfer characteristics and the noise margins
is more complicated than for the inverter, as these parameters depend upon the data input pat-

terns applied to gate.
Consider the static two-input NAND gate shown in Figure 6-7. Three possible input com-

binations switch the output of the gate fromhigh to low: (a} A= B=90 41, (b)A=1,8=0 41,
and {c) B = 1,A =0 — 1. The resulting voltage transfer curves display significant differences.
The large variation between case (a) and the others (b and c) is explained bythe fact that in the
former case, both transistors in the pull-up network are on simultaneously for A = # = 0, repre-

senting a strong pull-up. In the latter cases, only one of the pull-up devices is on. The VTC is
shifted to the left as a result of the weaker PUN,

The difference between (>) and (c) results mainly from the state of the internal node int

between the two NMOSdevices. For the NMOSdevices to turn on, both gate-to-source voltages

 

Vop 3.6 3 j 7 i

   
“Oa 16 2.0 3.0

View ¥

Figure 6-7. The VTC of a two-input NANDis daia dependent. NMOS devices
are 0.5 um/0.25 um while the PMOS devices are sized at 0.75 pm/0.25 um.
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must be above v,,,, with VGS2 = V,, - Vvs, and V GS! =Vs.The threshold voltage of transistor M2 
will be higher than transistor M1 due to the body effect. The threshold voltages of the two 

devices are given by the following equations: 

(6.1) 

(6.2) 

For case (b), M3 is turned off, and the gate voltage of M2 is set to Vno· To a first order, M2 

may be considered as a resistor in series with lW.1• Since the drive on lv12 is large. this resistance is 
small and has only a small effect on the voltage transfer characteristics. In case (c), transistor M 1 

acts as a resistor, causing a V7 increase in M2 due to body effect. The overall impact is quite 

small, as seen from the plot. 

The important point to take away from the preceding dlscussion is that the noise margins are input/ 
pattern dependent. In Example 6.2, a glitch on only one of the two inputs has a larger chance of creating a 
false transition at the output than if the glitch were to occur on both inputs simultaneously. Therefore. the 
former condition has a lower low-noise margin. A common practice when characterizing gates such as 
NAND and NOR is to connect aH the inputs together. Unfortunately, this does not represent the worst case 
static behavior; the data dependencies should be carefully modeled. Ill 

Propagation Delay of Complementary CMOS Gates 

The computation of propagation delay proceeds in a fashion similar to the static inverter. For the 
purpose of delay analysis, each transistor is modeled as a resistor in series with an ideal switch. 

The value of the resistance is dependent on the power supply voltage and an equivalent large sig­
nal resistance, scaled by the ratio of device width over length, must be used. The logic is trans­
formed into an equivalent RC network that includes the effect of internal node capacitances. 
Figure 6-8 shows the two-input NAND gate and its equivalent RC switch level model. Note that 

the internal node capacitance Cim-attributable to the source/drain regions and the gate overlap 
capacitance of M2 and M 1-is included here. While complicating the analysis, the capacitance of 

the internal nodes can have quite an impact in some networks such as large fan-in gates. In a first 

pass, we ignore the effect of the internal capacitance. 
A simple analysis of the model shows that, similarly to the noise margins, the propaga­

tion delay depends on the input patterns. Consider, for instance, the low-to-high transition. 

Three possible input scenarios can be identified for charging the output to V DD· If both inputs are 
driven low, the two PMOS devices are on. The delay in this case is 0.69 x (R/2) x Ci, since the 
two resistors are in paraHe1. This is not the worst case low-to-high transition, which occurs \Vhen 

only one device turns on, and is given by 0.69 x RP x Ci. For the pull-down path, the output is 
discharged only if both A and Bare switched high, and the delay is given by 0.69 x (2RN) x CL to 
a first order. In other words~ adding devices in series slows down the circuit, and devices must be 
made wider to avoid a pe1formance penalty. When sizing the transistors in a gate with multiple 

inputs, we should pick the combination of inputs that triggers the worst case conditions. 
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must be above V,,, with Veg = V,— ¥ps; and Vgs, = Vg. The threshold voltage of transistor M,
will be higher than transistor Af, due to the body effect. The threshold voltages of the two
devices are given by the following equations: -

Ving + WG 207 + Vin) 7 fl204) (6.13

Vera = Ving (6.23

i
Vina

For case (b), AZ, is turned off, and the gate voltage of M; is set to Vp». Toafirst order, My
may be considered as a resistor in series with M,. Since the drive on Af,is large,this resistanceis
small and has only a small effect on the voltage transfer characteristics. In case (c), transistor M,
acts as a resistor, causing a V, increase in A4, due to body effect. The overall impactis quite
small, as seen from the plot.

 
The important point to take away from the preceding discussion is that the neise margins are input/
pattern dependent. In Example 6.2, a glitch on only one of the iwe inputs has a larger chance of creating a
false transition at the output than if the glitch were to occur on both inputs simultaneously. Therefore, the
former condition has a lower low-noise margin. A common practice when characterizing gates such as
NAND and NOR is to connectall the inputs together. Unfortunately, this dees not represent the worst case
static behavior; the data dependencies should be carefully modeled. @

Propagation Delay of Complementary CMOS Gates
The computation of propagation delay proceeds in a fashion similar to the static inverter. For the
purpose of delay analysis, each transistor is modeled asa resistor in series with an ideal switch.
The value of the resistance is dependent on the powersupply voltage and an equivalent large sig-
nal resistance, scaled by the ratio of device width over length, must be used. The logic is trans-
formed into an equivalent RC network that includes the effect of internal node capacitances.
Figure 6-8 shows the two-input NANDgate and its equivalent RC switch level model. Note that
the internal node capacitance C,,,—attributable to the source/drain regions andthe gate overlap
capacitance of M, and 4¢,—is included here. While complicating the analysis, the capacitance of
the internal nodes can have quite an impact in some networks suchas large fan-in gates. In a first
pass, we ignore the effect of the internal capacitance.

A simple analysis of the model showsthat, similarly to the noise margins, the propaga-
tion delay depends on the input patterns. Consider, for instance, the low-to-high transition.
Three possible input scenarios can be identified for charging the output to Vpp. If both inputs are
driven low, the two PMOSdevices are on. The delay in this case is 0.69 x (4/2) x Cy, since the
twe resistors are in parallel. This is not the worst case low-to-high transition, which occurs when
only one device turns on, and is given by 0.69 x R, x C;. For the pull-down path, the output is
discharged only ifboth A and B are switched high, and the delay is given by 0.69 x (2A) x C; to
a first order. In other words, adding devices in series slows down the circuit, and devices must be
made wider to avoid a performance penalty. Whensizing the transistors in a gate with multiple
inputs, we should pick the combination of inputs that triggers the worst case conditions.
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A 
~ M, 

A o-----j M, 

B o-----j M1 

(a)Two-input NAND {b) RC-equivalent model 

Figure 6-8 Equivalent RC model for a two-input NAND gate. 

For the NANO gate to have the same pull-down delay Ctpi,1) as a minimum-sized inverter, 
the NMOS devices in the PON stack must be made twice as wide so that the equivalent resis­
tance of the NANO pull-down network is the same as the inverter. The PMOS devices can 
remain unchanged. 1 

This first-order analysis assumes that the extra capacitance introduced by widening the 
transistors can be ignored. This is not a good assumption, in general, but it allows for a reason­
able first cut at device sizing. 

Example 6.3 Delay Dependence on Input Patterns 

Consider the NANO gate of Figure 6-Sa. Assume NMOS and PMOS devices of 0.5 µml 
0.25 µm and 0.75 µm/0.25 µm, respectively. This sizing should result in approximately 
equal worst case rise and fall times (since the effective resistance of the pull-down is 
designed to be equal to the pull-up resistance). 

Figure 6-9 shows the simulated low-to-high delay for different input patterns. As 
expected, the case in which both inputs transition go low (A = B = I --, 0) results in a 
smaller delay, compared with the case in which only one input is driven low. Notice that 
the worst case low-to-high delay depends upon which input (A or B) goes low. The reason 
for this involves the internal node capacitance of the pull-down stack (i.e., the source 
of M2). For the case in which B = 1 and A transitions from 1 -> 0, the pull-up PMOS 
device only has to charge up the output node capacitance (M2 is turned oft). On the other 
hand, for the case in which A = I and B transitions from I -> 0, the pull-up PMOS device 

1 In deep-submicron processes, even larger increases in the width are needed due to rhe on-set of velocity saturation. For 
a two-input NAND. the NMOS transistors should be made 2.5 times as wide instead of 2 times. 
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{a) Two-input NAND (b} RC-equivalent mode}

Figure 6-8 Equivalent AC model for a two-input NAND gate.

For the NAND gate to have the same pull-down delay (,,,) as a minimum-sized inverter,
the NMOSdevices in the PDN stack must be made twice as wide so that the equivalentresis-
tance of the NAND pull-down network is the same as the inverter, The PMOS devices can
remain unchanged!

This first-order analysis assumes that the extra capacitance introduced by widening the
transistors can be ignored. This is not a good assumption, in general, but it allows for a reason-
able first cut at device sizing,

Exampie 6.3 Delay Dependence on Input Patterns

Consider ihe NAND gate of Figure 6-82. Assume NMOS and PMOS devices of 0.5 pm/
0.25 im and 0.75 fam/0.25 um, respectively. This sizing should result in approximately
equal worst case rise and fall times (since the effective resistance of the pull-down is
designed to be equal to the pull-up resistance).

Figure 6-9 shows the simulated low-to-high delay fer different input patterns. As
expected, the case in which both inputs transition go low (A = 5 = 1 — 0) results in a
smaller delay, compared with the case in which only one input is driven low. Notice that
the worst case low-to-high delay depends upon which input (A or 8) goes low. The reason

for this involves the internal node capacitance of the pull-down stack G.e., the source
of MM). For the case in which B = 1 and A transitions from 1 - 6, the pull-up PMOS
device only has to charge up the output node capacitance (Af, is turned off}. On the other
hand, for the case in which A = 1 and B transitions from i — 0, the pull-up PMOSdevice

in deep-submicron processes, even larger increases in the width are needed dueto the on-set of velocity saturation. For
a twa-input NAND, the NMOS wansistors should be made 2.5 times as wide instead of 2 times.
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/ A=l.B=1~0 
. \A= 1->0,B= l _ 

200 
Time, ps 
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Input Data 
Pattern 

A=B=0->1 

A=l,B=0->1 

A=0--;1,B=l 
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A= 1,B = 1-tO 

A= 1-->0,B = 1 
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Figure 6-9 Example showing the delay dependence on input patterns. 

has to charge up the sum of the output and the internal node capacitances, which slows 
down the transition. 

The table in Figure 6-9 shows a compilation of various delays for this circuit. The 
first-order transistor sizing indeed provides approximately equal rise and fall delays. An 
important point to note is that the high-to-low propagation delay depends on the initial 
state of the internal nodes. For example, when both inputs transition from O ~ l, it is 
important to establish the state of the internal node. The worst case happens when the 
internal node is initially charged up to VD0 - V,,,, which can be ensured by pulsing the A 

input from l ~ 0 ~ 1, while input B only makes the O ~ l transition. In this way, the 
internal node is initialized properly. 

The important point to take away from this example is that estimation of delay can 
be fairly complex, and requires a careful consideration of internal node capacitances and 
data patterns. Care must be taken to model the worst case scenario in the simulations. A 
brute force approach that applies all possible input patterns may not always work, because 
it is important to consider the state of internal nodes. 

The CMOS implementation of a NOR gate (F = A + B) is shown in Figure 6-10. The out­
put of this network is high, if and only if both inputs A and B are low. The worst case pull-down 
transition happens when only one of the NMOS devices turns on (i.e., if either A or Bis high). 
Assume that the goal is to size the NOR gate such that it has approximately the same delay as an 
inverter with the following device sizes: NMOS of 0.5 µm/0.25 µm and PMOS of 1.5 µml 
0.25 µm. Since the pull-down path in the worst case is a single device, the NMOS devices (M1 

and M2) can have the same device widths as the NMOS device in the inverter. For the output to 
be pulled high, both devices must be turned on. Since the resistances add, the devices must be 
made two times larger compared with the PMOS in the inverter (i.e., M3 and M4 must have a size 
of 3 µm/0.25 µm). Since PMOS devices have a lower mobility relative to NMOS devices, stack­
ing devices in series must be avoided as much as possible. A NANO implementation is dearly 
preferred over a NOR implementation for implementing generic logic. 

Dell Ex. 1025
Page 133

 

244 Chapter 6 ° Designing Combinational Logic Gates in CMOS

 

 
 

 
 

 
  

 

l

Inpai Data. Delay
Paitern 1 tps}

re|

=

 Voltage,V
 
 
  

A=1,8=1->7

A=1>58,8=1  
“oO 100 200 300 400

Time, ps

Figure 6-9 Example showing the delay dependence on input patterns.

has to charge up the sum of the output and the internal node capacitances, which slows
down the transition.

The table in Figure 6-9 shows a compilation of various delays for this circuit. The
first-order transistor sizing indeed provides approximately equa! rise and fall delays. An

important point to note is that the high-to-low propagation delay depends on the initial
state of the internal nodes. For example, when both inputs transition from 6 — |, it is
important to establish the state of the internal node. The worst case happens when the
internal node is initially charged up to Vpn — Vz,, which can be ensured by pulsing the A
input from 1 - 0— 1, while input B only makes the 0 — 1 transition. In this way, the
internal nedeis initialized properly.

The important point to take away from this example is that estimation of delay can
be fairly complex, and requires a careful consideration of internal node capacitances and
data patterns. Care must be taken to model the worst case scenario in the simulations. A
brute force approach that applies all possible input patterns may not always work, because
it is important to considerthe state of internal nodes. 

The CMOS implementation of a NOR gate (F =A+B) is shown in Figure 6-10. The out-
put of dns network is high, if and only if both inputs A and & are low. The worst case pull-down
transition happens when only one of the NMOS devices turns on (Le., if either A or 2 is high).
Assumethat the goal is io size the NOR gate such that it has approximately the same delay as an
inverter with the following device sizes: NMOS of 0.5 um/0.25 um and PMOS of 1.5 um/
0.25 pm. Since the pull-down path in the worst case is a single device, the NMOS devices (Af,
and M,) can have the same device widths as the NMOS device in the inverter. For the output to
be pulled high, both devices must be turned on. Since the resistances add, the devices must be
made two times larger compared with the PMOSin the inverter (.<., 4é, and A¥, must have a size
of 3 um/0.25 ium). Since PMOS devices have a lower mobilityrelative te NMOS devices, stack-
ing devices in series must be avcided as much as possible. A NAND implementation is clearly
preferred over a NOR implementation for implementing generic logic.
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A -<I M 3 

Figure 6-10 Sizing of a NOR gate. 

Problem 6.1 Transistor Sizing in Complementary CMOS Gates 

Determine the sizes of the transistors in Figure 6-6c such that it has approximately the same r,1m and tpiil as 
an inverter with the following sizes: NMOS: 0.5 µm/0.25 µm and a PMOS: 1.5 µm/0.25 µm. 

So far in the analysis of propagation delay, we have ignored the effect of internal node 
capacitances. This is often a reasonable assumption for a first-order analysis. However. in more 
complex logic gates with large fan-ins, the internal node capacitances can become significant. 
Consider a four-input NANO gate, as drawn in Figure 6-11, which shows the equivalent RC 

model of the gate, including the internal node capacitances. The internal capacitances consist of 
the junction capacitances of the transistors, as well as the gate-to-source and gate-to-drain 
capacitances. The latter are turned into capacitances to ground using the Miller equivalence. The 
delay analysis for such a circuit involves solving distributed RC networks, a problem we already 
encountered when analyzing the delay of interconnect networks. Consider the pull-down delay 
of the circuit. The output is discharged when all inputs are driven high. The proper initial condi­
tions must be placed on the internal nodes (i.e., the internal nodes must be charged to V00 - V7N) 

before the inputs are driven high. 
The propagation delay can be computed by using the Elmore delay model: 

tpHL = 0.69(R,·C1+(R,+R2)·C2+(R1+R2+R3)·C,+(R,+R2+R,+R4)·CL) (6.3) 

Notice that the resistance of M1 appears in all the terms, which makes this device espe­
cially important when attempting to minimize delay. Assuming that all NMOS devices have an 
equal size, Eq. (6.3) simplifies to 

tpHL = 0.69RN(C 1 +2· C,+3 ·C3+4· CL) (6.4) 
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Figure 6-10 Sizing of a NOR gate.

Problem 6.1 Transistor Sizing in Complementary CMOS Gates

Determine the sizes of the transistors in Figure 6-6c such that it has approximately the same z,,, and £,,; 48
an inverter with the following sizes: NMOS: 0.5 um/0.25 um and a PMOS: 1.5 pmA)25 um.

So far in the analysis of propagation delay, we have ignored the effect of internal node

capacitances. This is often a reasonable assumption fora first-order analysis. However, in more
complex logic gates with large fan-ins, the internal node capacitances can become significant.
Consider a four-input NAND gate, as drawn in Figure 6-11, which shows the equivalent RC
model of the gate, including the internal node capacitances. The internal capacitances consist of

the junction capacitances of the transistors, as well as the gate-to-source and gate-to-drain
capacitances. The latter are turned into capacitances to ground using the Miller equivalence. The
delay analysis for such a circuit involves solving distributed RC networks, a problem we already
encountered when analyzing the delay of interconnect networks. Consider the pull-down delay

of the circuit. The output is discharged when all inputs are driven high. The proper initial condi-
lions must be placed on the internal nodes(i.e., the internal nodes must be charged to Vpn — Viy)
before the inputs are driven high.

The propagation delay can be computed by using the Elmore delay model:

foun = 0.69(R,-C,+(R,) +R) - Co 4+(R, +R, + Ry) Cyt (Ry + Rot Rye Rg? Cz) (6.3)

Notice that the resistance of AY, appears in all the terms, which makes this device espe-
cially important when attempting to minimize delay. Assuming that all NMOS devices have an
equal size, Eq. (6.3) simplifies to
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A4 Ms B-1 M5 c4 

A ----j M, 

B ----j M3 

C ----j Mz 

D ----j M, 

-

Figure 6-11 Four-input NANO gate and its RC model. 

Example 6.4 A Four-Input Complementary CMOS NAND Gate 

ln this example, we evaluate the intrinsic (or unloaded) pmpagation delay of a four-input 
NAND gate (without any loading) is evaluatedusing hand analysis and simulation. The 
layout of the gate is shown in Figure 6-12. Assume that all NMOS devices have a WIL of 
0.5 µm/0.25 µm, and all PMOS devices have a device size of 0.375 µm/0.25 µm. The 
devices are sized such that the worst case rise and fall times are approximately equal to a 
first order (ignoring the internal node capacitances). 

By using techniques similar to those employed for the CMOS inverter in Chapter 5, 
the capacitance values can be computed from the layout. Notice that in the pull-up path, 
the PMOS devices share the drain terminal, in order to reduce the overall parasitic contri­
bution. Using our standard design rules, we find that the area and perimeter for various 
devices can be easily computed, as shown in Table 6-2. 

In this example, we focus on the pull-down delay, and the capacitances will be 
computed for the high-to-low transition at the output. While the output makes a transi­
tion from Vnn to 0, the internal nodes only transition from Vnn - Vr,, to GND. We need 
to linearize the internal junction capacitances for this voltage transition, but, to sim­
plify the analysis, we use the same K,ff for the internal nodes as for the output node. 
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Figure 6-11 Four-input NAND gate and its AG model.

 

Example 6.4 A Four-Input Complementary CMOS NAND Gate

In this example. we evaluate the intrinsic for unloaded) propagation dekry of a fowt-input
NAND gate (without any loading) is evaluatedusing hand analysis and simulation. The
layout of the gate is shown in Figure 6-12. Assume that all NMOS devices have a W/L of
6.5 Uum/G.25 pm, and all PMOS devices have a device size of 0.375 Em/0,25 tm. The
devices are sized such that the worst case rise and fall times are approximately equal te a

first order Ggnoring the internal node capacitances).
By using techniques similar to those employed for the CMOS inverter in Chapter 5,

the capacitance values can be computed from the layout. Notice that in the pull-up path,
the PMOS devices share the drain terminal, in order to reduce the overall parasitic contri-

bution. Using our standard design rules, we find that the area and perimeter for various
devices can be easily computed, as shown in Table 6-2.

In this example, we focus on the pull-down delay, and the capacitances will be
computed for the high-to-low transition at the output. While the output makes a transi-
tion from Vp, to 0, the internal nodes only transition from Va, — Vz, to GND. We need
to linearize the internal junction capacitances for this voltage transition, but, to sim-

plify the analysis, we use the same K,, for the internal nodes as for the output node.
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Out 

GND)' 

A B C D 

Figure 6-12 Layout a four-input NANO gate in complementary CMOS. See also 
Colorplate 7. 

Table 6-2 Area and perimeter of transistors in four-input NANO gale. 

Transistor W(µm) AS (µm2) AD (µm2) PS (µm) PD (µm) 

0.5 0.3125 0.0625 1.75 0.25 

2 0.5 0.0625 0.0625 0.25 0.25 

3 0.5 0.0625 0.0625 0.25 0.25 

4 0.5 0.0625 0.3125 0.25 1.75 

5 0.375 0.297 0.172 1.875 0.875 

6 0.375 0.172 0.172 0.875 0.875 

7 0.375 0.172 0.172 0.875 0.875 

8 0.375 0.297 0.172 1.875 0.875 

It is assumed that the output connects to a single, minimum-size inverter. The effect 
of intrace11 routing, which is small, is ignored. The various contributions are summarized 
in Table 6-3. For the NMOS and PMOS junctions, we use K,q = 0.57, K,qm = 0.61, and 
K,q = 0.79, K,q.rn• = 0.86, respectively. Notice that the gate-to-drain capacitance is mul­
tiplied by a factor of two for all internal nodes as well as the output node, to account 
for the Miller effect. (This ignores the fact that the internal nodes have a slightly 
smaller swing due to the threshold drop.) 
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Figure 6-12 Layout a four-input NAND gate in complementary CMOS. See also
Colarplate 7.

Table 6-2 Area and perimeterof transistors in fourinput NAND gate. 

Transistor  W (um) AS (um?) AD (m*) PS (um) PD (um) 

 

 

1 05 0.3125 0.0625 L.75 0.25

2 Os 6.0625 0.0625 0.25 0.25

3 o.5 0.0625 0.0625 0,25 0.25

4 o5 0.0625 0.3125 0.25 1.75

5 0,373 6.297 0.172 L.B75 0.875

6 0.375 O.172 0.172 0.875 0.873

7 9.375 0.172 0.172 0.875 0.875

& 0.375 0.297 0,172 L875 0.875
 

It is assumed that the output connects to a single, minimum-size inverter. The effect
of intracell routing, which is small, is ignored. The various contributions are summarized

in Table 6-3. For the NMOS and PMOSjunctions, we use K,, = 0.57, Koga, = 0.61, and
Keg = 0.79, Kaos = 0.86, respectively, Notice that the gate-to-drain capacitance is mul-
tiplied by a factor of two forall internal nodes as well as the output node, to account
for the Miller effect, (This ignores the fact that the internal nodes have a slightly
smaller swing due to the threshold drop.}
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Table 6·3 Computation of capacitances for high-to-low transition at the output. The table shows 
the intrinsic delay of the gate without extra loading. Any fan-out capacitance would simply be 
added to the CL term. 

Capacitor Contributions (H -, L) 

CL Cd./+ 2 * c1:d-l + cd5 + cd6 + C,11 

+eds+ 2 * C11r1s +2 * cgd6 
+ 2 * C8d7 + 2 ~, cgd8 

= cd.J + 4 * eds+ 4 * 2 * c 11a0 

Value (fF) (H -, L) 

(0.57 ,, 0.0625 * 2 + 0.61 * 0.25 * 0.28) + 
(0.57 * 0.0625 * 2 + 0.61 * 0.25* 0.28) + 
2 * (0.31 * 0.5) +2 * (0.31 * 0.5)=0.85 IF 

(0.57 * 0.0625 * 2 + 0.61 * 0.25 * 0.28) + 
(0.57 * 0.0625 * 2 + 0.61 * 0.25* 0.28) + 
2 * (0.31 * 0.5) + 2 * (0.31 * 0.5) = 0.85 IF 

(0.57 ,, 0.0625 * 2+ 0.61 * 0.25 * 0.28) + 
(0.57 * 0.0625 * 2+ 0.61 * 0.25* 0.28) + 
2 * (0.31 * 0.5) + 2 * (0.31 * 0.5) = 0.85 IF 

(0.57 * 0.3125 * 2 + 0.61 * 1.75 *0.28) + 
2 * (0.31 * 0.5)+ 4 * (0.79 * 0.171875* l.9+0.86 
* 0.875 * 0.22)+ 4 * 2 * (0.27 * 0.375) = 3.47 fF 

Using Eq. (6.4), we compute the propagation delay, as follows: 

(
13KQ) • tpHL = 0.69 -

2
- (0.85fF+2·0.85fF+3·0.8:,fF+4·3.47fF) = 85ps 

The simulated delay for this particular transition was found to be 86 ps! The hand 
analysis gives a fairly accurate estimate, given all of the assumptions and Hneariza­
tions that were made. For example. we assume that the gate-source (or gate-drain) 
capacitance only consists of the overlap component. This is not entirely the case, 
because. during the transition, some other contributions come in place depending upon 
the operating region. Once again, the goal of hand analysis is not to provide a totally 
accurate delay prediction, but rather to give intuition into what factors influence the 
delay and to aid in initial transistor sizing. Accurate timing analysis and transistor opti­
mization is usually done using SPICE. The simulated worst case low-to-high delay 
time for this gate was I 06 ps. 

While complementary CMOS is a very robust and simple approach for implementing 
logic gates, there are two major problems associated with using this style as the complexity of 
the gate (i.e.,fan-in) increases. First, the number of transistors required to implement an N fan-in 
gate is 2N. This can result in a significantly large implementation area. 
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Table 6-3 Computation of capacitances for high-to-low transition at the outoub The table shows
the intrinsic delay of the gate without extra loading. Any fen-ouf capacitance would simply be
added to the €, term.[millaSSSSS

Capacitor Contributions (H - L) Value GF) (H — L}eenASAE

Cl Cay + Cag t 2Oy+2Ogg (0.57 * 0.0625 *2 + 0.61 * 0,25 * 0.28) +
(0.57 * 0.0625 * 2 + 0.41 * 0.25* 0.28) +
2* (O31 " 0.5} 42 * (0.31 * 0.5) = 0.85 fF 

C2 Cag + Cap +2 ® Cgag $2Cees (0.57 * 0.0625 * 2+ 0.61 * 0.25 * 0.28) +
(0.57 * 0.0625 * 2 + 0.61 * 0.25% 0.28) +
2 * (0.31 * 0.5) +2 * (0.31 * 05) =0.85 F 

C3 Cag + Cop #2 * Cog 2 ® Coes (0.57 * 0.0625 # 2+ 0.61 * 0.25 * 0.28) +
(0.57 * 0.0625 * 24 0.61 * 0.25% 0,28) +
2* 0.31 *0.5)+2* (31 *0.5)=0.85 

CL Cag 2% Cogy + Cast Cag Cap=(0.57 * 0.3125 * 2+ O61 * 1.75 70.28} 4
+ Cyst 2¥ Cogs #2 * Cys 2 *(0.31 * O.5)+ 4(0.79 © O.LTESTS® 1.94.0.86
$2" Cygp t 2 *Coug * 0.875 * 0.22)+ 4 * 2 * (0.27 * 0.375) = 3.47 fF
= Cy t 4% Cys $42 Cogs 

Using Eq. (6.4), we compute the propagation delay, as follows:

boat = 0.69{2S\co.8s fF +2-0.854F +3-0.85fF +4-3.47fF) = 85 ps
The simulated delay for this particular transition was found te be 86 ps! The hand
analysis gives a fairly accurate estimate, given all of the assumptions and Hneariza-
tions that were made. For example, we assume that the gate-source (or gate—drain}
capacitance only consists of the overlap component. This is not entirely the case,
because, during the transition, some other contributions come in place depending upon
the operating region, Once again, the goal of hand analysis is not to provide a totally
accurate delay prediction, but rather to give intuition into what factors influence the
delay and to aid in initial transisior sizing. Accurate timing analysis and transistor opti-
mization is usually done using SPICE. The simulated worst case low-to-high delay
time for this gate was 106 ps. 

While complementary CMOS is a very robust and simple approach for implementing
logic gates, there are two major problems associated with using this style as the compiexity of
the gate (i.c., fan-in) increases. First, the numberof transistors required to implement an 4’ fan-in
gateis 2N. This can result in a significantly large implementation area.
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Figure 6-13 Propagation delay of CMOS NAND gate as a function of fan-in. 
A fan-out of one inverter is assumed, and all pull-down transistors are minimal size. 

The second problem is that propagation delay of a complementary CMOS gate deteriorates rap­
idly as a function of the fan-in. In fact, the unloaded intrinsic delay of the gate is, at worst, a 
quadratic function of the Jan-in. 

• The large number of transistors (2N) increases the overall capacitance of the gate. For an 
N-input gate~ the intrinsic capacitance increases Jinearly with the fan-in. Consider, for 
instance, the NA.i'\!O gate of Figure 6-11. Given the linear increase in the number of PMOS 
devices connecte-0 to the output node, we expect the low-to-high delay of the gate to 
increase linearly with fan-in-while the capacitance goes up linearly, the pull-up resis­
tance remains unchanged. 

• The series connection of transistors in either the PUN or PON of the gate causes an addi­
tional slowdown. We know that the distributed RC network in the PON of Figure 6-11 
comes with a delay that is quadratic in the number of elements in the chain. The high-to­
low delay of the gate should hence be a quadratic function of the fan-in. 

Figure 6-13 plots the (intrinsic) propagation delay of a NAND gate as a function of fan-in 
assuming a fixed fan-out of one inverter (NMOS: 0.5 µm and PMOS: 1.5 µm). As predicted, tpLH 

is a linear function of fan-in. while the simultaneous increase in the pull-down resistance and the 
load capacitance cause an approximately quadratic relationship for tpHL· Gates with a Jan-in 
greater than or equal to 4 become excessively slow and must be avoided. 

The designer has a number of techniques at his disposition to reduce the delay of large fan-in circuits: 

• Transistor Sizing The most obvious solution is to increase the transistor sizes. This Jowers the resis­
tance of devices in series and lowers the time constants. However. increasing the transistor sizes results 
in larger parasitic capacitors, which not only affect the propagation delay of the gate in question, but 
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Figure 6-13 Prepagation delay of CMOS NAND gate as a function of fan-in.
A fan-out of one inverter is assumed, and all pull-down transistors are minimalsize.

The second problem is that propagation delay of a complementary CMOSgate deteriorates rap-
idly as a function of the fan-in. In fact, the unleaded intrinsic delay of the gate is, at worst, 4
giodraticfunction ofthefan-in.

* The large numberof transistors (24) imcreases the overall capacitance of the gate. For an
N-input gate, the intrinsic capacitance increases linearly with the fan-in, Consider, for
instance, the NANDgate ofFigure 6-11. Given the linear increase in the number of PMOS
devices connected to the output node, we expect the low-to-high delay of the gate to
increase linearly with fan-in—while the capacitance goes up linearly, the pull-up resis-
tance remains unchanged.

* The series connection of transistors in either the PUN or PDNofthe gate causes an addi-
tional slowdown. We know that the distributed RC network in the PDN of Figure 6-11

comes with a delay that is quadratic in the number of elements in the chain. The high-to-
low delay of the gate should hence be a quadratic function of the fan-in.

Figure 6-13 plots the (intrinsic) propagation delay of a NAND gate as a function of fan-in
assuming a fixed fan-out of one inverter (NMOS:0.5 [um and PMOS:1.5 um). Aspredicted, t755
is a linear function of fan-in, while the simultaneous increase in the pull-down resistance and the

load capacitance cause an approximately quadratic relationship for t,.,. Gates with a fan-in
greater than or equal to 4 become excessively slow and must be avoided.

 
The designer has a number of techniques at his disposition to reduce the delay of large fan-in circuits:

* Transistor Sizing The most obvious solutionis to increase the transistor sizes, This lowers the resis-
tance ofdevices in series and lowers the time constants. However, increasing the transistorsizes results
in larger parasitic capacitors, which not only affect the propagation delay of the gate in question, but
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Figure 6-14 Progressive sizing of transistors in large transistor chains 
copes with the extra load of internal capacitances. 

also present a larger load to the preceding gate. This technique should therefore be used with caution. 
If the 1oad capacitance is dominated by the intrinsic capacitance of the gate, widening the device only 
creates a "self-loading" effect, and the pmpagation delay is unaffected. Sizing is only effective when 
the load is dominated by the fan-out. A more comprehensive approach toward sizing transistors in 
complex CMOS combinational networks is discussed in the next section. 

• Progressive Transistor Sizing An alternate approach to unifonn sizing (in which each translS-­
tor is scaled up uniformly), is to use progressive transistor sizing (Figure 6-14). Referring back to 
Eq. (6.3), we see that the resistance of M 1 (R1) appears N times in the delay equation, the resistance 
of 1\12 (R2) appe-ars N - 1 times, etc. From the equation, it is clear that R1 should be made the small­
est, R2 the next smallest, etc. Consequently, a progressive scaling of the transistors is beneficial: M 1 

> M2 > M3 >MN.This approach reduces the dominant resistance, while keeping the increase in 
capacitance within bounds. For an excellent treaunent on the optimal sizing of transistors in a com­
plex network, we refer the interested reader to [Shoji88, pp. 131-143]. You should be aware, how­
ever, of one important pitfall of this approach. \Vhile progressive resizing of transistors is relatively 
easy in a schematic diagram, it is not as simple in a real layout. Very often, design-rule consider­
ations force the designer to push the transistors apart, which causes the internal capacitance to grow. 

This may offset all the gains of the resizing! 
• Input Reordering Some signals in complex combinational logic blocks might be more critical 

than others. Not all inputs of a gate arrive at the same time (due, for instance, to the propagation 
delays of the preceding logical gates). An input signal to a gate is called critical if it is the last signal 
of an inputs to assume a stable value. The path through the logic which determines the ultimate 
speed of the structure is called the critical path. 

Putting the critical-path transistors closer to the output of the gate can result in a speed up, as 
demonstrated in Figure 6-15. Signal In1 is assumed to be a critical signal. Suppose further that /n2 

and ln3- are high, and that In 1 undergoes a O-, 1 transition. Assume also that CL is initially 
charged high. In case (a), no path to GND exists until M 1 is turned on, which, unfortunately, is 
the last event to happen. The delay between the arrival of ln 1 and the output is therefore deter­
mined by the time it takes to discharge CL, C1, and C2• In the second case, C1 and C2 are already 
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Figure 6-14 Progressive sizing of transistors in large transistor chains
copes with the extra load of Internal capacitances.

also presenta larger load to the preceding gate. This technique should therefore be used with caution.
If the load capacitance is dominated by the intrinsic capacitanceof the gate, widening the device only
creates a “self-loading”effect, and thepropagation delay is unaffected. Sizing is only effective when
the load is dominated by the fan-out. A more comprehensive approach toward sizing transistors in
complex CMOS combinational networks is discussed in the next section.

* Progressive Transistor Sizing An alternate approach to uniform sizing (ia which each transis-
tor is scaled up uniformly), is to use progressive transistor sizing (Figure 6-14}. Referring back to
Eq. (6.3), we see that the resistance of M, G2,) appears WN times in the delay equation,the resistance
ofM, (R2) appears A’ — 1 times, etc. From the equation,it is clear that A, should be made the small-
est, R the next smallest, etc. Consequently, a progressive scaling of the transistors is beneficial: M,
> MM, > M, > M,. This approach reduces the dominantresistance, while keeping the increase in
capacitance within bounds. For an excellent weaiment on the optimalsizing of transistors in a com-
plex network, we vefer the interested reader to [Shoji88, pp. 131-143]. You should be aware, how-
ever, of one important pitfall of this approach. While progressive resizing of transistors is relatively
easy in a schematic diagram,it is not as simple in a real layout. Very often, design-rule consider-
ations force the designer to pushthe transistors apart, which causes the internal capacitance to grow.
This may offset all the gains of the resizing!

«Input Reordering Somesignals in complex combinational logic blocks might be morecritical
than others. Not all inputs of a gate arrive at the same time (due, for instance, to the propagation
delays of the preceding logical gates}. An input signal to a gate is catled erificed if wis the last signal
of all inputs to assume a stable value, The path through the logic which determines the ultimate
speed ofthe structure is called the critical patit.

Putting the eritical-path transistors closer to the output of the gate can resulf in a speed up, as
demonstrated in Figure 6-15. Signal da, is assumed to be a critical signal. Suppose further that Jn,
and in, are high, and that J, undergoes a 0-3 1 transition. Assumealso that C; is initially
charged high. In case (a}, no path to GND exists until M,is turned on, which, unfortunately,is
the last event to happen. The delay between the arrival of fr, and the output is therefore deter-
mined by the time it takes to discharge C,, C, and C,. In the second case, C, and C, are already
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Figure 6-15 Influence of transistor ordering on delay. 
Signal /n1 is the critical signal. 

Figure 6-16 Logic restructuring can reduce the gate fan-in. 

251 

discharged when In 1 changes. Only CL still has to be- discharged, resulting in a smaller delay. 
• Logic Restructuring Manipulating the logic equations can reduce the fan-in requirements and 

thus reduce the gate delay, as illustrated in Figure 6-16. The quadratic dependency of the gate delay 
onfan-in makes the six-input NOR gate extremely s1ow. Partitioning the NOR gate into two three­
input gates results in a significant speedup, which by far offsets the extra delay incurred by turning 
the inverter into a two-input NAND gate. II 

Optimizing Performance in Combinational Networks 

Earlier, we established that minimization of the propagation delay of a gate in isolation is a 
purely academic effort. The sizing of devices should happen in its proper context. In Chapter 5, 

we developed a methodology to do so for inve11ers. We also found that an optimal fan-out for a 
chain of inverters driving a load CL is (C,!C,,,J'IN, where N is the number of stages in the chain, 
and c,,, the input capacitance of the first gate in the chain. If we have an opportunity to select the 
number of stages, we found out that we would like to keep the fan-out per stage around 4. Can 
this result be extended to determine the size of any combinational path for minimal delay? By 
extending our previous approach to address complex logic networks, we find out that this is 
indeed possible [Sutherland99].2 

2The approach introduced in this section is -commonly called logical effort, and was forma!ly Introduced in 
[Sutherland99], which presents an extensive treatment of the topic. The treatment offered here represents only a glance 
over of the overall approach. 
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Figure 6-16 Logic restructuring can reduce the gate fan-in.

discharged when fn, changes. Only C, still has to be discharged, resulting in a smaller delay.
* Logie Restructuring Manipulating the logic equations can reduce the fan-in requirements and

thus reduce the gate delay, as illustrated in Figure 6-16. The quadratic dependency of the gate delay
onfan-in makes the six-input NOR gate extremely slow. Partitioning the NOR gate into two three-
input gates results in a significant speedup, which by far offsets the extra delay incurred by turning
the inverter into a two-input NAND gate.

Optimizing Performance in Combinational Networks

Earlier, we established that minimization of the propagation delay of a gate in isolation is a
purely academic effort. The sizing of devices should happen in its proper context, In Chapter5,
we developed a methodology to do so for inverters. We also found that an optimal fan-out for a
chain of inverters driving a toad C, is (C,/C,,)""", where N is the numberof stages in the chain,
and C,, the input capacitanceofthe first gate in the chain. 1f we have an opportunity to select the
number of stages, we found out that we would like to keep the fan-out per stage around 4. Can
this result be extended to determine the size of any combinational path for minimal delay? By
extending cur previous approach to address complex logic networks, we find out that this is
indeed possible [Sutherland99].?

2The approach introduced in this section is commonly called logical effort, and was formally introduced in
fSutherland99}, which presents an extensive treatmentof the topic. The treatment offered here represents only a glance
over of the overall approach,
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Table 6-4 Estimates of intrinsic delay factors of various 
logic types, assuming simple layout styles, and a fixed 
PMOS-NMOS ratio. 

Gate type p 

Inverter 

n-input NAND " 
11-input NOR " 
n-way multiplexer 

XOR,NXOR n2n-l 

To do so, we modify the basic delay equation of the inverter that we introduced in Chapter 5, 

namely, 

(6.5) 

to 

t P = t"o(P + gf ly) (6.6) 

with tp0 still representing the intrinsic delay of an inverter and f the effective fan-out, defined 
as the ratio between the external load and the input capacitance of the gate. In this context,! 
is also called the electrical effort, and p represents the ratio of the intrinsic (or unloaded) 
delays of the complex gate and the simple inverter, and is a function of gate topology, as 
well as layout style. The more involved structure of the multiple-input gate causes its intrin­
sic delay to be higher than that of an inverter. Table 6-4 enumerates the values of p for some 
standard gates, assuming simple layout styles, and ignoring second-order effects such as 
internal node capacitances. 

The factor g is called the logical effort, and represents the fact that, for a given load, 
complex gates have to work harder than an inverter to produce a similar response. In other 
words, the logical effort of a logic gate tells how much worse it is at producing output current 
than an inverter, given that each of its inputs may present only the same input capacitance as 
the inverter. Equivalently, logical effort is how much more input capacitance a gate presents to 
deliver the same output current as an inverter. Logical effort is a useful parameter, because it 

depends only on circuit topology. The logical efforts of some common logic gates are given in 
Table 6-5. 
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Table 6-4 Estimates of intrinsic delay factors of various
logic types, assuming simple layout styles, and a fixed
 

 

PMOS-NMOSratio.

Gate type Pp

Inverter I

n-input NAND "

n-input NOR an

n-way multiplexer or

XOR, NXOR nz 

To do so, we modify the basic delay equation of the inverter that we introduced in Chapter5,
namely,

 Cont)fp = teal| + 1c, = tyg(i t+ f/¥) (6.5)
to

ty = tyolp+af/y) (6.6)

with ¢,, still representing the intrinsic delay of an inverter and f the effective fan-out, defined
as the ratio between the external load and the input capacitance of the gate. In this context, f
is also called the electrical effort, and p represents the ratio of the intrinsic (or unloaded)

delays of the complex gate and the simple inverter, and is a function of gate topology, as
well as layout style. The more involved structure of the multiple-input gate causes its intrin-
sic delay to be higher than that of an inverter. Table 6-4 enumerates the vaiues of p for some
standard gates, assuming simple layout styles, and ignoring second-order effects such as
internal node capacitances.

The factor g is called the logical effort, and represents the fact that, for a given load,
complex gates have to work harder than an inverter to produce a similar response. In other
words, the logical effort of a logic gate tells how much worse it is at producing output current
than an inverter, given ihat each of its inputs may present only the same input capacitance as
the inverter. Equivalently, logical effort is how much more input capacitance a gate presents to
deliver the same output current as an inverter. Logical effort is a useful parameter, because it
depends only on circuit topology. The logical efforts of some common logic gates are given in
Table &-5.
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Table 6·5 Logic efforts of common logic gates, assuming a PMOS-NMOS ratio of 2. 

Number of Inputs 

Gate Type 1 2 3 n 

Inverter 

NAND 4/3 5/3 (n + 2)/3 

NOR 5/3 7/3 (2n + l)/3 

Multiplexer 2 2 2 

XOR 4 12 

Example 6.5 Logical Effort of Complex Gates 

Consider the gates shown in Figure 6-17. Assuming PMOS-NMOS ratio of 2, the input 
capacitance of a minimum-sized symmetrical inverter equals three times the gate capaci­
tance of a minimum-sized NMOS (called Cu,;1). We size the two-input NAND and NOR 
such that their equivalent resistances equal the resistance of the inverter (using the tech­
niques described earlier). This increases the input capacitance of the two-input NAND to 
4 Cunil• or 4/3 the capacitance of the inverter. The input capacitance of the two-input 
NOR is 5/3 that of the inverter. Equivalently, for the same input capacitance, the NA.t'\!D 
and NOR gate have 413 and 513 less driving strength than the inverter. This affects the 
delay component that corresponds to the load, increasing it by this same factor, called 

the logical effort. Hence, gNA,<D = 4/3, and 8NOR = 5/3. 

A<>--<j 2 s-<j 4 

F 
F 

Ao-j 2 

so-j 2 
A """1 1 1 

_I 
Inverter Two-input NAND Two-input NOR 

Figure 6-17 Logical effort of two-input NAND and NOR gates. 
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Table 6-5 Logic efforts of commonfogic gates, assuming a PMOS-NMOSratio of 2. 

 

 

 

 

Number of inputs

Gate Type 1 2 3 n

Inverter I

NAND 45 5/3 (n+ 23

NOR 543 V3 Qn+ 1)

Multiplexer 2 2 2

XOR 4 12
 

Example 6.5 Logical Effort of Complex Gates

Consider the gates shown in Figure 6-17, Assuming PMOS-NMOSratio of 2, the input
capacitance of a minimum-sized symmetrical inverter equals three times the gate capaci-
tance of a minimum-sized NMOS(called C,,,,,). We size the two-input NAND and NOR
such that their equivalent resistances equal the resistance of the inverter (using the tech-
niques described earlier). This increases the impul capacitance of the two-input NAND to
4 Cuaof 4/3 the capacitance of the inverter. The input capacitance of the two-input
NORis 5/3 that of the inverter. Equivalently, for the same input capacitance, the NAND

and NOR gate have 4/3 and 5/3 less driving strength than the inverter. This affects the
delay component that corresponds to the load, increasing it by this same factor, called
the logicaé effort. Hence, gxanp = 4/3, and fxop = 5/3.

 
Inverter Two-input NAND ‘Two-input NOR

Figure 6-17 Logical effort of two-input NAND and NOR gates.
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Chapter 6 • Designing Combinational Logic Gates in CMOS 

Effort 
delay 

----------1---------Intrinsic 
.,delay 

2 3 4 

Fan-out/ 
5 

Figure 6-18 Delay as a function of fan-out for an inverter and a two-input NANO. 

The delay model of a logic gate, as represented in Eq. (6.6), is a simple linear relationship. 
Figure 6-18 shows this relationship graphically: the delay is plotted as a function of the fan-out 
for an inverter and for a two-input NAND gate. The slope of the line is the logical effort of the 
gate; its intercept is the intrinsic delay. The graph shows that we can adjust the delay by adjust­
ing the effective fan-out (by transistor sizing) or by choosing a logic gate with a different logical 
effort. Observe also that fan-out and logical effort contribute to the delay in a similar way. We 

call the product of the two h = Jg, the gate effort. 
The total delay of a path through a combinational logic block can now be expressed as 

N N 

~ ~( J.gi) 
tp = LJtp.J = tpO,L,_ Pj+ ~. 

j = 1 j = l 

(6.7) 

We use a similar procedure as we did for the inverter chain in Chapter 5 to determine the mini­
mum delay of the path. By finding N - 1 partial derivatives and setting them to zero, we find that 

each stage should bear the same gate effort: 

ftgl = fzg2 = ... = fNgN (6.8) 

The logical effort along a path in the network compounds by multiplying the logical efforts of all 
the gates along the path, yielding the path logical effort G: 

N 

(6.9) 

l 

We also can define a path effective fan-out ( or electrical effort) F, which relates the load capaci­
tance of the last gate in the path to the input capacitance of the first gate: 

CL 
F=­c,, (6.10) 
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Normalizeddelay
+ intrinsic

¢delay

 
Fan-out£

Figure 6-18 Delay as a function of fan-out for an inverter and a two-input NAND.

The delay model of a logic gate, as represented in Eq. (6.6), is a simple linear relationship.
Figure 6-18 showsthis relationship graphically: the delayis plotted as a function of the fan-out
for an inverter and for a two-input NAND gate. The stopeof the line is the logical effort of the
gate; its interceptis the intrinsic delay. The graph shows that we can adjust the delay by adjust-
ing the effective fan-out (by transistor sizing) or by choosing a logic gate with a different logical
effort. Observe also that fan-out and logical effort contribute to the delay in a similar way. We
call the product of the two 2 =fe, the gate effort.

The total delay of a path through a combinational logic block can now be expressed as

N N f
ta = Sa tyes) (6.7)

jel fet

We use a similar procedure as we did for the inverter chain in Chapter 5 to determine the mini-
mum delay of the path. By finding N — 1 partial derivatives and setting them to zero, wefind that
each stage should bear the same gate effort:

fi8) = fo82 = -= Fr8y (6.8)

The logical effort along a path in the network compounds by multiplying the logical efforts of all
the gates along the path, yielding the path logical effort G:

»

c= JJe (69)
i

Wealso can define a path effective fan-out (or electrical effort) F, which relates the load capaci-
tance of the last gate in the path to the input capacitance of the first gate:

Cc,
Fe 4 (6.19)

Ca
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6.2 Static CMOS Design 255 

To relate F to the effective fan-outs of the individual gates, we must introduce another factor to 
account for the logical fan-out within the network. When fan-out occurs at the output of a node, 
some of the available drive current is directed along the path we are analyzing, and some is 
directed off the path. We define the branching effort b of a logical gate on a given path to be 

b = con-path+ coff-path 

con-path 
(6.11) 

where C00,p,th is the load capacitance of the gate along the path we are analyzing and C0 ff.p,th is 
the capacitance of the connections that lead off the path. Note that the branching effort is, if the 
path does not branch (as in a chain of gates). The path branching effort is defined as the product 

of the branching efforts at each of the stages along the path, or 

N 

(6.12) 

The path electrical effort can now be related to the electrical and branching efforts of the individ­
ual stages: 

N II 
F =II!;= !; 

b- -B 
1 ' 

Finally, the total path effort H can be defined. Using Eq. (6.13), we write 

N N 

H = II1t; = II g;J, = GFB 

(6.13) 

(6.14) 

From here on, the analysis proceeds along the same lines as the inverter chain. The gate effort 
that minimizes the path delay is 

h = NjH 

and the minimum delay through the path is 

D = r,,{it,pi+N{~)) 

(6.15) 

(6.16) 

Note that the path intrinsic delay is a function of the types of logic gates in the path and is not 

affected by the sizing. The size factors of the individual gates in the chains; can then be derived 
by working from front to end ( or vice versa). We assume that a unit-size gate has a driving capa­
bility equal to a minimum-size inverter. Based on the definition of the logical effort, this means 

that its input capacitance is g times larger than that of the reference inverter, which equals Crer· 
With s1 the sizing factor of the first gate in the chain, the input capacitance of the chain C,1 
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To relate F to the effective fan-outs of the individual gates, we must introduce another factor to
account for the logical fan-out within the network. When fan-out occurs at the output of a node,

some of the available drive current is directed along the path we are analyzing, and some is

directed off the path. We define the branching effort b of a lopical gate on a given path to be

be= Conpath + Coiepath (6.11)
Conpath

where C.,pan is the load capacitance of the gate along the path we are analyzing and Coppatn i8
ihe capacitance of the connections that lead off the path, Note that the branching effortis, if the

path does not branch (as in a chain of gates). The path branching effort is defined as the product
of the branching efforts at each of the stages along the path, or

A

B= WG (6.12)
t

The path electrical effort can now be related to the electrical and branching efforts of the individ-
ual stages:

B

Fis

fi_ Ys:
Fe Is, = (6.13)

Finally, the total path effort H can be defined. Using Eq. (6.13), we write
¥ N

H = |]4, = [Jef; = oF8 (6.14)
I 1

From here on, the analysis proceeds along the same lines as the inverter chain. The gate effort

that minimizes the path delay is

h= A (6.15)

and the minimum delay through the path is

x N

De indYo 6.16)
f=}

Note that the path intrinsic delay is a fuaction of the types of logic gates in the path and is not

affected by the sizing. The size factors of the individual gates in the chain s, can then be derived
by working from front to end (or vice versa}, We assumethat a unit-size gate has a driving capa-
bility equal to a minimum-size inverter. Based on the definition of the logical effort, this means
that its input capacitance is g times larger than that of the reference inverter, which equals C_,..

With s, the sizing factor of the first gate in the chain, the input capacitance of the chain C,,
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equals g1s1Crer· Including the branching effort, we know that the input capacitance of gate 2 is 

(f/b,) larger, or 

(6.17) 

For gate i in the chain, this yields 

i- I 

s, = (~)n(fj1 
gi bp 

j=l 

(6.18) 

Example 6.6 Sizing Combinational Logic for Minimnm Delay 

Consider the logic network of Figure 6-19, which may represent the critical path of a 
more complex logic block. The output of the network is loaded with a capacitance which 
is five times larger than the input capacitance of the first gate, which is a minimum-sized 
inverter. The effective fan-out of the path thus equals F = CcfCg1 = 5. Using the entries 
in Table 6-5, we find the path logical effort as follows: 

5 5 25 
G = lx-x-xl = -

3 3 9 

Since there is no branching, B = I. Hence, H = GFB = 12519, and the optimal stage 
effmt /, is 1/H = 1.93. Talcing into account the gate types, we derive the following fan­
out factors:!,= l.93;f2 = l.93x{3/5) = 1.16;/1 = l.16;f4 = 1.93. Notice that the invert­
ers are assigned larger than the more complex gates because they are better at driving 

loads. 
Finally, we derive the gate sizes (with respect to the minimum-sized versions) using 

Eq. (6.18). This leads to the following values: a= f 1gifg2 = 1.16; b = f 1f2g/g3= 1.34; and 

C = f,f,fsg,fg4 = 2.60. 
These calculations do not have to be very precise. As discussed in Chapter 5, sizing 

a gate too large or too small by a factor of 1.5 still results in circuits within 5% of mini­
mum delay. Therefore, the "back of the envelope" hand calculations using this technique 

are quite effective. 

b 
a 

Figure 6-19 Critical path of combinational network. 
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equals g,5,Czer- Including the branching effort, we knowthat the input capacitance of gaie 2 is
(f\/b,} larger, or

f8252Cyep - (Fees (6.17)
For gate i in the chain, this yields

f-i

eG om
jal
 

Example 6.6 Sizing Combinational Logic for Minimum Delay

Consider the logic network of Figure 6-19, which may represent the critical path of a
more complex logic block. The output of the network is loaded with a capacitance which
is five times larger than the input capacitance of the first gate, which is a minimum-sized
inverter. The effective fan-out of the path thus equals F = C,/C,, = 5. Using the entries
in Table 6-5, we find the path logical effort as follows:

3.5 25

Gt x3 3 x1l= 9

Since there is no branching, B = 1. Hence, H = GFB = 125/9, and the optimal stage
effort fis 4/H = 1.93. Taking into account the gate types, we derive the following fan-
out factors: f, = 1.93; f = 1.93«(3/5) = 1.16; A = 1.16; f, = 1.93. Notice that the invert-
ers are assigned larger than the more complex gates because they are better at driving
loads.

Finally, we derive the gate sizes (with respect to the minimum-sized versions) usmg
Eq. (6.18). This leads to the following values: a =f,g)/g. = 1.16; =ffigigy= 1.34; and
c=fiph81/84= 2.60.

These calculations do not have te be very precise. As discussed in Chapter 3,sizing

& gate too large or too small by a factor of 1.5 still resulis in circuits within 5% of mini-
mum delay. Therefore, the “back of the envelope” hand caleulations using this technique
are quite effective.

Po ro|> S>0 5

Figure 6-19 Critical path of combinational network.
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Problem 6.2 Sizing an Inverter Network 

Revisit Problem 5.5, but this time around use the branching-effort approach to produce the solution. 

Power Consumption in CMOS Logic Gates 

The sources of power consumption in a complementary CMOS inverter were discussed in detail 

in Chapter 5. Many of these issues apply directly to complex CMOS gates. The power dissipa­
tion is a strong function of transistor sizing (which affects physical capacitance,) input and out­
put rise-fall times (which determine the short-circuit power,) device thresholds and temperature 

(which impact leakage power,) and switching activity. The dynamic power dissipation is given 
by a,i-+, CL V0 / f Making a gate more complex mostly affects the switching activity a,,_,,, 
which has two components: a static component that is only a function of the topology of the 
logic network, and a dynamic one that results from the timing behavior of the circuit. (The latter 

factor is also called glitching.) 

Logic Function The transition activity is a strong function of the logic function being imple­
mented. For static CMOS gates with statistically independent inputs, the static transition proba­
bility is the probability p0 that the output will be in the zero state in one cycle, multiplied by the 

probability p 1 that the output will be in the one state in the next cycle: 

(6.19) 

Assuming that the inputs are independent and uniformly distributed, any N-input static gate has 
a transition probability given by 

(6.20) 

where N0 is the number of zero entries, and N1 is the number of one entries in the output column 
of the truth table of the function. To illustrate, consider a static two-input NOR gate whose truth 

table is shown in Table 6-6. Assume that only one input transition is possible during a clock 
cycle and that the inputs to the NOR gate have a uniform input distribution (in other words, the 
four possible states for inputs A and B-00, 01, 10, 11-are equally likely). 

Table 6-6 Truth table of a two-input NOR gate. 

A B Out 

0 0 

0 0 

0 0 

0 
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Problem 6.2 Sizing an Inverter Network

Revisit Problem 5.5, but this time around use the branching-effort approach to produce the solution.

Power Consumption in CMOS Logic Gates

The sources of power consumption in a complementary CMOSinverter were discussed in detail
in Chapter 5. Manyof these issues apply directly to complex CMOS gates. The power dissipa-
tion is a strong function of transistor sizing (which affects physical capacitance,} input and out-

put rise—fali times (which determine the short-circuit power,) device thresholds and temperature

(which impact leakage power,) and switching activity. The dynamic power dissipation is given
by 05..; Cz, Vpp? f. Making a gate more complex mostly affects the switching activity O_,).
which has two components: a static component that is only a function of the topology of the
logic network, and a dynamic one that results from the timing behavior of the circuit. (The latter
factor is also called glitching.)

Logic Function Thetransition activity is a strong function of the logic function being imple-

mented. For static CMOS gates with statistically independent inputs, the static transition proba-
bility is the probability p, that the output will be in the zere state in one cycle, multiplied by the
probability p, that the output will be in the one state in the next cycle:

Ooo, = Pat By = Po A-Pp) (6.19)

Assuming that the mputs are independent and uniformly distributed, any N-inpui static gate has
a transition probability given by

Ny Ni Ng: (2"-No)
<9, Ti,oaTie

6.20a oN ek (6.20)Og a1 =

where Np is the number of zere entries, and N, is the number of one entries in the output column
of the truth table of the function. To illustrate, consider a static two-input NOR gate whose truth

table is shown in Tabie 6-6, Assume that only one input transition is possible during a clock

cycle and that the inputs te the NOR gate have a uniform input distribution (in other words, the
four possible states for inputs A and B—OOG, 01, 10, 1l—are equallylikely).

Table 6-6 ‘Truth table of a two-input NOR gate. 

 
& B Out

G 6 1

G i o

1 G G

1 i 0
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From Table 6-6 and Eq. (6.20), the output transition probability of a two-input static 

CMOS NOR gate can be derived: 

Problem 6.3 N-Input XOR Gate 

3 
16 

(6.21) 

Assuming the inputs to an N-input XOR gate are uncorrelated and unifonnly distributed, derive the expres­
sion for the switching activity factor. 

Signal Statistics The switching activity of a logic gate is a strong function of the input signal 
statistics. Using a uniform input distribution to compute activity is not a good technique, since 
the propagation through logic gates can significantly modify the signal statistics. For example, 
consider once again a two-input static NOR gate, and let p,, and Pb be the probabilities that the 
inputs A and Bare one. Assume further that the inputs are not correlated. The probability that the 

output node is 1 is given by 

(6.22) 

Therefore, the probability of a transition from Oto 1 is 

<l\h1 = Po Pi= (1 - (1 - P) (l - P•)) (I - Pal (1 - Pb) (6.23) 

Figure 6-20 shows the transition probability as a function of Pa and p,,. Observe how this 
graph degrades into the simple inverter case when one of the input probabilities is set to 0. From 

" 

Figure 6-20 Transition activity of a two-input NOR gate as a function 
of the input probabilities (PA, p8 ). 
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From Table 6-6 and Eq. (6.20), the output transition probability of a two-input static
CMOS NOR gate can be derived:

Opa = oy =a= (6.21)
 

Problem 6.3 A-Input XOR Gate

Assuming the inputs to an N-input XOR gate are uncorrelated and uniformly distributed, derive the expres-
sion for the switching activity factor.aTIAA

Signal Statistics The switching activity of a logic gate is a strong function of the inputsignal
statistics, Using a uniform inputdistribution to compute activity is not a good technique, since
the propagation through logic gates can significantly modify the signal statistics. For example,
consider once again a two-input static NOR gate, and let p, and p, be the probabilities that the
inputs A and B are one. Assume furtherthat the inputs are not correlated. The probability that the
output node is 1 is given by

py=(1 — pz) 1 ~ py) (6.22)

Therefore, the probability of a transition from 0 to 1 is

Ops) =PeP, =U —-G~ py) {i -— py} C1 - pd Ul — pp) (6.23)

Figure 6-20 shows the transition probability as a function of p, and p,. Observe how this
graph degrades into the simple inverter case when one of the input probabilities is set to 0. From

 
12

Figure 6-20 Transition activity of a two-input NOR gate as a function
of the input probabilities (@,, Dg).
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this plot, it is clear that understanding the signal statistics and their impact on switching events 

can be used to significantly impact the power dissipation. 

Problem 6.4 Power Dissipation of Basic Logic Gates 

Derive the O ~ 1 output transition probabilities for the basic logic gates (AND, OR, XOR), The results to 
be obtained are given in Table 6-7. 

Table 6-7 Output transition probabilities for static logic gates. 

AND 

OR (J -pA)(l -p.)[[ - (l -pA)(l -p9)] 

XOR 

lntersignal Correlations The evaluation of the switching activity is further complicated by the 

fact that signals exhibit coITelation in space and time. Even if the primary inputs to a logic net­
work are uncorrelated, the signals become correlated or "colored," as they propagate through the 
logic network. This is best illustrated with a simple example. Consider first the circuit shown in 
Figure 6-2Ja, and assume that the primary inputs A and B are uncorrelated and uniformly dis­

tributed. Node Chas a 1 (0) probability of 1/2, and a O -4 I transition probability of 1/4. The 
probability that the node Z undergoes a power consuming transition is then detennined using the 

AND-gate expression of Table 6-7: 

Po-,,= (I - Pa Pb) Pa Pb= (I - 1/2 · 1/2) l/2 · 1/2 = 3/16 (6.24) 

The computation of the probabilities is straightforward: signal and transition probabilities 
are evaluated in an ordered fashion, progressing from the input to the output node. This 
approach, however, has two major limitations: (I) it does not deal with circuits with feedback as 
found in sequential circuits, and (2) it assumes that the signal probabilities at the input of each 
gate are independent. This is rarely the case in actual circuits. where reconvergent fan-out often 

causes intersignal dependencies. For instance, the inputs to the AND gate in Figure 6-2lb 

(C and B) are interdependent because both are a function of A. The approach to computing 

A 

B 

C 

(a) Logic circuit without 
reconvergent fan-out 

{b) Logic circuit with 
reconvergent fan-out 

Figure 6-21 Example illustrating the effect of signal correlations. 
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this plot, it is clear that understanding the signal statistics and their impact on switching events
can be used to significantly impact the power dissipation,
 

Problem 6.4 Pewer Dissipation of Basic Logic Gates

Derive the G — 1 output transition probabilities for the basic logic gates (AND, OR, XOR). The results to
be obtained are given in Table 6-7.

Table 6-7 Output transition probabilities for static logic gates. 

 

 

 

Oot

AND Cl -paPelPaPr

OR (1 —pyXd -pell--pai — py)

XOR [1 —(p, +Pg 22Paeg + Pa — 2PaPx) 
 

intersignal Correlations The evaluation ofthe switching activity is further complicated by the
fact that signals exhibit correlation in space and time. Evenif the primary inputs to a logic net-
work are uncorrelated, the signals become correlated or “colored,” as they propagate through the
logic network. This is best iilustrated with a simple example. Considerfirst the circuit shown in
Figure 6-21a, and assume that the primary inputs A and 2 are uncorrelated and uniformly dis-
tributed. Node C has a 1 (0) probability of 1/2, and a 0 — 1 transition probability of 1/4, The
probability that the node Z undergoes a power consuming transition is then determined using the
AND-gate expression ofTable 6-7:

Pos = (L —Pg Py) Py Pp = CL — 12+ 1/2) 1/2» 1/2 = 3/16 (6.24)

The computation of the probabilities is straightforward: signal and transition probabilities
ave evaluated in an ordered fashion, progressing from the input to the output node. This
approach, however, has two majorlimitations: (1) it dees not deal with circuits with feedback as
found in sequential circuits, and (2) it assumes that the signal probabilities at the input of each
gate are independent. Thisis rarely the case in actual circuits, where reconvergentfan-out often
causes intersignal dependencies. For instance, the inputs to the AND gate in Figure 6-21b
fC and B) are interdependent because both are a function of A. The approach to computing

A € A he €
24 = )

(a) Logie circuit without (b} Logic circuit with
reconvergent fan-out reconvergent fan-cut

 
Figure 6-21 Example illustrating the effect of signal correlations.
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probabilities that we presented previously fails under these circumstances. Traversing from 
inputs to outputs yields a transition probability of 3/16 for node Z, similar to the previous analy­
sis. This value clearly is false, as logic transfmmations show that the network can be reduced to 

Z = C · B = A · A = 0, and thus no transition will ever take place. 
To get the precise results in the progressive analysis approach, its is essential to take signal 

interdependencies into account. This can be accomplished with the aid of conditional probabili­

ties. For an AND gate, Z equals 1 if and only if B and C are equal to 1. Thus, 

Pz = p(Z = 1) = p(B = 1, C = 1) (6.25) 

where p(B = 1, C = 1) represents the probability that Band Care equal to 1 simultaneously. If B 

and Care independent, p(B = 1, C = l) can be decomposed into p(B = 1) · p(C = l), and this 
yields the expression for the AND gate derived earlier: pz = p(B = 1) · p(C = 1) = p8 Pc· If a 

dependency between the two exists (as is the case in Figure 6-2lb), a conditional probability has 

to be employed, such as the following: 

Pz=p(C= JIB= 1) ·p(B= l) (6.26) 

The first factor in Eq. (6.26) represents the probability that C = 1 given that B = 1. The 
extra condition is necessary because C is dependent upon B. Inspection of the network shows 
that this probability is equal to 0, since C and B are logical inversions of each other, resulting in 

the signal probability for Z, /Jz = 0. 
Deriving those expressions in a structured way for large networks with reconvergent fan­

out is complex, especially when the networks contain feedback loops. Computer support is 
therefore essential. To be meaningful, the analysis program has to process a typical sequence of 

input signals, because the power dissipation is a strong function of statistics of those signals. 

Dynamic or Glitching Transitions When analyzing the transition probabilities of complex, 
multistage logic networks in the preceding section, we ignored the fact that the gates have a non­
zero propagation delay. In reality, the finite propagation delay from one logic block to the next 

can cause spurious transitions kno\VIl as glitches or dynamic hazards to occur: a node can exhibit 
multiple transitions in a single clock cycle before settling to the correct logic level. 

A typical example of the effect of glitching is shown in Figure 6-22, which displays the 

simulated response of a chain of NAND gates for all inputs going simultaneously from O to 1. 

Initially, all the outputs are I since one of the inputs was 0. For this particular transition, all the 

odd bits must transition to 0, while the even hits remain at the value of L However, due to the 
finite propagation delay, the even output bits at the higher bit positions start to discharge, and the 
voltage drops. When the correct input ripples through the network, the output goes high. The 

glitch on the even bits causes extra power dissipation beyond what is required to strictly imple­
ment the logic function. Although the glitches in this example are on]y partial (i.e., not from rail 
to rail), they contribute significantly to the power dissipation. Long chains of gates often occur 
in important structures such as adders and multipliers, and the glitching component can easily 

dominate the overall power consumption. 
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Figure 6-22 Glitching in a chain of NAND gates . 
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The dynamic power of a logic gate can be reduced by minimizing the physical capacitance and the switch­
ing activity. The physical capacitance can be minimized in a number ways, including circuit style selection, 
transistor sizing, placement and routing, and architectural optimizations. The switching activity, on the 
other hand, can be minimized at all levels of the design abstraction, and is the focus of this section. Logic 
structures can be optimized to 1ninimize both the fundamental transitions required to implement a given 
function and the spurious transitions. 

1. Logic Restructming Changing the topology of a logic network rnay reduce its power dissipa­
tion. Consider, for example, two alternative implementations of F = A · B, C, D, as shown in 
Figure 6-23. Ignore glitching and assume that all primary inputs (A,B,C,D) are uncorrelated and 
uniformly distributed (this is. p 1 {a,b.c,rl):;;:; 0.5). Using the expressions from Table 6-7, the activity 
can be computed for the two topologies, as shown in Table 6-8. The results indicate that the chain 
implementation has an overall Jower switching activity than the tree implementation for random 
inputs. However, as mentioned before, it is also important to consider the timing behavior to 

Chain structure Tree structure 

Figure 6-23 Simple example to demonstrate the influence of circuit 
topology on activity. 
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Figure 6-22 Glitching in a chain of NAND gates.

 
The dynamic power of a logic gate can be reduced by minimizing the physical capacitance and the switch-
ing activity. The physical capacitance can be minimized in a number ways, including circuit style selection,
transistor sizing, placement and routing, and architectural optimizations. The switching activity, on the
other hand, can be minimized at alt levels of the design abstraction, and is the focus of this section. Logic
structures can be optimized to minimize both the fundamental iransitions required to implement a given
function and the spurious transitions.

1. Logie Restructuring Changing the topology of a logic network may reduce its power dissipa-
tion. Consider, for example, two alternative implementations of fF = A-8- CD, as shown in
Figure 6-23. Ignore glitching and assume that all primary inputs ,B,C.D) are uncorrelated and
uniformly distributed (this is, 2) 1.5,¢. = 0-5). Using the expressions from Table 6-7, the activity
can be computed for the two topologies, as shown in Table 6-8. The results indicate that the chain
implementation has an overall Jower switching activity than the tee implementation for random
inputs. However, as mentioned before,it is also iraportant to consider the timing behaviorto

oO

A 0; O A L2 B
B c F F

D Cc i
dD ‘Os

Chain structure Tree structure

Figure 6-23 Simple example to demonstrate the influenceof circuit
topology on activity.
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Table 6-B Probabilities for tree and chain topologies. 

o, 02 F 

p 1 {chain) 1/4 118 l/16 

p0 = l-p1 (chain) 314 718 15116 

Po->! (chain) 3/16 7164 151256 

PL (tree) 114 114 1116 

p0 = 1-p1 (tree) 314 3/4 15116 

PG->! (tree} 3116 3/16 15/256 

accurately make power trade-offs. In this example, the tree topology experiences (virtually) no 
glitching activity since the signal paths are balanced to all the gates. 

2. Input ordering Consider the two static logic circuits of Figure 6-24. The probabilities that A, 
B, and Care equal to 1 are listed in the Figure. Since both circuits implement identical logic 
functionality, it is dear that the activity at the output node Z is equal in both cases. The differ­
ence is in the activity at the intermediate node. In the first circuit, this activhy equals (1- 0.5 x 
0.2) (0.5 x 0.2) :::: 0,09. In the second case, the probabi!ity that a O ~ l transition occurs equals 
(I - 0.2 x 0.1) (0.2 x 0.1) = 0.0196. a substantially lower value. From this, we learn that it is 
beneficial to postpone the introduction of signals with a high transition rate (i.e., signals with a 
signal probability dose to 0.5). A simple reordering of the input signals is often sufficient to 
accomplish that goal. 

P(A = t) = 0.5 
B~_ P(B•t)""0.2 

C~D-ZP(C•l)-0.1 

Figure 6-24 Reordering of inputs affects the circuit activity. 

3. TimeHmultiplexing resources Time-multiplexing a single hardware resource-such as a logic unit 
or a bus-over a number of functions is a technique often used to minimize the implementation area. 
Unfortunately, the minimum area solution does not always result in the lowest switching activity. For 
example, consider the transmission of two input bits (A and B) using either dedicated resources or a 
time-multiplexed approach, as shown in Figure 6-25. To the first order, ignoring the multiplexer 
overhead. it would seem that the degree of time multiplexing should not affect the switched capaci­
tance, since the time-multiplexed solution has half the physical capacitance switched at twice the fre­
quency (for a fixed throughput). 

If the data being transmitted are random, it will make no dlfference which architecture is used. 
However, if the data signals have some distinct properties (such as temporal correlation), the power 
dissipation of the time-multiplexed solution can be significantly higher. Suppose, for instance, thatA 
is always (or mostly) l, and Bis (mostly) 0. In the parallel solution, the switched capacitance is very 
low since there are very few transitions on the data bits. However, in the time-multiplexed solution. 
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Table 6-8 Probabilities for tree and chain topologies.iA

 

 

 

 

 

Q, 05 F

p, {chain} 4 8 iG

Pa = 1-p, (chain) 344 8 i5/16

| Poot (chain) 3/16 Ted 15/256
) pi, fires) fd 1/4 LG

Po = lp, (tree) 374 34 15/16

Poss (ttee} MIS 3/16 15/286tinaSSS

accurately make power trade-offs. In this example, the tree topology experiences (virtually) no
glitching activity since the signal paths are balancedto all the gates.

_Input ordering Consider the two static logic circuits of Figure 6-24, The probabilities thatA,
B, and C are equal to 1 arelisted in the Figure. Since both circuits implement identical logic
functionality, it is clear that the activity at the cutput nade Z is equal in both cases. The differ
ence is in the activity at the intermediate node. In the first circuit, this activity equals (I - 0.5 x
0.2) (0.5 x 0.2) = 0.09. In the second case, the probability that a 0 1 transition occurs equals
(1-020.1(0.2 x 0.1) = 0.0196, 2 substantially lower value. From this, we learn thatit is
beneficial is postpone the introduction of signals with a high transition rate (.c., signals with a
signal probability close to 0.5). A simple reordering of the input signals is offen sufficient to
accomplish that goal,

Pasi = 95

A B Paa=na ts
B | c Pics7.

Figure 6-24 Reordering of inputs affects the circuit activity.

. Time-muultiplexing resources Time-multiplexing a single hardware resource—suchas a logic unit
or a bus—over a number offunctions is a technique often used to minimize the implementation area.
Unfortunately, the minimum area solution does not always result in the lowest switching activity. For
example, consider the transmission of two input bits (A and 8} using either dedicated resources or a
time-multiplexed approach, as shown in Figure 6-25. To the first order, ignoring the multiplexer
overhead, it would seem that the degree of time multiplexing should not affect the switched capaci-
tance, since the time-muliplexed solution has half the physical capacitance switched at twice the fre-
quency (for a fixed throughput).

If the data being transmitted are random,it will make no difference which architecture is used,
However,if the data signals have some distinct properties (such as temporal correlation), the power
dissipation of the time-multiplexed solution can be significantly higher. Suppose, for instance, thatA
is always (or mostly) 1, and # is (mostly) 0. In the parallel solution, the switched capacitance is very
low since there are very few transitions on the data bits, However, in the time-multiplexed solution,
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(a) Parallel data transmission (b) Serial data transmission 

Figure 6-25 Parallel versus time-multiplexed data busses. 

the bus toggles between O and 1. Care must be taken in digital systems to avoid time-multiplexing 
data streams with very distinct data characteristics, 

4. Glitch Reduction by balancing signal paths The occurrence of glitching in a circuit is mainly 
due to a mismatch in the path lengths in the neEwork. If all input signals of a gate change simulta­
neously, no _glitching occurs. On the other hand, if input signals change at different times, a dynamic 
hazard might develop. Such a mismatch in signal timing is typically the result of different path 
lengths with respect to the primary inputs of the network. This is illustrated in Figure 6-26. Assume 
that the XOR gate has a unit delay. The first network (a) suffers from glitching as a result of the wide 
disparity between the arrival times of the input signals for a gate. For example, for gateF3 , one input 
settles at time 0, while the second one only arrives at time 2. Redesigning the network so that all 
arrival times are identical can dramatically reduce the number of superfluous transitions (network b). 

Summary 

0 

0 

~~ 
::!=)E>-
. I 

0~ 
o-----/LV 

(a) Network sensitive to glitching (b) Glitch-free network 

Figure 6-26 Glitching is influenced by matching of signal path lengths. 
The annotated numbers indicate the signal arrival times. 

The CMOS logic style described in the previous section is highly robust and scalable with tech­
nology, but requires '2N transistors to implement an N-input logic gate. Also, the load capaci­
tance is significant, since each gate drives two devices (a PMOS and an NMOS) per fan-out. 
This has opened the door for alternative logic families that either are simpler or faster. 

6.2.2 Ratioed Logic 

Concept 

Ratioed logic is an attempt to reduce the number of transistors required to implement a given 
logic function, often at the cost of reduced robustness and extra power dissipation. The purpose 
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Figure 6-25 Parallel versus time-multiplexed data busses.

the bus toggles between 0 and 1. Care must be taken in digital systems to avoid time-multiplexing
data streams with very distinct data characteristics.

4, Glitch Reduction by balancing signal paths The occurrence of glitching in a circuit is mainly
due to a mismatch in the path lengths in the network. If all input signals of a gate change simulta-
neously, no glitching occurs, On the other hand, if input signals change at different imes, a dynamic
hazard might develop. Such a mismatch in signal timingis typically the result of different path
lengths with respect to the primary inputs of the network. This is Ubustrated in Figure 6-26. Assume
that the XOR gate has a unit delay. The first network (a) suffers fromglitching as a result of the wide
disparity between the arrival times of the input signals for a gate. For example, for gate /;, one input
settles at time 0, while the second one only arrives at time 2. Redesigning the network so thatall
artival timesare identical can dramatically reduce the number ofsuperfluous transitions (network b).

 
(a) Network sensitive to glitching (b) Glitch-free network

Figure 6-26 Glitching is influenced by matching of signal path lengths.
The annotated numbersindicate the signal arrivaltimes.

Summary

The CMOSlogic style deseribed in the previous section is highly robust and scalable with tech-
nology, but requires 24 transistors to implement an A-input logic gate. Also, the load capaci-
tance is significant, since each gate drives two devices (a PMOS and an NMOS)per fan-out.
This has opened the door for alternative logic families that either are simpleror faster.

6.2.2 Ratioed Logic

Concept

Raticed logic is an attempt to reduce the number of transistors required to implement a given
logic function, often at the cost of reduced robustness and extra power dissipation. The purpose
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Figure 6-27 Ratioed logic gate. 

of the PUN in complementary CMOS is to provide a conditional path between V DD and the out­
put when the PDN is turned off. In ratioed logic, the entire PUN is replaced with a single uncon­
ditional load device that pulls up the output for a high output as in Figure 6-27a. Instead of a 
combination of active pull-down and pull-up networks, such a gate consists of an NMOS pull­
down network that realizes the logic function, and a simple load device. Figure 6-27b shows an 
example of ratioed logic, which uses a grounded PMOS load and is referred to as a pseudo­

J\/MOS gate. 
The clear advantage of a pseudo-NM OS gate is the reduced number of transistors (N + !, 

versus 21'1 for complementary CMOS). The nominal high output voltage (V oH) for this gate is 
V DD since the pull-down devices are turned o.ffwhen the output is pulled high (assuming that V0 L 

is below l'r,,)- On the other hand, the nominal low output voltage is not O V, since there is con­
tention between the devices in the PDN and the grounded PMOS load device. This results in 
reduced noise margins and, more importantly, static power dissipation. The sizing of the load 
device relative to the pull-down devices can be used to trade off parameters such as noise mar­
gin, propagation delay, and power dissipation. Since the voltage swing on the output and the 
overall functionality of the gate depend on the ratio of the NMOS and PMOS sizes, the circuit is 
called ratioed. This is in contrast to the ratioless logic styles, such as complementary CMOS, 
where the low and high levels do not depend on transistor sizes. 

Computing the de-transfer characteristic of the pseudo-NMOS proceeds along paths simi­

lar to those used for its complementary CMOS counterpart. The value of \1 OL is obtained by 
equating the currents through the driver and load devices for V,,, = \1 DD· At this operation point, it 
is reasonable to assume that the NMOS device resides in linear mode (since, ideally, the output 
should be close to OV), while the PMOS load is saturated: 

(6.27) 

Assuming that V0 L is small relative to the gate drive (\10 D - \17), and that l'r,, is equal to 
VTp in magnitude, V 0 i can be approximated as 
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Figure 6-27 RAlatioed logic gate.

of the PUN in complementary CMOSis to provide a conditional path between Vp, and the out-
put when the PDNis turned off. In ratioed logic, the entire PUN is replaced with a single uncon-
ditional load device that pulls up the output for a high output as in Figure 6-27a. Instead of a
combination of active pull-down and pull-up networks, such a gate consists of an NMOS pull-
down network that realizes the fogic function, and a simple load device. Figure 6-27b showsan
example of raticed logic, which uses a grounded PMOS load and is referred to as a pseudo-
NMOS gate.

The clear advantage of a pseudo-NMOSgate is the reduced numberof transistors (V + 1, - ,
versus 2N for complementary CMOS). The nominal high output voltage (Vp,,) for this gate is
Vpp Since the pull-down devices are turned off when the output is pulled high (assuming that Vy;
is below V;,,). On the other hand, the nominal low output voltage is not 0 V. since there is con-
tention between the devices in the PDN and the grounded PMOS lead device. This results in
reduced noise margins and, more importantly, static power dissipation. The sizing of the load
device relative to the pull-down devices can be used to trade off parameters such as reise mar-
gin, propagation delay, and powerdissipation. Since the voltage swing on the output and the
overall functionality of the gate depend on the ratio of the NMOS and PMOSsizes.the circuit is
called ratioed. This is in contrast to the ratioless logic styles, such as complementary CMOS,
where the low and high jevels do not depend on transistor sizes.

Computing the de-transfer characteristic of the pseudo-NMOSproceeds along paths simi-
lar to those used for its complementary CMOS counterpart. The value of Vp, is obtained by
equating the currents through the driver and load devices for V,, = Vpn. At this operation point,it
is reasonable to assume that the NMOS device resides in linear mode (since, ideally, the output

should be close to OV), while the PMOS load is saturated:

2 2
¥ Vpsatpk{(Voo “Vr¥or— ot) + k{(Yop — Vo) > Yasar~ oar = 0 (6.27)
  

Assuming that Vg, is small relative to the gate drive (Vp, — V;), and that V7, is equal to

V7, in magnitude, Vp, can be approximated as
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(6.28) 

In order to make V 0L as small as possible. the PMOS device should be sized much smaller 
than the NMOS pull-down devices. Unfortunately, this has a negative impact on the propagation 

delay for charging up the output node since the current provided by the PMOS device is limited. 

A major disadvantage of the pseudo-NM OS gate is the static power that is dissipated when 
the output is low through the direct current path that exists between V DD and GND. The static 
power consumption in the low-output mode is easHy derived: 

(6.29) 

Example 6.7 Pseudo-NMOS Inverter 

Consider a simple pseudo-NMOS inverter (where the PDN network in Figure 6-27 degen­
erates to a single transistor) with an NMOS size of 0.5 µm/0.25 µm. In this example, we 
study the effect of sizing the PMOS device to demonstrate the impact on various parame­
ters. The W-L ratio of the grounded PMOS is vmied over values from 4, 2, I, 0.5 to 0.25. 

Devices with a W-L < I are constructed by making the length greater than the width. The 
voltage transfer curve for the different sizes is plotted in Figure 6-28. 

Table 6-9 summarizes the nominal output voltage (V oL), static power dissipation, 
and the low-to-high propagation delay. The low-to-high delay is measured as the time it 

takes to reach 1.25 V from V0 L (which is not OV for this inverter)-by definition. The 
trade-off between the static and dynamic properties is apparent. A larger pull-up device 
not only improves performance. but also increases static power dissipation and lowers 

noise margins by increasing V 0v 
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Figure 6-28 Voltage-transfer curves of the pseudo-NMOS 
inverter as a function of the PMOS size. 
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In order to make Vp, as small as possible, the PMOS device should be sized much smaller

than the NMOSpull-down devices. Unfortunately, this has a negative impact on the propagation
delay for charging up the output node since the current provided by the PMOS deviceis limited.

A major disadvantage of the pseude-NMOSgate is the static power that is dissipated when
the output is low through the direct current path that exists between Vy, and GND. Thestatic
power consumption in the low-output mode is easily derived:
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Example 6.7 Pseude-NMOSInverter

Consider a simple pseudo-NMOSinverter (where the PDN network in Figure 6-27 degen-
ergies to a single wansistor} with an NMOSsize of 0.5 pm/0.25 pm. In this example, we
studythe effect of sizing the PMOS device to demonstrate the impact on various parame-
ters. The WUL ratio of the grounded PMOSis varied over values from 4, 2, 1, 0.5 to 0.25.
Devices with a W-L < | are constructed by making the length greater than the width. The

voltage transfer curve for the different sizes is plotted in Figure 6-28.
Table 6-9 summarizes the nominal output voltage (Vp,), static power dissipation,

and the low-to-high propagation delay. The low-to-high delay is measured as the time it
takes to reach 1.25 V from Vp, (which is net OV for this inverter}—by definition. The
trade-off between the static and dynamic properties is apparent. A larger pull-up device
not only improves performance, but also increases static power dissipation and lowers

noise margins by increasing Vo,;.
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Figure 6-28 Voltage-transfer curves of the pseudo-NMOS
inverter as a function of the PMOSsize.
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Table6-9 Performance of a pseudo-NMOS inverter. 

Static Power 
Size VoL Dissipation tplh 

4 0.693 V 564µW 14 ps 

2 0.273 V 298µW 56 ps 

0.133 V 160µW 123 ps 

0.5 0.064 V 80µW 268 ps 

0.25 0.031 V 41 µW 569 ps 

Notice that the simple first-order model to predict V0 L is quite effective. For a PMOS 
W-L of 4, V0L is given by (30/115) (4) (0.63V) = 0.66V. 

The static power dissipation of pseudo-NMOS limits its use. When area is most important 
however, its reduced transistor count compared with complementary CMOS is quite attractive. 
Pseudo-NMOS thus still finds occasional use in large fan-in circuits. Figure 6-29 shows the 
schematics of pseudo-NMOS NOR and NAND gates. 

(a)NOR 

F 
CL 

/113 ~ t 
b,,~( 

(b)NAND 

Figure 6-29 Four-input pseudo-NMOS NOR and NANO gates. 
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Table 6-9 Performance of a pseude-NMOSinverter. 

_ Static Power

 Size Vor Dissipation toi

4 0.693 V 564 iW 14 ps

2 0.273 V 298 pW 56 ps

I 0.133 V 166 pW 123 ps

05 0.064V 30 pW 268 ps

0.25 0.031V 41 pw 569 ps 

Notice that the simple first-order model to predict Vp, is quite effective. For a PMOS
WL of 4, Vp, is given by (30/115) (4) (0.63V) = 0.66V.
 

The static power dissipation of pseudo-NMOSlimits its use. When area is most important
however, its reduced transistor count compared with complementary CMOSis quite attractive.
Pseudo-NMOS thus still finds occasional use in large fan-in circuits. Figure 6-29 shows the

schematics of pseudo-NMOS NOR and NANDgates.

i
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Figure 6-29 Four-input pseudo-NMOS NOR and NANDgates.
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Problem 6.5 NAND versus NOR in Pseudo-NMOS 

Given the choice between NOR or NAND logic, which one would you prefer for implementation in 
pseudo-NM OS? 

How to Build Even Better Loads 

It is possible to create a ratioed logic style that completely eliminates static currents and pro­
vides raH-to-rail swing. Such a gate combines two concepts: d{fjerential logic and positive feed­

back. A differential gate requires that each input is provided in complementary format, and it 
produces complementary outputs in turn. The feedback mechanism ensmes that the load device 
is turned off when not needed. An example of such a logic family, called Differential Cascade 

Voltage Switch Logic (or DCVSL), is presented conceptually in Figure 6-30a [Heller84]. 
The pull-down networks PDNI and PDN2 use NMOS devices and are mutually exclu­

sive-that is, when PDNl conducts, PDN2 is off, and when PDNl is off, PDN2 conducts-such 
that the required logic function and its inverse are simultaneously implemented. Assume now 
that, for a given set of inputs, PDNl conducts while PDN2 does not, and that Out and Ow are 
initially high and low, respectively. Turning on PDNI, causes Out to be pulled down, although 
there is still contention between ,H1 and PDNI. Ow is in a high impedance state, as M2 and 
PDN2 are both turned off. PDNI must be strong enough to bring Out below Vvv - IVrpl, the 
point at which lv/2 turns on and starts charging Out to V DD' eventually turning off M1• This in tum 
enables Out to discharge all the way to GND. Figure 6-30b shows an example of an XOR­
XNOR gate. I :=>tice that it is possible to share transistors among the two pull-down networks, 
which reduces he implementation overhead. 

The res , ling circuit exhibits a rail-to-rail swing, and the static power dissipation is 
eliminated: in steady state, none of the stacked pull-down networks and load devices are 

VDD 

Ow 

~ Ou,~1_.,_,_ ______ -1-_,
1 

"-.-----o our B -j B -j s-j B -j ~ 
r-~~____j"--~:C:-

T 
~. 
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(a) Basic principle (b) XOR-XNOR gate 

Figure 6-30 DCVSL logic gate. 
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Problem 6.5 NAND versus NOR in Pseudo-NMOS

Given the choice between NOR or NAND logic, which one would you prefer for implementation in
pseudo-NMOS? 

How te Build Even Better Loads

It is possible to create a ratioed logic style that completely eliminates static currents and pro-
vides rail-to-rail swing. Such a gate combines two concepts: differential logic and positivefeed-
back. A differential gate requires that each input is provided in complementary format, and it
produces complementary outputs in turn. The feedback mechanism ensures that the load device
is turned off when not needed. An example of such a logic family, called Differential Cascode
Voltage Switch Logic (or DCVSL),is presented conceptually in Figure 6-30a [Heller34].

The pull-down networks PDNI and PDN2 use NMOS devices and are mutually exclu-
sive—that is, when PDN1 conducts, PDN? is off, and when PDN1 is off, PDN2 conducts—such

that the required iogic function and its inverse are simultaneously implemented, Assume now
that, for a given set of inputs, PDN1 conducts while PDN2 dees not, and that Out and Out are
initially high and low, respectively. Turning on PDN/J, causes Out to be pulled down, although
there is still contention between Af, and PDN1. Out is in a high impedancestate, as 44, and
PDN2 are both turned aff. PDN1 must be strong enough to bring Out below Vpp — |Vz]. the
point at which 7, turns on and starts charging Out to Vpp, eventually turing off 44,. This in turn
enables Out to discharge all the way to GND. Figure 6-30b shows an example of an XOR-

XNORgate. | otice that it is possible to share transistors among the two pull-down networks,
which reduces he implementation overhead.

The res. ting circuit exhibits a rail-to-rail swing, and the static power dissipation is
eliminated: in steady state, none of the stacked pull-down networks and load devices are

 
{a} Basic principle {b) XOR-XNORgate

Figure 6-30 DCVSLlogic gate.
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simultaneously conducting. However, the circuit is still ratioed since the sizing of the PMOS 
devices relative to the pull-down devices is critical to functionality, not just performance. In 
addition to the problem of increased design complexity, this circuit style has a power-dissipation 
problem that is due to cross-over currents. During the transition, there is a period of time when 
PMOS and PDN are turned on simultaneously, producing a short circuit path. 

Example 6.8 DCVSL Transient Response 

An example transient response is shown in Figure 6.31 for an AND/NAND gate in 
DCVSL. Notice that as Out is pulled down to VDD- IVrvl, Out starts to charge up to VDD 

quickly. The delay from the input to Out is 197 ps and to Out is 321 ps. A static CMOS 
AND gate (NAND followed by an inverter) has a delay of 200 ps. 

2.5 

> I AB 
" 1.5 
"" .'l 

A.BJ 
X.s 

~ 
0.5 

-05 I 

·o 0.2 0.4 0.6 0.8 LO 

B-j Mz 

Time, ns 

Figure 6-31 Transient response of a simple AND/NAND DCVSL gate. M1 and 
M2 1 µm/0.25 µm, M3 and M4 are 0.5 µrn/0.25 µm and the cross-coupled PMOS devices 
are 1.5 µm/0.25 µrn. 

0:;;oesigri Consideration""'Singte-Enaeifc,'ersus Differential - - - - - -,, ,, - ~ " ' , - ' " ~ - , ' 

The DCVSL gate provides differential (or complemema,y) outputs. Both the output signal (V0 w) and its 
inverted value (\/

0111
) are simultaneously available. This is a distinct advantage, because it eliminates the 

need for an extra inverter to produce the complementary signal. It has been observed that a differential 
implementation of a complex function may reduce the number of gates required by a factor of two! The 
number of gates in the critical timing path is often reduced as well. Finally, the approach prevents some of 
the time-differential problems introduced by additional inverters. For example, in logic design, it often hap­
pens that both a signal and its complement are needed simultaneously. When the complementary signal is 
generated using an inverter, the inverted signal is delayed ,vith respect to the original (Figure 6-32a). This 
causes timing problems, especially in very high-speed designs. Logic families with differential output 
capability avoid this problem to a major extent, if not completely (Figure 6-32b), 

With all these positive properties, why not always use differential logic? The reason is that the differ­
ential nature virtually doubles the number of wires that have to be routed, often leading to unwieldy designs 
on top of the additional implementation overhead in the individual gates. The dynamic power dissipation 
also is high. 
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simultaneously conducting. However, the circuit is still ratioed since the sizing of the PMOS
devices relative to the pull-down devices is critical to functionality, not just performance. In
addition to the problem of increased desien complexity, this circuit style has a power-dissipation
problem that is due to cross-over currents. During the transition, there is a period of time when
PMOSand PDN are turned on simultaneously, producing a short circuit path.
 

Example 6.8 DCVSL Transient Response

An example transient response is shown in Figure 6.31 for an AND/NAND gate in
DCVSL.Notice that as Out is pulied down to Vpp — |Vz,). Our starts to charge up to Voy
quickly. The delay from the input to Our is 197 ps and to Our is 321 ps. A static CMOS
AND gate (NAND followed by an inverter} has a delay of 200 ps.

 Out=AB 25

be un  Voltage,V
a5 
0 02 04 06 08 10

Time, ns

Figure 6-31 Transient response of a simple AND/NAND DCVSLgate. M, and
M@, 1 ym/0.25 pm, M4; and 4, are 0.5 jim/0.25 tm and the cross-coupled PMOS cevices
are 1.5 um/0.25 um.

 
The DCYSL gate provides differential (or complementary) outputs. Both the output signal (¥,,) and its
inverted value (¥,,,) are simultaneously available. This is a distinct advantage, because it eliminates the
need for an extra inverter to produce the complementary signal. It has been observed that a differential
implementation of a complex function may reduce the number of gates required by a factor of two! The
number of gatesin the critical timing path is often reduced as well. Finally, the approach prevents some of
the time-differential problems introduced by additional inverters. For example, in logic design,it often hap-
pens that both a signal and its complement are needed simultaneously. When the complementary signal is
generated using an inverter, the inverted signal is delayed with respect to the original (Figure 6-32a), This
causes timing problems, especially in very high-speed designs. Logic families with differential output
capability avoid this problem to a majorextent, if not completely (Figure 6-32b).

With all these positive properties, why not always use differential logic? The reason is that the differ-
ential nature virtually doubles the number of wires that have to be routed, often leading to unwieldy designs
on top of the additional implementation overhead in the individual gates. The dynamic power dissipation
also is high.
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(a) Single ended (b) Differential 

Figure 6-32 Advantage of over single-ended (a) differential (b) gate. 

6.2.3 Pass-Transistor Logic 

Pass-Transistor Basics 

269 

1111 

A popular and widely used alternative to complementary CMOS is pass-transistor logic, which 
attempts to reduce the number of transistors required to implement logic by allowing the pri­
mary inputs to drive gate terminals as well as source-drain terminals [Radhakrishnan85]. This is 
in contrast to logic families that we have studied so far, which only allow primary inputs to drive 

-·-~---------- -~-"-~ --

the gate terminals of MOSFETS. --~ 
Figure 6-33 shows an implementation of the AND function constructed that way, using 

only NMOS transistors. In this gate, if the B input is high, the top transistor is turned on and cop­
ies the input A to the output F. When B is low, the bottom pass-transistor is turned on and passes 
a 0. The switch driven by B seems to be redundant at first glance. Its presence is essential to 
ensure that the gate is static-a low-impedance path must exist to the supply rails under all cir­
cumstances (in this particular case, when Bis low). 

The promise of this approach is that fewer transistors are required to implement a given 
function. For example, the implementation of the AND gate in Figure 6-33 requires 4 transistors 
(including the inverter required to invert B), while a complementary CMOS implementation 
would require 6 transistors. The reduced number of devices has the additional advantage of 
lower capacitance. 

B 

J_ 
-,--, 

A_J 1 

nF-AB 
o~-JIJ 

Figure 6-33 Pass-transistor implementation of an AND gate. 
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fa) Single ended (b) Differential

Figure 6-32 Advantage of over single-ended (a) difterential (b) gate. a

6.2.3 Pass-Transistor Logic

Pass-Transistor Basics

A popular and widely used alternative to complementary CMOSis pass-transistor fogic, which
attempts to reduce the numberof transistors required to implement logic by allowing the pri-
mary inputs to drive gate terminals as well as source—drain terminals [Radhakrishnan$5]. This ts
in contrast to logic families that we have studied so far, which only allow primary inputs to drive
the gate terminals of MOSFETS.

Figure 6-33 shows an implementation of the AND function constracted that way, using
only NMOStransistors. In this gate, if the B input is high, the top transistor is turned on and cop-
ies the input A to the curput ® When 2 is low,the bottom pass-transistor is turned on and passes
a 0. The switeh driven by B seems to be redundantat first glance. Its presence is essential to
ensure that the gate is static—a low-impedance path must exist to the supply rails under all cu-
cumstances (in this particular case, when B is low).

The promise of this approach is that fewer transistors are required to implement a given
function. For example, the implementation of the AND gate in Figure 6-33 requires 4 transistors
(including the inverter required to invert 3), while a complementary CMOS implementation
would require 6 transistors. The reduced numberof devices has the additional advantage of
lower capacitance.

B

an—‘

Ac

a F=AB

>!
Figure 6-33 Pass-transistor implementation of an AND gate.
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Unfottunalely, as discussed earlier, an NMOS device is effective at passing a 0, but it is 

poor at pulling a node to V
00

. When the pass-transistor pulls a node high, the output only 

charges up to V DD - V rn- In fact, the situation is worsened by the fact that the devices experience 
body effect, because a significant source-to -body voltage is present when pulling high. Consider 

the case in which the pass-transistor is charging up a node with the gate and drain terminals set 

at V00 . Let the source of the NMOS pass-transistor be labeled x. The node x will charge up to 

V00- Vrn<Vx). We obtain 

(6.30) 

Example 6.9 Voltage Swing for Pass-Transistors Circuits 

The transient response of Figure 6-34 shows an NMOS charging up a capacitor. The 

drain voltage of the NMOS is at V DD• and its gate voltage is being ramped from O V 
to V 

DD
· Assume that node x is initially at O V. We observe that the output initially 

charges up quickly, but the tail end of the transient is slow. The current drive of the 

transistor (gate-to-source voltage) is reduced significantly as the output approaches 

VDD - Vn,, and the current available to charge up node x is reduced drastically. Man­

ual calculation using Eq. (6.30) results in an output voltage of 1.8 V, which is close 

to the simulated value. 

IN 

J_ V �25µ,m DD Out 
0.5 µ.m/0.25 µm 

0.5 µ.m/0.25 µ,m 

> 
� 
� 

� 

3.0 

In 

2.0 
X 

1.0 

0.0
0 0.5 1.5 2 Time,ns 

Figure 6-34 Transient response of charging up a node using an N device. Notice the 
slow tail after an initial quick response. V

00 
= 2.5 V. 

WARNING: The preceding example demonstrates that pass-transistor gates cannot be cas-, 

cadcd by connecting the output of a pass gate to the gate input of another pass-transistor. 

This is illustrated in Figure 6-35a, where the output of M1 (node x) drives the gate of another 

MOS device. Node x can charge up to V00 - Vrni· If node Chas a rail-to-rail swing, node Yonly 
charges up to the voltage on node x- VTnl• which works out to V00 - Vr,,1 - Vr,,2. Figure 6-35b, 
on the other hand, has the output of M

1 
(x) driving the junction of M

2, and there is only one 
threshold drop. This is the proper way of cascading pass gates. 
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B C 

_L _L 

A 
X 

Out 
M 1 lv12 

Swingon Y= Vnv - VTul 

Figure 6-35 Pass-transistor output (drain-source) terminal should 
not drive other gate terminals to avoid multiple threshold drops. 

Example 6.10 VTC of the Pass-Transistor AND Gate 

271 

The voltage transfer curve of a pass-transistor gate shows little resemblance to comple­
mentary CMOS. Consider theA.'ID gate shown in Figure 6-36. Similar to complementary 
CMOS, the VTC of pass-transistor logic is data dependent. For the case when B = VDD, the 
top pass-transistor is turned on, while the bottom one is turned off. In this case, the output 
just follows the input A until the input is high enough to turn off the top pass-transistor 
(i.e., reaches VDD - Vy,,). Next, consider the case in which A= V DD• and B makes a transi­
tion from O --, l. Since the inverter has a threshold of V m/2, the bottom pass-transistor is 
turned on until then and the output remains close to zero. Once the bottom pass-transistor 
turns off, the output follows the input B minus a threshold drop. A similar behavior is 
observed when both inputs A and B transition from O --, l. 

Observe that a pure pass-transistor gate is not regenerative. A gradual signal degra­
dation will be observed after passing through a number of subsequent stages. This can be 
remedied by the occasional insertion of a CMOS inverter. With the inclusion of an inverter 
in the signal path, the VTC resembles one of the CMOS gates. 

LS µm/0.25 µm 

0.5 p.m/0.25 p.m 

B 

A 
0.5 µmJ0.25 µ,m _ 

B i-F=AB 
0~ 

05 µm/0.25 µ.m 

2.0 

I 

~ = V11J,B =0--;,.Vvn 
A =B=0-1VDD 

•-C.--===r:'_..,;'--~--_L _ ___J 0.0-
0.0 LO 2.0 

Figure 6-36 Voltage transfer characteristic for the pass-transistor AND 
gate of Figure 6-33. 

Pass-transistors require lower S\Vitching energy to charge up a node, due to the reduced 
voltage swing. For the pass-transistor circuit in Figure 6-34, assume that the drain voltage is at 
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i i
x | Y >A My Mz Out

Swing on Y = Vey -— Vara

Figure 6-35 Pass-transistor cutput (drain—source) terminal should
not drive other gate terminals to avoid multipie threshaid drops. 
 

Example 6.10 VTC of the Pass-Transistor AND Gate

The voltage. transfer curve of a pass-transistor gate shows little resemblance to comple-
mentary CMOS. Consider the AND gate shown in Figure 6-36. Similar to complementary
CMOS, the VTC of pass-transistor logic is data dependent. For the case when B = Vpp,the
top pass-transistor is turned on, while the bottom oneis turned off. In this case, the output
just follows the input A until the input is high enough to tum off the top pass-transistor
(i.e., reaches Vpp — V7, )}. Next, consider the case in which A = Vpp, and B makes a transi-
tion from 0 — £. Since the inverter has a threshold of Vpp,/2, the bottom pass-transistor is
turned on until then and the output remains close to zero. Once the bottom pass-transistor
turns off, the output follows the input B minus a threshold drop. A similar behavior is
observed when both inputs A and # transition from 0 — 1.

Observe that a pure pass-transistor gate is not regenerative. A gradual signal degra-
dation will be observed after passing through a number of subsequent stages. This can be
remedied by the occasional insertion of a CMOSinverter. With the inclusion of an inverter
in the signal path, the VTC resembles one of the CMOSgates.
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Figure 6-86 Voltage transfer characteristic for the pass-transistor AND
gate of Figure 6-33. 

Pass-transistors require lower switching energy to charge up a node, due to the reduced
voltage swing. For the pass-transistor circuit in Figure 6-34, assume that the drain voitage is at
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272 Chapter 6 • Designing Combinational Logic Gates in CMOS 

V00 and the gate voltage transitions to V00 • The output node charges from OV to V00 - Vrn 
(assuming that node x was initially at OV), and the energy drawn from the power supply for 
charging the output of a pass-transistor is given by 

T T 

£ 0 _, 1 = J P(t)dt = V DD f;rnpply(t)dt 

0 0 
(6.31) 

= VDD J 
0 

While the circuit exhibits lower switching power~ it may also consume static power when 
the output is high-the reduced voltage level may be insufficient to tum off the PMOS transistor 
of the subsequent CM OS inverter. 

Differential Pass-Transistor Logic 

For high performance design, a differential pass-transistor logic family, called CPL or DPL, is 
commonly used. The basic idea (similar to DCVSL) is to accept true and complementary inputs 
and produce true and complementary outputs. Several CPL gates (ANl)/NA.ND, OR/NOR, and 
XOR/NXOR) are shown in Figure 6-37. These gates possess some interesting properties: 
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(b) Example pass-transistor networks 

Figure 6-37 Complementary pass-transistor logic (CPL). 
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Vop and the gate voltage transitions to ¥ppy. The output node charges from OV to Ynn — Vn,
fassuming that node x was initially at OV), and the energy drawn from the power supply for
charging the output of a pass-transisfor is given by

r T

Ex. = [POA = Vonlieutat
a 0

(oo- Vr (6.31)

= Vop | CraVout = Cc, . Vap . (Vop ~ Ve)
a

While the circuit exhibits lower switching power, it may also consumestatic power when

the output is high—the reduced voltage level may be insufficient to turn off the PMOSiransistor
of the subsequent CMOSinverter.

Differential Pass-Transistor Logic

For high performance design, a differential pass-transistor logic family, called CPL or DPL, is
eommonly used. The basic idea (similar to DCVSL)is to accept true and complementary inputs
and produce true and complementary outputs. Several CPL gates (AND/NAND, OR/NOR,and
XOR/NXOR)are shown in Figure 6-37. These gates possess some interesting properties:

Dalbymy

Doryhp B B

A A

=

B FeAB B | Lbps4es

A A

_ reo rio LLpIouF=AB B s——l F=uA@B
AND/NAND ORJNOR XOR/NXOR

(>) Example pass-transister networks

Figure 6-37 Complementary pass-transistor logic (CPL).
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6.2 Static CMOS Design 273 

• Since the circuits are differential, complementary data inputs and outputs are always avail­

able. Although generating the differential signals requires extra circuitry, the differential 

style has the advantage that some complex gates such as XORs and adders can be realized 

efficiently with a small number of transistors. Furthermore, the availability of both polari­

ties of every signal eliminates the need for extra inverters, as is often the case in static 

CMOS or pseudo-NMOS. 
• CPL belongs to the class of static gates, because the output-defining nodes are always con­

nected to either V DD or GND through a low-resistance path. This is advantageous for the 

noise resilience. 
• The design is very modular. In effect, all gates use exactly the same topology. Only the 

inputs are permutated. This makes the design of a library of gates very simple. More com­

plex gates can be built by cascading the standard pass-transistor modules. 

Example 6.11 Four-Input NAND in CPL 

Consider the implementation of a four-input AND/NANO gate using CPL. Based on the 

associativity of the boolean AND operation [A· B · C · D =(A· B) · (C · D)], a two-stage 

approach has been adopted to implement the gate (Figure 6-38). The total number of tran­

sistors in the gate (including the final buffer) is 14. This is substantially higher than previ­

ously discussed gates. 3 This factor, combined with the complicated routing requirements, 

makes this circuit style not particularly efficient for this gate. One should, however, be 
aware of the fact that the structure simultaneously implements the AND and the NAt'!D 

functions, which might reduce the transistor count of the overall circuit. 

B s 
s A c I5 
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B X x X 
A 

s x y 

I5 
X Ow 
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A C c~ 

l' 

D 
D f Y 

\ 

B Out 

-~ ;_j .L l' 

Figure 6-38 Layout and schematics of tour-input NAND gate using CPL The final 
inverter stage is omitted. 

3'fllis particular circuit configuration is only acceptable when zero-threshold pass-transistors are used. If not, it directly 

vfolates the concepts introduced in Figure 6-35. 
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« Since the circuits are differential, complementary data inputs and outputs are always avail-
able. Although generating the differential signais requires extra circuitry, the differential
style has the advantage that some complex gates such as XORs and adders can be realized
efficiently with a smali numberof transistors. Furthermore, the availability of both polari-
ties of every signal eliminates the need for extra inverters, as is often the case in static
CMOSor pseudo-NMOS.

* CPL belongs to the class of static gates, because the output-defining nodes are always con-
nected tc either Vp, or GND through a low-resistance path. This is advantageous forthe
noise resilience.

* The design is very modular. In effect, all gates use exactly the same topology. Only the
inputs are permutated. This makes the design of a library of gates very simple, More com-
plex gates can be built by cascading the standard pass-transistor modules.
 

Example 6.11 Four-lnput NAND in CPL

Considerthe implementation of a four-input AND/NANDgate using CPL. Based on the
associativity of the boolean AND operation [A -#-C-D=(A-B)-(C- D), a two-stage
appreach has been adopted to implement the gate (Figure 6-38). The total numberoftran-
sistors in the gate Gineluding the Anal buffer) is 14. This is substantially higher than previ-
ously discussed gates.? This factor, combined with the complicated routing requirements,
makes this circuit style not particularly efficient for this gate. One should, however, be
aware of the fact that the structure simultaneously implements the AND and the NAND
functions, which might reduce the transistor count of the overall circuit.

 
mLoe Q

mal 
Figure 6-38 Layout and schematics of four-input NAND gate using CPL. The final
inverter stage is omitted. 

This particalar cireuit configuration is only acceptable when zero-thresheld pass-transistors are used. If not, it directly
violates the concepts introduced in Figare 6-35.
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In sum, CPL is a conceptually simple and modular logic style. Its applicability depends 

strongly on the logic function to be implemented. The availability of a simple XOR and the 
ease of implementing multiplexers makes it attractive for structures such as adders and multi­
pliers. Some extremely fast and efficient implementations have been reported in that applica­
tion domain [Yano90]. When considering CPL, the designer should not ignore the implicit 
routing overhead of the complementary signals, which is apparent in the layout of Figure 6-38. 

Robust and Efficient Pass-Transistor Design 

Unfortunately, differential pass-transistor logic, like single-ended pass-transistor logic, suffers 
from static power dissipation and reduced noise margins, since the high input to the signal­
restoring inverter only charges up to VDD- Vr,,. There are several solutions proposed to deal with 

this problem, outlined as follows: 

Solution 1: Level Restoration A common solution to the voltage drop problem is the use of a 

level restorer, which is a single PMOS configured in a feedback path (see Figure 6-39). The gate 
of the PMOS device is connected to the output of the inverter its drain is connected to the input 

of the inverter and the source is connected to V DD· Assume that node Xis at OV (our is at V DD and 
the M, is turned off) with B = VDD and A= O. lfinputA makes a Oto VDD transition, M. only 
charges up node X to VDD - VTw This is, however, enough to switch the output of the inverter 
low, turning on the feedback device !vl, and pulling node X all the way to VDD· This eliminates 
any static power dissipation in the inverter. Furthermore, no static current path can exist through 
the level restorer and the pass-transistor, since the restorer is only active when A is high. In sum, 

this circuit has the advantage that all voltage levels are either at GND or V DD' and no static 

power is consumed. 
While this solution is appealing in terms of eliminating static power dissipation, it adds 

complexity since the circuit is ratioed. The problem arises during the transition of node X from 
high to low (seeFigure 6-40). The pass-transistor network attempts to pull down node X, while 

' _,_ 

..L 

_L 
Figure 6-39 Transistor-sizing problem in level-restoring circuits. 
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Jn sum, CPL is a conceptually simple and modular logic style. lts applicability depends
strongly on the logic function to be implemented. The availability of a simple XOK and the
ease of implementing multiplexers makesit attractive for structures such as adders and multi-
pliers. Some extremely fast and efficient implementations have been reported in that applica-
tion domain [Yan090]. When considering CPL, the designer should not ignore the implicit
routing overhead of the complementary signals, which is apparent in the layout of Figure 6-38.

Rebust and Efficient Pass-Transistor Design

Unfortunately, differential pass-transistor logic, ike single-ended pass-transisior logic, suffers
from static power dissipation and reduced noise margins, since the high input to the signal-
restoring inverter only charges up to Vy,—V;,. There are several solutions proposed to deal with
this problem, outlined as follows:

Solution 1: Level Restoration A commonsolution to the voltage drop problem is the use of a

ievel restorer, which is a single PMOS configured in a feedback path (see Figure 6-39), The gate
of the PMOS device is connected to the outputof the inverter its drain is connected to the input
of the inverter and the source is connected to Vpy. Assume that node X is at OV (out is at Vay and
the M, is turned aff) with B = Vyp and A = G. If input A makes a 0 to Vpp transition, @, only
charges up node X to Vpp — Vz,. This is, however, enough to switch the output of the inverter
low, turning on the feedback device M, and pulling node X all the way to Vpp. This eliminates
anystatic power dissipation in the inverter. Furthermore, no static current path can exist through
the level restorer and the pass-transistor, since the restorer is only active when A is high. In sum,
this circuit has the advantage that all voltage levels are either at GND or Vpp, and nostatic
power is consumed,

While this solution is appealing in terms of eliminating static power dissipation, it adds
complexity since the circuit is ratioed. The problem arises during the transition of node X from
high to low (seeFioure 6-40). The pass-transistor network attempts to pull down node X, while

Out 
Figure 6-89 Transistor-sizing problem in level-restoring circuits.
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Figure 6-40 Level-restoring circuit. 

the level restorer pulls X to V DD· Therefore, the pull-down network, represented by M,,, must 
be stronger than the pull-up device Mr to switch node X (and the output). Careful transistor 
sizing is necessary to make the circuit function correctly. Assume the notation RI to denote the 
equivalent on-resistance of transistor lv11, R2 for M2 , and R,. for M,.. When R,. is too small, it is 
impossible to bring the voltage at node X below the switching threshold of the inverter. Hence, 
the inve1ter output never switches to V DD• and the gate is locked in a single state. The problem 
can be resolved by sizing transistors M,, and Mr such that the voltage at node X drops below 
the threshold of the inverter V41, which is a function of R1 and R2• This condition is sufficient 
to guarantee the switching of the output voltage \~,,, to V DD and the turning off of the level­
restoring transistor. 

Example 6.12 Sizing of a Level Restorer 

Analyzing the circuit as a whole is nontrivial, because the restoring transistor acts as a 
feedback device. One way to simplify the circuit for manual analysis is to open the feed­
back loop and to ground the gate of the restoring transistor when determining the switch­
ing point (this is a reasonable assumption, as the feedback only becomes active once the 
inverter starts to switch). Hence, M,. and M,, form a configuration that resembles pseudo­
NMOS with M, the load transistor, and M,, acting as a pull-down network to GND. 
Assume that the inverter M 1, M2 is sized to have its switching threshold at VDD/2 (NMOS: 
0.5 µm/0.25 µm and PMOS: 1.5 µm/0.25 µm). 111erefore, node X must be pulled below 

V DD/2 to switch the inverter and to shut off M,. 
This is confirmed in Figure 6-41, which shows the transient response as the size 

of the level restorer is varied, while keeping the size of M,, fixed (0.5 µm/0.25 µm). As 
the simulation indicates, for sizes above 1.5 µm/0.25 µm, node X cannot be brought 
below the switching threshold of the inverter, and can't switch the output. 
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Level restorer 2”

Figure 6-40 Level-restoring circuit.

the level restorer pulls X to Vpp. Therefore, the pull-down network, represented by AZ, must
be stronger than the pull-up device Mr to switch node X (and the output). Careful transistor
sizing is necessary to make the circuit function correctly. Assume the notation 8, to denote the
equivalent on-resistance of transistor M,, 2, for My, and R, for M,. When R, is too small, it is
impossible to bring the voltage at node X below the switching threshold ofthe inverter. Hence,
the inverter output never switches to Va, and the gate is locked in a single state. The problem
can be resolved bysizing transistors M, and M, such that the voltage at node X drops below
the threshold of the inverter V,,, which is a function of R, and &,. This condition is sufficient
to guarantee the switching of the output voltage V,,, to Vpp and the turning off of the level-
restoring transistor.

 

Example 6.12 Sizing of a Level Restorer

Analyzing the circuit as a whole is nontrivial, because the restoring transistor acts as a
feedback device. Qne way to simplify the circuit for manual analysis is to open the feed-
back loop and to ground the gate of the restoring transistor when determining the switch-
ing point (this is a reasonable assumption, as the feedback only becomes active once the
inverter starts to switch}. Hence, M, and Sf, form a configuration that resembles pseudo-
NMOSwith 4/4, the load transistor, and 4, acting as a pull-down network to GND.
Assumethatthe inverter A7,, Mf, is sized to have its switching threshold at Vp5/2 (NMOS:
0.5 pm/0.25 pm and PMOS: 1,5 unv0.25 jim). Therefore, node X must be pulled below
Vinp/2 to switch the inverter and to shut off A¢_.

This is confirmed in Figure 6-41, which shows the transient response as the size
of the level restorer is varied, while keeping the size of M,, fixed (0.5 um/).25 tum). As
the simulation indicates, for sizes above 1.5 um/0.25 frm, node X cannot be brought
below the switching threshold of the inverter, and can‘t switch the output.
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Figure 6-41 Transient response of the circuit in Figure 6-39. 
A level restorer that is too large results in incorrect evaluation. 

Another concern is the influence of the level restorer on the switching speed of the 
device. Adding the restoring device increases the capacitance at the internal node X, slowing 
down the gate. In addiction, the 1ise time of the gate is affected negatively. The level restor­
ing transistor M, fights the decrease in voltage at node X before being switched off. On the 
other hand, the level restorer reduces the fall time, since the PMOS transistor, once turned on, 
accelerates the pull-up action. 

Problem 6.6 De"ice Sizing in Pass-Transistors 

For the circuit shown in Figure 6-39, assume that the pull-down device consists of six pass-transistors in 
series each with a device size of 0.5 µm/0.25 µm (replacing transistor M11 ). Determine the maximum W-L 
size for the level restorer transistor for correct functionality. 

A modification of the level restorer concept is shown in Figure 6-42. It is applicable in dif­
ferential networks and is known as swing-restored pass-transistor logic. Instead of a simple 
inverter at the output of the pass-transistor network, two back-to-back inverters configured in a 
cross-coupled fashion are used for level restoration and perfonnance improvement. Inputs are 
fed to both the gate and source-drain terminals, as in the case of conventional pass-transistor 
networks. Figure 6-42 shows a simple XOR/XNOR gate of three variables A, B, and C. The 
complementary network can be optimized by sharing transistors between the true and comple­
mentary outputs. This logic family comes with a major caveat: When cascading gates, buffers 
may have to be included in between the gates. If not, contention between the level-restoring 
devices of the cascaded gates negatively impacts the performance. 

Solution 2: Multiple-Threshold Transistors A technology solution to the voltage-drop prob­
lem associated with pass-transistor logic is the use of multiple-threshold devices. Using zero-
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Figure 6-41 Transient response of the circuit in Figure 6-39.
A level restorer that is too large results in incorrect evaluation. 

Another concern is the influence of the level restorer on the switching speed of the

device, Adding the restoring device increases the capacitance at the internal node X, slowing
down the gate. In addiction, the rise time of the gate is affected negatively. The level restor-
ing transistor M, fights the decrease in voltage at node X before being switched off. On the
other hand, the level restorer reduces the fall time, since the PMOS transistor, once turned on,
accelerates the pull-up action.
 

Problem 6.6 Device Sizing in Pass-Transistors

Forthe circuit shown in Figure 6-39, assume that the pull-down device consists of six pass-transisiors in
series each with a device size of 0.5 pm/0.25 pm (replacing transistor M,,). Determine the maximam W-L
size for the level restorer transistor for correct functionality. 

A modification of the level restorer concept is shown in Figure 6-42, Itis applicable in dif
ferential networks and is known as switg-restored pass-transistor logic. Instead of a simple
inverter at the output of the pass-transistor network, two back-to-back inverters configured in a
cross-coupled fashion are used for level restoration and performance improvement. Inputs are
fed to both the gate and source—-drain terminals, as in the case of conventional pass-transistor
networks. Figure 6-42 shows a simple XOR/XNOR gate of three variables A, B, and C. The
complementary network can be optimized by sharing transistors between the true and comple-
mentary outputs. This logic family comes with a major caveat: When cascading gates, buffers
may have to be included in between the gates. If not, contention between the level-restoring
devices of the cascaded gates negatively impacts the performance.

Solution 2: Multiple-Tareshold Transistors A technology solution to the voltage-drep prob-
lem associated with pass-transistor logic is the use of multiple-threshold devices. Using zero-
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Figure 6-42 Swing-restored pass-transistor logic [Landman91, Parameswar96]. 

threshold devices for the NMOS pass-transistors eliminates most of the threshold drop, and 

passes a signal close to V00. All devices other than the pass-transistors (i.e., the inverters) are 

implemented using standard high-threshold devices. The use of multiple-threshold transistors is 

becoming more common. and involves simple modifications to existing process flows. Observe 

that even if the device implants were carefully calibrated to yield thresholds of exactly zero, the 

body effect of the device still would prevent a full swing to V DD· 

The use of zero-threshold transistors has some negative impact on the pO\ver consumption 

due to the subthreshold currents flowing through the pass-transistors, even if VGs is below V7. 
This is demonstrated in Figure 6-43, which points out a potential sneak de-current path. While 

these leakage paths are not critical when the device is switching constantly, they do pose a sig­

nificant energy overhead when the circuit is in the idle state. 

Solution 3: Transmission-Gate Logic The most widely used solution to deal with the volt­

age-drop problem is the use of transmission gates.4 This technique builds on the complementary 

properties of NMOS and PMOS transistors: NMOS devices pass a strong 0, but a weak 1, while 

PMOS transistors pass a strong I but a weak 0. The ideal approach is to use an NMOS to pull 

down and a PMOS to pull up. The u·ansmission gate combines the best of both device flavors by 

placing an NMOS device in parallel with a PMOS device as in Figure 6-44a. The control 

4The transmission gate is only one of the possible solutions. Other styles of pass-transistor networks that combine 
NMOS and PMOS transistors have been devised. Double pass-transistor lo_gic {DPL) is an example of such 
[Berns.tein98, pp. 84}. 
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Figure 6-42 Swing-restored pass-transistor logic [Landmangi, Parameswarg6).

threshold devices for the NMOS pass-transistors eliminates most of the threshold drop, and

passes a signal close to Vpp. AH devices other than the pass-transistors {i.c., the inverters) are
implemented using standard high-thresheld devices. The use of multiple-threshold transistors is
becoming more common, and involves simple modifications to existing process flows. Observe

that even if the device implants were carefully calibrated to yield thresholds of exactly zero, the

body effect of the device still would prevent a fall swing to Vpp-
The use of zero-threshold transistors has some negative impact on the power consumption

due to the subthreshold currents flowing through the pass-transistors, even if V,. is below V;.
‘This is demonstrated in Figure 6-43, which points out a potential sneak dc-current path. While
these leakage paths are not critical when the device is switching constantly, they do pose a sig-

nificant energy overhead when the circuitis in the idie state.

Solution 3: Transmissior-Gate Logic The most widely used solution to deal with the volt-

age-drop problemis the use of transmission gates.’ This technique builds on the complementary
properties of NMOS and PMOStransistors: NMOS devices pass a strong 0, but a weak 1, while
PMOStransistors pass a strong 1 but a weak 0. The ideal approach is to use an NMOSto pull

down and a PMOSto pull up. The transmission gate combines the best of both device flavors by
placing an NMOS device in parallel with a PMOS device as in Figure 6-44a. The control

“The transmission gate is only one of the possible solutions. Other styles of pass-transistor networks that combine
NMOS and PMOS transistors have been devised. Double pass-transistor logic (DPL) is an example of such
[Bernstein98, pp. 841.
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Figure 6-43 Static power consumption when using zero-threshold 
pass-transistors. 
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Figure 6-44 CMOS transmission gate. 

signals to the transmission gate ( C and C) are complementary. The transmission gate acts as a 
bidirectional switch controlled by the gate signal C. When C = 1, both MOSFETs are on, allow­
ing the signal to pass through the gate. In short, 

A=BifC=1 (6.32) 

On the other hand, C = 0 places both transistors in cutoff, creating an open circuit between nodes 
A and B. Figure 6-44b shows a commonly used transmission-gate symbol. 

Consider the case of charging node B to V DD for the transmission-gate circuit in 
Figure 6-45a. Node A is set at V DD• and the transmission gate is enabled ( C = I and C = 0). If 
only the NMOS pass device were present, node B would only charge up to V00 - V7,,, at 
which point the NMOS device would turn off. However, since the PMOS device is present 

1 
! 
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Figure 6-44 CMOS transmission gate.

signals to the transmission gate (C and C) are complementary. The transmission gate acts as a
bidirectional switch controlled by the gate signal C. When C = 1, both MOSFETsare on, allow-
ing the signal to pass through the gate. In short,

Axs=8 if C=1 {6.32}

On the other hand, C = 0 places both transistors in cutoff, creating an open circuit between nodes
A and 8. Figure 6-44b shows a commonly used transmission-gate symbol.

Consider the case of charging node B to Vy, for the transmission-gate circuit m
Figure 6-45a. NodeA is set at Vpp, and the transmission gate is enabled (C = 1 and C = 0). If
only the NMOS pass device were present, node B would only charge up to Vpp — Vy,at
which point the NMOS device would turn off. However, since the PMOS device is present
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Figure 6-45 Transmission gates enable rail-to-rail switching. 
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and is "on" (V GSp = -V DD), the output charges all the way up to VDD· Figure 6-45b shows the 
opposite case-that is, discharging node B to 0. B is initially at V0 D when node A is driven 
low. The PMOS transistor by itself can only pull-down node B to Vr,, at which point it turns 
off. The parallel NMOS device stays turned on, however (since its V GSn = V 00), and pulls 
node B all the way to GND. Although the transmission gate requires two transistors and more 
control signals, it enables rail-to-rail swing. 

Transmission gates can be used to build some complex gates very efficiently. Figure 6-46 
shows an example of a simple inverting two-input multiplexer. This gate either selects input A or 

B on the basis of the value of the control signal S, which is equivalent to implementing the fol­
lowing Boolean function: 

F=(A·S+B·S) (6.33) 

A complementary implementation of the gate requires eight transistors instead of six. 

s s 

lli:tll!!iJ;ll!!ll'!Jlf:il' ;3-
,---j;,,j---jt,;t---, 

S Voo 

,1 ¥1t-e· [[, 
S . ! +-F 

B-bJ ~1 
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F 

s 
GND ~ lll!!il! {~1 

j s 
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Figure 6-46 Transmission-gate multiplexer and its layout. 
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Figure 6-45 Transmission gales enable rail-to-rail switching.

and is “on” (Vgs, =—Vpp), the output charges all the way up to Vp». Figure 6-45b shows the
opposite case—that is, discharging node B to 0. B is initially at Vpp when node A is driven
low. The PMOStransistor by itself can only pull-down node B to V;, at which pointit turns
off. The parallel NMOS device stays tuened on, however (since its Vg5, = Yap), and pulls
node B all the way to GND. Although the transmission gate requires two transistors and more
control signals, it enables rail-to-rail swing.

Transmission gates can be used to build some complex gates very efficiently. Figure 6-46
shows an example of a simple inverting two-input multiplexer. This gate either selects input A or
5 on the basis of the value of the control signal 5, which is equivalent to implementing the fol-

lowing Boolean function:

Fo (A-S4+8-8) (6.33)

A complementary implementation of the gate requires eight transistors instead of six.

      
Figure 6-46 Transmission-gate multiplexer and its layout.
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Figure 6-47 Transmission-gate XOR. 

Another example of the effective use of transmission gates is the popular XOR circuit 
shown in Figure 6"47. The complete implementation of this gate requires only 6 transistors 
(including the inverter used for the generation of B), compared with the 12 transistors required 

for a complementary implementation. To understand the operation of this circuit, we need only 
analyze the B = 0 and B = 1 cases separately. For B = l, transistors M1 and M2 act as an inverter, 
while the transmission gate M3/M4 is off; hence, F = AB. In the opposite case, M 1 and M2 are 
disabled, and the transmission gate is operational, or F = AB. The combination of both leads to 
the XOR function. Notice that regardless of the values of A and B, node F always has a connec­

tion to either V DD or GND and thus is a low-impedance node. When designing static-pass-tran­
sistor networks, it is essential to adhere to the low-impedance rule under all circumstances. 
Other examples in which transmission-gate logic is effectively used are fast adder circuits and 

registers. 

Performance of Pass-Transistor and Transmission-Gate Logic 

The pass-transistor and the transmission gate are, unfortunately, not ideal switches, and they 
have a series resistance associated with them. To quantify the resistance, consider the circuit in 

Figure 6-48, which involves charging a node from O V to V DD· In this discussion, we use the 
large-signal definition of resistance, which involves dividing the voltage across the switch by the 
drain current. The effective resistance of the switch is modeled as a parallel connection of the 

resistances Rn and RI' of the NMOS and PMOS devices, defined as (V0 n- V°',,)lln,, and (V00 -

Vm,;)l(-10P)' respectively. The currents through the devices obviously are dependent on the value 
of V°'" and the operating mode of the transistors. During the low-to-high transition, the pass-tran­

sistors traverse through a number of operation modes. For low values of V0"" the NlY!OS device 
is saturated and the resistance is approximated as 

RP= 
VOUJ-VDD 

Io,, 

VOIII-VDD =--------'-"'--=-------
k,,. (c-v DD- V Tp)(Vo,,,- V DD) (6.34) 

i 
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Figure 6-47 Transmission-gate XOR.

Another example of the effective use of transmission gates is the popular XOR circuit
shown in Figure 6-47. The complete implementation of this gate requires only 6 transistors
(including the inverter used for the generation of #), compared with the 12 transistors required
for a complementary implementation. To understand the operation of this circuit, we need only
analyze the B = 0 and B = 1 cases separately. For B = 1, transistors M, and A¥, act as an inverter,
while the transmission gate M,/44, is off; hence, F = AB. In the opposite case, Af, and Mf, are
disabled, and the transmission gate is operational, or 7 = AB. The combination of both leads to
the XOR function. Notice that regardless of the values of A and B, node F always has a connec-

tion to either V;,,, or GND and thus is a low-impedance node. When designing static-pass-iran-
sistor networks, it is essential to adhere to the low-impedance rule under all circumstances.

Other examples in which transmission-gate logic is effectively used are fast adder circuits and
registers.

Performance ofPass-Transistor and Transmission-Gate Logic

The pass-transistor and the transmission gate are, unfortunately, not ideal switches, and they
have a series resistance associated with them. To quantify the resistance, consider the circuit in
Figure 6-48, which involves charging a node from 0 V te Vpp. In this discussion, we use the
large-signal definition of resistance, which involves dividing the voltage across the switch bythe
drain current. The effective resistance of the switch is medeled as a parallel connection of the

resistances R, and R, of the NMOS and PMOSdevices, defined as (Vpp — Vourip, and Vpn —
Vou(Tp), Tespectively. The currents through the devices obviously are dependenton the value
of V,,, aad the operating mode ofthe transistors. During the low-to-high transition, the pass-tran-
sistors traverse through a number of operation modes. For low values of ¥,,,, the NMOS device
is saturated and the resistance is approximated as

R Vout 7 Vop _ Vot ~ Voop

I pp CYour ~ Yoo!"ky , ((-Voo- ValYour ~ Vop) 7 2 (6.34)

a
Kl-Vop ~ Vy)
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Figure 6-48 Simulated equivalent resistance of transmission gate for low-to-high 
transition (for (W-L), = (W-L)p = 0.5 µm/0.25 µm). A similar response for overall 
resistance is obtained for the high-to-low transition. 
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The resistance goes up for increasing values of V
0
u

1 
and approaches infinity when V0 m reaches 

V DD - V 7,, and the device shuts off. Similarly, we can analyze the behavior of the PMOS transis­
tor. When V

0
,.

1 
is small, the PMOS is saturated, but it enters the linear mode of operation for V0 ,,, 

approaching V DD· This gives the following approximated resistance: 

RP= 
V out - V DD V our - V DD =--------""'--=-------

lop 

(6.35) 

l 
~ ------

kp(-Vvv-Vrp) 

The simulated value of R,q = R,, II Rn as a function of V0"' is plotted in Figure 6-48. It can 
be observed that R,q is relatively constant (~ 8 kQ in this particular case). The same is trne in 
other design instances (for example, when discharging Cc). When analyzing transmission-gate 

networks, the simplifying assumption that the switch has a constant resistive value is therefore 

acceptable. 

Problem 6. 7 Equivalent Resistance during Discharge 

Determine the equivalent resistance by simulation for the high-to-low transition of a transmission gate. (In 
other words, produce a plot similar to the one presented in Figure 6-48). 

An important consideration is the delay associated with a chain of transmission gates. 

Figure 6-49 shows a chain of n transmission gates. Such a configuration often occurs in circuits 
such as adders or deep multiplexors. Assume that all transmission gates are turned on and a step 
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Resistance,Kohms 
Vou v

Figure 6-48 Simulated equivalent resistance of transmission gate for low-to-high
transition (for (WL), = (W-L), = 0.5 um/0.25 um). A similar response for overaltresistance is obtained for the high-to-low transition.

The resistance gces up for increasing values of V,,,, and approaches infinity when V,,,, reaches
Vpn — Vp, and the device shuts off. Similarly, we can analyze the behaviorof the PMOStransis-
tor. When V,,,, is small, the PMOS is saturated, but it enters the near mode of operation forV,,,,
approaching Vj). This gives the following approximated resistance:

R= Vous Vop = Vowe Vop
p Ipp Vou ~ Von)?Kp . (Ypo- Vaoni ~ Von) ~So } (6.35)

i

kVp ~ Vip)

The simulated value of 2,, = R,|| R, as a fiction ofV,,, is plotted in Figure 6-48. It can
be observed that &,, is relatively constant (= 8 kQ in this particular case}. The same is true in
other design instances (for example, when discharging C,). When analyzing transmission-gate
networks, the simplifying assumption thal the switch has a constant resistive value is therefore
acceptable,

R

 

Problem 6.7 Equivalent Resistance during Discharge

Determine the equivalent resistance by simulation for the high-to-low transition of a transmission gate. (In
other words, produce a plot similar to the one presented in Figure 6-48). 

An important consideration is the delay associated with a chai of transmission gates.
Fipure 6-49 shows a chain of # transmission gates. Such a configuration often occurs im circuits
such as adders or deep multiplexors. Assume that all transmission gates are turned on and a step
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Figure 6-49 Speed optimization in transmission-gate networks. 

is applied at the input. To analyze the propagation delay of this network, the transmission gates 
are replaced by their equivalent resistances R,q· This produces the network of Figure 6-49b. 

The delay of a network of n transmission gates in sequence can be estimated by using the 
Elmore approximation (see Chapter 4): 

" 
" n(n + I) t;,( V,,) = 0.69 L..., CR,i = 0.69CR,q 2 

(6.36) 

k=O 

This means that the propagation delay is proportional to ,,2 and increases rapidly with the num­

ber of switches in the chain. 

Example 6.13 Delay of Transmission-Gate Chain 

Consider 16 cascaded minimum-sized transmission gates, each with an average resistance 
of 8 k.Q. The node capacitance consists of the capacitance of two NMOS and PMOS 
devices Qunction and gate). Since the gate inputs are assumed to be fixed, there is no 
Miller multiplication. The capacitance can be calculated to be approximately 3.6 fF for the 
low-to-high transition. The delay is given by 

(6.37) 

The transient response for this particular example is shown in Figure 6-50. The sim­
ulated delay is 2.7 ns. It is remarkable that a simple RC model predicts the delay so accu­
rately. It is also clear that the use of long pass-transistor chains causes significant delay 

degradation. 

I 
' 
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Figure 6-49 Speed optimization in transmission-gate networks.

is applied at the input. To analyze the propagation delay of this network, the transmission gates
are replaced bytheir equivalentresistances R,,. This produces the network of Figure 6-49b,

The delay of a network of 2 transmission gates in sequence can be estimated by using the
Elmore approximation (see Chapter 4):

n

1p(¥,) = 0.69F CR,gk = 0.69CR,MAEY 6.36)
 

k=9

This means that the propagation delay is proportional to n? and increases rapidly with the num-
ber of switches in the chain.
 

Example 6.13 Delay ofTransmission-Gate Chain

Consider 16 cascaded minimum-sized transmission gates, each with an average resistance
of 8 kQ. The node capacitance consists of the capacitance of two NMOS and PMOS
devices (junction and gate). Since the gate inputs are assumed to be fixed, there is no
Miller multiplication. The capacitance can be calculated to be approximately 3.6 {P for the
low-to-high transition. The delay is given by

16(16+ 1}
2

 tp = 0.69- cr,th = 0.69 - (3.6 FFI(8 KO \- 2.7 18 (6.37)
The transient response forthis particular example is shown in Figure 6-50. The sim-

ulated delay is 2.7 ns. It is remarkable that a simple RC model predicts the delay so accu- i
rately. It is also clear that the use of long pass-transistor chains causes significant delay
degradation.
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Time (ns) 

Figure 6-50 Speed optimization in transmission-gate networks. 

The most common approach for dealing with the long delay is to break the chain and 
insert buffers every m switches (Figure 6-51). Assuming a propagation delay t1Jrtffor each buffer, 
the overall propagation delay of the transmission gate-buffer network is then computed as 
follows: 

= 0 69[!!.cR m(m + I)] (!!.-1)\ t p , cq 2 + tbuf m m 
(6.38) 

[ 
n(m+ l)J (" ) = 0.69 CR,q 

2 
+ ;;; - I t1,,,1 

The resulting delay exhibits only a linear dependence on the number of switches n, in con­
trast to the unbuffered circuit, which is quadratic in n. The optimal number of switches m0p, 

dt 
between buffers can be found by setting the derivative ~ to O. which yields 

um 

~ 1.7 / pbuf 

~ CR," 

m 

Figure 6-51 Breaking up long transmission-gate chains by inserting buffers. 

(6.39) 
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Figure 6-50 Speed optimization in transmission-gate networks.

The most common approach for dealing with the long delay ts to break the cham and
insert buffers every m switches (Figure 6-51). Assuming a propagation delay 4,,,-for each buffer,
the overall propagation delay of the transmission gate—buffer network is then computed as
follows:

|

2

ndat 1) (2- }0.69[CR,pet|+ AN tsup

= 0.69|=CR,|(2 — 1 toup
6.38)

The resulting delay exhibits only a linear dependence on the number of switches #, in con-

trast to the unbuffered circuit, which is quadratic in x. The optimal numberof switches m,,,
at

between buffers can be found by setting the derivative ——on¥ to 0, which yields
i

Wop, = 17 {wbae 6.39)

Lain ReyInt

EEc Te c
Figure 6-51 "Breaking up long transmission-gate chains by inserting buffers.
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Obviously, the number of switches per segment grows with increasing values of tbuf· In current 
technologies, mopr typicaHy equals 3 or 4. The presented analysis ignores that tp1)/(,ritself is a func­

tion of the load m. A more accurate analysis taking this factor into account is presented in Chapter 9. 

Example 6.14 Transmission-Gate Chain 

Consider the same 16-transmission-gate chain. The buffers shown in Figure 6-51 can be 

implemented as inverters (instead of two cascaded inverters). In some cases. it might be 
necessary to add an extra inverter to produce the correct polarity. Assuming that each 
inverter is sized such that the NMOS is 0.5 µm/0.25 µm and PMOS is 0.5 µm /0.25 µm, 
Eq. (6.39) predicts that an inverter must be inserted every 3 transmission gates. The simu­
lated delay when placing an inverter every two transmission gates is 154 ps; for every 
three transmission gates, the delay is 154 ps; and for four transmission gates, it is 164 ps. 

The insertion of buffering inverters reduces the delay by a factor of almost 2. 

CAUTION: Although many of the circuit styles discussed in the previous sections sound very 

interesting. and might be superior to static CMOS in many respects, none has the robustness and 

ease of design of complementary CMOS. Therefore, use them sparingly and with caution. For 
designs that have no extreme area, compJexity, or speed constraints, complementary CMOS is 

the recommended design style. 

6.3 Dynamic CMOS Design 
It was noted earlier that static CMOS logic with a fan-in of N requires 2N devices. A variety of 

approaches were presented to reduce the number of transistors required to implement a given 
logic function including pseudo-NMOS, pass-transistor logic, etc. The pseudo-NMOS logic 
style requires only N + l transistors to implement an N input logic gate, but unfortunately it has 
static power dissipation. In this section, an alternate logic style calied dynamic logic is presented 

that obtains a similar result, while avoiding static power consumption. With the addition of a 
clock input, it uses a sequence of precharge and conditional evaluation phases. 

6.3.1 Dynamic Logic: Basic Principles 
The basic consn-uction of an (11-type) dynamic logic gate is shown in Figure 6-52a. The PDN 
(pull-down network) is constructed exactly as in complementary CMOS. The operation of this 

circuit is divided into two major phases-precharge and evaluation-with the mode of opera­

tion determined by the clock signal CLK. 

Precharge 

When CLK = 0, the output node Out is precharged to V DD by the PMOS transistor M,,. During 
that time, the evaluate NMOS transistor M, is off, so that the pull-down path is disabled. The 

T 

I 

l 
I 
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Obviously, the number of switches per segment grows with increasing values of4,,,. In current
technologies, m,,, typically equals 3 or 4. The presented analysis ignores that tp,,,itself is a fune-
tian of the load a7. A more accurate analysis taking this factor into accountis presented in Chapter9.
Oe

Example 6.14 Transmission-Gate Chain

Consider the same 16-transmission-gate chain. The buffers shown in Figure 6-51 can be
implemented as inverters (instead of two cascadedinverters). In some cases, it might be
necessary to add an extra inverter to produce the correct polarity. Assuming that each
inverter is sized such that the NMOSis 0.5 um/0.25 um and PMOSis 0.5 fim /0.23 um,
Eq. {6.39} predicts that an inverter must be inserted every 3 transmission gates. The simu-
lated delay when placing an inverter every two transmission gates is 154 ps; for every
three transmission gates, the delay is 154 ps; and for four transmission gates,it is 164 ps.
The insertion of buffering inverters reduces the delay by a factor of almost2.ThA

enmrptt

CAUTION: Although many ofthe circuit styles discussed in the previous sections sound very
interesting, and might be superior to static CMOS in many respects, none has the robustness and
ease of design of complementary CMOS. Therefore, use them sparingly and with caution. For
designs that have no extreme area, complexity, or speed constraints, complementary CMOSis
the recommended designstyle.
aei

6.3 Dynamic CMOS Design
It was noted earlier that static CMOS logic with a fan-in of N requires 2N devices. A variety of
approaches were presented to reduce the numberof transistors required to implement a giver
logic function including pseudo-NMOS, pass-transistor logic, etc. The pseudo-NMOS fogic
style requires only N + 1 transistors to implement an N inputlogic gate, but unfortunatelyit has
static power dissipation. In this section, an alternate logic style called dynamtic logic is presented
that obtains a similar result, while avoiding static power consumption. With the addition of a
clock input, it uses a sequence ofprecharge and conditional evaluation phases.

6.3.1. Dynamic Logic: Basic Principles

The basic construction of an (type) dynamic logic gate is shown in Pigure 6-52a. The PDN
(pull-down network) is constructed exactly as in complementary CMOS. The operation of this
circuit is divided into two major phases—precharge and evaluation—-with the mode of opera-
tion determined by the clock signal CLE.

Precharge

When CLK = 0, the output node Our is precharged to Vpp by the PMOStransistor M,. During
that time, the evaluate NMOStransistor AZ, is off, so that the pull-down path is disabled. The
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Figure 6-52 Basic concepts of a dynamic gate. 

285 

Out 

1-c 

evaluation FET eliminates any static power that would be consumed during the precharge period 
(i.e., static current would flow between the supplies if both the pull-down and the precharge 
device were turned on simultaneously). 

Evaluation 

For CLK = 1, the precharge transistor MP is off, and the evaluation transistor lvfe is turned on. The 
output is conditionally discharged based on the input values and the pull-down topology. If the 
inputs are such that the PDN conducts, then a low resistance path exists between Out and GND, 

and the output is discharged to GND. If the PDN is turned off, the precharged value remains 
stored on the output capacitance CL, which is a combination of junction capacitances~ the wiring 
capacitance, and the inpnt capacitance of the fan-out gates. During the evaluation phase. the only 
possible path between the output node and a supply rail is to GND. Consequently, once Out is 
discharged, it cannot be charged again until the next precharge operation. The inputs to the gate 

can thus make at most one transition dnring evaluation. Notice that the output can be in the 
high-impedance state during the evaluation period if the pull-down network is turned off. This 
behavior is fundamentally different from the static counterpart that always has a low resistance 

path between the output and one of the power rails. 
As an example, consider the circuit shown in Figure 6-52b. During the precharge phase 

( CLK = 0), the output is precharged to V DD regardless of the input values, because the evaluation 
device is turned off. During evaluation (CLK = 1), a conducting path is created between Out and 

GND if (and only if) A · B + C is TRUE. Otherwise, the output remains at the precharged state of 

VDD· The following function is thus realized: 

Out = CLK + (A · B + C) · CLK (6.40) 
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Out 

(a) n-type network ib) Example

Figure 6-52 Basic concepts of a dynamic gate.

evaluation FET eliminates any static power that would be consumed during the precharge period
{i.e., Static current would flow between the supplies if both the pull-down and the precharge

device were turned on simultaneously).

Evaluation

For CLK = 1, the precharge transistor M,is off, and the evaluation transistor M, is turned on. The
cutput is conditionally discharged based on the input values and the pull-down topology. Hf the
inputs are such that the PDN conducts, then a low resistance path exists between Out and GND,
and the output is discharged to GND. If the PDN is turned off, the precharged value remains

stored on the output capacitance C,, which is a combination of junction capacitances, the wiring
capacitance, and the input capacitanceof the fan-out gates. During the evaluation phase, the only
possible path between the output node and a supply rail is to GND, Consequently, once Outis

discharged, it cannot be charged again until the next precharge operation. The inputs fo the gate
can thus make at most one transition during evaluation. Notice that the output can be in the

high-impedance state during the evaluation period if the pull-down network is turned off. This
behavior is fundamentally different from the static counterpart that always has a low resistance

path between the output and one of the powerrails.
AS an example, consider the circuit shown in Figure 6-52b. During the precharge phase

(CLK = 0), the output is precharged to Vp, regardless of the input values, because the evaluation
device is turned off. During evaluation (CLK = 1), a conducting path is created between Our and
GNDif {and only if) A - 8 + Cis TRUE. Otherwise, the output remains at the precharged state of

Vip. The following function is thus realized:

Out = CLK +(A-B+C)-CLK (6.40)
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A number of important properties can be derived for the dynamic logic gate: 

• The logic function is implemented by the NMOS pull-down network. The construction of 

the PDN proceeds just as it does for static CMOS. 

• The nwnber of transistors (for complex gates) is substantiaHy lower than in the static case: 

N + 2 versus 2N. 

• It is nonratioed. The sizing of the PMOS precharge device is not important for realizing 

proper functionality of the gate. The size of the precharge device can be made large to 

improve the low-to-high transition time (of course, at a cost to the high-to-low transition 

time). There is, however, a trade-off with power dissipation, since a larger precharge 

device directly increases clock-power dissipation. 

• It only consumes dynamic power. Ideally, no static current path ever exists between VDD 

and GND. The overall power dissipation, however, can be significantly higher compared 

with a static logic gate. 
• The logic gates have faster switching speeds, for two main reasons. The first (obvious) rea­

son is due to the reduced load capacitance attributed to the lower number of transistors per 

gate and the single-transistor load per fan-in. This translates in a reduced logical effort. 
For instance, the logical effort of a two-input dynamic NOR gate e<juals 213, which is sub­

stantially smaller than the 5/3 of its static CMOS counterpart. The second reason is that 

the dynamic gate does not have short circuit current, and an the current provided by the 

puH-down devices goes towards discharging the load capacitance. 

The low and high output levels of V0 i and V0 H are easily identified as GND and V 00, and 
they are not dependent on the transistor sizes. The other VTC parameters are dramatically differ­

ent from static gates. Noise margins and switching thresholds have been defined as static quanti­

ties that are not a function of time. To be functional, a dynamic gate requires a periodic sequence 

of precharges and evaluations. Pure static analysis, therefore, does not apply. During the evalua­

tion period, the pull-down network of a dynamic inverter starts to conduct when the input signal 

exceeds the threshold voltage (V rnl of the NMOS pull-down transistor. Therefore, it is reason­

able to assume that the switching threshold (V,11) as well as Vm and V,L are equal to Vru, This 

translates to a low value fortheNML. 

It is also possible to implement dynamic logic using the dual approach. where the output node is connected 
by a predischarge NMOS transistor to GND. and the evaluation PUN network is implemented in PMOS. 
The operation is similar: During precharge, the output node is discharged to GND; during evaluatlon, the 
output is condiLionaHy charged to V DD. This p-type dynamic gate has the disadvantage of being slower 
than then-type because of the lower current drive of the PMOS transistors. Iii 
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A number of important properties can be derived for the dynamic logic gate:

* The legic function is implemented by the NMOSpull-down network. The construction of
the PDN proceeds just as it does for static CMOS.

« The nunberof transistors for complex gates) is substantially lowerthan in the static case:
N + 2 versus 2N.

* It is nonratioed. The sizing of the PMOS precharge device is not importantfor realizing
proper functionality of the gate. The size of the precharge device can be made large to
improve the low-to-high transition time (of course, at a cost to the high-to-low transition
time}, There is, however, a trade-off with power dissipation, since a larger precharge

device directly increases clock-power dissipation.

* It only consumes dynaniie power. Ideally, no static current path ever exists between Vp,
and GND. The overall power dissipation, however, can be significantly higher compared i
with a static logic gate.

° The logic gates havefaster switching speeds, for tvo main reasons. The first (obvious) rea-
son is due to the reduced load capacitance attributed to the lower numberof transistors per

gate and the smele-transistor load perfan-in. This teanslates in a reduced logical effort.
Forinstance, the logical effort of a two-input dynamic NOR gate equals 2/3, which is sub-

stantially smaller than the 5/3 ofits static CMOS counterpart. The second reasonis that
the dynamic gate does not have short circuit current, and all the current provided by the

pull-down devices goes towards discharging the load capacitance.

The low and high cutput levels of Vp, and Vp, are easily identified as GND and Vpp, and
they are not dependent on the transistor sizes. The other VTC parameters are dramatically differ-
ent from static gates. Noise margins and switching thresholds have been defined as static quanti-

ties that are not a function of time. To be functional, a dynamic gate requires a periodic sequence
of precharges and evaluations. Pure static analysis, therefore, does not apply. During the evalua-
tion period, the pull-down network of a dynamic inverter starts to conduct when the input signal

exceeds the threshold voltage (Vz) of the NMOS pull-down transistor. Therefore, it is reason-
able to assume that the switching threshold (V,,} as well as V,,,and Vy, are equal to V,,. This
translates to a low value for the NM, .

 
it is also possible to implement dynamic logic using the dual approach, where the output nade is connected
bya predischarge NMOS transistor to GND, and the evaluation PUN network is implemented in PMOS.
The operation is similar: During precharge, the output node is discharged to GND, during evaluation, the
output is conditionally charged to V5,. This p-type dynamic gate has the disadvantage of being slower
than the n-type because of the lower current derive of the PMOStransistors. a
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6.3.2 Speed and Power Dissipation of Dynamic Logic 

The main advantages of dynamic logic are increased speed and reduced implementation area. 
Fewer devices to implement a given logic function implies that the overall load capacitance is 
much smaller. The analysis of the switching behavior of the gate has some interesting peculiari­
ties to it After the precharge phase, the output is high. For a low input signal, no additional 
switching occurs. As a result, t11Lfl = O! The high-to-low transition, on the other hand, requires 
the discharging of the output capacitance through the pull-down network. Therefore, tpHL is pro­
portional to CL and the cmTent-sinking capabiUties of the pull-down network The presence of 
the evaluation transistor slows the gate somewhat, as it presents an extra series resistance. Omit­
ting this transistor, while functionally not forbidden, may result in static power dissipation and 
potentially a performance loss. 

The preceding analysis is somewhat unfair because it ignores the influence of the pre­
charge time on the switching speed of the gate. The precharge time is determined by the time it 
takes to charge CL through the PMOS precharge transistor. During this time, the logic in the gate 
cannot be utilized. Very often, however, the overaH digital system can be designed in such a way 
that the precharge time coincides with other system functions. For instance, the precharge of the 
arithmetic unit in a microprocessor could coincide with the instruction decode. The designer has 
to be aware of this "dead zone" in the use of dynamic logic and thus should carefully consider 
the pros and cons of its usage, taking the overall system requirements into account. 

Example 6.15 A Four-Input Dynamic NAND Gate 

Figure 6-53 shows the design of a four-input NAND example designed using the dynamic­
circuit style. Due to the dynamic nature of the gate, the derivation of the voltage-transfer 
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Figure 6-53 Schematic and transient response of a four-input dynamic NAND gate. 
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6.3.2 Speed and Power Dissipation of Dynamic Logic

The main advantages of dynamic logic are increased speed and reduced implementation area,
Fewer devices to implement a siven logic function implies that the overall load capacitance is

much smaller. The analysis of the switching behavior of the gate has some interesting peculiari-

ties to it, After the precharge phase, the output is high. For a low input signal, no additional

switching occurs. As a vesult, f,,,; = 0! The high-to-low transition, on the other hand, requires
the discharging of the output capacitance throughthe pull-down network. Therefore, f,,,. 18 pro-
portional to C, and the current-sinking capabilites of the pull-down network. The presence of
the evaluation transistor slows the gate somewhat, as it presents an extra series resistance. Omii-

ting this transistor, while functionally not forbidden, may result in static powerdissipation and
potentially a performance loss.

The preceding analysis is somewhat unfair because it ignores the influence of the pre-
charge time on the switching speed of the gate. The precharge time is determined by the timeit
takes to charge C, throush the PMOS prechargetransistor. During this time, the logic in the gate
cannot be utilized. Very often, however, the overall digital system can be designed m such a way

that the precharge time coincides with other system functions. For instance, the precharge of the
arithmetic unit in a microprocessor could coincide with the instruction decade. The designer has
to be aware of this “dead zone” in the use of dynamic logic and thus should carefully consider

the pros and cons of its usage, taking the overall system requirements info account.

Example 6.15 A Four-Input Dynamic NAND Gate

Figure 6-53 shows the design of a four-input NAND example designed using the dynamic-
circuit style. Due to the dynamic nature of the gate, the derivation of the voltage-transfer
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Figure 6-53 Schematic and transient response cf a four-input dynamic NAND gate.
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characteristic diverges from the traditional approach. As discussed earlier, we assume that 
the switching threshold of the gate equals the threshold of the NMOS pull-down transistor. 
This results in asymmetrical noise margins, as shown in Table 6-IO. 

Table 6-10 The de and ac parameters of a four-input dynamic NAND. 

Transistors V DH 

6 2.5V OV 110 ps Ops 83 ps 

The dynamic behavior of the gate is simulated with SPICE. It is assumed that all 
inputs are set high when the clock goes high. On the rising edge of the clock, the output 
node is discharged. The resulting transient response is plotted in Figure 6-53, and the 
propagation delays are summarized in Table 6-10. The duration of the precharge cycle can 
be adjusted by changing the size of the PMOS precharge transistor. Making the PMOS too 
large should be avoided, however, as it both slows down the gate and increases the capaci­
tive load on the clock line. For large designs, the latter factor might become a major design 
concern because the clock load can become excessive and hard to drive. 

As mentioned earlier, the static gate parameters are time dependent. To illustrate 
this, consider a four-input NANO gate with all the partial inputs tied together, and are 
making a low-to-high transition. Figure 6-54 shows a transient simulation of the output 
voltage for three different input transitions--from O to 0.45 V, 0.5 V and 0.55 V, respec­
tively. In the preceding discussion, we have defined the switching threshold of the 
dynamic gate as the device threshold. However, notice that the amount by which the out­
put voltage drops is a strong function of the input voltage and the available evaluation 
time. The noise voltage needed to corrupt the signal has to be larger if the evaluation time 
is short. In other words, the switching threshold is truly time dependent. 

> 
f 1.0 

;!I 

0.0 

Time,ns 

Figure 6-54 Effect of an input glitch on the output 
The switching threshold depends on the time for evaluation. 
A larger glitch is acceptable if the evaluation phase is shorter. 
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characteristic diverges from the traditional approach. As discussed earlier, we assume that

the switching threshold of the gate equals the threshold of the NMOS pull-down transistor.
This results in asymmetrical noise margins, as shown im Table 6-10.

Table 6-10 The de and ac parameters of a four-input dynamic NAND. 

Transistors Vou Vor Vue NM; NM, tome. toi tore 

6 253V OV Voy 2S View Few 110 ps Q ps 83 ps 

The dynamic behavior of the gate is simulated with SPICE. It is assumed that all

Inputs are set high when the clock goes high. On the rising edge of the clock, the output
node is discharged. The resulting transient response is plotted in Figure 6-53, and the

propagation delays are summarized m Table 6-10. The duration of the precharge cycle can
be adjusted by changing the size of the PMOS precharge transistor. Making the PMOS too

large should be avoided, however, as it both slows down the gate and increases the capaci-
tive load on the clock line. For large designs,the latter factor might become a major design
concern because the clock lead can become excessive and hard to drive.

As mentioned earlier, the static gate parameters are time dependent. To illustrate

this, consider a four-input NAND gate with all the partial inputs tied together, and are

making a low-to-high transition. Figure 6-54 shows a transient simulation of the cutput
voltage for three different input transitions—-from 0 to 0.45 V, 0.5 V and 0.55 V, respec-
tively. In the preceding discussion, we have defined the switching threshold of the
dynamic gate as the device threshold. However, notice that the amount by which the out-

put voltage drops is a strong function of the input voltage and the available evaluation
time. The noise voltage needed to corrupt the signal has te be larger if the evaluation time

is short. In other words, the switching thresholdis truly time dependent.

Vestage,V   
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Figure 6-54 Effect cf an input glitch on the output.
The switching threshold depends on the time for evaluation.
A largerglitch is acceptableif the evaluation phase is shorter. 
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1t would appear that dynamic logic presents a significant advantage from a power perspec­
tive. There are three reasons for this. First, the physical capacitance is lower since dynamic logic 
uses fewer transistors to implement a given function. Also, the load seen for each fan-out ls one 
transistor instead of two. Second, dynamic logic gates by construction can have at most one tran­
sition per clock cycle. Glitching (or dynamic hazards) does not occur in dynamic logic. Finally, 
dynamic gates do not exhibit short-circuit power since the pull-up path is not turned on when the 

gate is evaluating. 
While these arguments generally are true, they are offset by other considerations: (1) the 

clock power of dynamic logic can be significant, particularly since the clock node has a guar­
anteed transition on every sing]e clock cycle; (2) the number of u-ansistors is greater than the 
minimal set required for implementing the logic; (3) short-circuit power may exist when leak­
age-combatting devices are added (as will be discussed further); and (4), most importantly, 

dynamic logic generally displays a higher switching activity due to the pe,iodic prec/zarge and 
discharge operations. Earlier, the transition probability for a static gate was shown to be p0 p 1 = 
p0 (I - p0 ). For dynamic logic, the output transition probability does not depend on the state 
(history) of the inputs, but rather on the signal probabilities. For an n-tree dynamic gate, the 
output makes a O -; 1 transition during the precharge phase only if the output was discharged 
during the preceding evaluate phase. Hence, the O -; l transition probability for an ,I-type 

dynamic gate is given by 

ao-71=Po (6.41) 

where Po is the probability that the output is zero. This number is always greater than or equal to 
p 0 p 1. For uniformly distributed inputs, the transition probability for an N-input gate is 

No 
ao-1 = N 

2 

where N 0 is the number of zero entries in the truth table of the logic function. 

Example 6.16 Activity Estimation in Dynamic Logic 

(6.42) 

To iBustrate the increased activity for a dynamic gate, consider again a two-input NOR 

gate. An n-tree dynamic implementation is shown in Figure 6-55. along with its static 

counterpart. For equally probable inputs, there is a 75% probability that the output node of 
the dynamic gate discharges immediately after the precharge phase, implying that the 

activity for such a gate equals 0.75 (i.e., PNoR = 0.75 CLV&7fc1;). The c01Tesponding activ­
ity is a lot smaller, 3/16, for a static implementation. For a dynamic NANO gate, the tran­
sition probability is 1/4 (since there is a 25% probability the output will be discharged) 
while it is 3/16 for a static implementation. Although these examples illustrate that the 
switching activity of dynamic logic is generally higher, it should be noted that dynamic 

logic has lower physical capacitance. Both factors must be accounted for when analyzing 

dynamic power dissipation. 

Dell Ex. 1025
Page 178



290 Chapter 6 • Designing Combinational Logic Gates in CMOS 

A-j 

Figure 6-55 Static NOR versus n-type dynamic NOR. 

Problem 6.8 Activity Computation 

For the four-input dynamic NAND gate, compute the activity factor with the following assumption for the 
inputs: They are independent, andpA=! = 0.2,p8=i = 0.3, Pc=!= 0.5, and Pv=t = 0.4. 

6.3.3 Signal Integrity Issues in Dynamic Design 

Dynamic logic clearly can result in high-perfonnance solutions compared to static circuits. 
However, there are several important considerations that must be taken into account if one wants 
dynamic circuits to function properly. These include charge leakage, charge sharing, capacitive 
coupling. and clock feedthrough. These issues are discussed in some detail in this section. 

Charge Leakage 

The operation of a dynamic gate relies on the dynamic storage of the output value on a capacitor. 
If the pull-down network is off, ideally, the output should remain at the precharged state of V DD 

during the evaluation phase. However, this charge gradually leaks away due to leakage currents. 
eventually resulting in a malfunctioning of the gate. Figure 6-56a shows the sources of leakage 
for the basic dynamic inverter circuit. 

Source I and 2 are the reverse-biased diode and subthreshold leakage of the NMOS 
pull-down device M 1, respectively. The charge stored on Ci will slowly leak away through 
these leakage channels, causing a degradation in the high level (Figure 6-56b). Dynamic cir­

cuits therefore require a minimal clock rate, which is typically on the order of a few kHz. This 
makes the usage of dynamic techniques unattractive for lo\v-performance products such as 
watches, or processors that use conditional clocks (where there are no guarantees on mini­
mum clock rates). Note that the PMOS precharge device also contributes some leakage cur­
rent due to the reverse bias diode (source 3) and the subthreshold conduction (source 4). To 
some extent, the leakage current of the PMOS counteracts the leakage of the pull-down path. 
As a result, the output voltage is going to be set by the resistive divider composed of the pull­
down and pull-up paths. 

r 
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Foo Von

 
Figure 6-55 Static NOR versus n-type dynamic NOR.

 

Problem 6.8 Activity Computation

For the four-input dynamic NAND gate, compute the activity factor with the following assumption forthe
mputs: They are independent, and p4_, = 0.2, pg_, = 0.3, peu = 0.5, and pp_, = 04. 

63.3 Signal integrity Issues in Dynamic Design

Dynamic logic clearly can result in high-performance solutions compared to static circuits.
However, there are several important considerations that must be taken Into account if one wants

dynamic circuits to function properly. These include charge leakage, charge sharing, capacitive
coupling, and clock feedthrough. These issues are discussed in some detail in this section.

Charge Leakage

The operation of a dynamic gate relies on the dynamic storage of the output value on a capacitor.
If the pull-down networkis off, ideally, the output should remain at the precharged state of Vop
during the evaluation phase, However, this charge gradually leaks away due to leakage currents,
eventually resulting in a malfunctioning of the gate. Figure 6-56a shows the sources of leakage
for the basic dynamic invertercircuit.

Source 1 and 2 are the reverse-biased diode and subthreshoid leakage of the NMOS

pull-down device M), respectively. The charge stored on C, will slowly leak away through
these leakage channels, causing a degradation in the high level (Figure 6-56b). Dynamic cir-

cuits therefore require a minimal clock rate, which is typically on the order of a few kHz. This

makes the usage of dynamic techniques unattractive for low-performance products such as
watches, or processors that use conditional clocks (where there are no guarantees on mimi-
mum clock rates}. Note that the PMOS precharge device also contributes some leakage cur-
rent due to the reverse bias diode (source 3) and the subthreshold conduction (source 4), To

some extent, the leakage current of the PMOS counteracts the leakage of the pull-down path.
As a result, the output voltage is going to be set by the resistive divider composed of the pull-
down and pull-up paths.
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Figure 6-56 Leakag e issues in dynamic circuits. 

Example 6.17 Leakage in Dynamic Circuits 

Consider the simple inverter with all devices set at 0.5 µm/0.25 µm. Assume that the input 
is low during the evaluation period. Ideally, the output should remain at the precharged 
state of V DD· However, as seen from Figure 6-57, the output voltage drops. Once the out­
put drops below the switching threshold of the fan-out logic gate, the output is interpreted 
as a low voltage. Notice that the output settles to an intermediate voltage, due to the leak­
age current provided by che PMOS pull-up. 
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10 20 30 40 

Time, ms 

Figure 6-57 Impact of charge leakage. The output settles to an intermediate 
voltage determined by a resistive divider of the pull-down and pull-up devices. 

Leakage is caused by the high-impedance state of the output node during the evaluate 
mode, when the pull-down path is turned off. The leakage problem may be counteracted by 
reducing the output impedance on the output node during evaluation. This often is done by 
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Example 6.17 Leakage in Dynamic Circuits

Consider the simple inverter with all devices set at 0.5 [1m/0.25 Lim. Assume that the input

is ow during the evaluation period. Ideally, the output should remain at the precharged

state of Vpn. However, as seen from Figure 6-57, the output voltage drops. Once the out-
put drops below the switching threshold of the fan-out logic gate, the output is interpreted
as a low voltage. Notice that the output settles to an intermediate voltage, due to the leak-
age current provided by the PMOS pull-up.

Voltage,V 
Time, ms

Figure 6-57 impact of charge leakage. The output settles to an intermediate
voltage determined by a resistive divider of the pull-down and pull-up devices.

Leakage ig caused by the high-impedance state of the output nede during the evaluate

mode, when the pull-down path is turned off. The leakage problem may be counteracted by
reducing the output impedance on the output node during evaluation. This often is done by
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Figure 6-58 Static bleeders compensate for the charge leakage. 

adding a bleeder transistor, as shown in Figure 6-58a. The only function of the bleeder-an 
NMOS style pull-up device-is to compensate for the charge lost due to the pull-down leakage 
paths. To avoid the ratio problems associated with this style of circuit and the associated static 
power consumption, the bleeder resistance is made high (in other words, the device is kept 
small). This allows the (strong) pull-down devices to lower the Out node substantially below the 
switching threshold of the next gate. Often, the bleeder is implemented in a feedback configura­
tion to eliminate the static power dissipation altogether (Figure 6-58b). 

Charge Sharing 

Another important concern in dynamic logic is the impact of charge sharing. Consider the circuit 
in Figure 6-59. During the precharge phase, the output node is precharged to V00. Assume that all 
inputs are set to O during precharge~ and that the capacitance Ca is discharged. Assume further that 
input B remains at O during evaluation, while input A makes a O ~ 1 transition, turning transistor 
A(, on. The charge stored originally on capacitor CL is redistributed over CL and Ca· This causes 
a drop in the output voltage, which cannot be recovered due to the dynamic nature of the circuit. 

The influence on the output voltage is readily calculated. Under the assumptions given 
previously, the following initial conditions are valid: V

0
,,,(1 = 0) = V00 and Vx(t = 0) = 0. As a 

result, two possible scenarios must be considered: 

l. AV
0

ut < V Tn. In this case, the final value of V x equals V DD - V7n(Vx). Charge conservation 
then yields 

CLVDD = CLVm,,(final)+CJVoo-Vy,,(Vx)] 

or 

ca = -c[VDD-VT11(Vx)] 
L 

(6.43) 

r 
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Figure 6-58 Static bleeders compensate for the charge leakage.

adding a bieeder transistor, as shown in Figure 6-58a. The only function of the bleeder—an
NMOS style pull-up device—is te compensate for the charge lost due to the pull-down leakage
paths. To avoid the ratio problems associated with this style of circuit and the associated static
power consumption, the bleeder resistance is made high (in other words, the device is kept
small). This allows the (strong) pull-down devices to lower the Oui node substantially belowthe
switching threshold of the next gate. Often, the bleeder is implemented in a feedback configura-
tion to eliminate the static power dissipation altogether (Figure 6-53b).

Charge Sharing

Another important concern in dynamic logic is the impact ofcharge sharing. Consider the circuit
in Figure 6-59. During the precharge phase, the output node is precharged to Vpp. Assumethat all
inputs are set to 0 during precharge,andthatthe capacitance C,,is discharged. Assume further that
input B remainsat 0 during evaluation, while input A makes a 0 — 1transition, turningtransistor
M,, on. The chargestored originally on capacitor C, is redistributed over C, and C,. This causes
a drop in the output voltage, which cannot be recovered due to the dynamic nature of the circuit.

The influence on the output voltage is readily calculated. Under the assumptions given
previously, the following initial conditions are valid: V,,,(¢ = 0) = Vpp and Vy= 0) = 9. As a
result, two possible scenarios must be considered:

1. AV... <Vy,- In this case, the final value of Vy equals Vpp — ¥7,(¥x). Charge conservation
then ylelds

CrVpp = Cy Yurl final} + C.L¥op 7 Veal Vy

oF (6.43)
our C,

AVoye= Vous(final) + (-Vpp) = ~2*1¥nn—¥re( V1£
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Figure 6-59 Charge sharing in dynamic networks. 

2. Ll vout > V Tn. vllflf and Vx then reach the same value: 

( 
c,, '\ 

AV{)U/ = -VDD C C I 
a+ LJ 

293 

(6.44) 

We determine \Vhich of these scenarios ls valid by the capacitance ratio. The boundary condition 
between tl1e two cases can be determined by setting L\V,uu equal to VTn in Eq. (6.44), yielding 

c(! vTn 
= 

CL VDD-VTll 
(6.45) 

Case 1 holds when the (C,/CL) ratio is smaller than the condition defined in Eq. (6.45). If not, 
Eq. (6.44) is valid. Overall, it is desirable to keep the value of L,.V

0
,,, below IV7pl· The output of 

the dynamic gate might be connected to a static inverter, in which case the low level of V,,,,, 
would cause static power consumption. One major concern is a circuit malfunction if the output 
voltage is brought below the swltching threshold of the gate it drives. 

Example 6.18 Charge Sharing 

Let us consider the impact of charge sharing on the dynamic logic gate shown in Figure 6-60, 

which implements a three-input EXOR function y = A e B <ll C. The first question to be 
resolved is what conditions cause the worst case voltage drop on node y. For simplicity, ignore 
the load inverter~ and assume that all inputs are low during the precharge operation and that all 

isolated Jnternal nodes (i,;i, VJJ, Ve, and Vd) are initially at O V. 
Inspection of the truth table for this particular logic function shows that the output 

stays high for 4 out of 8 cases. The worst case change in output is obtained by exposing 
the maximum amount of internal capacitance to the output node during the evaluation 
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Figure 6-59 Charges sharing in dynamic networks.

2. AV,> Veg. Voge aad Vy then reach the same value:

AVog = 7¥ (=) (6.44)out Dp Cc, i C,) .

We determine which of these scenarios is valid by the capacitance ratio. The boundary condition

between the two cases can be determined by setting AV,,,, equal to V;,, in Eq. (6.44), yielding

Vou
= ————— (6.45)

Cy Vpp 7 Very

Case i holds when the (€,/C,} ratio is smaller than the condition defined in Eq. (6.45). If not,

Eq. (6.44)is valid. Overall, it is desirable to keep the value of AV,,,, below |V,,|. The output of
the dynarmc gate might be connected to a static inverter, in which case the low level of V,,,
would cause static power consumption. One major concern is a circuit malfunction if the output
voltage is brought below the switching threshold ofthe gate it drives.

Example 6.18 Charge Sharing

Let us considerthe impact ofcharge sharing on the dynamic logic gate shown ia Figure 6-60,
which implements a three-input EXOR function y = A @ B @ C. The first question to be
resolved is what conditions cause the worst case voHage drop on node y. For simplicity, ignore

the load inverter, and assume that all mputs are low during the precharge operation andthatall

isclated internal nedes (¥,, V,, V., and V,) are initially at OV,
Inspection of the truth table for this particular logic function shows that the output

stays high for 4 out of 8 cases, The worst case change in output is obtained by exposing
the maximum amount of internal capacitance to the output node during the evaluation
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Figure 6-60 Example illustrating the charge-sharing effect in dynamic logic. 

period. This happens for A B C or A B C. The voltage change can then be obtained by 
equating the initial charge with the final charge as done with equation Eq. (6.44), yield­
ing a worst case change of 30/(30 + 50) * 2.5 V = 0.94 V. To ensure that the circuit func­
tions correctly, the switching threshold of the connecting inve1ter should be placed below 
2.5 - 0.94 = 1.56 V. 

The most common and effective approach to deal with the charge redistribution is to also 
precharge critical internal nodes, as shown in Figure 6-61. Since the internal nodes are charged 

VDD 

CLK"4 MP 1"\1.bl p-cLK 
Oul 

A """1 M" 

B """1 M, 

CLK"""1 M, 

-
Figure 6-61 Dealing with charge sharing by precharging internal nodes. An NMOS 
precharge transistor may also be used, but this requires an inverted clock. 
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Figure 6-60 Exampleillustrating the charge-sharing effect in dynamiciogic.

period. This happens for A B C or A B C. The voltage change can then be obtained by
equating the initial charge with the final charge as done with equation Eq. (6.44), yield-

ing a worst case change of 30/(30 + 50) * 2.5 V = 0.94 V. To ensure that the circuit func-

tions correctly, the switching threshold of the connecting inverter should be placed below
7.5-0.94= LS56V.

The most common and effective approach to deal with the charge redistribution is to also
precharge critical internal nodes, as shown in Figure 6-61. Since the internal nodes are charged

Veo

 
Figure 6-61 Dealing with charge sharing by precharging internal nodes. An NMOS
precharge transistor may also be used, but this requires an inverted clock.
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to V DD during precharge, charge sharing does not occur. This solution obviously comes at the 
cost of increased area and capacitance. 

Capacitive Coupling 

The relatively high impedance of the output node makes the circuit very sensitive to crosstalk 
effects. A wire routed over or next to a dynamic node may couple capacitively and destroy the 
state of the floating node. Another equally important fonn of capacitive coupling is backgate (or 

output-to-input) coupling. Consider the circuit shown in Figure 6-62a, in which a dynamic two­
input NANO gate drives a static NANO gate. A transition in the input In of the static gate may 
cause the output of the gate (Out2) to go low. This output transition couples capacitively to the 
other input of the gate (the dynamic node 01111) through the gate-source and gate-drain capaci­
tances of transistor M4• A simulation of this effect is shown in Figure 6-62b. It demonstrates how 
the coupling causes the output of the dynamic gate Out1 to drop significantly. This further causes 
the output of the static NANO gate not to drop all the way down to O V and a small amount of 
static power to be dissipated. If the voltage drop is large enough, the circuit can evaluate incor­
rectly, and the NAND output may not go low. When designing and laying out dynamic circuits, 
special care is needed to minimize capacitive coupling. 

Clock Feedthrough 

A special case of capacitive coupling is clock feedthrough, an effect caused by the capacitive 
coupling between the clock input of the precharge device and the dynamic output node. The cou­
pling capacitance consists of the gate-to-drain capacitance of the precharge device, and includes 
both the overlap and channel capacitances. This capacitive coupling causes the output of the 
dynamic node to rise above V DD on the low-to-high transition of the clock, assuming that the 
pull-down network is turned off. Subsequently, the fast rising and falling edges of the clock cou­
ple onto the signal node, as is quite apparent in the simulation of Figure 6-62b. 

The danger of clock feedthrough is that it may cause the normally reverse-biased junction 
diodes of the precharge transistor to become forward biased. This causes electron injection into 
the substrate, which can be collected by a nearby high-impedance node in the 1 state, eventually 
resulting in faulty operation. CMOS latchup might be another result of this injection. For all pur­
poses, high-speed dynamic circuits should be carefully simulated to ensure that clock 
feedthrough effects stay within bounds. 

All of the preceding considerations demonstrate that the design of dynamic circuits is 
rather tricky and requires extreme care. It should therefore be attempted only when high perfor­
mance is required, or high quality design-automation tools are available. 

6.3,4 Cascading Dynamic Gates 

Besides the signal integrity issues, there is one major catch that complicates the design of 
dynamic circuits: Straightforward cascading of dynamic gates to create multilevel logic struc­
tures does not work. The problem is best illustrated with two cascaded n-type dynamic 
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Figure 6-62 Example demonstrating the effect of backgate coupling: 
(a) circuit schematics; (b) simulation resulls. 

inverters, shown in Figure 6-63a. During the precharge phase (i.e., CLK = 0), the outputs of 
both inverters are precharged to Vvo· Assume that the primary input /11 makes a O __, I transi­
tion (Figure 6-63b). On the rising edge of the clock, output Out, starts to discharge. The sec­
ond output should remain in the precharged state of V DD as its expected value is l ( Out 1 

transitions to O during evaluation). However, there is a finite propagation delay for the input to 

discharge Out, to GND. Therefore, the second output also starts to discharge. As long as Out, 
exceeds the switching threshold of the second gate, which approximately equals VTn' a con­
ducting path exists between Out2 and GND, and precious charge is lost at Out2. The conduct­
ing path is only disabled once Out, reaches V7n, and turns off the NMOS pull-down transistor. 
This leaves Out

2 
at an intermediate voltage level. The correct level will not be recovered, 

because dynamic gates rely on capacitive storage, in contrast to static gates, which have de res­
toration. The charge loss leads to reduced noise margins and potential malfunctioning. 

r 
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Figure 6-62 Example demonstrating the effect of backgate coupling:
{a} circuit schematics; (b} simulation resulis.

inverters, shown in Figure 6-63a. During the precharge phase (i.e., CLA = 0), the outputs of
both inverters are precharged to Vpp. Assume that the primary input /a makes a 0 — | transi-
tion (Figure 6-63b). On the rising edge of the clock, output Ou?) starts to discharge. The sec-
ond output should remain in the precharged state of Vpp as its expected value is | (Out,
transitions to 6 during evaluation). However, there is a finite propagation delay for the input to
discharge Out, to GND. Therefore, the second output also starts to discharge. As long as Out,
exceeds the switching threshold of the second gate, which approximately equals Vz,, a con-
ducting path exists between Out, and GND,and precious charge is lost at Outs. The conduct-
ing path is only disabled once Out, reaches V»,, and turns off the NMOSpull-down transistor.
This leaves Oui, at an intermediate voltage level. The correct level will not be recovered,
because dynamic gates rely on capacitive storage, in contrast to static gates, which have de res-
toration, The charge loss leads to reduced noise margins and potential malfunctioning.
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Figure 6-63 Cascade of dynamic n-type blocks. 

The cascading problem arises because the outputs of each gate-and thus the inputs to the 
next stages-are precharged to I. This may cause inadvertent discharge in the beginning of the 

evaluation cycle. Setting all the inputs to O during precharge addresses that concern. When doing 
so, all transistors in the pull-down network are turned off after precharge, and no inadvertent dis­
charging of the storage capacitors can occur during evaluation. In other words, correct operation 
is guaranteed as long as the inputs can only make a single O -; 1 transition during the evalu­
ation period.5 Transistors are turned on only when needed-and at most, once per cycle. A 
number of design styles complying with this rule have been conceived, but the two most impor­

tant ones are discussed next. 

Domino Logic 

Concept A domino logic module [Krambeck82] consists of an n-type dynamic logic block 
followed by a static inverter (Figure 6-64). During precharge, the output of the n-type 

dynamic gate is charged up to V DD• and the output of the inverter is set to 0. During evalua­
tion, the dynamic gate conditionally discharges, and the output of the inverter makes a condi­
tional transition from O -; 1. If one assumes that all the inputs of a domino gate are outputs 
of other domino gates,6 then it is ensured that all inputs are set to O at the end of the pre­
charge phase, and that the only transitions during evaluation are O -; l transitions. Hence, 

the formulated rule is obeyed. The introduction of the static inverter has the additional advan­
tage that the fan-out of the gate is driven by a static inverter with a low-impedance output, 
which increases noise immunity. Also, the buffer reduces the capacitance of the dynamic out­
put node by separating internal and load capacitances. Finally, the inverter can be used to 

drive a bleeder device to combat leakage and charge redistribution, as shown in the second 
stage of Figure 6-64. 

5Thls ignores the impact of charge distribution and leakage effects, discussed earlier. 
6It is required that all other inputs that do not fall under this classification (for instance, primary inputs) stay cons.ant 
during evaluation. 
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Figure 6-63 Cascade of dynamic n-type blocks.

The cascading problem arises because the outputs of each gate—and thus the inputs to the

next stages—are precharged to 1. This may cause inadvertent discharge m the beginning of the
evaluation cycle. Setting all the inputs tc 0 during precharge addresses that concern. When doing
so, all transistors in the pull-down network are turned off after precharge, and no inadvertent dis-
charging of the storage capacitors can occur during evaluation. In cther words, correct operation

is guaranteed as long as the inputs can only make a single 0 > 1 transition during the evalu-

ation period.” Transistors are tamed on only when needed—and at most, once per cycle. A
number of design styles complying with this rule have been conceived, but the two most impor-
tant ones are discussed next.

Domino Logic

Concept A domino logic module [Krambeck&2] consists of an n-type dynamic logie block
followed by a static inverter (igure 6-64). During precharge, the output of the n-type

dynamic gate is charged up to Vpn, and the output of the inverter is set to 0. During evalua-
tion, the dynamic gate conditionaily discharges, and the output of the inverter makes a condi-
tional transition from GC — 1. If one assumes that all the inputs of a domino gate are outputs

of other domino gates,® then it is ensured that all inputs are set to 0 at the end of the pre-
charge phase, and that the only transitions during evaluation are 0 -+ I transitions. Hence,

the formulated rule is obeyed. The introduction of the static inverter has the additional advan-
tage that the fan-out of the gate is driven by a static inverter with a low-impedance output,

which increases noise immunity. Also, the buffer reduces the capacitance of the dynamic out-
put node by separating internal and lead capacitances. Finally, the Inverter can be used to
drive a bleeder device te combat leakage and charge redistribution, as shown in the second

stage of Figure 6-64.

*This ignores (he impact of charge distribation and leakage effects, discussed earlier.
“ft is required thatall other inputs that de not fall underthis classification (for instance, primary inputs) stay constant
during evaluation.
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Figure 6-64 Domino CMOS logic. 

Consider now the operation of a chain of domino gates. During precharge, all inputs are 
set to 0. During evaluation, the output of the first domino block either stays at O or makes a 
0--, 1 transition, affecting the second gate. This effect might ripple through the whole chain, 

one after the other, similar to a line of falling dominoes-hence the name. Domino CMOS has 
the following pro.,erties: 

• Since each dynamic gate has a static inve11er, only noninverting logic can be implemented. 
Although there are ways to deal with this, as discussed in a subsequent section, this is a 
major limiting factor, and pure domino design has thus become rare. 

• Very high speeds can be achieved: only a rising edge delay exists, while t
1
,HL equals zero. 

The inverter can be sized to match thejlln-out, which is already much smaller than in the 

complimentary static CMOS case, as only a single gate capacitance has to be accounted 
for per fan-out gate. 

Since the inputs to a domino gate are low during precharge, it is tempting to eliminate the 

evaluation transistor because this reduces clock load and increases pull-down drive. However, 
eliminating the evaluation device extends the precharge cycle-the precharge now has to ripple 
through the logic network as well. Consider the logic network shown in Figure 6-65, where the 

evaluation devices have been eliminated. If the primary input Int is I during evaluation, the out­
put of each dynamic gate evaluates to 0, and the output of each static inverter is 1. On the falling 

edge of the clock, the precharge operation is started, Assume further that In 1 makes a high-to­
low transition. The input to the second gate is initially high, and it takes two gate delays before 
In2 is driven low. During that time, the second gate cannot precharge its output. as the pull-down 
network is fighting the precharge device. Similarly, the third gate has to wait until the second 

gate precharges before it can start precharging, etc. Therefore, the time taken to precharge the 
logic circuit is equal to its critical path. Another important negative is the extra power dissipation 
when both pull-up and pull-down devices are on, Therefore, it is good practice to always utilize 

evaluation devices. 

T 
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Consider now the operation of a chain of domme gates. During precharge, all inputs are

set to 0. During evaluation, the output of the first domino block either stays at 0 or makes a
Q— | transition, affecting the second gate. This effect might ripple through the whote chain,
one after the other, similar to a line of falling dominoes—hence the name. Domino CMOS has

the following properties:

« Since each dynamic gate has a static inverter, only noninverting logic can be implemented.
Although there are ways to deal with this, as discussed in a subsequentsection, this is a

major limiting factor, and pure domino design has thus becomerare.

* Very high speeds can be achieved: only a rising edge delay exists, while z,,,, equals zero.
The inverter can be sized to match thefan-out, which is already much smaller than in the
complimentary stalic CMOS case, as only a single gate capacitance has to be accounted

for per fan-out gate.  
Since the inputs to a domino gate are low during precharge, it is tempting to eliminate the

evaluation transistor because this reduces clock load and increases pull-down drive. However,

eliminating the evaluation device extends the precharge cycle—the precharge now has to ripple
through the logic network as well. Consider the logic network shown in Figure 6-65, where the

evaluation devices have been eliminated. If the primary input in, is | during evaluation, the out-
put of each dynamic gate evaluates to 6, and the output of each static inverter is 1. On the falling

edge of the clock, the precharge operation is started, Assume further that Jn, makes a high-te-
low transition. The input to the second gate is initially high, and it takes two gate delays before
in, is driven low. Duringthat time, the second gate cannot prechargeits output, as the pull-down
network is fighting the precharge device. Similarly, the third gate has to wait until the second

gate precharges before it can start precharging, etc. Therefore, the time taken to precharge the
logic circuit is equalto its critical path. Another important negative is the extra powerdissipation
when both pull-up and puli-down devices are on. Therefore, it is good practice to always utilize
evaluation devices.  
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Figure 6-65 Effect of ripple precharge when the evaluation transistor is removed. 
The circuit also exhibits static power dissipation. 
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Dealing with the Noninverting Property of Domino Logic A major limitation in domino 
logic is that only noninvening Jogic can be implemented. This requirement has limited the wide­

spread use of pure domino logic. There are several ways to deal with it, though. Figure 6-66 
shows one approach to the problem-reorganizing the logic using simple boolean transforms 

such as De Morgan's Law. Unfortunately, this sort of optimization is not always possible, and 
more general schemes may have to be used. 

A general (but expensive) approach to solving the problem is the use of differential logic. 
Dual-rail domino is similar in concept to the DCVSL structure discussed earlier, but it uses a 

precharged load instead of a static cross-coupled PMOS load. Figure 6-67 shows the circuit 
schematic of an AND/NAND differential logic gate. Note that all inputs come from other differ­
ential domino gates. They are low dming the precharge phase, \Vhile making a conditional O ~ 1 
transition during evaluation. Using differential domino, it is possible to implement any arbitrary 
function. This comes at the expense of an increased pov,1er dissipation, since a transition is guar­

anteed every single clock cyc1e regardless of the input values-either O or O must make a O ~ 1 
transition. The function of transistors M11 and lvl f2 is to keep the circuit static when the clock is 
high for extended periods of time (bleeder). Notice that this circuit is not ratioed, even in the 

presence of the PMOS pull-up devices' Due to its high performance, this differential approach is 
very popular, and is used in several commercial microprocessors. 

j} 
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E -C»--------,3 
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(a} Before logic transformation 
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Domino OR 
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Figure 6-66 Restructuring logic to enable implementation by using noninverting domino logic. 
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Figure 6-65 Effect of ripple precharge when the evaluation transistor is removed.
The circuit also exhibits static power dissipation.

Dealing with the Noninverting Property of Domino Logic A major limitation in domino

logic is that only noninverting logic can be implemented. This requirement has limited the wide-
spread use of pure domino logic. There are several ways to deal with it, though. Figure 6-66
shows one approach to the problem-—reorganizing the logic using simple boolean transforms

such as De Morgan’s Law. Unfortunately, this sort of optimization is not always possible, and

more general schemes may have to be used.

A general (but expensive) approach to selving the problemis the use of differential logic.
Dual-rail domino is similar in concept to the DCVSL structure discussed earlter, but it uses a
precharged load instead of a static cross-coupled PMOS joad. Figure 6-67 shows the circuit
schematic of an AND/NANDdifferential logic eate. Note that all inputs come from other differ-

ential domino gates. They are low during the precharge phase, while making a conditional 0 3 |
transition during evaluation. Using differential domino, it is possible to implement any arbitrary

function. This comes at the expense of an increased powerdissipation, since a transition is guar-
anteed every single clock cycle regardless of the input values—either C or O must make a0 > 1

transition. The function of transistors M4,, and M¥f,, is to keep the circuit static when the cleck is
high for extended periods of tme (bleeder). Notice that this circuit is not raticed, even in the
presence of the PMOSpull-up devices! Due to its high performance,this differential approach is
very popular, and is used in several commercial microprocessors.
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Figure 6-66 Restructuring logic to enable implementation by using noninverting domine logic.
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0-AB 

s-j 
B--j M2 

CLK--1 Me 

Figure 6-67 Simple dual rail (differential) domino logic gate. 

Optimization of Domino Logic Gates Several optimizations can be performed on domino logic 
gates. The most obvious performance optimization involves the sizing of the transistors in the static 

inverter. With the inclusion of the evaluation devices in domino circuits, all gates precharge in par­
allel, and the precharge operation takes only two gate delays-charging the output of the dynamic 
gate to Vnv, and driving the inverter output low. The critical path during evaluation goes through 
the pull-down path of the dynamic gate and through the PMOS pull-up transistor of the static 
inverter. Therefore, to speed up the circuit during evaluation, the beta ratio of the static inverter 

should be made high so that its switching threshold is close to V DD· This can be accomplished by 
using a small (minimum-sized} NMOS and a large PMOS device. The minimum-sized NM OS only 
affects the precharge time, which is generally limited due to the parallel precharging of all gates. 
The only disadvantage of using a large beta ratio is a reduction in noise margin. Hence, a designer 
should consider reduced noise margin and performance impact simultaneously during the device 

sizing. 
Numerous variations of domino logic have been proposed [Bernstein98]. One optimization 

that reduces area is multiple-output domino logic. The basic concept is illustrated in Figure 6-68. 
It exploits the fact that certain outputs a1-e subsets of other outputs to generate a number oflogical 

functions in a single gate. In this example, 03 ; C +Dis used in all three outputs, and thus it is 
implemented at the bottom of the pull-down network. Since 02 equals B · 03, it can reuse the 
logic for 03. Notice that the internal nodes have to be precharged to VvD to produce the correct 
results. Given that the internal nodes precharge to V DD, the number of devices driving precharge 

devices is not reduced. However, the number of evaluation transistors is drastically reduced 
because they are amortized over multiple outputs. Additionally, this approach results in a reduc­
tion of the fan-out factor, again due to the reuse of transistors over multiple functions. 

r 
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Figure 6-67 Simple dual rail (differential) domine lagic gate.

Optimization of Domine Logic Gates Several optimizations can be performed on domino logic
gates. The most obvious performance optimization involvesthe sizing of the transistors in thestatic
inverter. With the inclusion of the evaluation devices in domino circuits, all gates precharge in par-

allel, and the precharge operation takes onlytwo gate delays—charging the output ofthe dynamic
gate to V5. and driving the inverter output low. The critical path during evaluation goes through
the pull-down path of the dynamic gate and through the PMOSpull-up transistor of the static
inverter. Therefore, to speed up the circuit during evaluation, the beta ratio of the static inverter
should be made high so that its switching threshold is close to Vpp. This can be accomplished by
using asmail (minimum-sized} NMOSand a large PMOSdevice, The minimum-sized NMOSonly
affects the precharge time, which is generally limited due to the parallel precharging of all gates.
The only disadvantage of using a large beta ratio is a reduction in noise margin. Hence, a designer
should consider reduced noise margin and performance impact simultaneously during the device
sizing.

Numerousvariations ofdomino logic have been proposed [Bernstein98]. One optimization
that reduces area is multiple-output domino logic. The basic conceptis illustrated im Figure 6-68.
It exploits the fact that certain outputs are subsets of other outputs to generate a numberof logical
functions in a single gate. In this example, 03 = C + D is used in all three outputs, and thusit is
implemented at the bottom ofthe pull-down network. Since O2 equals & - 03, it can reuse the
logic for 03. Notice that the internal nodes have to be precharged to Vpp te produce the correct
results. Given that the mternal nodes precharge to Vp,, the number of devices driving precharge
devices is not reduced. However, the number of evaluation transistors is drastically reduced

because they are amortized over multiple outputs. Additionally, this approach results in a reduc-
tion of the fan-outfactor, again due to the reuse of transistors over multiple functions.
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01 ~AB(C+D) 

A--j 

02 ~ B(C+D) ~ B03 

s--j CL~ 

03 ~ C+D 

c--j 

CLK--j M, 

Figure 6-68 Multiple-output domino. 

Compound domino (Figure 6R69) represents another optimization of the generic domino 

gate, once again minimizing the number of transistors. Instead of each dynamic gate driving a 
static inverter, it is possible to combine the outputs of multiple dynamic gates with the aid of a 
complex static CMOS gate, as shown in Figure 6-69. The outputs of three dynamic structures 
(implementing 01 = A B C, 02 = D E F and 03 = G H) are combined using a single complex 
CMOS static gate that implements O = (01 + 02) 03. The total logic function realized this way 
is O=AB C DEF+ CH. 

Compound domino is a useful tool for constructing complex dynamic logic gates. Large 
dynamic stacks are replaced by parallel structures with small fan-in and complex CMOS gates. 
For example, a large fan-in domino AND can be implemented as a set of parallel dynamic 
NANO structures with lower fan-in, combined with a static NOR gate. One important consider­
ation in Compound domino is the problem associated with backgate coupling. Care must be 
taken to ensure that the dynamic nodes are not affected by the coupling between the output of 
the static gates and the output of dynamic nodes. 

np-CMOS 
An alternative approach to cascading dynamic logic is provided by np-CMOS, which uses two 
flavors (n-tree and p-tree) of dynamic logic, and avoids the extra static inverter in the critical 
path that comes with domino logic. In a p-tree logic gate, PMOS devices are used to build a pull­
up logic network, including a PMOS evaluation transistor ([Gon9alvez83, Friedman84, Lee86]). 
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O1 = AB(C+D)

02 = B(C+D) = BOS 
Figure 6-68 Multiple-output demina.

Compound domino (Figure 6-69) represents another optimization of the generic domino

gate, once again minimizing the number oftransistors. Instead of each dynamic gate driving a
static inverter, it is possible to combine the outputs of multiple dynamic gates with the aid of a

complex static CMOS gate, as shown in Figure 6-69. The outpuis of three dynamic structures
fimplementing 01 =ABC,O2=D EF and 03 =G A)are combined using a single complex
CMOS static gate that implements O =(O1+02}O03.Thetotal logic function realized this way
is O=ABCDEF+ GH.

Compound domino is a useful tool for consiructing complex dynamic logic gates. Large

dynamic stacks are replaced by parallel structures with small fan-in and complex CMOS gates.
For example, a large fan-in domino AND can be implemented as a set of parallel dynamic

NANDstructures with lowerfan-in, combined with a static NOR gate. One important consider-

ation in Compound domino is the problem associated with backgate coupling. Care must be

taken to ensure that the dynamic nodes are not affected by the coupling between the output of
the static gates and the output of dynamic nodes.

up-CMOS

An alternative approach ta cascading dynamic logic is provided by np-CMOS&, which uses two
flavors (#-tree and p-tree) of dynamic logic, and avoids the extra static inverter in the critical

path that comes with domino logic. In a p-tree logic gate, PMOS devices are used to build a pull-
up logic network, including a PMOS evaluation transistor ((Goncalvez83, Priedman84, Lee86])}.
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Figure 6-69 Compound domino logic uses complex static gates 
at the output of the dynamic gates. 
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To other 
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Figure 6-70 The np-CMOS logic circuit style. 

(see Figure 6-70). The NMOS predischarge transistor drives the output low during precharge 
The output conditionally makes a O --t l transition during evaluation depending on its inputs. 

np-CMOS logic exploits the duality between 11-tree and p-tree logic gates to eliminate the 
cascading problem. If the 11-tree gates are controlled by CLK, and p-tree gates are controlled 
using CLK, n-tree gates can directly drive p-tree gates, and vice versa. Similar to domino, n-tree 
outputs must go through an inverter when connecting to another n-tree gate. During the 
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Figure 6-69 Compound domino logic uses complex static gates
at the output of the dynamic gates.
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Figure 6-70 The ap-CMOSlagiecircuit style.

(see Figure 6-70). The NMOSpredischarge transistor drives the output low during precharge
The output conditionally makes a 0 > | transition during evaluation depending onits puts.

np-CMOSlogic exploits the duality between a-tree and p-tvee logic gates to eliminate the
cascading problem. If the #-tree gates are controlled by CLX, and p-tree gates are controlled
using CLK, #-tree gates can directly drive p-tree gates, and vice versa. Similar to domino, n-tree
outputs must go through an inverter when connecting to another #-tree gate. During the
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precharge phase (CLK = 0), the output of then-tree gate, Out1, is charged to VDD• while the 
output of the p-tree gate, Out,, is predischarged to O V. Since the n-tree gate connects PMOS 
pull-up devices, the PUN of the p-tree is turned off at that time. During evaluation, the output of 
then-tree gate can only make a 1 ----t O transition. conditionally turning on some transistors in the 
p-tree. This ensures that no accidental discharge of Out2 can occur. Similarly, n-tree blocks can 
follow p-tree gates without any problems, because the inputs to then-gate are precharged to 0. A 

disadvantage of the np-CMOS logic style is that the p-tree blocks are slower than the ll-tree 

modules, due to the lower current drive of the PMOS transistors in the logic network. Equalizing 
the propagation delays requires extra area. Also, the lack of buffers requires that dynamic nodes 
are routed between gates. 

6.4 Perspectives 

6.4.1 How to Choose a Logic Style? 

In the preceding sections, we have discussed several gate-implementation approaches using the 

CMOS technology. Each of the circuit styles has its advantages and disadvantages. Which one to 
select depends upon the primary requirement: ease of design, robustness, area, speed, or power 
dissipation. No single style optimizes alt these measures at the same time. Even more, the 
approach of choice may vary from logic function to logic function. 

The static approach has the advantage of being robust in the presence of noise. This makes 

the design process rather trouble free and amenable to a high degree of automation. It is clearly 
the best general-purpose logic design style. This ease of design does come at a cost: For complex 
gates with a large fan-in, complementary CMOS becomes expensive in terms of area and perfor­
mance. Alternative static logic styles have therefore been devised. Pseudo-NM OS is simple and 

fast at the expense of a reduced noise margin and static power dissipation. Pass-transistor logic 
is attractive for the implementation of a number of specific circuits, such as multiplexers and 
XOR-dominated logic like adders. 

Dynamic logic, on the other hand, makes it possible to implement fast and small complex 

gates. This comes at a price, however. Parasitic effects such as charge sharing make the design 
process a precarious job. Charge leakage forces a periodic refresh, which puts a lower bound on 
the operating frequency of the circuit. 

The current trend is towards an increased use of complementmy static CMOS. This ten­
dency is inspired by the increased use of design-automation tools at the logic design level. These 

tools emphasize optimization at the logic level, rather than at the circuit level, and they put a pre­
mium on robustness. Another argument is that static CMOS is more amenable to voltage scaling 

than some of the other approaches discussed in this chapter. 

6.4.2 Designing Logic for Reduced Supply Voltages 

In Chapter 3, we projected that the supply voltage for CMOS processes will continue to drop 
over the coming decade. and may go as low as 0.6 V by 2010. To maintain performance under 
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Figure 6-71 Voltage Scaling (V0vfVron delay and leakage). 

those conditions, it is essential that the device thresholds scale as well. Figure 6-71a shows a plot 
of the (V7 , V DD)ratio required to maintain a given perlormance level (assuming that other device 

characteristics remain identical). 
This trade-off is not without penalty. Reducing the threshold voltage increases the sub­

threshold leakage current exponentially, as we derived in Eq. (3.39) (repeated here for the sake 

of clarity): 

(6.46) 

In Eq. (6.46), S is the slope factor of the device. The subthreshold leakage of an inverter is the 

cmTent of the NMOS for V;,, = 0 V and V
0

,,, = V DD ( or the PMOS current for V;,, = V DD and 
V°'" = 0). The exponential increase in inverter leakage for decreasing thresholds is illustrated in 

Figure 6-71 b. 
These leakage currents are a concern particularly for designs that feature intermittent com­

putational activity separated by long periods of inactivity. For example, the processor in a cellular 

phone remains in idle mode for a majority of the time. While the processor is in idle mode, ideally, 
the system should consume zero or near-zero power. This is only possible if leakage is low-that 
is, the devices have a high threshold voltage. This is in contrast to the scaling scenario that we just 
depicted, where high performance under low supply voltage means reduced thresholds. To satisfy 

the contradicting requirements of high performance during active periods and low leakage during 
standby. several process modifications or leakage-control techniques have been introduced in 
CMOS processes. Most processes with feature sizes at or below 0.18 µm CMOS support devices 

with different thresholds-typically a device with low threshold for high-performance circuits, and 
a transistor with high threshold for leakage control. Another approach gaining popularity is the 
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Figure 6-71 Voltage Scaling (Vpp’¥, on delay and leakage).

those conditions, it is essential that the device thresholds scale as well. Figure 6-71a shows a plot

ofthe (V;, Vgq) ratio required to maintain a given performancelevel (assumingthat other device
characteristics remain identical}.

This trade-off is not without penalty. Reducing the threshold voltage increases the sub-
threshold leakage current exponentially, as we derived in Eq. (3.39) (repeated here for the sake
of clarity):

Lieatage = 110 . [1-0 i. (6.46)
In Bg. (6.46), S is the slope facror of the device. The subthreshold leakage of an inverter is the
current of the NMOS for V,, = OV and ¥,,, = ¥pp (er the PMOS current for V,, = Vpp and
V4 = 0). The exponential increase in inverter leakage for decreasing thresholdsis illustrated in
Figure 6-71b.

These leakage currents are a concern particularly for designs that feature intermittent com-
putational activity separated by long periods ofinactivity. For example, the processorin a cellular
phone remainsin idle modefor a majority of the time. While the processoris in idle mode,ideally,
the system should consume zero or near-zero power. This is only possible if leakage is low-—that
is, the devices have a high threshold voltage. This is in contrast te the scaling scenario that we just
depicted, where high performance under low supply voltage means reduced thresholds. To satisfy
the contradicting requirements of high performance during active periods and low leakage during
standby, several process modifications or leakage-control techniques have been introduced in
CMOSprocesses. Most processes with feature sizes at or below 0.18 am CMOS support devices
with different thresholds—typically a device with low threshold for high-performancecircuits, and
a transistor with high threshold for leakage control. Another approach gaining popularity is the
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dynamic control of the threshold vo1tage of a device by exploiting the body effect of the transistor. 

Use of this approach to control individual devices requires a dual-well process (see Figure 2-2). 
Clever circuit design can also help reduce the leakage current, \vhich is a function of the 

circuit topology and the value of the inputs applied to the gate. Since VT depends on body bias 
<Vnsl, the subthreshold leakage of an MOS transistor depends not only on the gate drive (Vcsl. 

but also on the body bias. In an inverter with In = 0, the subthreshold leakage of the inverter is 
set by the NMOS transistor with its Vcs = Vns = 0 V. In more complex CMOS gates, such as the 
two-input NANO gate of Figure 6-72, the leakage current depends on tl1e input vector. The sub­
threshold leakage current of this gate is the least when A = B = 0. Under these conditions, the 
intermediate node X settles to 

Vx=V,1,ln(l +n) (6.47) 

The leakage cun-ent of the gate is then determined by the topmost NMOS transistor with V cs= 
V8s = -Vx- Clearly, the subthreshold leakage under this condition is smaller than that of the 
inverter. This reduction due to stacked transistors is called the stack effect. The Table in 
Figure 6-72 analyzes the leakage components for the two-input NANO gate under different 
input conditions. 

The reality is even better. In short-channel MOS transistors, the subthreshold leakage cur­
rent depends not only on the gate drive (V cs) and the body bias ( V85 ), but also on the drain volt­
age (Vos). The threshold voltage of a short-channel iviOS transistor decreases with increasing 
VDs due to drain-induced barrier lowering (DIBL). Typical values for DIBL can range from a 

20- to a 150-m V change in V r per voltage change in V DS· Because of this, the impact of the stack 
effect is even more signHicant for short-channel transistors. The intermediate vo)tage reduces the 
drain-source voltage of the topmost device, increases its threshold, and thus lowers its leakage. 

Example 6.19 Stack Effect in Two-Input NAND Gate 

Consider again the two-input NAND gate of Figure 6-72a, when both N1and N2 are off 

(A = B = 0). From the simulated load lines shown in Figure 6-72c, we see that Vx settles to 
approximately 100 mV in steady state. The steady-state subthreshold leakage in the gate is 
therefore due to Vcs= V8s = -IOO mV and VDs = VDD- 100 mV, which is 20 times smaller 
than the leakage of a stand-alone NMOS transistor with Vcs= V85 = 0 mV and VDs = VDo 

[Ye98]. 

In sum, the subthreshold leakage in complex stacked circuits can be significantly lower 
than in individual devices. Observe that the maximum leakage reduction occurs when all the 
transistors in the stack are off, and the intermediate node voltage reaches its stea.dy-state value. 
Exploiting this effect requires a careful selection of the input signals to every gate during 
standby or sleep mode. 
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Figure 6-72 Subthreshold leakage reduction in a two-input NAND gate 
(a) due to stack effect for different input conditions (b). Figure (c) plots the 
simulated load lines of the gate for A= B = 0. 

' 

Problem 6.9 Computing V x 

Equation (6.47) calculates the intermediate node voltage for a two-input NAND with less than 10% error, 
for A= B = 0. Derive Eq. (6.47} assuming (1) VT and ls of N, and N2 are approximately equal, (2) NMOS 
transistors are identically sized, and {3) n < 1.5. 

6.5 Summary 
In this chapter, we have extensively analyzed the behavior and performance of combinational 
CMOS digital circuits with regard to area, speed, and power. We summarize the major points as 

follows: 

• Static complementary CMOS combines dual pull-down and pull-up networks, only one of 
which is enabled at any time. 
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Figure 6-72 Subthreshold leakage reduction in a two-input NAND gate
(a) due to stack effect for different input conditions (b}. Figure (c} plots the
simulated load lines of the gate for d= @= 0,
 

Problem 6.9 Computing Vy

Equation (6.47) calculates the intermediate node voltage for a two-input NAND with less than 10% error,
for A = B = 0. Derive Eq. (6.47) assuming (1) Vand i, of N, and N, are approximately equal, (2) NMOS
transistors are identically sized, and (3) 2 < 1.5. 

6.5 Summary

In this chapter, we have extensively analyzed the behavior and performance of combinational
CMOSdigital circuits with regard to area, speed, and power. We summarize the major points as
follows:

« Static complementary CMOS combines dual pull-down and pull-up networks, only one of
which is enabled at any time.
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• The performance of a CMOS gate is a strong function of the fan-in. Techniques to deal 

with fan-in include transistor sizing, input reordering, and partitioning. The speed is also a 
linear function of the fan-out. Extra buffering is needed for large fan-outs. 

• The ratioed logic style consists of an active pull-down (-up) network connected to a load 
device. This results in a substantial reduction in gate complexity at the expense of static 
power consumption and an asymmetrical response. Careful transistor sizing is necessary 
to maintain sufficient noise margins. The most popular approaches in this class are the 

pseudo-NMOS techniques and differential DCVSL, which require complementary 

signals. 
• Pass-transistor logic implements a logic gate as a simple switch network. This results in 

very simple implementations for some logic functions. Long cascades of switches are to 
be avoided due to a quadratic increase in delay with respect to the number of elements in 
the chain. NMOS-only pass-u·ansistor logic produces even simpler structures. but might 
suffer from static power consumption and reduced noise margins. This problem can be 
addressed by adding a level-restoring transistor. 

• The operation of dynamic logic is based on the storage of charge on a capacitive node and 
the conditional discharging of that node as a function of the inputs. This calls for a two­
phase scheme, consisting of a precharge foHowed by an evaluation step. Dynamic logic 
trades off noise margin for performance. It is sensitive to parasitic effects such as 1eakage, 

charge redistribution, and clock feedthrough. Cascading dynamic gates can cause prob­
lems and thus should be addressed carefully. 

• The power consumption of a logic network is strongly related to the switching activity of 
the network. This activity is a function of the input statistics, the network topology, and the 

1ogic style. Sources of power consumption such as glitches and short-circuit currents can 
be minimized by careful circuit design and transistor sizing. 

• Threshold voltage sca1ing is required for low-voltage operation. Leakage control is critica1 

for low-voltage operation. 

6.6 To Probe Further 
The topic of (C)MOS logic styles is treated extensively in the literature. Numerous texts have 

been devoted to the issue. Some of the most comprehensive treatments can be found in 

[Weste93] and [ChandrakasanOl]. Regarding the intricacies of high-performance design, 
[Shoji96] and [Bernstein98] offer the most in-depth discussion of the optimization and analysis 
of digital MOS circuits. The topic of power minimization is relatively new, but comprehensive 

reference works are available in [Chandrakasan95], [Rabaey95], and [Pedram02]. 
Innovations in the MOS logic area are typically published in the proceedings of the !SSCC 

Conference and the VLSI circuits symposium, as well as the IEEE Journal of Solid State 

Circuits (especially the November issue). 
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Exercises 
For the latest problem sets and design chaUenges in CMOS digital logic, log in to http://bwrc.eecs.berkeley.edu/ 

IcBook. 
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While circuit simulation in the SPICE style proves to be an extremely valuable element of the 

designers tool box. it has one major deficiency. By taking into account a1l the peculiarities and 
second-order effects of the semiconductor devices, it tends to be time consuming. It rapidly 
becomes unwieldy when designing complex circuits, unless one is willing to spend days of com­
puter time. Even though computers are always. getting faster and simulators are getting better, 

circuits are getting complex even faster. The designer can address the complexity issue by giving 
up modeling accuracy and resorting to higher representation levels. A discussion of the different 

abstraction levels available to the designer and their impact on simulation accuracy is the topic 

of this insert. 
The best way of differentiating among the myriad of simulation approaches and abstrac­

tion levels is to identify how the data and time variables are represented-as analog, continuous 

variables, as discrete signals, or as abstract data models. 
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C.1 Representing Digital Data as a Continuous Entity 

Circuit Simulation and Derivatives 

In Design Methodology Insert B, we established that a circuit simulator is "digitallyagnostic," 
meaning that it is, in essence, an analog simulator. Voltage, current, and time are treated as ana­
log variables. This accurate modeling, combined with the nonlinearity of most of the devices 

leads to a high overhead in simulation time. 

Substantial effort has been invested to decrease the computation time at the expense of 
generality. Consider an MOS digital circuit. Due to the excellent isolation property of the MOS 
gate, it is often possible to partition the circuit into a number of sections that have limited inter­
action. A possible approach is to solve each of these partitions individually over a given pedod, 
assuming that the inputs from other sections are known or constant The resulting waveforms 

can then be iteratively refined. This. relaxation-based approach has the advantage of being com­
putationally more effective than the traditional technique by avoiding expensive matrix inver­
sions, but it is restricted to MOS circuits [White87]. When the circuit contains feedback paths, 
the partitions can become large, and simulation performance degrades. 

Another approach is to reduce the complexity of the transistor models used. For example, 

linearization of the model leads to a dramatic reduction in the computational complexity. Yet 
another approach is to employ a simplified table-lookup model. While this approach, by neces­
sity, leads to a decreased accuracy of the waveforms. it still aHows for a good estimation of tim­
ing parameters such as propagation delay and 1ise and fall times. This explains why these tools 
often are called timing simulators. The big advantage is in the execution speed, which can be one 

or two orders of magnitude higher than that of SPICE-like tools. Another advantage is that, in 
contrast to the tools that are discussed next, timing simulators still can incorporate second-order 
effects such as leakage, threshold drops, and signal glitches. Examples of an offering in this 
class is the NanoSim (formerly TimeMill/PowerMill) tool set from Synopsys [TimeMill]. As a 

point of reference. simulators in this class typically give up S to 10% in accuracy on timing 
parameters. with respect to full-blown circuit simulators. 

C.2 Representing Data as a Discrete Entity 
In digital circuits, we generally are not interested in the actual value of the voltage variable, but 
only in the digital value it represents. Therefore, it is possible to envision a simulator in which 

data signals are either in the O or I range. Signals that do no comply with either condition are 
denoted as X, or undefined. 

This tertiary representation {0, 1, X} is used extensively in simulators at both the device 
and gate level. By augmenting this set of allowable data values, we can obtain more detailed 

information, while retaining the capability of handling complex designs. Possible extensions are 
the Z-value for a tristate node in the high-impedance state, and R- and F-values for the rising and 
falling transients. Some commerciaHy offered simulators provide as many as a dozen possib1e 

signal states. 
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Figure C-1 Discrelizing the time variable. 

While substantial performance improvement is obtained by making the data representation 
space discrete, similar benefits can be obtained by making time a discrete variable as well. Con­

sider the voltage waveform of Figure C-1, which represents the signal at the input of an inverter 
with a switching threshold V,11 • It is reasonable to assume that the inverter output changes its 
value one propagation delay after its input crossed V M· When one is not strictly interested in the 
exact shape of the signal waveforms, it is sufficient to evaluate the circuit only at the interesting 

time points, t 1 and t2• 

Similarly, the interesting points of the output waveform are situated at I 1 + t11HL and 
t2 + tpLH· A simulator that only evaluates a gate at the time an event happens at one of its inputs 
is called an event-driven simulator. The evaluation order is determined by putting projected 
events on a time queue and processing them in a time-ordered fashion. Suppose that the wave­
form of Figure C- l acts as the lnput waveform to a gate. An event is scheduled to occur at 

time t1. Upon processing that event, a new event is scheduled for the fan-out nodes at t1 + tpHL 

and is put on the time queue. This event-driven approach is evidently more efficient than the 
time-step-driven approach of the circuit simulators. To take the impact of fan-out into account, 
the propagation delay of a circuit can be expressed in terms of an int1insic delay (th) and a load­

dependent factor (11), and it can differ over edge transitions: 

(C.l) 

The load CL can be entered in absolute te1ms (in pF) or as a function of the number of fan-out 
gates. Observe how closely this equation resembles the logical-effort model we introduced in the 

preceding chapter. 
While offering a substantial petfonnance benefit, the preceding approach still has the dis­

advantage that events can happen any time. Another simplification could be to make the time 
even more discrete and allow events to happen oniy at integer multiples of a unit time variable. 
An example of such an approach is the unit-delay model, where each circuit has a single delay of 

one unit. Finally, the simplest model JS the zero-delay model, in which gates are assumed to be 

free of delay. Under this paradigm, time proceeds from one clock event to the next, and all 
events are assumed to occur instantaneously upon aITival of a clocking event. These concepts 
can be applied on a number of abstraction levels, resulting in the simulation approaches dis­

cussed next. 
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Figure C-1  Discretizing the time variable.

While substantial performance improvement is obtained by making the data representation
space discrete, similar benefits can be obtained by making time a discrete variable as well. Con-
sider the voltage waveform of Figure C-1, which represents the signal at the input of an inverter
with a switching threshold V,,. It is reasonable to assume that the inverter output changes its
value one propagation delayafter its input crossed V,,. When one is not strictly interested in the
exact shape of the signal waveforms, it is sufficient to evaluate the circuit only at the Interesting
time points, f; and 4.

Similarly, the interesting points of the output waveform are situated at 4, + f,., and
éy + yey. A simulatorthat only evaluates a gate at the time an event happensat one ofits inputs
is called an event-driven simulator. The evaluation order is determined by putting projected

events on a time queue and processing them in a time-ordered fashion. Suppose that the wave-
form of Figure C-1 acts as the input waveform to a gate. An event is scheduled to occur at

time #,. Upon processing that event, a new event is scheduled for the fan-out nodes at % + top,
and is put on the time queue. This event-driven approach is evidently more efficient than the
time-step-driven approach of the circuit simulators. To take the impact of fan-out into account,
the propagation delay of a circuit can be expressed in terms ofan intrinsic delay @,,,) and a load-
dependent factor (7), and it can differ over edge transitions:

toun = Cinta fing X Cp (C.1)

The load C, can be entered in absolute terms {in pF) or as a function of the number of fan-out
gates. Observe howcloselythis equation resembles the fegical-effert model we introducedin the
preceding chapter.

While offering a substantial performance benefit, the preceding approach still has the dis-
advantage that events can happen any time. Another simplification could be to make the time
even more discrete and allow events to happen only at integer multiples of a weit fime variable.
An example of such an approachis the wat-delay model, where each circuit has a single delay of
one unit. Finally, the simplest modelis the zere-delay model, in which gates are assumed to be
free of delay. Under this paradigm, time proceeds from one clock event to the next, and all
events are assumed to occur instantaneously upon arrival of a clocking event. These concepts
can be applied on a numberof abstraction levels, resulting in the simulation approaches dis-
cussed next.
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Figure C-2 Switch-level model of CMOS inverter. 

Switch-Level Simulation 

The nonlinear nature of semiconductor devices is one of the major impediments to higher 
simulation speeds. The switch-level model [Bryant81] overcomes this hurdle by approximat­
ing the transistor behavior with a linear resistance whose value is a function of the operating 
conditions. In the off-mode, the resistance is set to infinity. while in the on-mode. it is set to 
the average "on" resistance of the device (Figure C-2). The resulting network is a time-vari­
ant, linear network of resistors and capacitors that can be more efficiently analyzed. Evalua­
tion of the resistor network determines the steady-state values of the signals and typically 
employs a { 0, 1, X) model. For instance, if the total resistance between a node and GND is 
substantially smaller than the resistance to Vvv, the node is set to the 0-state. The timing of 
the events can be resolved by analyzing the RC network. Simpler timing models such as the 
unit-delay model are also employed. 

Example C.1 Switch versus Circuit-Level Simulation 

A four-bit adder is simulated using the switch-level simulator IRSIM ([Salz89]). The sim­
ulation results are plotted in Figure C-3. Initially, all inputs (!NI and IN2) and the carry­
input CIN are set to 0. After IO nsec, all inputs IN2 as well as CIN are set to I. The display 
window plots the input signals, the output vector OUT[0-3], and the most significant out­
put bits OUT[2] and OUT[3]. The output converges to the correct value 0000 after a transi­
tion period. Notice how the data assumes only O and I levels. The glitches in the output 
signals go rail to rail, although in reality they might represent only partial excursions. Dur­
ing transients, the signal is marked X, which means "undefined.~' To put this result in per­
spective, Figure C-3 plots the SPICE results for the same input vectors. Notice the partial 
glitches. Also, it shows that the IRSIM tim.ing, which is based on an RC model, is rela­
tively accurate and sufficient to get a first-order impression. 
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Switch-Level Simulation

The nonlinear nature of semiconductor devices is one of the major impediments to higher

simulation speeds. The switch-level mode! [Bryant$1] overcomes this hurdle by approximat-
ing the transistor behavior with a Hnear resistance whose value is a function of the operating
conditions. In the off-mode, the resistance is set to infinity, while in the on-mode, it is set to

the average “on” resistance of the device (Figure C-2}. The resulting network is a time-vari-
ant, linear network of resistors and capacitors that can be more efficiently analyzed. Evalua-

tion of the resistor network deterrnines the steady-state values of the signals and typicaily

employs a {0, 1, X¥} model. For instance, if the total resistance between a node and GND is
substantially smaller than the resistance tc Vpp, the node is set to the O-state. The timing ef
the events can be resolved by analyzing the RC network. Simpler timing models such as the
unit-delay model are also employed.

Example C.1 Switch versus Circuit-Level Simulation

A four-bit adder is simulated using the switch-level simulator IRSIM ([Saiz89]}. The sim-

ulation results are plotted in Figure C-3. Initially, all inputs (V1 and 7N2) and the carry-

input CIN are set to 0. After 10 nsec, all inputs /A'2 as well as C/N are set to |. The display
window plots the input signals, the outpet vector OUT[O-3], and the mastsignificant cut-

put bits OUT(2) and OU/773]. The output converges to the correct value 0000 after a transi-

tion period. Notice how the data assumes only 0 and 1 levels. The glitches in the output

signals go rail io rail, although in reality they might represent only partial excursions. Dur-
ing transients, the signal is marked X, which means “undefined.” To put this result in per-

spective, Figure C-3 plots the SPICE results for the same input vectors. Notice the partial
glitches. Also, it shows that the IRSIM timing, which is based on an RC model, is rela-
tively accurate and sufficient to get a first-order impression.
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Figure C-3 Comparison between circuit and switch-level simulations. 

Gate-Level (or Logic) Simulation 

313 

20 

Gate-level simulators use the same signal values as the switch-level tools, but the simulation prim­
itives are gates instead of transistors. This approach enables the simulation of more complex cir­
cuits at the expense of detail and generality. For example, some common VLSI structures such as 

tristate busses and pass transistors are hard to deal with at this level. Since gate level is the preferred 
entry level for many designers, this simulation approach remained extremely popular until the 
introduction of logic synthesis tools, which moved the focus to the functional or behavioral 
abstraction layer. The interest in logic simulation was so great that special and expensive hardware 

accelerators were developed to expedite the simulation process (e.g., [Agrawal90]). 

Functional Simulation 

Functional simulation can be considered as a simple extension of logic simulation. The primi­
tive elements of the input description can be of an arbitrary complexity. For instance, a simu­

lation element can be a NAND gate, a multiplier, or an SRAM memory. The functionality of 
one of these complex units can be described using a modern programming language or a dedi­
cated hardware description language. For instance, the THOR simulator uses the C program­

ming language to determine the output values of a module as a function of its inputs [Thor88]. 
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Figure C-3 Comparison between circuit and switch-level simulations. 

Gate-Level (or Logic) Simulation

Gate-level simulators use the same signal values as the switch-level tools, but the simulation prim-
itives are gates instead of transistors. This approach enablesthe simulation of more complex cir-
cuits at the expense of detail and generality. For example, some common VLSI structures such as
tristate busses and pass transistors are hard to deal with at this level. Since gate levelis the preferred
entry level for many designers, this simulation approach remained extremely popular until the
introduction of logic synthesis tools, which moved the focus to the functional or behavioral
abstraction layer. The interest in logic simulation was so great that special and expensive hardware
accelerators were developed to expedite the simulation process (e.g., [Agrawal90j).

Fuanctionat Simulation

Functional simulation can be considered as a simple extension of logic simulation. The primi-
tive elements of the input description can be of an arbitrary complexity. For instance, a simu-
lation element can be a NAND gate, a multiplier, or an SRAM memory. The functionality of
one of these complex units can be described using a modern programming language or a dedi-
cated hardware description language. For instance, the THOR simulator uses the C program-
ming language to determine the output values of a module as a function of its inputs [Thor88].
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The SystemC language [SystemC] uses most of the syntax and semantics of C, but adds a 

number of constructs and data types to deal with the peculiarities of hardware design-such as 
the presence of concurrency. On the other hand, VHDL (VHSIC Hardware Description Lan­
guage) [VHDL88] is a specially developed language for the description of hardware designs. 

In the structural mode, VHDL describes a design as a connection of functional mod­
ules. Such a description often is called a netlist. For example. Figure C-4 shows a description 
of a 16-bit accumulator consisting of a register and adder. 

The adder and register can in turn be described as a composition of components such as 
full-adder or register cells. An alternative approach is to use the behavioral mode of the language 
that describes the functionality of the module as a set of input/output relations regardless of the 
chosen implementation. As an example, Figure C-5 describes how the output of the adder is the 
two·s-compiement sum of its inputs. 

entity accumulator is 
port { -- definitioll of input and output terminals 

); 

DI: in bit_vector(J5 downto 0) -- a vector of 16 bit wide 
DO: inout bit_vector(15 downto 0); 
CLK: in bit 

end accumulator; 

architecture structure of accumulator is 
component reg -- definition of register ports 

port ( 

); 

DI: in bit_vector(I5 downto O); 
DO: out bit_vector(I5 downto 0); 
CLK; in bic 

end component; 
component add -- definition oj adder pons 

port ( 

); 

INO: in bit_vector(l5 downto 0): 
!NI: in bit_vector(15 downto O); 
OUTO: out bit_vector(15 downto 0) 

end component; 
-- definition of accumulator srructure 
signal X : bit_ vector( 15 down to 0); 
begin 

add! : add 
port map (DI, DO. X); -- defines port connectivity 

regl : reg 
port map (X, DO, CLK); 

end structure~ 

Figure C-4 Functional description of an accumulator in VHDL 
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entity add is 
port ( 

INO: in bit_vector(15 downto 0); 
IN I : in bit_ vector( 15 downlo O); 
OUTO: out bit_vector(I5 downto 0) 

); 

end add; 

architecture behavior of add is 
begin 

process(l"lO, IN I) 
variable C: bit_vector(I6 downto 0); 
variable S : bit_ vector( 15 down to 0); 

begin 
loop!: 
for i in Oto 15 loop 

S(i) := !NO(i) xor IN l(i) xor C(i); 
C(i+ l ):= INO(i) and IN I (i) or C(i) and (INO(i) or IN l(i)); 

end loop loop I ; 
OUTO<=S; 

end process; 
end behavior; 

Figure C-5 Behavioral description of 16-bit adder. 

315 

The signal levels. of the functional simulator are similar to the switch and logic levels. A 
variety of timing models can be used-for example, the designer can describe the delay between 
input and output signals as part of the behavioral description of a module. Most often the zero­
delay model is employed, since it yields the highest simulation speed. 

C.3 Using Higher-Level Data Models 

\Vhen conceiving a digital system such as a compact disk player or an embedded microcontrol­
Jer, the designer rarely thinks in terms of bits. Instead. she envisions data moving over busses as 
integer or floating-point words, and patterns transmitted over the instruction bus as members of 
an enumerated set of instruction words (such as (ACC, RD, WR, or CLR)). Modeling a discrete 

design at this level of abstraction has the distinct advantage of being more understandable, and it 
also results in a substantial benefit in simulation speed. Since a 64-bit bus is now handled as a 
single object. analyzing its value requires only one action instead of the 64 evaluations it for­
merly took to determine the current state of the bus at the logic level. The disadvantage of this 
approach is another sacrifice of timing accuracy. Since a bus is now considered to be a single 
entity, only one global delay can be annotated to it, while the delay of bus elements can vary 
from bit to bit at the logic level. 

It also is common to distinguish bet\veen jimctional (or structural) and behavioral 

descriptions. In a functional-level specification, the description mirrors the intended hardware 
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structure. Behavioral-level specifications only mimic the input/output functionality of a design. 

Hardware delay loses its meaning, and simulations are normally performed on a per clock-cycle 

(or higher) basis. For instance, the behavioral models of a microprocessor that are used to verify 

the completeness and the correctness of the instruction set are performed on a per instruction 

basis. 
The most popular languages at this level of abstraction are the VHDL and VERILOG 

hardware-description languages. VHDL allows for the introduction of user-defined data types 

such as 16-bit. two's-complement words or enumerated instruction sets. Many designers tend to 

use traditional programming approaches such as C or C++ for their first-order behavioral mod­

els. This approach has the advantage of offering more flexibility, but it requires the user to define 

all data types and to essentially write the complete simulation scenario. 

Example C.2 Behavioral-Level VHDL Description 

To contrast the functional and behavioral description modes and the use of higher level 

data models, consider again the example of the accumulator (see Figure C-6). In this case, 

we use a fully behavioral description that employs integer data types to describe the mod­

ule operation. 

Figure C-7 shows the results of a simulation performed at this level of abstraction. 

Even for this small example, the simulation performance in terms of CPU time is three 

times better than what is obtained with the structural description of Figure C-4. 

entity accumulator is 
port ( 

); 

DI : in integer; 
DO : inout integer := 0~ 
CLK: in bit 

end accumulator; 

architecture behavior of accumulator is 
begin 

process(CLK) 
variable X : integer := O; -- intermediate variable 
begin 

ifCLK='l'then 
X<=DO+Dl: 
DO<=X: 

end if; 
end process: 

end behavior; 

Figure C-6 Accumulator for Example C.2. 
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Figure C-7 Display of simulation results for accumulator example as obtained 
at the behavioral level. The WAVES display tool (and VHDL simulator) are part 
of the Synopsis VHDL tool suite (Courtesy of Synopsys.). 
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DESIGN l.VlETHODOLOGY INSERT 

D 

Layout Techniques for Complex Gates 

Weinberger and standard-cell layout techniques 

Euler graph approach 

In Chapter 6, we discussed in detail how to construct the schematics of complex gates and how 
to size the transistors. The last step in the design process is to derive a layout for the gate or cell; 
in other words, we must determine the exact shape of the various polygons composing the gate 

layout. The composition of a layout is strongly influenced by the interconnect approach. How 
does the cell fit in the overall chip layout, and how does it communicate with neighboring cells? 
Keeping these questions in mind from the start results in denser designs with less parasitic 
capacitance. 

Weinberger and Standard-Cell Layout Techniques 

We now examine two important layout approaches, although many others can be envisioned. In 
the Weinberger approach [Weinberger67], the data wires (inputs and outputs) are routed (in 

metal) parallel to the supply rails and perpendicular to the diffusion areas, as illustrated in 
Figure D-1. Transistors are formed at the cross points of the polysilicon signal wires (connected 
to the horizontal metal wires) and the diffusion zones. The "over-the-cell" wiring approach 
makes the Weinberger technique particularly suited for bit-sliced datapaths. While it is still used 

on an occasional base, the Weinberger technique has lost its appeal over the years in favor of the 

standard-cell style. 
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Mirrored cell, sharing well 

Polysllicon 

Signals ---- Well 

' ? -

Vss 

Figure D-1 The Weinberger approach for complex gate layoul 
(using a single metal layer). 

In the standard-cell technique, signals are routed in polysilicon perpendicular to the 
power distribution (Figure D-2). This approach tends to result in a dense layout for static 
CMOS gates, as the vertical polysilicon wire can serve as the input to both the NMOS and the 
PMOS transistors. An example of a cell implemented using the standard-cell approach is 
shown in Figure 6-12. Interconnections between cells generally are established in so-called 
routing channels, as demonstrated in Figure D-2. The standard-cell approach is very popular at 
present due to its high degree of automation. (For a detailed description of the design .automa­
tion tools supporting the standard-cell approach, see Chapter 8.) 

Layout Planning using the Euler Path Approach 

The common use of this layout strategy makes it worth analyzing how a complex Boolean func­
tion can be mapped efficiently onto such a structure. For density reasons, it is desirable to realize 
the NMOS and PMOS transistors as an unbroken row of devices with abutting source-drain con-

Metall 

Signals 

---- Well 

Yss 

Routing channel 

Polysilicon 

Figure D-2 The standard-cell approach for complex gate layout. 
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In the standard-cell technique, signals are routed in polysilicon perpendicular te the

power distribution (Figure D-2). This approach tends to result in a dense layout for static
CMOS gates, as the vertical polysilicon wire can serve as the input to both the NMOS and the
PMOS transistors. An example of a cell implemented using the standard-cell approach is

shown in Figure 6-12. Interconnections between cells generally are established in so-called
routing channels, as demonstrated in Figure D-2. The standard-cell approach is very popular at

present due to its high degree of automation. (For a detailed description of the design automa-
tion tools supporting the standard-cell appreach, see Chapter 8.3

Layeut Planning using the Euler Path Approach

The common use of this layout strategy makes it worth analyzing how a complex Boolean func-

tion can be mapped efficiently onto such a structure. Por density reasons,it is desirable to realize
the NMOS and PMOStransistors as an unbroken row of devices with abutting source—-drain con-
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Figure D-3 Stick Diagram for x= (a+ b) · c. 
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(b) Input order {ab c) 

321 

nections, and with the gate connections of the corresponding NMOS and PMOS transistors 
aligned. This approach requires only a single strip of diffusion in both wells. To achieve this 
goal, a careful ordering of the input terminals is necessary. This is mustrated in Figure D-3, 
where the logical function x = (a + b) · c is implemented. In the first version, the order { a c b) is 
adopted. It can easily be seen that no solution will be found using only a single diffusion strip. A 

reordering of the terminals (for instance, using { a b c }), generates a feasible solution, as shown 
in Figure D-3b. Observe that the "layouts" in Figure D-3 do not represent actual mask geome­
tries, but are rather symbolic diagrams of the gate topologies. Wires and transistors are repre­
sented as dimensionless objects, and positioning is relative, not absolute. Such conceptual 
representations are called stick diagrams, and often are used at the conception time of the gate, 
before determining the actual dimensions. We use stick diagrams whenever we want to discuss. 
gate topologies or layout strategies. 

Fortunately, a systematic approach has been developed to derive the permutation of the 
input tenninals so that complex functions can be realized by uninterrupted diffusion strips that 
minimize the area [Uehara8 l ]. The systematic nature of the technique also has the advantage 
that it is easily automated. It consists of the following two steps: 

I. Construction of logic graph. The logic graph of a u-ansistor network (or a switching 
function) is the graph of which the vertices are the nodes (signals) of the network. and the 
edges represent the transistors. Each edge ls named for the signal controHing the corre­
sponding transistor. Since the PUN and PDN networks of a static CI'v10S gate are dual, 
their corresponding graphs are dual as well-that is, a parallel connection is replaced by a 
series one and vice versa. This is demonstrated in Figure D-4, where the logic graphs for 
thePDN and PUN networks of the Boolean functionx =(a+ b) ·care overlaid (notice 
that this approach can be used to derive dual networks). 

2. Identification of Euler paths, An Euler path in a graph is defined as a path through all 
nodes in the graph such that each edge in the graph is only visited once. Identification of 
such a path is important, because an ordering of the inputs leading to an uninterrupted dif­
fusion strip of NMOS {PMOS) transistors is possible only if there exists an Euler path in 
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{a} Input order [a ¢ 8} {b) Input orderfa 5 ec}

Figure D-3 Stick Diagram for x= (a+ d)-c.

nections, and with the gate connections of the corresponding NMOS and PMOS transistors

aligned. This approach requires only a single strip of diffusion im both wells. To achieve this
goal, a careful ordering of the mput terminals is necessary. This is Hlustrated in Figure D-3,
where the logical function x = (a + b) - c is implemented.In the first version, the order {a ¢ b} is
adopted. It can easily be seen that no solution will be found using only & single diffusion strip. A
reordering of the terminals (for instance, using fa 6 c}), generates a feasible solution, as shown
in Figure D-3b. Observe that the “layouts” in Figure D-3 do not represent actual mask geome-
tries, but are rather symbolic diagrams of the gate topologies. Wires and transistors are repre-
sented as dimensionless objects, and pasitioning is relative, not absolute. Sach conceptual
representations are called stick diagrams, and often are used at the conception time of the gate,
before determining the actual dimensions. We use stick diagrams whenever we want to discuss
gate topologies or layoutstrategies.

Fortunately, a systematic approach has been developed to derive the permutation of the
input terminals so that complex functions can be realized by uninterrupted diffesion strips that
minimize the area [Uchara81]. The systematic nature of the technique also has the advantage

that it is easily automated. [t consists of the following two steps:

:
i
:i
i:£
it

1. Construction of fogic graph. The logic graph ofa transistor network (or a switching
function) is the graph of which the vertices are the nodes (signals) of the network, and the
edges representthe transistors. Each edge is named for the signal controlling the corre-
sponding transistor. Since the PUN and PDN networksof a static CMOSgate are dual,
their corresponding graphs are dual as well—thatis, a parallel connection is replaced by a
series one and vice versa, This is demonstrated in Figure D-4, where the logic graphs for
the PDN and PUN networks of the Boolean function x = (a + 6) - ¢ are overlaid (notice
that this approach can be used to derive dual networks).

. Identification of Ealer paths. An Euler path in a graph is defined as a path throughall
nodes in the graph such that cach edge in the graph is only visited once, Identification of
such a path is important, because an ordering of the inputs leading to an uninterrupted dif-
fusion strip of NMOS (PMQS} transistors is possible only if there exists an Euler path in
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(a) Schematic diagram 
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(b) Logic graphs for PDN 
and PUN 

GND 

(c) Consistent Euler paths 
for PDN and PUN 

Figure D-4 Schematic diagram, logic graph, and Euler paths for X; (a+ b) · c. 

the logic graph of the PON (PUN) network. The reasoning behind this finding is as 

follows: 

To form an interrupted strip of diffusion, all transistors must be visited in sequence; that is. 
the drain of one device is the source of the next one. This is equivalent to traversing the logic 
graph along an Euler path. Be aware that Euler paths are not unique: many different solutions 

may exist. 
The sequence of edges in the Euler path equals the ordering of the inputs in the gate lay­

out. To obtain the same ordering in both the PUN and PON networks, as is necessary if we want 
to use a single poly strip for every input signal, the Euler paths must be consistent-that is, they 

must have the same sequence. 
Consistent Euler paths for the example of Figure 0-4a are shown in Figure 0-4c. The lay­

out associated with this solution is shown in Figure 0-3b. An inspection of the logic diagram of 
the function shows that { a c b) is an Euler path for the PUN, but not for the PON. A single-dif­

fusion-strip solution is, hence. nonexistent (Figure D-3a). 

Example D,l Derivation of Layout Topology of Complex Logic Gate 

As an example, let us derive the layout topology of the following logical function: 

x= ab+ cd 

The logical function and one consistent Euler path are shown in Figure D-5a and 
Figure 0-5b. The corresponding layout is shown in Figure 0-5c. 
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(a) Schematic diagram (b} Logic graphs for PDN {c} Consistent Euler paths

and PUN for PIXN and PUN

Figure D-4 Schematic diagram, logic graph, and Euler paths for x= (a+ 8)- c.

the logic graph of the PON (PUN) network. The reasoning behind this findingis as
follows:

‘To form an interrupted strip of diffusion, all transistors must be visited in sequence; thatis,
the drain of one device is the source of the next one. This is equivalent to traversing the logic

graph along an Euler path. Be aware that Buler paths are not unique: many different solutions
mayexist.

‘The sequence of edges in the Euler path equals the ordermg of the inputs in the gate lay-
out. To obtain the same ordering in beth the PUN and PDN networks, as is necessary if we want

to use a single poly strip for every input signal, the Euler paths must be consistent—thatis, they
must have the same sequence.

Consistent Euler paths for the example of Figure D-4a are shown in Figure D-4c, Thelay-

out associated with this solution is shown in Figure D-3b. An inspection of the logic diagram of
the fanction shows that {a c 6} is an Euler path for the PUN, but not for the PDN. A single-dif-

fusion-strip solution is, hence, nonexistent (Figure D-3a).

Example BD. Derivation of Layout Topology of Complex Logic Gate

As an example, let us derive the layout topology of the following logical function:

x=abtcd

The logical function and one consistent Enler path are shown in Figure D-5a and

Figure D-5b. The corresponding layout is shown in Figure D-Se.
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X X 

X 

GND GND ~--(a) Logic graphs for (ab + cd) (b) Euler paths {ab c d) 

a b C d 

(c) Stick diagram for ordering {ab c d) 

Figure D-5 Deriving the layout topology for x = (ab+ cd). 

The reader should be aware that the existence of consistent Euler paths depends on the 
way the Boolean expressions (and the con-esponding logic graphs) are constructed. For exam­
ple, no consistent Euler paths can be found for x = a + b · c + d · e, but the function x = b · c + a 
+ d · e has a simple solution (confirm that this is true by preserving the ordering of the function 
when constructing the logic graphs). A restructuring of the function is sometimes necessary 
before a set of consistent paths can be identified. This could lead to an exhaustive search over all 
possible path combinations. Fortunately, a simple algorithm to avoid this plight has been pro­
posed [Uehara81]. A discussion of this is beyond our scope, however, and we refer the inter­

ested reader to that text. 
Finally, it is worth mentioning that the layout strategies presented are not the only possi­

bilities. For example, sometimes it might be more effective to provide multiple diffusion strips 
stacked vertically. In this case, a single polysilicon input line can serve as the input for multiple 
transistors. This might be beneficial for certain gate structures, such as the NXOR gate, and 
therefore, case-by-case analysis is recommended. 

To Probe Further 

A good overview of cell-generation techniques can be found in [Rubin87, pp. 116-128]. Some 
of the landmark papers in this area include the following: 
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Figure D-5 Deriving the layout topology for x = (ab + cd}. 

The reader should be aware that the existence of consistent Euler paths depends on the

way the Boolean expressions (and the corresponding logic graphs) are constructed. For exam-
ple, no consistent Euler paths can be found for x = a+ b-¢ + d-e, but the functions = b-c+a
+ d-¢has a simple solution (confirm thatthis is true by preserving the ordering of the function
when constructing the logic graphs). A restructuring of the function ig sometimes necessary
before a set of consistent paths can be identified. This could lead to an exhaustive search overall
possible path combinations. Fortunately, a simple algorithm to avoid this plight has been pro-
posed [Uehara81]. A discussion of this is beyond our scope, however, and we refer the inter-
ested reader to that text.

Finally, it is worth mentioning that the layout strategies presented are not the only possi-
bilities, For example, sometimes it might be more effective to provide multiple diffusion strips
stacked vertically. In this case, a single polysilicon input line can serve as the input for multiple
transistors. This might be beneficial for certain gate structures, such as the NXOR gate, and
therefore, case-by-case analysis is recommended.

Teo Probe Further

A goad overview of cell-generation techniques can be found in [Rubin8?, pp. 116-128]. Some
of the landmark papers in this area include the following:
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7.6 Nonbistable Sequential Circuits 
7.6.1 The Schmitt Trigger 
7 .6.2 Monostable Sequential Circuits 
7 .6.3 Astable Circuits 

7.7 Perspective: Choosing a Clocking Strategy 
7.8 Summary 
7.9 To Probe Further 

7 .1 Introduction 
As described earlier, combinational logic circuits have the property that the output of a logic 
block is only a function of the current input values, assuming that enough time has elapsed for 
the logic gates to settle. Still, virtually all useful systems require storage of state information, 
leading to another class of circuits called sequential logic circuits. In these circuits~ the output 
depends not only on the current values of the inputs, but also on preceding input values. In other 
words, a sequential circuit remembers some of the past history of the system-it has memory. 

Figure 7-1 shows a block diagram of a generic finite-state machine (FSM) that consists of 
combinational logic and registers, which hold the system state. The system depicted here 
belongs to the class of synchronous sequential systems, in which all registers are under control 
of a single global dock. The outputs of the FSM are a function of the current Inputs and the Cur­

rent State. The Next State is determined based on the Current State and the current Inputs and is 
fed to the inputs of registers. On the rising edge of the clock, the Next State bits are copied to the 
outputs of the registers (after some propagation delay), and a new cycle begins. The register then 
ignores changes in the input signals until the next rising edge. In general, registers can be posi­
tive edge triggered (where the input data is copied on the rising edge of the clock) or negative 

edge triggered (where the input data is copied on the falling edge. as indicated by a small circle 
at the clock input). 

This chapter discusses the CMOS implementation of the most impmtant sequential build­
ing blocks. A variety of choices in sequential primitives and clocking methodologies exist; mak­
ing the correct selection is getting increasingly impm1ant in modern digital circuits~ and can 

Inputs--.-, ,__.._ Outputs 

Current State 

COMBINATIONAL 
LOGIC 

Registers j 
~----IQ D~'<----~ 

CU 

Next S1ate 

Figure 7-1 Block diagram of a finite-state machine, using 
positive edge-triggered registers. 
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have a great impact of performance, powe1~ and/or design complexity. Before embarking on a 
detailed discussion of the various design options, a review of the relevant design metrics and a 
classification of the sequential elements is necessary. 

7.1.1 Timing Metrics for Sequential Circuits 

There are three important timing parameters associated with a register. They are shown in 
Figure 7-2. The setup time (1.,,,) is the time that the data inputs (D) must be valid before the clock 

transition (i.e., the O ---+ l transition for a positive edge-triggered register). The hold time Uiw!d) is 
the time the data input must remain valid after the clock edge. Assuming that the setup and hold 
times are met. the data at the D input is copied to the Q output after a worst case propagation 

delay (with reference to the clock edge) denoted by tc-q· 

Once we know the timing infonnation for the registers and the combinational logic 
blocks, we can derive the system-level timing constraints (see Figure 7-1 for a simp]e system 
view). In synchronous sequential circuits, switching events take place concurrently in response 

to a clock stimulus. Results of operations await the next clock transitions before progressing to 
the next stage. In other words, the next cycle cannot begin unless all current computations have 
completed and the system has come to rest. The clock period T, at which the sequential circuit 
operates. must thus accommodate the longest delay of any stage in the network. Assume that 
the worst case propagation delay of the logic equals tploitic• while its minimum delay-also 
called the contamination delay-is tcd· The minimum clock period T required for proper opera­
tion of the sequential circuit is given by 

T ~ tC-t/ + t p!ogic + tsu 

The hold time of the register imposes an extra constraint for proper operation, namely 

CLKb I \ 
I 

(,11 fiJuM 

"' ~ 

D L----~x~i~~-D_A_T_A_x_·~-------- _ STABLE 

QIL _______ ~_,n'w,-_._· _,_,i __ o_A_T_A __ _ 
_ _ STABLE 

Register 

D Q 

CL!( 

(7.1) 

(7.2) 

Figure 7-2 Definition of setup time, hold time, and propagation delay of a synchronous 
register. 
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have a great impact of performance, power, and/or design complexity. Before embarking on a
detailed discussion of the various design options, a review of the relevant design metrics and a

classification of the sequential elements is necessary.

7.1.1. Timing Metrics for Sequential Circuits

There are three important timing parameters associated with a register. They are shown in
Figure 7-2. The setup time (f,,) is the time that the data inputs (D) must be valid before the clock
transition (i.e., the 0 — L transition for a positive edge-rriggered register). The fold time (t,,13) is
the time the data input must remain valid after the clock edge. Assuming that the setup and hold
times are met, the data at the D input is copied io the G output after a worst case propagation

delay (with reference to the clock edge) denoted by 1,_,.
Qnce we knowthe timing information for the registers and the combinational logic

blocks, we can derive the system-level timing constraints (see Figure 7-1 for a simple system

view), In synchronous sequential circuits, switching events take place concurrently in response
to a clock stimulus. Results of operations await the next clock transitions before progressing to

the next stage. In other words, the next cycle cannot begin unless all current computations have
completed and the system has come to rest. The clock period T, at which the sequential circuit
operates, must thus accoramodate the longest delay of any stage in the network. Assume that

the worst case propagation delay of the logic equals J,,,,,.. while its minimum delay—also
called the contamination delay—is t,; The minimumclock period T required for proper opera-
tion of the sequential circuit is given by

PZ tg t tptocic + bsn (7.1)

The hald time of the register imposes an exira constraint for proper operation, namely

 
 
  

 

lodregister +todtoxic 2 frei (7.2)
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Figure 7-2 Definition of setup time, hold time, and propagation delay of a synchronous
register.
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where tcdregisrer is the minimum p1vpagation delay (or contamination delay) of the register. This 
constraint ensures that the input data of the sequential elements is held long enough after the 
clock edge and is not modified too soon by the new wave of data coming in. 

As seen from Eq. (7.1), it is important to minimize the values of the timing parameters 
associated with the register, as these directly affect the rate at which a sequential circuit can be 

clocked. In fact, modem high-performance systems are characterized by a very low logic depth, 

and the register propagation delay and setup times account for a significant portion of the clock 
period. For example, the DEC Alpha EV6 microprocessor [Gieseke97] has a maximum logic 
depth of 12 gates, and the register overhead stands for approximately 15% of the clock period. In 
general, the requirement of Eq. (7 .2) is not difficult to meet, although it becomes an issue when 

there is little or no logic between registers. 1 

7.1.2 Classification of Memory Elements 

Foreground versus Background Memory 

At a high level, memory is classified into background and foreground memory. Memory that is 
embedded into logic is foreground memo1y and is most often organized as individual registers or 
register banks. Large amounts of centralized memory core are referred to as background mem-

01y. Background memory, discussed in Chapter 12, achieves higher area densities through effi­
cient use of an-ay stmctures and by trading off performance and robustness for size. In this 
chapter, we focus on foreground memories. 

Static versus Dynamic Memory 

Memories can be either static or dynamic. Static memories preserve the state as long as the 
power is turned on. They are built by using positive feedback or regeneration, where the circuit 

topology consists of intentional connections between the output and the input of a combinational 
circuit. Static memories are most useful when the register will not be updated for extended peri­
ods of time. Configuration data, loaded at power-up time, is a good example of static data. This 
condition also holds for most processors that use conditional clocking (i.e., gated clocks) where 

the clock is turned off for unused modules. In that case, there are no guarantees on how fre­
quently the registers will be clocked, and static memories are needed to preserve the state infor­
mation. Memory based on positive feedback falls under the class of elements called 

multivibrator circuits. The bistable element is its most popular representative, but other elements 

such as monostable and astable circuits also are frequently used. 
Dynamic memories store data for a short period of time, perhaps milliseconds. They are 

based on the p1inciple of temporary charge storage on parasitic capacitors associated with MOS 
devices. As with dynamic logic, discussed earlier, the capacitors have to be refreshed periodi­
cally to compensate for charge ]eakage. Dynamic memories tend to be simpler, resulting in sig­

nificantly higher performance and lower power dissipation. They are most useful in datapath 

10r when the clocks at different registers are somewhat out of phase due to clock skew. We di5cuss this topic in 
Chapter 10. 

Dell Ex. 1025
Page 217



7.1 Introduction 329 

circuits that require high performance levels and are periodically clocked. It is possible to use 
dynamic circuitry even when circuits are conditionally clocked, if the state can be discarded 
when a module goes into idle mode. 

Latches versus Registers 

A latch is an essential component in the construction of an edge-triggered register. It is a level­
sensitive circuit that passes the D input to the Q output when the clock signal is high. This latch 
is said to be in transparent mode. \\Then the clock is low, the input data sampled on the falling 
edge of the clock is held stable at the output for the entire phase, and the latch is in hold mode. 
The inputs must be stable for a short period around the falling edge of the clock to meet setup 
and hold requirements. A latch operating under these conditions is a positive latch. Similarly, a 
negative latch passes the D input to the Q output when the clock signal is low. Positive and neg­
ative latches are also called transparent high or transparent low, respectively. The signal wave­
forms for a positive and negative latch are shown in Figure 7-3. A wide variety of static and 
dynamic implementations exists for the realization of latches. 

Contrary to level-sensitive latches. edge-triggered registers only sample the input on a 
clock transition-that is, 0 ~ 1 for a. positive edge-triggered register, and 1 ~ 0 for a negative 
edge-triggered register. They are typically built to use the latch primitives of Figure 7-3. An 
often-recurring configuration is the master-slave structure, that cascades a positive and negative 
latch. Registers also can be constructed by using one-shot generators of the clock signal 
("glitch" registers), or by using other specialized structures. Examples of these are shown later 
in this chapter. 

The literature on sequential circuits has been plagued by ambiguous definitions for the dif­
ferent types of storage elements (i.e., register, flip-flop, and latch). To avoid confusion, we 
adhere strictly to the following set of definitions in this book: 

Posith'e Latch In-GOii/ 
tcLK 
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Out 

/ /' 
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Out l\. __ if';"V\NVJ,.l\._ _ _j_NV\/\J\ 
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Figure 7-3 Timing of positive and negative latches. 
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circuits that require high performance levels and are periodically clocked. It is possible to use
dynamic circuitry even when circuits are conditionally clocked, if the state can be discarded
when a module goes inte idle mode.

Latches versus Registers

A latch is an essential component in the construction of an edge-iriggered register. It is a level-
sensitive circuit that passes the D input to the @ output when the clock signal is high. This Jatch
is said to be in transparent mode. When the clock is low, the input data sampled on the falling
edge of the clock is held stable at the output for the entire phase, and the latch is in hold mode.
The inputs must be stable for a short period around the falling edge of the clock to meei setup
and hold requirements. A latch operating under these conditions is a positive latch. Similarly, a
negative latch passes the D input to the @ output when the clock signalis low. Positive and neg-
ative latches are also called transparent high or transparent low, respectively. The signal wave-
forms for a positive and negative latch are shown in Figure 7-3. A wide variety of static and
dynamic implementations exists for the realization of latches.

Contrary to level-sensitive latches, edge-triggered registers only sample the input on a
clock transition-—that is, 0 -+ | for a positive edge-triggered register, and | — 0 for a negative

edge-trigeered register. They are typically built to use the latch primitives of Figure 7-3. An
often-recurring configuration is the master—slave structure, that cascades a positive and negative
latch. Registers also can be constructed by using one-shot generators of the clock signal
{“shitch” registers}, or by using other specialized structures. Examples of these are shown later
in this chapter.

The literature on sequential circuits has been plagued by ambiguous definitions for the dif-
ferent types of storage elements (i.c., register, flip-flop, and latch). To avoid confusion, we
adhere strictly to the following set of definitionsin this book:

Positive Latelt Negative Latch

!
in D Q Out in-—~| DB Oo Out

G G |

foxx CLE
1 } i i t it

clk | | | etk | | | |i i i

in NNODOOKIOY in XXOOOQOKDOOXKOOOC

/ } f ! ‘ A j A i i
Ont Our Out Out

stable follows in stable follows in

Figure 7-3 Timing of positive and negative latches.
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• An edge-triggered storage element is. called a register; 

• A latch is a level-sensitive device; 
• and any bistable component, formed by the cross coupling of gates, is called aj/ip-jiop.2 

7.2 Static Latches and Registers 

7.2.1 The Bistability Principle 
Static memories use positive feedback to create a bistable circuit-a circuit having two stable 
states that represent O and 1. The basic idea is shown in Figure 7-4a, which shows two inverters 
connected in cascade along with a voltage-transfer characteristic typical of such a circuit. Also 
plotted are the VTCs of the first inverter-that is, V01 versus V,1-and the second inverter (V02 

versus V01 ). The latter plot is rotated to accentuate that V,2 = V01 . Assume now that the output of 
the second inverter V02 is connected to the input of the first V,,, as shown by the dotted lines in 
Figure 7-4a. The resulting circuit has only three possible operation points (A, B, and C), as dem­
onstrated on the combined VTC. It is easy to prove the validity of the following important 

conjecture: 

When the gain of the inverter in the transient region is larger than 1, A and B are the 
only stable operation points, and C is a metastable operation point. 

Suppose that the cross-coupled inverter pair is biased at point C. A small deviation from 
this bias point, possibly caused by noise, is amplified and regenerated around the circuit loop. 

r1 __ v_"_,[>o vol = vi2 [>o-va_2_~ 
I 
I 
I 
L---------------------1 

(a) 

\_ Vn 

;} 
A 

II 
N ~-

(b} 

Figure 7-4 Two cascaded inverters (a) and their VTCs (b). 

) vo, 

C 

B 

V11 = Vo2 

2 An edge-triggered register is often referred to as a flip-flop as well In this text, flip-flop is used to uniquely mean 
bistable element 
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* An edge-triggered storage element is called a register;
¢ A latch is a level-sensitive device;

* and any bistable component, formed by the cress coupling ofgates, is called afip-flop

7.2 Static Latches and Registers

7.2.1. The Bistability Principle

Static memories use positive feedback to create a bistable circutt—a circuit having two stable
states that represent O and £. The basic idea is shown in Pigure 7-4a, which shows two inverters
connected in cascade along with a voltage-transfer characteristic typical of such a circuit. Also

plotted are the VTCsofthe first inverter—that is, V,, versus V,,—and the second inverter (V,,
versus ¥,,). The latter plot is rotated to accentuate that V,, = V,,. Assume now that the output of
the second inverter ¥,, is connected to the input of the first V,, as shown by the dotted lines in
Figure 7-4a. The resulting circuit has only three possible operation points (A, B, and C}, as dem-
onstrated on the combined VTC. It is easy to prove the validity of the following important
conjecture:

When the gain of the inverter in the transient region is larger than 1,A and & are the
only stable operation points, and C is a metastable operation point.

Suppose that the cross-coupled inverter pair is biased at point C. A small deviation irom
this bias point, possibly caused by noise, is amplified and regenerated around the circuit loop.

ada
>

Vig=Vor

ie
ro}

Ste Via=Vou

Via = Vor

tb)

Figure 7-4 Two cascaded inveriers (a) and their VTCs (6).

?An edge-triggered register is often referred to as a flip-flop as well. In this text, flip-flop is used to uniquely mean
bistable element.
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Figure 7-5 Metastable versus stable operation points. 

This is a result of the gain around the loop being larger than I. The effect is demonstrated in 
Figure 7-5a. A small deviation Ii is applied to v,, (biased in C). This deviation is amplified by the 
gain of the inverter. The enlarged divergence is applied to the second inverter and amplified once 
more. The bias point moves away from C until one of the operation points A or B is reached. In 
conclusion, C is an unstable operation point. Every deviation (even the smallest one) causes the 
operation point to run away from its original bias. The chance is indeed very small that the cross­
coupled inverter pair is biased at C and stays there. Operation points with this property are 
termed metastable. 

On the other hand, A and Bare stable operation points, as demonstrated in Figure 7-5b. In 
these points, the loop gain is much smaller than unity. Even a rather large deviation from the 
operation point reduces .in sizesand disappears. 

Hence, the cross coupling of two inverters results in a bistable circuit-that is, a circuit 
with two stable states, each corresponding to a logic state. The circuit serves as a memory. stor­
ing either a l or a O (corresponding to positions A and B). 

In order to change the stored value, we must be able to bring the circuit from state A to B 
and vice versa. Since the precondition for stability is that the loop gain G is smaller than unity, 
we can achieve this by making A (or B) temporarily unstable by increasing G to a value larger 
than 1. This is generally done by applying a trigger pulse at V:·i or Vil· For example, assume that 
the system is in position A (V;1 = 0, V,, = I). Forcing Vn to l causes both inve1ters to be on simul­
taneously for a short time and the loop gain G to be larger than I. The positive feedback regener­
ates the effect of the trigger pulse, and the circuit moves to the other state (B, in this case). The 
width of the trigger pulse need be only a little larger than the total propagation delay around the 
circuit loop, which is twice the average propagation delay of the inverters. 

In summary, a bistable circuit has two stable states. In absence of any triggering. the cir­
cuit remains in a single state (assuming that the power supply remains applied to the circuit) and 
thus remembers a value. Another common name for a bistable circuit is flip-flop. A flip-flop is 
useful only if there also exists a means to bring it from one state to the other one. In general, two 
different approaches may be used to accomplish the following: 
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Figure 7-5 Metastable versus stable operation points.

This is a result of the gain around the loop being larger than |. The effect is demonstrated in
Figure 7-Sa. A small deviation 4 is applied to V,, (biased in C). This deviation is amplified by the
gain of the inverter. The enlarged divergence is applied to the second inverter and amplified once

more. The bias point moves away from C until one of the operation points A or B is reached. In

conclusion, C is an unstable operation point. Every deviation (even the smallest one) causes the
operation point te run away fromits original bias. The chance is indeed very small that the cross-

coupled inverter pair is biased at C and stays there. Operation points with this property are
termed metastable.

On the other hand, A and B are stable operation points, as demonstrated in Figure 7-Sb. In

these points, the leop gain is much smaller than unity. Even a rather large deviation from the
operation poimt reduces in sizesand disappears.

Hence, the cross coupling of two inverters results in a bistable circuit-—that is, a circuit

with two stable states, each corresponding to a logic state. The circuit serves as a memory, stor-
ing either a 1 or a 0 (corresponding to positions A and 8).

In order io change the stored value, we must be able to bring the circuit from state A to B
and vice versa. Since the precondition for stability is that the loop gain G is smaller than unity,
we can achieve this by making A (or 8) temporarily unstable by increasing G to a value larger

than 1. This is generally done by applying a trigger pulse at V,, or V;.. For example, assume that

the system is in position A (V,, = 0, Vp= 1). Forcing V), to 1 causes both mverters to be on stmul-
taneously for a short time and the leop gain G to be larger than 1. The positive feedback regener-
ates the effect of the trigger pulse, and the circuit moves to the other state (8, in this case}. The
width of the trigger pulse need be only a Hitle larger than the total propagation delay around the

circuit loop, which is twice the average propagation delay of the inverters.
In summary. a bistable circuit has two stable states. In absence of any triggering, the cir

cuit remains in a single state (assuming thal the power supply remains applied to the circuit} and
thus remembers a value. Another common namefor a bistable circuit is flip-flop. A flip-flop is

useful only if there also exists a means to bring it from one state to the other one. In general, two
different approaches may be used to accomplish the following:

Dell Ex. 1025

Page 220



332 Chapter 7 • Designing Sequential Logic Circuits 

• Cutting the feedback loop. Once the feedback loop is open, a new value can easily be 
written into Out (or Q). Such a latch is called multiplexer based, as it realizes that the logic 

expression for a synchronous latch is identical to the multiplexer equation: 

Q = Clk · Q + Clk · In 

This approach is the most popular in today's latches, and thus forms the bulk of this 

sectlon. 

(7.3) 

• Overpowering the feedback loop. By applying a trigger signal at the input of the flip­
flop, a new value is forced into the cell by overpowering the stored value. A careful sizing 

of the transistors in the feedback loop and the input circuitry is necessary to make this pos­
sible. A weak trigger network may not succeed in overruling a strong feedback loop. This 
approach used to be in vogue in the earlier days of digital design, but has gradually fallen 
out of favor. It is, however, the dominant approach to the implementation of static back­
ground memories (which we discuss more fully in Chapter 12). A short introduction will 

be given later in the chapter. 

7.2.2 Multiplexer-Based Latches 

The most robust and common technique to build a latch involves the use of transmission-gate 
multiplexers. Figure 7-6 shows an implementation of positive and negative static latches based 
on multiplexers. For a negative latch, input O of the multiplexer is selected when the clock is low, 
and the D input is passed to the output. When the clock signal is high, input 1 of the multiplexer, 

which connects to the output of the latch, is selected. The feedback ensures a stable output as 
long as the clock is high. Similarly in the positive latch, the D input is selected when the clock 
signal is high, and the output is held (using feedback) when the clock signal is low. 

A transistor-level implementation of a positive latch based on multiplexers is shown in 
Figure 7-7. When CLK is high, the bottom transmission gate is on and the latch is transparent­
that is, the D input is copied to the Q output. During this phase, the feedback loop is open, since 
the top transmission gate is off. Sizing of the transistors therefore is not critical for realizing cor­
rect functionality. The number of transistors that the clock drives is an important metric from a 
power perspective, because the clock has an activity factor of 1. This particular latch implemen-

Negative latch 

Q 

CLK 

Positive latch 

!o 
! 

D~!l 

CLK 

Q 

Figure 7-6 Negative and positive latches based on multiplexers. 
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« Cutting the feedback loop. Once the feedback loop is open, a new value can easily be
written into Gut (or G). Suchalatch is called murdtiplexer based, as it realizes that the logic
expression for a synchronouslatch is identical to the multiplexer equation:

O = Clk-Q+Clk-in (7.3)

This approachis the most popular in today’s latches, and thus formsthe bulk ofthis
section.

* Overpowering the feedback leop. By applying a trigger signal at the input of the flip-
flop, a new value is forced into the cell by overpowering the stored value. A careful sizing
of the transistors in the feedback loop and the input circuitry is necessary to make this pos-
sible. A weak trigger network may not succeed in overruling a strong feedback loop. This
approach used to be in voguein the earlier days of digital design, but has gradually fallen
out of favor. It is, however, the domimant approach to the implementation of static back-
ground memories (which we discuss more fully in Chapter 12). A short introduction will
be given later in the chapter.

7.2.2 Multiplexer-Based Latches

The most robust and common technique to build a latch involves the use of transmission-gate
multiplexers. Figure 7-6 shows an implementation of positive and negative static intches based
on multiplexers. For a negative latch, input 0 of the multiplexer is selected when the clockis low,
and the D input is passed to the output. When the clock signal is high, input 1 of the multiplexer,
which connects to the output of the latch, is selected. The feedback ensures a stable output as
long as the clock is high. Similarly in the positive latch, the D input is selected when the clock
signal is high, and the output is held (using feedback) when the clock signal is low,

A transistor-level implementation of a positive latch based on multiplexers is shown in
Figure 7-7. When CLXis high, the bottom transmission gate is on and the latch is transparent—
thai is, the D input is copied to the Q output. During this phase, the feedback loopis open, since
the top transmission gate is off. Sizing of the transistors therefore is not critical for realizing cor-
rect functionality. The numberof transistors that the clock drives is an important metric from a
powerperspective, because the clock has an activityfactor of 1. This particular latch implemen-

Negative latch Positive latch

 
CLE CLE

Figure 7-6 Negative and positive latches based on multiplexers.
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D 
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T 
CUC 

Figure 7-7 Transistor-level implementation of a positive latch 
built by using transmission gates. 

CLK 
J_ CLK_n__n_ 

T 
CLK 

(a) Schematic diagram {b) Non overlapping clocks 

Figure 7-8 Multiplexer-based NMOS latch by using NMOS-only pass transistors 
for multiplexers. 

333 

talion is not very efficient from this perspective: It presents a load of four transistors to the CLK 

signal. 
It is possible to reduce the clock load to two transistors by implementing multiplexers that 

use as NMOS-only pass transistors, as shown in Figure 7-8. When CLK is high, the latch sam­
ples the D input, while a low clock signal enables the feedback loop, and puts the latch in the 
hold mode. While attractive for its simplicity, the use of NMOS-only pass transistors results in 
the passing of a degraded high voltage of V00 - Vr,, to the input of the first inverter. This impacts 
both noise margin and the switching performance, especially in the case of low values of V DD 

and high values of V Tw It also causes static power dissipation in the first inverter, because the 
maximum input voltage to the inverter equals VD0 - Vn,, and the PMOS device of the inverter is 
never fully turned off. 

7.2.3 Master-Slave Edge-Triggered Register 

The most common approach for constructing an edge-triggered register is to use a master-slave 
configuration. as shown in Figure 7-9. The register consists of cascading a negative latch (master 
stage) with a positive one (slave stage). A multiplexer-based latch is used in this particular 
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Figure 7-7 Transistor-level implementation of a cositive latch
built by using transmission gates.
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Figure 7-8 Multiplexer-based NMOSlatch by using NMOS-only pass transistors
for multiplexers.

tation is not very efficient from this perspective: h presents a load of four transistors to the CLE

signal.

It is possible to reduce the clock load to two transistors by implementing multiplexers that

use as NMOS-only pass transistors, as shown in Figure 7-8. When CLKis high, the latch sam-
ples the 2 input, while a low clock signal enables the feedback loop, and puts the latch in the

hold mede. While attractive for its simplicity, the use of NMOS-only pass transistors results in

the passing of a depraded high voltage of Vp, — Vz, to the inputofthe first inverter. This impacts
both noise margin and the switching performance, especially in the case of low values of Vpp
and high values of V,,. It also causes static power dissipation in the first inverter, because the
maximum input voltage to the verter equals V,,— V7,and the PMOS device of the inverter is
never fully turned off.

7.2.3 Master-Slave Edge-Triggered Register

The most common approach for constructing an edge-frigeered register is to use a master-slave

configuration, as shown in Figure 7-9. The register consists of cascading a negative latch (master

stage} with a positive one (slave stage). A multiplexer-based latch is used in this particular
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Figure 7-9 Postlive edge-triggered register based on a master-slave configuration. 

implementation, although any larch could be used. On the low phase of the clock, the master 
stage is transparent, and the D input is passed to the master stage output, QM. During this period, 
the slave stage is in the hold mode, keeping its previous value by using feedback. On the rising 
edge of the clock, the master stage stops sampling the input, and the slave stage starts sampling. 
During the high phase of the clock, the slave stage samples the output of the master stage (QM), 

while the master stage remains in a hold mode. Since Q,, is constant during the high phase of the 
clock, the output Q makes only one transition per cycle. The value of Q is the value of D right 
before the rising edge of the clock, achieving the positive edge-triggered effect. A negative edge­
triggered register can be constructed by using the same principle by simply switching the order 
of the positive and negative latches (i.e., placing the positive latch first). 

A complete transistor-level implementation of the master-slave positive edge-triggered 
register is shown in Figure 7-JO. The multiplexer is implemented by using transmission gates as 
discussed in the previous section. When the clock is low (CLK = I), T1 is on and T2 is off, and 
the D input is sampled onto node QM. During this period, T, and T4 are off and on, respectively. 
The cross-coupled inverters (15, 16) hold the state of the slave latch. When the clock goes high, 
the master stage stops sampling the input and goes into a hold mode. T1 is off and T1 is on, and 
the cross-coupled inverters I2 and 13 hold the state of Q..,. Also, T3 is on and T4 is off, and QM is 
copied to the output Q. 

Q 

D 
QM 

Figure 7-10 Master-slave positive edge-triggered register, using multiplexers. 
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Figure 7-9 Positive edge-triggered register based on a master-slave configuration.

 
 

 
implementation, although any latch could be used. On the low phase of the clock, the master
stage is transparent, and the D input is passed to the master stage output, @,,. During this period,
the slave stage is in the hold mode, keeping its previous value by using feedback. On the rising
edge of the clock, the master stage stops sampling the input, and the slave stage starts sampling.
During the high phase of the clock, the slave stage samples the output of the master stage (Q,)),
while the master stage remainsin a held mode. Since Q,, is constant during the high phaseofthe
clock, the output @ makes only one transition per cycle. The value of Q is the value of D right
before the rising edge of the clock, achieving the positive edge-triggered effect. A negative edge-
triggered register can be constructed by using the same principle by simply switching the order
of the positive and negative latches (Le., placing the pesitive latch first).

A complete transistor-level implementation of the master-slave positive edge-triggered
register is shown in Figure 7-10. The multiplexeris implemented by using transmission gates as
discussed in the previous section. Whenthe clock is low (CEK = 1), 7, is on and T>is off, and
the D input is sampled onto nede @,,. During this period, T, and T, are off and on, respectively.
The cross-coupled inverters (75, J,) hold the state of the slave latch. When the clock goes high,
the master stage stops sampling the input and goes into a hold mode.T, is off and 7, is on, and
the cross-coupled inverters /, and J, held the state of Oy, Aiso, T; is on and TF, is off, and Oy, is
copied to the output @.

 
Figure 7-10 Master~slave positive edge-triggered register, using multiplexers.
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Problem 7.1 Optimization of the Master-Slave Register 

It is possible to remove the inverters / 1 and /4 from Figure 7-10 without loss of functionality. Is there any 
advantage to including these inverters in the implementation? 

Timing Properties of Multiplexer-Based Master-Slave Registers 

Registers are characterized by three important timing parameters: the setup time, the hold time 
and the propagation delay. It is important to understand the factors that affect these timing 

parameters and develop the intuition to manually estimate them. Assume that the propagation 

delay of each inverter is tpd_i,w• and the propagation delay of the transmission gate is tpd_,.r Also 
assume that the contamination delay is 0, and that inverter, deriving CLK from CLK, has a delay 
ofO as well. 

The setup time is the time before the rising edge of the clock that the input data D must be 
valid. This is similar to asking the question, how long before the rising edge of the clock must 

the D input be stable such that Q.,, samples the value reliably? For the transmission gate multi­
plexer-based register, the input D has to propagate through I 1, T1, I3, and 12 before the rising edge 

of the clock. This ensures that the node voltages on both terminals of the transmission gate T2 

are at the same value. Otherwise, it is possible for the cross-coupled pair 12 and 13 to settle to an 

incorrect value. The setup time is therefore equal to 3 x tpd_im· + tpd_tx· 

The propagation delay is the time it takes for the value of QM to propagate to the output Q. 
Note that, since we included the delay of lz in the setup time, the output of /4 is valid before the 
rising edge of the clock. Therefore, the delay tc-q is simply the delay through T3 and 16 (tc-q = 
fpd_tx + fpd_im.). 

The hold time represents the time that the input must be held stable after the rising edge of 
the clock. In this case, the transmission gate T1 turns off when the clock goes high. Since both 

the D input and the CLK pass through inverters before reaching T,, any changes in the input 
after the clock goes high do not affect the output. Therefore, the hold time is 0. 

Example 7.1 Timing Analysis, Using SPICE 

To obtain the setup time of the register while using SPICE, we progressively skew the 
input with respect to the clock edge until the circuit fails. Figure 7-l l shows the setup­

time simulation assuming a skew of 210 ps and 200 ps. For the 210 ps case, the correct 
value of input D is sampled (in this case, the Q output remains at the value of V 00). For a 
skew of 200 ps, an incorrect value propagates to the output, as the Q output transitions to 

0. Node QM starts to go high, and the output of /2 {the input to transmission gate T2) starts 
to fall. However, the clock is enabled before the two nodes across the transmission gate T2 

settle to the same value. This results in an incorrect value being written into the master 

latch. The setup time for this register is 210 ps. 
In a similar fashion, the hold time can be simulated. The D-input edge is once again 

skewed relative to the clock signal until the circuit stops functioning. For this design, the 
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Figure 7-11 Setup time simulation. 
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hold time is O (i.e., the inputs can be changed on the clock edge). Finally, for the propaga­
tion delay, the inputs transition at least one setup time before the rising edge of the clock, 
and the delay is measured from the 50% point of the CU( edge to the 50% point of the Q 

output. From this simulation (Figure 7-12), t,-q(lhi was 160 ps, and t,-,1/1,/J was 180 ps. 

-0.50'----'--..L.--"----'2'---' 
0.5 1 1.5 2.5 

Time (ns) 

Figure 7-12 Simulation of propagation delay oltransrnission gate register. 

The drawback of the transmission-gate register is the high capacitive load presented to the clock 
signal. The clock load per register is important, since it directly impacts the power dissipation of 
the clock network. Ignoring the overhead required to invert the clock signal-since the inverter 
overhead can be amortized over multiple register bits-each register has a clock load of eight 
transistors. One approach to reduce the clock load at the cost of robustness is to make the circuit 
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Figure 7-11 Setup time simulation.

hold time is 0 (Le., the inputs can be changed on the clock edge). Finally, for the propaga-
tion delay, the inputs transition at Jeast one setup time before the rising edge ofthe clack,
and the delay is measured from the 50% point of the CLK edge to the 50% point of the @
output. From this simulation (Figure 7-12), t,_gq; Was 160 ps, and f,_9744 Was 180 ps.

Volts 
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Figure 7-12 Simulation of propagation delay of transmission gaie register. 

The drawback of the transmission-gate register is the high capacitive load presented to the clock
signal. The clock load perregister is important, since it directly impacts the power dissipation of
the clock network. Ignoring the overhead required io invert the clock signal—since the inverter
overhead can be amortized over muitiple register bits—each register has a clock load of eight
transistors. One approach to reduce the clock load at the cost of robustness is to make the circuit
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Figure 7·13 Reduced load clock load static master-slave register. 
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Figure 7-14 Reverse conduction possible in the transmission gate. 

ratioed. Figure 7-13 shows that the feedback transmission gate can be eliminated by directly 
cross-coupling the inve11ers. 

The penalty paid for the reducted in clock load is an increased design complexity. The 
transmission gate (T1) and its source driver must overpower the feedback inverter (12) to switch 
the state of the cross-coupled inverter. The sizing requirements for the transmission gates can be 
derived by using an analysis similar to the one used for the sizing of the level-restoring device in 
Chapter 6. The input to the inverter / 1 must be brought below its switching threshold in order to 
make a transition. If minimum-sized devices are to be used in the transmission gates, it is essen­
tial that the transistors of inverter / 2 should be made even weaker. This can be accomplished by 
making their channel lengths larger than minimum. Using minimum or close-to-minimum size 

devices in the transmission gates is desirable to reduce the power dissipation in the latches and 
the clock distribution network. 

Another problem with this scheme is reverse conduction-the second stage can affect the 
state of the first latch. When the slave stage is on (Figure 7-14), it is possible for the combination 

ofT2 and /4 to influence the data stored in the / 1-/2 latch. As long as I4 is a weak device, this for­
tunately not a major problem. 

Non-Ideal Clock Signals 

So far, we have assumed that CLK is a perfect inversion of CLK, or in other words, that the delay 
of the generating inverter is zero. Even if this were possible~ this stiH would not be a good 
assumption. Variations can exist in the wires used to route the two clock signals, or the load 

capacitances can vary based on data stored in the connecting latches. This effect, known as clock 

skew, is a major problem, causing the two clock signals to overlap, as shown in Figure 7-15b. 
Cloe* overlap can cause two types of failures, which we illustrate for the NM OS-only negative 
master-slave register of Figure 7-15a. 
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CLK

  

 
 

Figure 7-14 Reverse conduction possibie in the transmission gate.

ratioed. Figure 7-13 shows that the feedback transmission gate can be eliminated by directly
cross-coupling the inverters.

The penalty paid for the reducted in clock load is an increased design complexity. The
transmission gate (7) and its source driver must overpower the feedback inverter (@,) to switch
the state of the cross-coupled inverter. The sizing requirements for the transmission gates can be
derived by using an analysis similarto the one used for the sizing of the level-restoring device in

Chapter 6. The input to the inverter 7, must be brought below its switching threshold in order to
make a transition. [ff minimum-sized devices are to be used in the transmission gates, it is essen-

tial that the transistors of inverter 7, should be made even weaker. This can be accomplished by
making their channel lengths larger than minimum. Using minimum or close-to-minimum size

devices in the transmission gates is desirable to reduce the power dissipation in the latches and
the clack distribution network.

Another problem with this scheme is reverse conduction—the second stage can affect the
state of the first latch. When the slave stage is on (Figure 7-14), it is possible for the combination

of T, and Z, to influence the data stored in the /,—Z, latch. As long as d, is a weak device, this for-
tunately not a major problern.

Non-Ideai Clock Signals

So far, we have assumed that CLK is a perfect inversion of CLK, or in other words, that the delay
of the generating inverter is zero. Even if this were possible, this still would not be a good

assumption, Variations can exist in the wires used to route the two clock signals, or the load
capacitances can vary based on data stored in the connecting latches. This effect, known as clock

skew, is a major problem, causing the two clock signals to overlap, as shown in Figure 7-15b.

Clock overlap can cause two types of failures, which we illustrate for the NMOS-only negative

master-slave register of Figure 7-15a.
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CLK 
_I 

(a) Schematic diagram 

CLK 
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(b) Overlapping dock pairs 

~---Q 

T 
CLK 

Figure 7-15 Master-slave register based on NMOS-only pass transistors. 

L When the clock goes high, the slave stage should stop sampling the master stage output 
and go into a hold mode. However, since CLK and CLK are both high for a short period of 
time (the overlap periocf), both sampling pass transistors conduct, and there is a direct path 
from the D input to the Q output. As a result, data at the output can change on the rising 
edge of the clock, which is undesired for a negative edge-triggered register. This is known 

as a race condition in which the value of the output Q is a function of whether the input D 
arrives at node X before or after the falling edge of CLK. If node Xis sampled in the meta­

stable state, the output will switch to a value determined by noise in the system. 
2. The primary advantage of the multiplexer-based register is that the feedback loop is open 

during the sampling period, and therefore the sizing of the devices is not critical to func­
tionality. However, if there is clock overlap between CLK and CLK, node A can be driven 

by both D and B, resulting in an undefined state. 

These problems can be avoided by using two nonoverlapping clocks instead, PHI, and 

PHI
2 

{Figure 7-16). and by keeping the nonoverlap time tmm_over!ap between the clocks large 
enough so that no overlap occurs even in the presence of clock-routing delays. During the non­

overlap time, the FF is in the high-impedance state-the feedback loop is open, the loop gain is 
zero, and the input is disconnected. Leakage will destroy the state if this condition holds for too 
long-hence the name pseudostatic: The register employs a combination of static and dynamic 

storage approaches, depending upon the state of the clock. 
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CLE CLK

{a) Schematic diagram

CLE

CLE 
Figure 7-15 Master-slave register based on NMOS-only pass transistors.

1. When the clock goeshigh, the slave stage should stop sampling the master stage outpul
and ge into a hold mede. However, since CLK and CLK are both high for a short period of
time (the overlap period), both sampling pass transistors conduct, and there is a direct path
from the D input to the Q output. As a result, data at the output can change on the rising
edgeof the clock, which is undesired for a negative edge-triggered register. This is known
as a race condition in which the value of the output Q is a function of whether the input D
arrives at node X before or after the falling edge of CLK.If node X is sampled in the meta-
stable state, the output will switch to a value determined by noise in the system.

2. The primaryadvantage of the multiplexer-based register is that the feedback loop is open
during the sampling period, and therefore the sizing of the devices is not critical to func-
tionality. However,if there is clock overlap between CLK and CLK, node A can be driven
by both D and 8, resulting in an undefined state.

These problems can be avoided by using two nonoverlapping clocks instead, PHI, and
PHI, (Figure 7-16), and by keeping the nonoverlap time f,.,overlap Between the clocks large
enough so that no overlap occurs even in the presence of clock-routing delays. During the non-
overlap time, the FF is in the high-impedance state—the feedbackloop is open, the loop gain is
zero, and the input is disconnected. Leakage will destroy the state if this condition holds for too
long—hence the name psevdostatic: The register employs a combination ofstatic and dynamic
storage approaches, depending uponthe state of the clock.
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PHlz 

(a) Schematic diagram 
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:--: 

(b) Two-phase nonoverlapping docks 

Figure 7-16 Pseudostatic two-phase D register. 

Problem 7.2 Generating Nonoverlapping Clocks 

339 

.----Q 

Figure 7-17 shows one possible implementation of the clock generation circuitry for generating a two­
phase nonoverlapping clock. Assuming that each gate has a unit gate delay, derive the timing relationship 
between the input clock and the two output docks. What is the nonoverlap period? How can this period be 
increased if needed? 

):>-----,-PHI1 ,---i__..-,, 

CLK 

Figure 7-17 Circuitry for generating a two-phase nonoverlapping clock. 

7.2.4 Low-Voltage Static Latches 

The scaling of supply voltages is critical for low-power operation. Unfortunately, certain latch 
structures do not function at reduced supply voltages. For example, without the scaling of device 
thresholds, NMOS-only pass transistors (e.g., Figure 7-16) don't scale well with supply voltage 
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(b) Two-phase nonoverlapping clocks

Figure 7-16 Pseucostatic two-phase D register.

Problem 7.2 Generating Nonoverlapping Clocks

Figure 7-17 shows one possible implementation of the clock generation circuitry for generating a two-
phase nonoverlapping clock. Assuming that each gate has a unit gate delay, derive the timing relationship
between the input clock and the twe output clocks. What is the nonoverlap period? How can this period be
increased if needed?

PHI,

CLK

PHI,

Figure 7-17 Circuitry for generating a two-phase nonoverlapping ciock.

7.2.4 Low-Voltage Static Latches

The scaling of supply voltages is critical for low-power operation. Unfortunately, certain latch

structures do not function at reduced supply voltages. Por example, without the scaling of device
thresholds, NMOS-only pass transistors (e.g., Figure 7-16) don’t seale well with supply voltage
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due to its inherent threshold drop. At very low power supply voltages, the input to the inverter 
cannot be raised above the switching threshold, resulting in incorrect evaluation. Even with the 
use of transmission gates, performance degrades significantly at reduced supply voltages. 

Scaling to low supply voltages thus requires the use of reduced threshold devices. How­
ever, this has the negative effect of exponentially increasing the subthreshold leakage power (as 
discussed in Chapter 6). When the registers are constantly accessed, the leakage energy typically 
is insignificant compared with the switching power. However, with the use of conditional clocks, 
it is possible that registers are idle for extended periods, and the leakage energy expended by 

registers can be quite significant. 
Many solutions are being explored to address the problem of high leakage during idle peri­

ods. One approach involves the use of Multiple Threshold devices, as shown in Figure 7-18 
[Mutoh95]. Only the negative latch is shown. The shaded inverters and transmission gates are 
implemented in low-threshold devices. The low-threshold inverters are gated by using high­
threshold devices to eliminate leakage. 

During the normal mode of operation, the sleep devices are turned on. When the clock is 
low, the D input is sampled and propagates to the output. The latch is in the hold mode when the 
clock is high. The feedback transmission gate conducts and the cross-coupled feedback is 
enabled. An extra inverter, in parallel with the low-threshold one, is added to store the state when 
the latch is in idle ( or sleep) mode. Then, the high-threshold devices in series with the low-thresh­
old inverter are turned off (the SLEEP signal is high), eliminating leakage. It is assumed that clock 

v,)D 

Voo 
T 

CLK 
SLE~ 

D Q 

SLEEP I 
CLK 

- -

Figure 7-18 Solving the leakage problem, using multiple-threshold CMOS. 
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due to its inherent threshold drop. At very low power supply voltages, the input to the inverter
cannot be raised above the switching threshold, resulting in incorrect evaluation. Even with the
use of transmission gates, performance degrades significantly at reduced supply voltages.

Scaling to low supply voltages thus requires the use of reduced threshold devices. How-
ever, this has the negative effect of exponentially increasing the subthreshold leakage power {as
discussed in Chapter 6}, Whenthe registers are constantly accessed, the leakage energy typically
ig insignificant compared with the switching power. However, with the use of conditional clocks,
it is possible that registers are idle for extended periods, and the leakage energy expended by
registers can be quite significant.

Manysolutions are being explored to address the problem of high leakage during idle peri-
ods. Gne approach involves the use of Multiple Threshold devices, as shown in Figure 7-18
iMutch95]. Only the negative latch is shown. The shaded inverters and transmission gates are
implemented in low-ihreshold devices. The low-threshold Inverters are gated by using high-
threshold devices to eliminate leakage.

During the normal mode of operation, the sleep devices are tarned on. When the clock is
low, the D input is sampled and propagates tc the output. The latch is in the hold mode when the
clock is high. The feedback transmission gate conducts and the cross-coupled feedback is
enabled. An extra inverter, in parallel with the low-threshold one, is added to store the state when
the latch is in idle (or sieep) mode. Then, the high-threshold devices in series with the low-thresh-
old inverter are turned off (the SLEEPsignalis high), eliminating leakage.It is assumed that clock

  
Von

 
Figure 7-18 Solving the leakage problem, using multisle-threshold CMOS.
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is held high when the latch is in the sleep state. The feedback low-threshold transmission gate is 
turned on and the cross-coupled high-threshold devices maintain the state of the latch. 

Problem 7.3 Transistor Minimization in the MTCIHOS Register 

Unlike combinational logic. both NMOS and PMOS high-threshold devices are required to eliminate the 
leakage in low-threshold latches. Explain why this is the case, 

Hint: Eliminate the high-VT NMOS or high-VT PMOS of the low-threshold inverter on the ,ight of 
Figure 7-18, and investigate potential leakage paths. 

7.2.5 Static SR Flip-Flops-Writing Data by Pure Force 

The traditional way of causing a bistable element to change state is to overpower the feedback 
loop. The simplest incarnation accomplishing this is the well-known SR, or set-reset,fiip-flop, an 
implementation of which is shown in Figure 7-19a. This circuit is similar to the cross-coupled 
inverter pair with NOR gates replacing the inverters. The second input of the NOR gates is con­
nected to the trigger inputs (Sand R) that make it possible to force the outputs Q and Q to a given 

state. These outputs are complimentary (except for the SR= 11 state). When both Sand Rare 0, 
the flip-flop is in a quiescent state and both outputs retain their values. (A NOR gate with one of 
its inputs being O looks like an inverter, and the structure looks like a cross-coupled inverter.) If a 
positive (or I) pulse is applied to the S input, the Q output is forced into the I state (with Q going 

to OJ and vice versa: A I -pulse on R resets the flip-flop, and the Q output goes to 0. 
These results are summarized in the characteristic table of the flip-flop, shown in 

Figure 7-19c. The characteristic table is the truth table of the gate and lists the output states as 
functions of all possible input conditions. When both S and R are high, both Q and Q are forced 
to zero. Since this does not correspond with our constraint that Q and Q must be complementary, 
this input mode is considered forbidden. An additional problem with this condition is that when 

the input triggers return to their zero levels, the resulting state of the latch is unpredictable, and 
depends on whatever input is last to go low. Finally, Figure 7-19b shows the schematic symbol 
of the SR flip-flop. 

s s R Q Q 

-a= 0 0 Q Q 

I 0 1 0 ---jR Q 
' 0 1 0 I 

R 
~l 1 0 0 

Forbidden State 

(a) Schematic diagram (b) Logic symbol ( c) Characteristic table 

Figure 7-19 NOR-based SR flip-flop. 

Dell Ex. 1025
Page 230

 

7.2 Static Latches and Registers 341

is held high when the latchis in the sleep state. The feedback low-threshold transmission gate is
tured on and the cross-coupled high-threshold devices maintain the state of the latch.

Problem 7.3 Transistor Minimization in the MT'CMOSRegister

Unlike combinational logic, both NMOS and PMOS high-threshold devices are required to climinate the
leakage in low-ihreshold latches. Explain why this is the case.

Hint: Eliminate the bigh-/, NMOS or high-V, PMOSof the tow-threshold inverter on the right of
Figure 7-18, and investigate potential leakage paths.

7.2.5 Static SA Flip-Ficps—Writing Data by Pure Force

The traditional way of causing a bistable element to changestate is to overpower the feedback
loop. The simplest incarnation accomplishingthis is the well-known SR, or set-reset, flip-flop, an

implementation of which is shown in Figure 7-19a. This circuit is similar to the cross-coupled
inverter pair with NOR gates replacing the inverters. The second input of the NOR gates is con-
nected to the irigger inputs (S and R) that make it possible to force the outputs Q and Q to a given
state. These outputs are complimentary (except for the SR = [| state). When both $ and 2 are 0,
the firp-flop is in a quiescent state and both outputs retain their values. (A NOR gate with one of

its inputs being 0 looks like an inverter, and the structure looks like a cross-coupled inverter.) Ifa
positive (or L) pulse is applied to the § input, the @ outputis forced into the 1 state (with O going
to 0) and vice versa: A l-pulse on R resets the flip-flop, and the @ output goes to 0.

These results are summarized in the characteristic table of the flip-flop, shown in
Figure 7-19c. The characteristic table is the truth table of the gate and lists the output states as
functions ofall possible input conditions. When both 5S and R are high, both O and O are forced
to zero. Since this does not correspond with our constraint that O and O must be complementary,
this Input mode is considered forbidden. An additional problem with this condition is that when
the inputtriggers return to their zero levels, the resulting state of the latch is unpredictable, and

depends on whatever input is last to go low. Finally, Figure 7-19b shows the schematic symbol
of the SR flip-flop.

 
Forbidden State

fa) Schematic diagram {b} Logic symbol (c} Characteristic table

Figure 7-19 NOR-based SRfiip-ficp.
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Problem 7.4 SR Flip-Flop, Using NAND Gates 

An SR flip-flop can also be implemented by using a cross-coupled NAND structure, as shown in 
Figure 7-20. Derive the truth table for a such an implementation. 

s 
Q 

R 
Q 

Figure 7·20 NANO-based SR flip-flop. 

The SR Hip-flop shown so far is purely asynchronous, which does not match well with the 
synchronous design methodology, the preferred strategy for more than 99% of today's integrated 
circuits. A clocked version of the latch is shown in Figure 7-21. It consists of a cross-coupled 

inverter pair, plus four extra transistors to drive the flip-flop from one state to another~ and to pro­

vide synchronization. In steady state, one inverter resides in the high state, while the other one is 
low. No static paths between V DD and GND exist. Transistor sizing isi however, essentia] to 

ensure that the !lip-flop can transition from one state to the other when requested. 

Q 

CLK --j I- CL!( 

s --j 

_l_ 

Figure 7-21 Ratioed CMOS SR latch. 

Example 7.2 Transistor Sizing of Clocked SR Latch 

Consider the case in which Q is high and an R pulse is applied. In order to make the 
latch switch, we must succeed in bringing Q below the switching threshold of the 
inverter M 1-M2• Once this is achieved, the positive feedback causes the flip-flop to 

invert states. This requirement forces us to increase the sizes of transistors N15 , 1\tl6 ~ lv17 , 

and M8 • The combination of transistors M4 , M 1 , and M8 forms a ratioed inverter. 
Assume that the cross-coupled inverter pair is designed such that the inverter threshold 
V,11 is located at V00!2. For a 0.25-µm CMOS technology, the following transistor sizes 
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Problem 7.4 SR Flip-Flop, Using NAND Gates

An SR flip-flop can also be implemented by using a cross-coupled NAND structure, as shown in
Figure 7-20. Derive the truth table for a such an implementation.

5 Q

R Q

Figure 7-20 NAND-based SR iip-flop. 

The SR flip-flop shown so faris purely asynchronous, which does not match well with the
synchronous design methodology, the preferred strategy for more than 99% of today’s integrated
cirenits. A clocked version of the latch is shown in Figure 7-21. It consists of a cross-coupled

inverterpair, plus four extra transistors to drive the flip-flop from one state to another, and to pro-
vide synchronization, In steady state, one inverter resides in the high state, while the other oneis
low. No static paths between V,p and GNP exist. Transistor sizing is, however, essential to
ensure that the flip-flop can transition from onestate te the other when requested.

 
Figure 7-21 Raticoed CMOS SA latch.

 

Example 7.2 Transistor Sizing of Clocked SR Latch

Consider the case in which QO is high and an & pulse is applied. In order to make the
latch switch, we must succeed in bringing G@ below the switching threshold of the
inverter 44,-M,. Once this is achieved, the positive feedback causes the flip-flop te
invert states. This requirement forces us to increase the sizes of transistors M,, A¥,, M43,
and Af,. The combination of transistors M,, M@,. and M, forms a ratioed inverter.
Assume that the cross-coupled inverter pair is designed such that the inverter threshold
¥,, is located at Vp)p/2. For a 0.25-um CMOStechnology, the following transistor sizes
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were selected: (W/L)M, = (WIL)M, =(0.5µrn/0.25µm),and (W/L),11, = (W/L)M, 

= (1.5 µm/0.25 µm). Assuming Q = 0, we determine the minimum sizes of M5 , M6 , M7 , 

and M8 to make the device switchable. 

To switch the latch from the Q = 0 to the Q = I state, it is essential that the low level 
of the ratioed, pseudo-NMOS inverter (M5-M6)-M2 be below the switching threshold of 
the inverter M 3-M4 that equals V 00/2. It is reasonable to assume that as long as VQ > V M• 

V Q equals O and the gate of transistor M2 is grounded. The boundary conditions on the 
transistor sizes can be derived by equating the currents in the inverter for v0 = V DD/2, as 
given in Eq. (7.4) (this ignores channel-length modulation). The currents are determined 

by the saturation cun-ent, since Vs= V DD = 2.5 V and V M = 1.25 V. We assume that M5 and 
M6 have identical sizes and that WIL5_6 is the effective ratio of the series-connected 
devices. Under this condition, the pull-down network can be modeled by a single transis­
tor MS-6, whose length is twice the length of the individual devices: 

k' (W'\ (<v V )V V;',SATn) 
11 L)

5
_

6 
DD- T11 DSATn- 2 

k' (w) ( VlJs2ATp) = - ,, L 
2 

(-Vnv-Vrp)VnsATp 

(7.4) 

Using the parameters for the 0.25-µm process, Eq. (7.4) results in the constraint that 

the effective (W IL)M,_,, 2 2.26. This implies that the individual device ratio for M5 or M 6 
must be larger than approximately 4.5. Figure 7-22a shows the DC plot of VQ as a function 
of the individual device sizes of M5 and M6 . We notice that the individual device ratio of 
greater than 3 is sufficient to bring the Q voltage to the inverter switching threshold. The 
difference between the manual analysis and simulation arises from second-order effects 
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W!L5_6 Time (ns) 

(a) (b) 

Figure 7-22 Sizing issues for SR flip-flop. (a) DC output voltage versus pull-down device 
size Ms-6 (with VWL2 = 1.5 µm/0.25 µm). (b) Transient response showing that M5 and M6 
must each have a WIL larger than 3 to switch the SR flip-flop. 
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were selected: (W/E), = (W/L}y = (0.5 um/0.25 Um), and (W/E)= (W/E)ay
= (1.5 m/0.25 pm). Assuming @ = 0, we determine the minimum sizes of M,, Mg, M;,
and jf, to make the device switchable.

To switch the latch from the @ = 0 to the Q@ = | state, it is essential that the low level

of ihe ratioed, pseudo-NMOSinverter (4,-M,7, be below the switching threshold of

the inverter M,-M, that equals Vp,/2. It is reasonable to assume that as long as Vo > Vy,
Ve equals 0 and the gate of transistor M, is grounded. The boundary condittons on the
transistor sizes can be derived by equating the currents in the inverter for Vg = Vpp/2, as
given in Eq. (7.4) (this ignores channel-length modulation). The currents are determined

by the saturation current, since Vp = Vpy — 2.5 V and Vy= 1.25 V. We assume that 44, and
M, have identical sizes and that W/L.is the effective ratio of the seties-connected
devices. Under this condition, the pull-down network can be modeled by a single transis-

tor Mf,_¢, whose length is twice the length of the individual devices:

 ,fW Visatnk (2).ftYoo ~ Vn,) Vpsata 7 3 )
7.4)

 tw Viasat;= —k (Fhe Voo- tel Vasate 7 = 2)
Using the parameters for the 0.25-pm process, Eq. (7.4) results in the constraint that

the effective (W/L), 2 2.26. This implies that the individual device ratio for M; or Mg
must be larger than approximately 4.5. Figure 7-22a shows the DCplot of Vg as a function
of the individual device sizes of M, and M,. We notice that the individual device ratio of
greater than 3 is sufficient to bring the O voltage to the inverter switching threshold. The
difference between the manual analysis and simulation arises from second-ordereffects

2.0

rOA

O(Volts) =   0.5

0.0 6
29 2.3 3.8 3.3 4.8 G 02040608 112141618 2

Wilks Time {ns}

{a) {b)

Figure 7-22 Sizing issues for SF flip-flop. {a} DC output voltage versus pull-down device
size M,_, (with WL, = 1.5 pm/0.26 um). (b) Transient response showing that M, and M,
must each have a Wil larger than 3 to switch the SA flip-flop.
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