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The corresponding waveforms of v, (f) and i,pp(f) are pictured in Figure 5-26.

These results can also be derived by observing that during the low-to-high transition, €, is
loaded with a charge C; V. Providing this charge requires an energy from the supply equal to
C,¥pp? (= O X Vpp). The energy stored on the capacitor equals C,V;,,%/2. This means that only
half of the energy supplied by the power source is stored on £, The other half has been dissi-
pated by the PMOS transistor. Notice that this energy dissipation is independent of the size {and
hence the resistance) of the PMOS device! During the discharge phase, the charge is removed
from the capacitor, and its energy is dissipated in the NMOS device. Once again, there is no
dependence on the size of the device, In summary, each switching cycle {consisting of an L—H
and an H—L transition) takes a fixed amount of erergy, egual to C;Vp,%. In order to compute the
power consumption, we have to take into account how often the devics is switched. If the gate is
switched on and off f,_,; times per second, the power consumption is given by

Pff_wl = C;’.V;—Dfﬂql {542y

where f,_,; represents the frequency of energy-consuming transitions (these are 0 — 1 transi-
tions for static CMOS).

Advances in technology resuit in ever-higher values of f, ,; (as 7, decreases). At the same
time, the total capacitance on the c¢hip (C; ) increases as more and more gates are placed on a single
die, Consider, for instance, a 0.25-tm CMOS chip with a clock rate of 500 MHz and an average
toad capacitance of 15 {F/zate, assuming a fan-out of 4. The power consumption per gate fora 2.5-
V supply then equals approximately 50 pW. For a design with 1 million gates, and assuming that
a transition occurs at every clock edge, this would result in a power consumption of 50 W! This
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216 Chapter 5 = The CMOS Inverter

evaluation, fortunately, presents 4 pessimistic perspective, In reality, not afl gates in the complete
IC switch at the full rate of 500 Mhaz. The actual activity in the circuit is substantially lower.

Example 5.11 Capacitive Power Dissipation of Inverter

The capacitive dissipation of the CMOS inverter of Example 5.4 is now easily computed.
In Table 5-2, the value of the load capacitance was determined w equal 6 fF. For a supply
voltage of 2.5 V, the amount of energy needed to charge and discharge that capacitance
equals

Egp = CiVop = 37510

Assume that the inverter is switched at the (hypothetically) maximum possible rate
(T = Vf =ty + by = 2t,). For at, of 32.5 ps (Example 5.5}, we find that the dynarmic
power dissipation of the circuit is

Pd}*n = Edyal/(Z:p} = 580 !-EW

Of course, an inverter in an actaal circuit is rarely switched at this maximum rate,
and even if it would be, the output does not swing from rail to mil. The power dissipation
will thus be substantially lower. For a rate of 4 GHz (¥ = 258 ps), the dissipation reduces
t0 150 WW. This is confirmed by simulations, which yield a power consumption of
155 uW.

Computing the dissipation of a complex circuit is complicated by the f,_,; factor, aiso
called the switching activity. While the switching activity is easily computed for an invester,
it turns out to be far more complex in the case of more complex gates and circuits. One con-
cern i that the switching activity of a network is a function of the nature and the statistics of
the input signals: If the input signals remain unchanged, no switching happens, and the
dynamic power consumption is zero! On the other hand, rapidiy changing signals provoke
plenty of switching and therefore dissipation. Other factors influencing the activity are the
overall network topology and the function to be implemested. We can accommodate this by
writing

2 2 2 B
Pow = CoVppfoos: = ClVopPosi/ = CepeVonS (5.43)

where f now presents the maximum possible event rate of the inputs (which is often the clock
rate} and P,_,, the probability that a clock event results in a © — 1 {or powes-consuming) evenl
at the output of the gate. Cppr = Py, C, Is called the effective capacitance and represents the
average capacitance switched every clock cycle. For our example, an activity factor of 10%
{Py_, 1= 0.1) reduces the average consumption to 5 W.
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5.5 Power, Energy, and Energy Delay 217

Example 5.12 Switching Activity

Consider the waveforms in Figure 5.27, where the upper waveform represents the ideal-
ized clock signal, and the bottom cone shows the signal at the output of the gate. Power
consuming transitions occur 2 out of 8 times, which is equivalent to a transition probabil-
ity of 0.25 {or 25%).

Clock _]rE “ } 1 5 ] “ §
Output sigaal J i i

Figure 5-27 Clock and signal waveforms.

With the increasing complexity of digital integrated circuits, it is anticipated that the power problem will
only worsen in future techaologies. This is one of the reasons that lower supply voltages are becoming
mere and more attractive. Reducing V5, has a quadratic effect on P, For instance, reducing Vpp, from
2.5V to 125V for our example drops the power dissipation from 5 W to 1.25 W. This assumes that the
same clock rate can be sustained. Figure 5-17 demonstrates that this assumption is not that unrealistic as
long as the supply voltage is substantially higher than the threshold voltage. A large performance penalty
occurs once Vi, approaches 2 V.

When a lower limit on the supply voltage is set by external constraints {(as often happens in real-
world designs), or when the performance degradation due to lowering the supply voltage is intolerable, the
only means of reducing the dissipation is by lowering the effective capacitance. This can be achieved by
addressing both of iis components: the physical capacitance and the switching activity.

A reduction in the switching activiry can only be accomplished at the logic and architecrural abstrac-
tion levels, and will be discussed in more detail in Chapter 11. Lowering the physical capacitance is a worth-
while goal overall, and it also may help to improve the performance of the circuit. As most of the capacitance
in a combinational logic cireuit is due to transistor capacitances {gate and diffusion}, it makes sense to keep
those contributions to a minimum when designing for low power. This means that transistors should be kept
o minimal size whenever possible or reasonable. This definitely affects the performance of the circuit, but the
effect can be offset by using logic or architectural speedup technigques. The only instances where transistors
should be sized up is when the load capacitance is dominated by extrinsic capacitances (such as fan-out or
wiring capacitance). This is contrary to common design practices used in eell libraries, where trangistors are
generally made large to accommodate a range of loading and performance requirements,

These observations lead to an interesting design challenge. Assume we have to minimize the energy
dissipation of a circuit with a specified lower bound on the performance, An atiractive approach is to lower
the supply voltage as much as possible, and to compensate the loss in performance by increasing the transistor
sizes. Yet, the latter cavses the capacitance to increase. It may be foreseen that at a low enough supply voliage,
the latter Factor may start to dominate and cause energy to increase with a further drop in the supply voliage.

|
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218 Chapter 5 » The CMOS Inverter

Example 5.13 Transister Sizing for Energy Minimization

To analyze the transistor sizing for a ‘minimum energy problem, we examing the simple
case of a static CMOS inverter driving an external load capacitance C,,,. as in Figure 5.28,
To take the input loading effects into account, we assume that the inverter itself is driven
by a minimum-sized device, The goal is to minimize the energy dissipation of the com-
plete eircunit, while maintaining a lower bound on performance. The degrees of freedom
are the size factor £ of the inverier and the supply voltage ¥, of the circuit. The propaga-
tion delay of the optimized circuit should not be larger than that of a reference circuit, cho-

sen to have as parameters f=1 and Vi, = V.

In Qut
j:cgl 1 f %“: Ce:.t

Figure 5-28 CMOS inverter driving an external ioad capacitance C,,,,
while being driven by a minimum sized gate.

Using the approach infroduced in Section 5.4.3 (Sizing a Chain of Inveirters), we can
derive the following expression for the propagation delay of the circuit:

)+ 5)
o=l IS+ L+ 5.44
p= (144 (10 =
here 7 = {C,_,/C,) is the overall effective fan-out of the circuit, and £, is the intrinsic
delay of the inverter. lts dependence upon ¥y, is approximated by the following expres-
sion, derived from Eq. (3.21 )

V
DD
tog~ 75— (545
= Vpp—Vie
The energy dissipation for a single transition at the input is easily found onee the iotal
capacitance of the circuit is known:

E = Vi,Cg;{(l+"f}{i+fj-§-F) (5.46)

The performance constraint now states thae the propagation delay of the scaled cireuit
should be equal (or smaller} to the delay of the reference circuit (f= 1, V; = V9. To sim-

plify the subsequent analysis, we make the assumption that the intrinsic output capaci-
tance of the gate equals its gate capacitance, or = 1. Hence,

F F
tool 2+ +—) -
I S O( i, = VDD)(Vref‘V?E\FﬁJrf =1 (5.47)
r,w‘ef rp@ref(B +F) \Vz-ef yDD— V?'E l\ 3% F
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Figure 5-28 Sizing of an inverter for energy minimization. (aj Required supply

voltage as & function of the sizing factor f for different values of the overall effective

fan-out F; {b) Energy of scaled dircuit {normalized with respect o the reference case)

asafunction of £ V, ;=25 V, Vie=05V.
Equation {5.47) establishes a relationship between the sizing factor f and the supply volt-
age, plotted in Figure 5-29a for different values of 7. Those curves show a clear minimum.
Increasing the size of the inverter from the minimum initiaily increases the performance,
ard hence aliows for a lowering of the supply voltage, This is fruitful until the optimum
sizing factor of f = JfF is reached, which should not surprise those who read the previ-
ous sections carefully. Further increases in the device sizes only increase the self-leading
factor, deteriorate the performance, and require an increase inm supply voltage. Also,
observe that for the case of F = I, the reference case is the best solution; any resizing just
increases the self-loading.

With the V,,,(f) relationship in hand, we can derive the energy of the scaied circuit

{normalized with respect to the reference circuit} as a function of the sizing factor £

E (Voo 2+2f+FY
(R

E, o
Finding an analytical expression for the optimal sizing factor is possible, but yields a com-
plex and messy equation. A graphical approach is just as effective. The resulting charts are
plotted in Figure 5-20b, from which a number of conclusions can be drawn:®

ref

» Device sizing, combined with supply voltage reduction, is a very effective
approach in reducing the energy consumption of a logic network. This is espe-
cially true for networks with large effective fan-outs, where energy reductions with
almost a factor of 10 can be obtained. The gain is also sizable for smaller values
of F. The only exception is the F = 1 case, where the minimum size device is also
the most effective one,

5We will revisit some of these conclusions in Chapter 11 in a broader context.
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220 Chapter 5 » The CMOS inverter

» Oversizing the transistors beyond the optimal value comes at a helty price in energy.
This is, unfortunately, a common approach in many of today’s designs.

« The optimal sizing factor for energy is smaller than the one for performance, espe-
cially for large values of F. For example, for a fan-out of 20, £, (energy} = 3.53,
while f,. (performance) = 4.47. Increasing the device sizes only leads to a minimal
supply reduction once Vi, starts approaching Vg, thus leading to very minimal
energy gains.

Dissipation Due to Direct-Path Currents

In actnal designs, the assumption of the zero rise and fall times of the input wave forms is not
correct. The finite slope of the input signal causes a direct current path between Vpp and GND
for a short period of time during switching, while the NMOS and the PMOS wansistors are con-
ducting simultancously. This is illustrated in Figure 5-30. Under the {reasonable) assumption
that the resulting curzent spikes can be approximated as triangles and that the inverter is sym-
metrical in its rising and falling responses, we can compute the energy consumed per switching
period as follows:

Ipeaétsc I,neak tsc _

Eip = Voo—7 —+Vop~—5 — = T Vpplpear (549
We compute the average power consumption as
2
Fap = tse Voplpear £= Cie Vool (5.50)

The direct-path power dissipation is proportional to the switching activity, similar to the capaci-
tive power dissipation. 7, represents the time both devices are conducting. For a linear input
slope, this time is reasonably well approximated by Eq. (5.51) where 7, represents the 0-100%
transition time,

_ VDD—ZVTI zVDD—ZVTXm (5.51)
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Figure 5-30 Short-circuit currents dinring transients.
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5.5 Power, Energy, and Energy Delay 21

Ioear 18 determined by the saturation current of the devices and is hence directly propor-
tional to the sizes of the transistors. The peak current is also a strong fanction of the ratie
between input and oufpat slepes. This relationship is best illustrated by the following simple
analysis: Consider a static CMOS inverter with a 0 — | transition at the input. Assume first that
the load capacitance is very large, so that the output fall time is significantly larger than the input
rise time (Figure 5-31a). Under those circumstances, the input moves through the transient
region before the cutput starts 1o change. As the source-drain voltage of the PMOS device is
approximately 0 during that period, the device shuts off without ever delivering any current. The
short-circuit current is close 1o zero in this case. Consider now the reverse case, where the output
capacitance is very small, and the output fali fime is substantially smaller than the input rise time
{Figure 5-31b). The drain-source veltage of the PMOS device eguals Vi, for most of the transi-
tion period, guaranteeing the maximal short-cirenit current {equal to the saturation current of the
PMOS). This clearly represents the worst case condifion. The conclusions of the preceding anal-
ysis are confirmed in Figure 5-32, which plots the short-circuit current through the NMOS tran-
sistor during a low-to-high transition as & function of the load capacitance.

&
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(a} Large capacitive load {b} Small capacitive load

Figure 5-31 impact of load capacitance on short-circuit current.
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Figure 5-32 CMOS inverter short-circuit current through NMOS transistor as a function
of the load capacitance {for a fixed input slope of 500 ps).
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222 Chapter 5 ¢ The CMOS Inverter

This analysis leads to the conclusion that the short-circuit dissipation is minimized by
making the cutput rise/fall time larger than the input ris/fall time. On the other hand, making the
output rise/fall time too large slows down the circuit and can cause short-circuit currents in the
fan-out gates. This presents a perfect example of how local optimization and forgetting the glo-
bal picture can lead to an infetior selution.

A more practical rule, which optimizes the gower consumption in a global way, can be formulated
([VeendrickB4]):

The power dissipation due fo short-circuit currents is minimized by matching the rise/fall times of
the input and output signals. At the overall circuit level, this means that rise/fall times of all signats
should be kept constant within a range.

Making the input and output rise times of a gate identical is not the optimun solution for that partic-
ular gate on its own, bul keeps the overall short-circnit current within bounds. This is shown in Figure 3-33,
which plots the short-circult energy dissipation of an inverter (normalized with respect to the zero-input rise
time dissipation) as a function of the zatic r between input and output rise/fall times. When the load capaci-
tance is too small for a given inverter size (r > 2...3 for Vg = 5 V), the power is dominated by the short-
circuit current. For very large capacitance values, all power dissipation is devoted to charging and discharg-
ing the load capacitance. When the riseffall times of inputs and outputs are equalized, most power dissipa-
tion is associated with the dynamic power, and oaly a minor fraction (< 10%) is devoted to short-cireuit
currents.

Observe also that the impact of short-circuit eurrent is reduced when we lower the supply
voltage, as is apparent from Eq. (5.51). In the extreme case, when ¥y < Vo, + |V | short-circuit dissipa-
tion is completely eliminated, because bath devices are never on simultanepusly. With threshold voltages
scaling at a slower rate than the supply voltage, short-circnit power dissipation is becoming less impostant

&
! I | 1
L WiLlp = 1125 pmi0.25 pm
WiL|y = 0.375 um/0.25 pm
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Figure 5-33 Power dissipation of a static CMOS inverter as a function of the ratio between input
and output rise/fall times, The power is nomalized with respect to zero input rise-time dissipation.
At low valuss of the siope ratio, inputfoutput coupling leads to some extra dissipation.
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5.5 Power, Energy, and Energy Delay 223

in deep submicron technologies. At a supply voltage of 2.5 V and thresholds around 0.5V, an inputfoutput
siope ratio of 2 is needed to cause a 10% degradation in dissipation. B

Finally, it is worth observing that the short-circuit power dissipation can be modeled by
adding a load capacitance C, = 7,1,/ Vpp in parallel with C;, as is apparent in Eq. (5.50}. The
value of this short-circuit capacitance is a function of V. the transistor sizes, and the input/out-
put slope ratio.

8.5.2 Static Consumpticn

The static {or steady-state) power dissipation of a circuit is expressed by the relation
Poer = Lga:i Voo (3.52)

where [, is the current that flows between the supply rails in the absence of switching activity.

Ideally, the static current of the CMOS inverter is equal to zero, as the PMOS and NMOS
devices are never on simultaneously in steady-state operation. There is, unfortunately, a leakage
current flowing through the reverse-biased diode junctions of the transistors, located between the
source or drain and the substrate, as shown in Figure 5-34. This contribution is, in general, very
small and can be ignored. For the device sizes under consideration, the leakage current per unit
drain area typically ranges between 10-100 pA/um? at room temperature. For a die with 1 million
gates, each with a drain area of 0.5 um? and operated at a supply voltage of 2.5 V, the worst case
power consumption due to diode leakage equals 0.125 mW, which clearly is not much of an issue.

However, be aware that the junction leakage currents are caused by thermally generated
carriers. Their value increases with increasing junction temperature, and this occurs in an expo-
nential fashion. At 85°C (2 commonly imposed upper bound for junction temperatures in com-
mercial hardware), the leakage currents increase by a factor of 60 over their room-temperature
values. Keeping the overall operation temperature of a circuit low is consequently a desirable
goal. As the temperature is a strong function of the dissipated heat and its removal mechanisms,
this can enly be accomplished by limiting the power dissipation of the circuit or by using chip
packages that support efficient heat vemoval,

Vop
Voo
th! = VDD
1 % Drain Leakage
- | ¥ Current

=
‘1 Subthreshold current

Figure 5-34 Sources of leakage currents in CMOS inverter (for V,, =0 V).
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224 Chapter 5 = The CMOS Inverter

Ve=02 V=06 Ves

Figure 5-35 Decreasing the threshold increases the subthreshold current at Vgg=0.

An emerging source of leakage current is the subthreshold current of the transistors. As
discussed in Chapter 3, an MOS transistor can experience a drain-source current, even when V¢
is smaller than the threshold voltage (see Figure 3-35). The closer the threshold voliage is to
zero volts, the larger the leakage current at Vg5 = G V and the larger the static power consump-
tion. To offset this effect, the threshold voltage of the device has generally besn kept high
enough. Standard processes feature V, values that are never smaller than 0.5-0.6 ¥V and that in
some cases are even substantially higher (~ 0.75 V).

This approach is being challenged by the reduction in supply voltages that typically goes
with deep submicron technology scaling, as became apparent in Figure 3-41. We concluded ear-
lier (Figure 5-17) that scaling the supply voltages while keeping the threshold voltage constant
resulls in an important loss in performance, especially when Vo, approaches 2 V. One
approach to address this performance issue is to scale the device thresholds down as well. This
moves the curve of Figure 3-17 to the left, which means that the performance penalty for lower-
ing the supply voltage is reduced. Unformunately, the threshold voltages are lower bounded by
the amount of allowable subthreshold leakage current, as demonsirated in Figure 5-35. The
choice of the threshold voltage thus represents a trade-off between performance and static power
dissipation. The continued scaling of the supply voltage predicted for the next generations of
CMOS technologies, however, forces the threshold voltages ever downwards, and makes sub-
threshold conduction a major source of power dissipation. Process technologies that contain
devices with sharper turn-off characteristics will therefore become more attractive. An example
of the latter is the SOI (Silicon-on-Insulator} technology whose MOS transistors have slope fac-
tors that are close o the ideal 60 mV/decade.

Example 5.14 Impact of Threshold Reduction on Performance
and Static Power Dissipation

Consider a minimurn: size NMOS transistor in the 0.25-pm CMOS technology. In Chap-
ter 3, we derived that the slope factor S for this device equals 90 mV/decade. The off-
current (at Vg = 0) of the transistor for a V. of approximately 0.5 V equals 107 A
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5.5 Power, Energy, and Energy Delay 225

{Figure 3-22). Reducing the threshold by 200 mV to 0.3 ¥V multiplies the off-current of
the transistors with a factor of 170! Assuming a million gate design with a supply volt-
age of 1.5 V, this translates into a static power dissipation of 108 x 1702 10" x 1.5 =
2.6 mW. A further reduction of the threshold to 100 mV results in an unacceptable dis-
sipation of almost 0.5 W1 At that supply voltage, the threshold reductions correspond o
a performance improvement of 25% and 40%, respectively.

This lower bound on the thresholds is in some sense artificial. The idea that the leakage
current in a static CMOS circuit has to be zero is a misconception. Certainly, the presence of
leakage currents degrades the noise margins, because the logic levels are no longer equal to the
supply rails, but as long as the noise margins are within range, this is not a compelling issue. The
leakage currents, of course, cause an increase in static power dissipation. This is offset by the
drop in supply voltage, which is enabled by the reduced thresholds at no cost in perfermance,
and results in a guadratic reduction in dynamic power. For a .25-um CMOS process, the fol-
lowing circuit configurations obtain the same performance: 3-V supply-0.7-V V,; and 0.45-¥
supply—0.1-V ¥,.. The dynamic power consumption of the latter is, however, 45 times smaller
[Liu93]! Choosing the correct values of supply and threshold voltages once again requires a
trade-off. The optimal operation point depends upon the activity of the circuit, In the presence of
a sizable static power dissipatien, it is essential that nonactive modules are powered down, lest
static power dissipation would become dominant. Power-down {(alsc called srandby} can be
accomplished by disconnecting the unit from the supply rails, or by lowering the supply voltage.

55.3 Putting it All Together
The total power consumption of the CMOS inverter is now expressed as the sum of its three
components:

P = Pd_w.' + Ptf,u + Psm: = (C;Vip+ VDDf;mukt.;}f{é—a 1+ VYonliear {5.53)

In typical CMIOS circuits, the capacitive dissipation is by far the dominant factor. The direct-
path consumption can be kept within bounds by careful design, and thus should not be an issue.
Leakage is ignorable at present, but this might change in the not-too-distant future.

The Power-Delay Product, or Energy per Operation

In Chapter 1, we introduced the power-delay produer (PDP) as a quality measure for a logic
gate:
EDP = P,1, {3.54)

The PDP presents a measure of energy, as is apparent from the units (W x s = Joule). Assuming
that the gate is switched at its maximum possible rate of £, = 1/(27,}, and ignoring the contribu-
tions of the static- and direct-path currents to the power consurnption, we find that

(5.55}

2
cv
PDP = C,Vopfad, = —=22

maxtp T 2
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226 Chapter 5 = The CMOS inverter

Here, PDP stands for the average energy consumed per switching event (e, fora0— L,ora
1 —» C transition). Remember that earlier we had defined F_ as the average energy per switching
cycle {or per energy-consuming event). As each inverter cycle contains a0 > 1, and a2 1 = 0
transition E,, thus is twice the PDP.

Energy-Delay Product

The validity of the PDP as a quality metric for a process technology or gate topology is ques-
tipnable. It measures the energy needed to switch the gate, which is an important property. Fora
given structure, however, this number can be made arbitrarily low by reducing the supply volt-
age. From this perspective, the optimum voltage to run the circuit would be the lowest possible
value that still ensures functionality. This comes at the expense of performance, as discussed gar-
lier. A more relevant meiric should combine a measure of performance and energy. The snergy-
delay product {or EDP) does exactly that:

2
CLVDB
7 p

2
EDP = PDPx1,=P f, = (5.56)

It is worth analyzing the voltage dependence of the EDP. Higher supply voltages reduce
delay, but harm the energy, and the opposite is true for low voltages. An optimum operation point
should therefore exist. Assuming that NMOS and PMOS transistors have comparable threshold

and saturation voltages, we can simplify the propagation delay expression Eq. {(53.21) as

oaC Vpp
3}} = m (557}

where V, = Ve + Vpgr/2, and ¢ is a technology parameter. Combining Eq. (5.56) and Eg.
(5.57) yields

23
aliVinp

EDP = ——— —
2(Vpp~Viz)

(5.58)

The optimum supply voltage can be obtained by taking the derivative of Eq. {5.58) with respect
10 Vi, and eguating the reselt to 0. The result is

3
Yopop: = §VT£ (5.59)

The remarkable outcome from this analysis is the low value of the supply voltage that
simultaneousty optimizes performance and energy. For submicron technologies with thresholds
in the range of 0.3 V, the optimum supply is situated around 1 V.

TThis equation is only aceurate as long as the devices remain in velocity saturation, which is probably not the case for
the lower supply veltages. This introduces some inaccuracy in the analysis, but will not distort the overall result,
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Example 5,15  Optimum Supply Voltage for 6.25-um CMOS Inverter

From the technology parameters for our generic CMOS process presented in Chapter 3,
the value of Vy; can be derived as follows:

Vi, =043V, Vg 0 =083V, Vi, =074V

Vi, =04V Vp0 =1V, Vg, =09V

Vig = (Vygy + Vi W2 =08V
Hence, Vpp,, = (3/2) x 0.8 V = 1.2 V. The simulated graphs of Figure 5-36, which plot
normalized delay, energy, and energy-delay product, confirm this result. The optimum
supply voltage is predicted to equal 1.1 V. The charts clearly illustrate the trade-off
between delay and energy.

15

JREE

Energy Delay (norm)

! ] |
a5 1 15 2 25

¥pp(V}

Figure 5-36 Normalized delay, energy, and energy-delay plots for CMOS
inverter in 0.25-um CMOS technology.

WARNING: While the preceding example demonstrates that a supply voitage exists that mini-
mizes the energy-delay product of a gate, this voltage does not necessarily represent the opti-
mum voltage for a given design problem. For instance, some designs require a minimum
performance, which requires a higher voltage at the expense of energy. Similarly, a lower energy
design is possible by operating at a lower voltage and by obtaining the overall system perfor-
mance through the use of architectural techniques such as pipelining or concurency.

5.5.4 Analyzing Power Consumption by Using SPICE
A definition of the average power consumption of a circuit was provided in Chapter 1, and is
repeated here for the sake of convenience. We wrile
T

T

_1 VYopr.

Po = ;jp(r}dr = 5 |ippleddt (5.60)
9 i
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<
C
kipp = é R

Figure 5-37 Egquivaient circuit to measure average power in SPICE.

with T the period of interest, and V5 and i, the supply voltage and current, respectively. Some
implementations of SPICE provide built-in functions to measure the average value of a cireuit
signal. For instance, the HSPICE MEASURE TRAN KVDD) AVG command computes the
area under a competed transient response {I{VDD)} and divides it by the period of interest. This
is identical to the definition given in Eq. {3.60). Other implementations of SPICE are, unforiu-
nately, not as powerful. This is not as bad as it seems, as long as one realizes that SPICE is actu-
ally a differential equation solver. A small circuit can easily be conceived that acts as an
integrator and whose output signal is nothing but the average power.

Consider, for instance, the cirenit of Figure 5-37. The current delivered by the power sup-
ply is measured by the current-controlled current source and integrated on the capacitor C. The
resistance R is only provided for DC-convergence reasons and should be chosen as high as pos-
sible to minimize leakage. A claver choice of the element parameter ensures that the cutput volt-
age P, equals the average power consumption. The operation of the circuit is summarized in Eq.
under the assumption that the initial voltage on the capacitor C is zero:

P, ..
CE = kiﬁD
or (5.61)
T
P, = é ipndlt

G

Equating Eq. (5.60) and Eq. vields the necessary conditions for the equivalent circuit
parameters: &C = Vp/T. Under these circumstances, the equivalent circuit shown presents a
convenient means of tracking the average power in a digital circuit.

Example 5.1¢ Average Power of Inverter

The average power consumption of the inverter of Example 5.4 is analyzed using the
above technique for a toggle period of 250 ps (T'= 250 ps, k= 1, Vpp = 2.3V, hence
C = 140 pF). The resulting power consumption is plotted in Figare 5-38, showing an aver-
age power consumption of approximately 157.3 uW. The MEAS AVG command vields a
value of 160.3 uW, which demonstrates the approximate equivalence of both methods.
These numbers are equivalent to an energy of 39 fi {which is close to the 37.5 {f derived in
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Figure 5-38 Deriving the power consumption by using SPICE.

Example 5.11). Observe the slightly negative dip during the high-to-low transition. This is
due to the injection of current into the supply, when the output briefly overshoots Vypasa
result of the capacitive coupling between input and output (as is apparent from in the tran-
sient response of Figure 5-16}.

5.6 Perspective: Technology Scaling and its impact
on the Inverter Metrics

In Section 3.5, we have explored the impeact of the scaling of technology on some of the impor-
tant design parameters, such as area, delay, and power. For the sake of clarity, we repeat here
some of the most important entries of the scaling table (Table 3-8).

The validity of these theoretical prejections can be verified by looking back and observing
the trends during the past few decades. From Figure 5-39, we can see that the gate delay indeed
decreases exponentially at a rate of 13% per year, or halving every five years. This rate is on
course with the prediction of Table 5-4, since S averages approximately 1.15 as we had already

Table 5-4 Sealing scenarios for shortchannel devices {S and U represent
the technology and voltage scaling parameters, respactively).

Full General Fixed-Voltage
Parametar Relation Scaling Scaling Scaling

Area-Device WL s 1is? 118*
Intrinsic Delay BoCone LS 1/8 128
Inrinsic Energy Gy 2 /5 182 [EAY
Intrinsic Power Energy-Delay /52 i 11

Power Density P-Area 1 St 5
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Figure 5-39 Scaling of the gate delay from [Dally98]L.

observed in Figure 3-40. The delay of a twe-input NAND pate with a fan-out of four has gone
from tens of nanoseconds in the 1960s to a tenth of a nanosecond in the year 2000, and is pro-
jected to be 2 few tens of picoseconds by 2010

Redusing power dissipation has only been a second-order priority until recently. Hence,
statistics on dissipation per gate or design are only marginally available. An interesting chart is
shown in Figure 5-40, which plots the power density measured over a large number of designs
produced between 1980 and 19395, Although the variation is large—even for a fixed
technclogy—it shows the power density increasing approximately with 5% This is in corre-
spondence with the fixed-voltage scaling scenario presemied in Table 5-4. For more recent
years, we expeci a scenaric more in line with the full-scaling model—which predicts a con-
stant power density—due to the accelerated supply-voltage scaling and the increased attention
te power-reducing design techniques. Even under these circumstances, power dissipation per
chip will continue to increase due fo the ever-larger die sizes.

The scaling medel presented has one major flaw, however. The performance and power pre-
dictions produce purely “infrinsic” numbers that take only device parameters into account. In
Chapter 4, we concluded that the interconnect wires exhibit 3 different scaling behavior, and that
wire parasitics may come to dominate the overall performance. Similarly, charging and discharg-
ing the wire capacitances may dominate the energy budget. To get a crisper perspective, one has
to construct a combined model that considers device and wire scaling models simultaneously. The
impact of the wire capacitance and its scaling behavior is summarized in Table 5-5. We adopt the
fixed-resistance model introduced in Chapter 4. We furthermore assume that the resistance of the
driver dominates the wire resistance, which is definitely the case for short to medium-long wires.

The model predicts that the interconnect-caused delay {and energy) gain in importance with
the scaling of technology. This impact is limited to an increase with gc for short wires (§= 5, ), but
itbecomesincreasingly meresignificantformedium-rangeandiongwires(S, <§). Theseeonclusions
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Table 5-5 Scaling scenarios for wire capacitance. S and U represent the technelogy and
voltage scaling parameters, respectively, while S, stands for the wire-length scaling factor. g,
represenis the impact of fringing and interwire capacitances.

Parameter Refation General Scaling
Wire Capacitence WL/ WYY
Wire Delay R,.Cin LAY
Wire Energy .V .18, 17
Wire Delay / intrinsic Delny £,.5/5,
Wire Energy / Intrinsic Energy RVAYS

have been confinmed by a number of studies, an example of which is shown in Figore >-41. How
the ratio of wire over intrinsic contributions will actually evolve is debatable, as it depends upon
awiderange of independent parameters, such as systemarchitecture, design methodology, transistor
sizing, and inferconnect materials. The doomisday scenario that interconnect may cause CMOS per-
formance tosaturateinthe very near future may very wellbeexaggerated. Yet, itisclear thatincreased
atfentiontointerconnectisanabsolutenecessity,and maychangethewaythenext-generationcircuits
are designed and optimized (e.g., [Sylvester98]1).
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Figure 5-41 Evolution of wire delay-io-gate delay ratio with respsct
to technology {from [Fisher98}).

5.7 Summary

This chapter presented a rigorons and in-depth analysis of the static CMOS inverter. The key
characteristics of the gate are summarized as follows:

+ The static CMOS inverter combines a pull-up PMOS section with a pull-down NMOS
device, The PMOS is normally made wider than the NMOS due 1o its lower current-
driving capabilities.

+ The gate has an almost ideal voltage-transfer chavacteristic. The logic swing is equal to the
supply voltage and is not a function of the transistor sizes. The noise margins of a symmet-
rical inverter (where PMOS and NMOS transistor have equal current-driving strength)
approach Vpp/2. The steady-state response is not affected by fan-out.

= Iis propagation delay is dominated by the time it takes to charge or dischaerge the lead
capacitor C; . To a first order, it can be approximated as follows:

Regm + Reqp)

f, = 9.69{?{( 5

Keeping the load capacitance small is the most effective means of implementing high-per-
formance circuits. Transistor sizing may help to improve performance as leng as the delay
is dominated by the exirinsic (or load) capacitance of fan-out and wiring,

* The power dissipation is dominated by the dynamic power consumed in charging and dis-
charging the load capacitor. It is given by Py_,| C, V5’ The dissipation is proportional o
the activity in the network. The dissipation due to the direct-path currenis ocourring during
switching can be limited by careful tailoring of the signal slopes. The static dissipation
usually can be ignored, but might become a major factor in the future as a resuolt of sub-
threshold currents.
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5.8 To Probe Further 233

» Scaling the technology is an effective means of reducing the area, propagation delay and
power consumption of a gate. The impact is even mere striking if the supply voltage is
scaled simuitaneously.

» The interconnect component is gradually taking a larger fraction of the delay and perfor-
mance budget.

5.8 To Probe Further

The operation of the CMOS inverter has been the topic of numercus publications and textbooks.
Virtually every book on digital design devotes # substantial number of pages to the analysis of
the hasic inverter gate. An extensive list of references was presented in Chapter 1. Some refer-
ences of particular interest that we quoted in this chapter fellow.

References

[Dally98] W. Dally and 1 Poulton, Digiral Sysiems Engineering, Cambridge University Press, 1998,

[Fisher98] P. D, Fisher and R, Nesbitt, “The Test of Time: Clack-Cycle Estimation and Test Challenges for Futare
Microprocessors,” JEEE Circuits and Devices Magazine, 14(2), pp. 37-44, 1998,

[Hedenstierna87] M. Hedenstierna and K. Jeppson, “CMOS Circuit Speed and Buffer Optimization,” /EEE Transactions
o CAD, vol. CAD-6, no. 2, pp. 270-281, March 1987.

[Kuroda®953 T. Kureda and T. Sakurai, “Overview of low-power ULSE cireult techniques,” JIEICE Trans, on Electronics,
vol. E78-C, no. 4, pp. 334-344, April 1995,

[LiwG3] D. Liu and C. Svensson, *Trading speed for low power by choice of supply and threshold voitages.” [EEE Jour-
nal of Solid-State Civeudts, vol, 28, nod, pp. 10-17, Jan. 1993, p.10-17.

[Mead801 C. Mead and L. Conway, hitreduction o VLS Systems, Addisoa-Wesley, 1980,

[SedraB71 A, Sedra and K, Smith, MicraFlectronic Cirenits, Holt, Rinchart and Winston, 1987,

[Swanson72] R. Swanson and 1 Meindl, “Ion-Implanted Complementary CMOS transistors in Low-Voitage Circuits,”
IEEE Journel of Solid-Siate Circuits, vol, SC-7, no. 2, pp.146-152, April 1972,

[SylvesterS8] D. Sylvester and K. Keutzer, “Getting to the Botiom of Deep Submicron,” Proceedings JCCAD Counfer-
ence, pp. 203, San Jose, November 1998,

[Veendrick841 H. Veendrick, “Shont-Circeit Dissipation of Seatic CMOS Circuitry and its Impact on the Design of
Bufter Circuits,” JEEE Journal of Selid-State Circuits, vol. SC-19, no. 4, pp. 468473, 1984,

Exercises and Design Problems

REMINDER: Please refer to httpzifbwre.eecs. berkeley.edufIcBook for up-to-date problem sets, design problems, and
cxercises. By making the exercises electronically available instead of ia print, we can provide a dynamic eavirosment
that iracks the rapid evolution of today’s digital integrated circult design technology.
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6.1 Introduction

The design considerations for a simple inverter circuii were presented in the previous chapter.
We now extend this discussion to address the synthesis of arbitrary digital gates, such as NOR,
NAND, and XOR. The focus is on combinational logic or nonregenerative circuits—that is, cir-
cuits having the property that at any point in time, the output of the circuit is related to its current
input signals by some Boolean expression {assuming that the transients through the logic gates
have settled). No intentional connection from cutputs back to inputs is present.

This is i contrast to another class of circuits, known as seguential or regenerative, for
which the output is not only a function of the current input data, but also of previous values of
the input signals (see Figure 6-1). This can be accomplished by connecting one or more outputs
intentionally back to some inputs. Conseguently, the circuit “remeimnbers” past events and has &
sense of history. A sequential circuit iacludes a combinational logic portion and a module that
holds the state. Example circuits are registers, counters, oscillators, and memory. Sequentiat cir-
cuits are the topic of the next chapter.

There are numerous circuit styles to implement a given logic function. As with the
inverter, the common design metrics by which a gate is evaluated are area, speed, energy, and
power. Depending on the application, the emphasis will be on different metrics. For example, the
switching speed of digital circuits is the primary metric in a high-performance processor, while
in a battery operated circuit, it is energy dissipation. Recently, power dissipation also has
become an important concern and considerable emphasis is placed on uaderstanding the sources
of power and approaches to dealing with power. In addition to these metrics, robustaess to noise
and reliability are also very important considerations. We will see that certain logic styles can
significantly improve performance, but they usnally are more sensitive to noise.

6.2 Static CMOS Design

The most widely used logic style is static complementary CMOS. The static CMOS style is
really an extension of the static CMOS inverter to multiple inputs. To review, the primary advan-
tage of the CMOS structure is robustness (L.e., low sensitivity to noise), good performance, and
low power consumption with no static power dissipation. Most of those properties are carried
over to large fan-in logic gates implemented using a similar circuit topology.

Out

{a} Combinational {b) Seguential

Figure 8-1 High-level classificalion of logic circuits.
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6.2 Static CMOS Design 237

The complementary CMOS circuit style falls under a broad class of logic circuits called
static circuifs in which at every point in fime, each gate entput is connected to either Vi, or
V5 via a low-resistance path. Also, the outpuis of the gates assume at ail times the value of the
Boolean function implemented by the circuit (ignoring, the transient effects during switching
periods). This is in contrast to the dynainic circuit class, which relies on temporary storage of
signal values on the capacitance of high-impedance circuit nodes. The latter approach has the
advantage that the resulting gate is simpler and faster, Its design and operation are, however,
more invoived and prone to failure because of increased sensitivity 1o noise.

In this section, we sequentially address the design of various static circuit flavors, includ-
ing complementary CMOS, raticed logic (pseudo-NMOS and DCVSL), and pass-transistor
logic. We also deal with issues of scaling to lower power supply voltages and threshold
voltages.

6.2.1 Complementary CMOS

Concept

A static CMOS gate is a combination of two networks-——the puli-up netwerk (PUN} and the pull-
down network (PDN), as shown in Figure 6-2. The figure shows a generic N-input logic gate
where all inputs are distributed to both the puli-up and pull-down networks, The function of the
PUN is to provide a connection between the output and Vp, anytime the outputof the logic gate
is meant to be 1 (based on the inputs). Similarly, the function of the PDN is to cormect the output
1o Vo when the output of the logic gate is meant to be 0. The PUN and PDN networks are con-
structed in a mutually exclusive fashion such that one and only one of the networks is conduct-
ing in steady state. In this way, once the transients have settled, a path always exists between Vi,
and the output F for a high output (“one™), or betwsen Vg and F for a low output (“zero™). This
is equivalent to stating that the output node is always a fow-impedance node in steady state.

VYop

L

Prifi-up: make a connection from ¥pp to Fwhen
Fllng Iny, o dn) =1

F{lny, Inta, . Iny)

Puil-down: make a connection from Vpp to Vg when
F(lny,Iny, .. In) =0

Vs

Figure 6-2 Complementary logic gale as a combination of a PUN
{pull-up network) and a PDN {pull-down network).
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238 Chapter 6 = Designing Combinational Logic Gates in CMOS

In comstructing the PDN and PUN networks, the designer should keep the following
observations in mind:

* A transistor can be thought of as a switch controlled by its gate signal. An NMOS switch
is on when the controtling signai is high and is gff when the controlling signal is low, A
PMCS transistor acts as an inverse switch that is on when the controlling signal is low and
off when the eontrolling signal is high.

* The PDN is constructed using NMOS devices, while PMOS transistors are used in the
PUN. The primary reason for this choice is that NMOS transistors produce “strong zeres,”
and PMOS devices generate “strong ones.” To illustrate this, consider the examples shown
in Figure 6-3. In Figure 6-3a, the output capacitance is initially charged w V), Two possi-
ble discharge scenarios are shown. An NMOS device pulls the output ail the way down to
GND, while a PMOS lowers the output no further than §V;rp]—the PMOS trns off at that
point and stops contributing discharge current. NMOS transistors are thus the preferred
devices in the PDN. Similarly, two alternative approaches to charging up a capacitor are
shown in Figure 6-3b, with the output initially at GND. A PMOS switch succeeds in
charging the output all the way 10 Vpp, while the NMOS device fails to raise the output
above V5 — Vo, This explains why PMOS transistors are preferentiaily used in a PUN.

« A set of mies can be derived to construct logic functions {see Figure 6-4). NMOS devices
connected in series correspond to an AND function. With all the inputs high, the series
combination conducts and the value at one end of the chain is transferred to the other end.
Similarly, NMOS transistors connected in paraliel represent an OR function. A conducting
path exists between the output and input terminal if at least one of the inputs is high. Using
similar arguments, construction rules for PMOS networks can be formulated. A series con-

|||M

{a) Pulling down & node by using NMOS and PMOS switches

i

]

¥,
&b *4} t—Vpp— Vo I l 6 =¥pp

Cut
Ot

:T[q I o

{b) Pulling down a node by using NMOS and PMOS switches

Figure 63 Simple examples Hlustrate why an NMOCS should be
used as a puli-down, and a PMOS should be used as a puli-up device.
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5 4

Series combination _L i A _I Parallel combination

condicts if A+ B conducis ifA + B
(a) Series {b) Paralle

Figure 6-4 NMOS logic rules—series devices implement an AND, and parallel
devices implement an OR.

nection of PMOS conduets if both inputs are low, representing a NOR function (A - B =
A + B), while PMOS transistors in parallel implement a NAND (A + B =4 . B).

« Using De Morgan’s theorems (A + B=A - Band A~ B =4 + B), it can be shown that the
puli-up and pull-down networks of 2 complementary CMOS structure are dusal networks.
This means that a parallel connection of transistors in the puli-up network corresponds to a
series connection of the correspending devices in the pull-down network, and vice versa,
Therefore, to construct a CMOS gate, one of the networks (e.g., PDN) is implemented
using combinations of series and paraliel devices. The other network {i.e., PUN) is
obtzined using the duality principle by walking the hierarchy, replacing series subnets
with parallel subnets, and parallel subnets with series subneis. The complete CMOS gate
is constructed by combining the PDN with the PUN.

» The complementary gate is naturally inverting, implementing only functions such as
NAND, NOR, and XNOR. The realization of a noninverting Boolean function (such as
AND OR, or XOR} in a single stage is not possible, and reguires the addition of an extra
inverter stage.

* The number of transistors required to implement an N-input logic gate is 2N,

Example 6.1 Two-Input NAND Gate

Figure 6-5 shows a two-input NAND gate (F = A + B}. The PDN network consists of two
NMOS devices in series that conduct when both A and B are high. The PUN is the dual

Figure 8-5 Two-input NAND gate in complementary static CMOS style.
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240 Chapter 6 + Designing Combinational Logic Gates in CMOS

network, and it consists of two parallel PMOS transistors. This means that Fis [ ifA =0
or B =0, which is equivalent to F = A - 5. The truth table for the simple two input NAND
gate s given in Table 6-1. It can be verified that the output F is always connected to either
Vpp or GND, but rever to both at the same time.

Table -1 Truth Table for two-Input NAND.

A B F
it 0 1
0 1 1
i Q 1

Example 6.2 Synthesis of Complex CMOS Gate

Using complementary CMOS logic, consider the synthesis of a complex CMOS gae
whose functionis F=D + A - (B + C). The first step in the synthesis of the logic gate is to
derive the puli-down network as shown in Figure 6-62 by using the fact that NMOS
devices in series implements the AND function and parallel device implements the OR
function. The next step is to use duality to derive the PUN in a hierarchical fashion. The
PDN network is broken into smaller networks (i.e., subset of the PDN) called subnets that
simplify the derivation of the PUN. In Figure 6-6b, the subnets (SN) for the pull-down net-

VD [ VDD

c
5

F
{a) Pull-down natwork (b} Deriving the pull-up network A “l
hierarchically by idensifying D _|
subnels
3| c
{c} Complete gate
Figure 8-6 Complex complemsntary CMOS gate.
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6.2 Static CMOS Design 241

work are ideatified. At the top level, SN1 and SN2 are in parallel, so that in the dual net-
work they will be in series. Since SN1 consists of a single transistor, it maps directly to the
puli-up network. On the other hand, we need to sequentially apply the duality rules to
SN2. Inside SN2, we have SN3 and N4 in series, so in the PUN they will appear in paral-
lel. Finally, inside SN3, the devices are in paraliel, so they appear in series in the PUN.
The complete gate is shown in Figure 6-6¢. The reader can verify that for every possible
input combination, there always exisis a path to elther Vpp or GNDL

Static Properties of Complementary CMOS Gates

Complementary CMOS gates inherit all the nice properties of the basic CMOS inverter. They
exhibit rail-to-rail swing with Vg =V and Vy, = GND. The circnits also have no static power
dissipation, since the circuits are designed such that the pull-down and pull-up networks are
mutually exclusive. The analysis of the DC voltage transfer characteristics and the noise margins
is more complicated than for the inverter, as these parameters depend upon the data input pat-
terns applied to gate.

Consider the static two-input NAND gate shown in Figure 6-7. Three possible input com-
binations switch the output of the gate from hightolow: (a)A=B=0 =31, (b)A=1,B=0->1,
and {c) B=1,4 =0 — 1. The resulting voltage transfer curves display significant differences.
The large variation between case {a} and the others (b and ¢) is explained by the fact that in the
former case, both fransistors in the pull-up network are on simultaneously for A = 5 = 0, repre-
senting a strong pull-up. In the latier cases, only one of the pull-up devices is on. The VIC is
shifted to the left as a result of the weaker PUN,

The difference between (b} and {(c) results mainly from the state of the internal node int
between the two NMOS devices. For the NMOS devices to turn on, both gate-to-source voltages

VDD 3.8 T H T H

30

1/5.‘9 v

Figure -7 The VTC of a twe-input NAND is data dependent. NMOS dsvices
are 0.5 gm/0.25 um while the PMOS devices are sized at 0.75 pm/0.25 pm.
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242 Chapter 6 * Designing Combinational Logic Gates in CMOS

must be above Vo, with Vg =V — Vpg; and Vg = V. The threshold voltage of transistor M,
will be higher than transistor 3, due to the body effect. The threshold voltages of the two
devices are given by the following equations: -

VTHO + ‘3"{(.\} E'?‘q)fi + v;‘m} - «132@;3} (6-1}

“:Tnl = VTMO (6.2}

b}

VTPI2

For case {b), M; is turned off, and the gate voltage of M, is set to Vp,,. To a first order, M,
may be considered as s resistor in series with M,. Since the drive on A4, is large, this resistance is
small and has only a small effect on the voltage transfer characteristics. In case {¢), transistor M,
acts as a resistor, causing a ¥y increase in 34, due to body effect. The overall impact is quite
simall, as seen from the plot.

The important point 1o take away from the preceding discussion is that the neise margins are input/
pattern dependent. In Example 6.2, a glitch on only one of the twe inputs has a larger chance of creating a
false transition at the output than if the ghitch were to oceur on both inputs simultanecusty. Therefore, the
former condition has a lower low-noise margin. A common practice when characterizing gates such as
NAND and NOR is to connect alt the inputs together. Unfortunately, this dees not represent the worst case
static behavior; the data dependencies should be carefully modeled. o

Propagation Delay of Complementary CMOS Gates

The computation of propagation delay proceeds in a fashion similar to the static inverter. For the
purpose of delay analysis, each transistor is modeled as a resistor in series with an ideal switch.
The value of the resistance is dependent on the power supply voltage and an equivalent large sig-
nal resistance, scaled by the ratio of device width over length, must be used. The logic is trans-
formed into an eguivalent RC network that includes the effect of internal node capacitances.
Figure 6-& shows the two-input NAND gate and its equivalent RC switch level model. Note that
the internal node capacitance C, —attributable to the source/drain regions and the gate overlap
capacitance of M, and M,—is included here. While complicating the analysis, the capacitance of
the internal nodes can have quite an impact in seme networks such as large fan-in gates. In a first
pass, we ignore the effect of the internal capacitance.

A simple anatysis of the model shows that, similarly to the noise margins, the propaga-
tion delay depends en the input patterns. Consider, for instance, the low-to-high transition.
Three possible input scenarios can be identified for charging the output to V. If both inputs are
driven low, the two PMOS devices are on. The delay in this case is 0.69 X (R, /2) X C;, gince the
two resistors are in parallel. This is not the worst case low-to-high transition, which oceurs when
only one device turns on, and is given by 0.69 X R, x ;. For the pull-down path, the output is
discharged only if both A and B are switched high, and the delay is given by 0.69 X 2Ry) X (w0
a first order. In other woids, adding devices in series slows down the circuit, and devices must be
made wider to avoid a performance penalty. When sizing the transistors in a gate with multiple
inputs, we should pick the combination of inputs that triggers the worst case conditions.
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{a) Two-input NAND (b} RC-equivaleni mode!
Figure 6-8 Equivalent AC model for a two-input NAND gate.

For the NAND gate 10 have the same pull-down delay (1) as a minimum-sized inverter,
the NMOS devices in the PDN stack must be made twice as wide so that the equivalent resis-
tance of the NAND pull-down network is the same as the inverter, The PMOS devices can
remain unchanged.’

This first-order analysis assnmes that the extra capacitance introduced by widening the
transistors can be ignored. This is not a good assumption, in general, but it allows for a reason-
able first cut at device sizing,

Example 6.3 Delay Dependence on Input Patierns

Consider the NAND gate of Figure 6-8a. Assume NMOS and PMOS devices of 0.5 pm/
(.25 pm and 0.75 gm/0.25 pm, respectively. This sizing should result in spproximately
equal worst case rise and fall times (since the effective resistance of the pull-down is
designed to be equal to the pull-up resistance).

Figure 6-9 shows the simulated low-to-high delay for different input patterns. As
expected, the case in which both inputs transition golow (A = 8=1— Oy resulisina
smaller delay, compared with the case in which only one input is driven low. Notice that
the worst case low-to-high delay depends upon which input (A or B} goes low. The reason
for this involves the internal node capacitance of the pull-down stack (i.e., the source
of M,). For the case in which B = 1 and 4 transitions from I — 0, the puli-up PMOS
device only has to charge up the output node capacitance (3 is turned off). On the other
hand, for the case in which A = 1 and B transitions from I — 0, the pull-up PMOS device

n deep-submicron processes, even larger inereases in the wickth are needed due to the on-set of velotity saturation, For
a twa-input NAND, the NMOS wansistors should be made 2.5 times as wide instead of 2 times,

Dell Ex. 1025
Page 132



244

Chapter 5 » Designing Combinational Logic Gates in CMOS
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Figure 6-8 Example showing the delay dependence on input patterns.

has to charge up the sum of the output and the internal node capacitances, which slows
down the transition.

The table in Figure 6-9 shows a compilation of various delays for this circuit. The
first-order transister sizing indeed provides approximately equal rise and fall delays. An
important point o note is that the high-to-low propagation delay depeads on the initial
state of the internal nodes. For example, when both inputs transition from 0 — 1, it is
important to establish the state of the internal node. The worst case happens when the
internal node is initially charged up to Vpp — Vy,, which can be ensured by pulsing the A
input from 1 — 0 — [, while input B only makes the & — 1 transition. In this way, the
iniernal node is initialized properly.

The important point o take away from this example is that estimation of delay can
be fairly complex, and requires a careful consideration of internal node capacitances and
data patierns. Care must be taken to model the worst case scenario in the simulations. A
brute force approach that applies all possible input patterns may not always work, because
it is important to consider the state of internal nodes.

The CMOS implementation of a NOR gate (F = A + B) is shown in Figure 6-10. The out-

put of this network is high, if and only if both inputs A and B are low. The worst case pull-down
transition happens when only one of the NMOS devices turns on (i.e., if either A or # is highj.
Assume that the goal is 1o size the NOR gate such that it has approximately the same delay as an
inverter with the following device sizes: NMOS of 0.5 wn/0.25 yum and PMOS of 1.5 um/
0.25 pm. Since the pull-down path in the worst case is a single device, the NMOS devices (M,
and M) can have the same device widths as the NMOS device in the inverter. For the output to
be pulled high, both devices must be turned on. Since the resistances add, the devices must be
made two times larger compared with the PMOS in the inverter (.., M, and M, must have a size
of 3 um/0.25 wm), Since PMOS devices have a lower mobility relative to NMOS devices, stack-
ing devices in series must be aveided as much as possible. A NAND implementation is clearty
preferred over a NOR implemeniation for implementing generic logic.

Dell Ex. 1025
Page 133



8.2 Static CMOS Design 245

Figure 610 Sizing of a NOR gate.

Problem 6.1 Transistor Sizing in Complementary CMOS Gates

Determine the sizes of the transistors in Figure 6-6c such that it has approximately the samer,, and £, as
an inverier with the following sizes: NMOS: 0.5 pm/0.25 ym and a PMOS; 1.3 pm/3.25 pm.

So far in the analysis of propagation delay, we have ignored the effect of internal node
capacitances. This is often a reasonable assumption for a first-order analysis, However, in more
complex logic gates with large fen-ins, the internal node cepacitances car become significant.
Consider a four-input NAND gate, as drawn in Figure 6-11, which shows the equivalent RC
model of the gate, including the internal node capacitances. The internal capacitances consist of
the junction capacitances of the transistors, as well as the gate-to-source and gate-to-drain
capacitances. The latter are turned into capacitances to ground using the Milier equivalence. The
delay analysis for such a circuit involves solving distributed RC networks, a problem we already
encountered when analyzing the delay of intercennect networks. Consider the puli-down delay
of the circuit. The output is discharged when all inputs are driven high. The proper initial condi-
tions must be placed on the internal nodes (i.e., the internal nodes must be charged to Vi, — Vi)
before the inputs are driven high.

The propegation delay can be computed by using the Eimore delay model:

oz = 089(R - Cy (R + Ro) - O+ (R + R+ Ry} - G+ (R + Ry + Ry + Ry - Cp) (6.3)

Notice that the resistance of M| appears in all the terms, which makes this device espe-
cially important when attempting to minimize delay. Assuming that all NMOS devices have an
egual size, Eq. {6.3) simpiifies to
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Figure 6-11 Four-input NAND gate and its AC model.

Example 6.4 A Four-Input Complementary CMOS NAND Gate

In this example, we evaluate the intrinsic {or unfoaded) propagation delay of a four-input
NAND gate (without any loading) is evaluatedusing hand analysis and simulation. The
layout of the gate is shown in Figure 6-12. Assume that all NMOS devices have a W/L of
0.5 Wmf0.25 pm, and all PMOS devices have a device size of 0.375 um/0.25 ym. The
devices are sized such that the worst case rise and fall times are approximately equal to a
first order (ignoring the internal node capacitances).

By using techniqaes similar to those emploved for the CMOS inverter in Chapter 5,
the capacitance values can be computed from the layout. Notice that in the pull-up path,
the PMOS devices share the drain terminal, in order to reduce the overall parasitic contri-
bution. Using our standard design rules, we find that the area and perimeter for various
devices can be easily computed, as shown in Table 6-2.

In this example, we focus on the pull-down delay, and the capacitances will be
computed for the high-to-low fransition at the output, While the output makes a transi-
tion from Vp, to 0, the internal nodes only transition from Vg, — Vi, to GND. We need
to linearize the internal junction capacitances for this voltage transition, but, to sim-
plify the analysis, we use the same K for the internal nodes as for the suiput node.
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Figure 6-12 Layout a four-input HAND gate in complementary CMOS. See also
Colomplate 7.

Table 6-2  Area and perimster of iransistors in four-input NAND gate.

Transistor W {(um) AS {(pm?) AD {zm?) PS {pm) PD (m)

1 4.5 0.3125 0.0625 1.75 0.25
2 &5 0.0625 0.0525 .25 0.25
3 8.5 0.0625 0.0625 0.25 0.25
4 0.5 0.0623 0.3125 0.25 1.75
s 0375 0.297 0.172 1.875 0.875
6 0.375 0.172 0.172 ¢.875 0.875
7 6,375 0.172 0.172 0.875 0.875
8 8.375 0.297 0,172 1.875 0.873

It is assumed that the cutput connects to a single, minimum-size inverter. The effect
of intracell routing, which is small, is ignored. The various contributions are summarized
in Table 6-3. For the NMOS and PMOS junctions, we use £, =0.57, K, ., = 0.61, and
K., =0.79, K, . = 0.86, respectively. Notice that the gate-to-drain capacitance is mul-
tiplied by a factor of two for all internal nodes as wel as the output node, to account
for the Miller effect, (This ignores the fact that the internal nodes have a slightly

smaller swing due to the threshold drop.}
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Table 6-3 Computation of capacitances for high-to-fow transition at the output. The table shows
the intrinsic delay of the gate without extra loading. Any fan-ouf capacitance would simply be
added to the C; term.

Capacitor Contributions (H — L) Value {{F) (H — L)

Ci

Cy+Cat2%Coyy+27 Cppp (0.57 % 0.0625 * 2 + 0.61 * 0,25 * 0.28) +
(0.57 * 0.0625 * 2 + 0.6 * 0.25% 0.28) +
2% (0.31 *0.5)+2 % (0.31 *0.5) = 0.85 fF

c2

Cirt Cg+2% Cop+ 2% Cpg (0.57 % 0.0625 % 2+ 0.61 * 0.25%0.28) +
{0.57 * 0.0625 * 2 4 0.61 * 0.25% 0.28) +
2% (031 % 0.5)+ 2 (0.31 * 0.5) = 0.85 {F

c3

Cis# Cog# 2% Cogg+2% Coy {0.57 = 0.0625 % 2+ 0.61 * 0.25 = 0.28) +
(0.57 * 0.0625 * 2+ 0.61 * 0.25% 0.28) +
2% (031 % 0.5) +2 % (031 *0.5) = 0.85 fF

CL

Co+ 2% Coy+ Cys+ Cag+Cpp (05T ¥03125% 2+ 061 ¥ 175 %0.28} +
+ Cp+ 2% Coys #2 % Cog 25 (031 % 0.5+ 4% (0.79 % 0.171875% 1.9+ 0.86
+20 Cur# 2% Cpy * Q.875 % 0220+ 4 % 2 % (0.27 * 0.375) = 3.47 [F
=+ 8% Cgtd* 2% Cogg

Using Eq. (6.4), we compute the propagation delay, as follows:

oo, = (}.69(1%9)(0.35 FF+2-085fF+3-0.85fF + 4. 3.47 fF) = 85 ps

The simulated delay for this particular mransition was found to be 86 ps! The hand
analysis gives a fairly accurate estimate, given all of the assumptions and hneariza-
tions that were made. For example, we assume that the gate-source (or gate-drain}
capacitance only consists of the overlap component. This is not entirely the case,
because, during the transition, some other contributions come in place depending upon
the operating region. Once again, the goal of hand analysis is not to provide a totally
accurate delay prediction, but rather to give intuition into what factors influence the
delay and to aid in initial transisior sizing. Accurate timing analysis and transistor opti-
mization is usually done using SPICE. The simulated worst case low-to-high delay
time for this gate was 106 ps.

While complementary CMOS is a very robust and simple approach for implementing

iogic gates, there are two major problems associated with using this style as the complexity of
the gate (i.e., fan-in) increases. First, the number of transistors required to implement an & fan-in
gate is ZN. This can result in & significantly large implementation area.
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Figure 6-13 Propagation delay of CMOS NAND gate as a function of fan-in.
A fan-out of one inverter is assumed, and all pull-down transistors are minirmal size.

The second problem is that propagation delay of a2 complementary CMOS gate deteriorates rap-
idly as a function of the fan-in. In fact, the unloaded intrinsic delay of the gate is, at worst, a
guedratic function of the fan-in.

= The large number of transistors (2N) increases the overall capacitance of the gate. For an
N-input gate, the intrinsic capacitance increases linearly with the fan-in. Consider, for
instance, the NAND gate of Figure 6-11. Given the linear inerease in the number of PMOS
devices connected to the output node, we expect the low-to-high delay of the gate 1o
increase linearly with fan-in—while the capacitance goes up linearly, the pull-up resis-
tance remains unchanged.

» The series connection of transistoss in either the PUN or PDN of the gate causes an addi-
tional slowdown. We know that the distribited RC nerwork in the PDN of Figure 6-11
comes with a delay that is quadratic in the number of elements in the chain. The high-to-
low delay of the gate should hence be a quadratic function of the fan-in.

Figure 6-13 plots the (intrinsic) propagation delay of a NAND gate as a function of fan-in
assumning a fixed fan-out of one inverter (NMOS: 0.5 im and PMOS: 1.5 pm). As predicted, ¢,
is a linsar function of fan-in, while the simultaneous increase in the pull-down resistance and the
load capacitance cause an approximately quadratic relationship for 1. Gates with a fan-in
greater than or equal to 4 become excessively slow and must be avoided.

The designer has a number of techniques at his disposition to reduce the delay of large fan-in circuits:

» Transistor Sizing The most obvious solution is to increase the wransistor sizes, This lowers the resis-
tance of devices in series and lowers the time constanis. However, Increasing the transistor sizes results
in larger parasitic capacitors, which not only affect the propagation delay of the gate in question, but
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Figure 6-14 Progressive sizing of transistors in large iransister chains
copes with the exira load of internal capacitances.

also present a larger load fo the preceding gate. This technique should therefore be used with caution.
If the load capacitance is dominated by the iatrinsic capacitance of the gate, widening the device only
creates z “self-loading” effect. and the propagation defay is unaffected. Sizing is only effective when
the load is dominated by the fan-out. A more comprehensive approach toward sizing transistors in
complex CMOS combinational networks is discussed in the next secticn.

+» Progressive Transistor Sizing An alternate approach to uniform sizing (in which each transiz-
tor is scaled up uniformly), is to use progressive transistor sizing (Figure 6-14). Referring back to
Eq. (6.3), we see that the resistance of M, {R;) appears A times in the delay equaticn, the resistance
of M, (R,) appears N — | times, etc. From the equation, it is clear that £, should be made the small-
est, R, the next smallest, etc. Consequently, a progressive scaling of the transistors is beneficial: #,
> M, > M, > M, This approach reduces the dominant resistance, while keeping the increase in
capacitance within bounds. For an excellent treaiment on the optimal sizing of transistors in a com-
plex network, we refer the interested reader to [Shoji8, pp. 131-143]. You should be aware, how-
ever, of one important pitfall of this approach. While progressive resizing of transisiors is relatively
easy in a schematic diagram, it is not as simple in a real layout. Very often, design-rule consider-
ations force the designer to push the transistors apart, which causes the internal capacitance to grow.
This may offset all the gains of the resizing!

« Input Reordering Some signals in complex combinational fogic blocks might be more critical
than others. Not all inputs of a gate arrive at the same time (due, for insiance, to the propagation
delays of the preceding logical gates). An input signat to a gate is called critical if it is the last signal
of all inputs to assume a stable value, The path through the logic which determines the ultimate
speed of the structure is called the eritical path.

Patting the critical-path transistors closer o the outpur of the gate can result in a speed up, as
demonsirated in Figure 6-15. Signal Jn) is assumed o be a critical signal. Suppose further that fny
and In, are high, and that 7, undergoes a 0 — 1 transition. Assame alse that Cy is initiaily
charged high. In case (a}, no path to GND exists uati] M| is turned on, which, unfortunately, i
the last event to happen. The delay between the arrival of Ir) and the output is therefore deter-
mined by the time it takes to discharge C;, €; and C,. In the second case, C; and C, are already
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Figure 6-15 Influence of transistor ordering on delay.
Signal /n, is the critical signal.

%E’>§}}

Figure 6-16 Logic restructuring can reduce the gate fan-in.

discharged when [z, changes. Only C; still has to be discharged, resulting in a smaller delay.
» Logic Restructuring  Manipulating the logic equations can reduce the fan-in requirements and
thus reduce the gate delay, as illustrated in Figure 6-16. The quadratic dependency of the gate delay
on fan-in makes the six-input NOR gate extremely slow. Partitioning the NOR gate into two three-
input gates results in a significant speedup, which by far offsets the extra delay incurred by turning

the inverter into a two-input NAND gate. B

Optimizing Performance in Combinational Networks

Earlier, we established that minimization of the propagation delay of a gate in isolation Is a
purely academic effort. The sizing of devices should happen in its proper context. In Chapter 5,
we developed a methodology 1o do so for inverters. We also found that an optimal fan-out for a
chain of inverters driving a load C, is (C/C,, )", where ¥ is the number of stages in the chain,
and C,, the input capacitance of the first gate in the chain. If we have an opportunity to select the
number of stages, we found out that we would like to keep the fan-out per stage around 4. Can
this result be extended to determine the size of any combinational path for minimal delay? By
extending cur previous approach to address complex logic networks, we find out that this is

indeed possible [Sutherland99).2

$The approath introduced in this section is commeonly called logical effort, and was formatly introduced in
{Sutherland 39}, which presents an exteasive treatiment of the fopic. The treatment offered here represents only 2 glance

over of the overall approach.
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Table 6-4 Estimates of intrinsic delay factors of various
logic types, assuming simple layout styles, and a fixed

PMOS~-NMOS ratio.
Gate type ]
Inverter I
n-input NAND u
n-input NOR n
n-way multiplexer 28
XOR, NXOR nz™!

To do so, we modify the basic delay equation of the inverter that we introduced in Chapter 5,
namely,

{:‘6_\’\5
f, = rpo(i + YC; = 1,4(1 + 77} 6.5
10
fp = J;JO(p-}gf'/Y} (6‘6}

with 2, still representing the intrinsic delay of an inverter and f the effective fan-ous, defined
as the ratio berween the external load and the input capacitance of the gate. In this context, f
is also called the efectrical g¢ffort, and p represents the ratio of the intrinsic {or unloaded)
delays of the complex gate and the simple inverter, and is a function of gate topology, as
well as layout style. The more involved structure of the multiple-input gate causes its intrin-
sic delay to be higher than that of an inverter. Table 6-4 enumerates the values of p for some
standard gates, assuming simple layout styles, and ignoring second-order effects such as
internal node capacitances.

The factor g is called the logical effort, and represents the fact that, for a given load,
complex gates have 1o work harder than an inverter to produce a similar response. In other
words, the logical effort of a Jogic gate tells how much worse it is at producing output current
than an inverter, given that each of its inputs may present only the same input capacitance as
the inverter. Equivalently, logical effort is how much more input capacitance a gate presents to
deliver the same output current as an inverter. Logical effort is a useful parameter, because it
depends only on cirenit topology. The logical efforts of some common logic gates are given in
Table 6-5.
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Table 6-5 Logic efforis of commeon logic gates, assuming a PMOS-NMOS ratio of 2.

Number of inputs
Gate Type 1 2 3 n
Inverter i
NAND 443 543 {n+2y3
NOR 343 w3 (2n+ 1)/3
Multiplexer 2 2 2
XOR 4 12

Example 6.5 Logical Effort of Complex Gates

Consider the gates shown in Figure 6-17. Assuming PMOS-NMOS ratio of 2, the input
capacitance of a minimum-sized symmetrical inverter equals three times the gate capaci-
tance of a minimum-sized NMOS {called C,;,). We size the two-input NAND and NOR
such that their equivalent resistances equal the resistance of the inverter {using the tech-
nigues described earlier). This increases the input capacitance of the two-input NAND to
4 C,, or 473 the capacitance of the inverter. The input capacitance of the two-input
NOR is 5/3 that of the inverter. Equivalently, for the same input capacitancs, the NAND
and NOR gate have 4/3 and 5/3 less driving strength than the inverter. This affects the
delay component that corresponds to the load, increasing it by this same factor, called
the logicaf effort. Hence, gyanp = 473, and gyop = 5/3.

V}.}E

Voo

Inverter Two-énpgt NAND Twa-in[;tzt NOR
Figure 617 Logical effort of two-input NAND and NOR gates.
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Figure 6-18 Delay as a function of fan-out for an inverter and a two-input NAND.

The delay model of a logic gate, as represented in Eq. (6.6), is a simple linear relationship.
Figure 6-18 shows this relationship graphically: the delay is plotted as a function of the fan-out
for an inverter znd for a two-input NAND gaie. The stope of the line is the logical effort of the
gate; its intercept is the intrinsic delay. The graph shows that we can adjust the delay by adjust-
ing the effective fan-out {by transistor sizing) or by cheosing a logic gate with a different logical
effort. Observe also that fan-cut and logical effort contribute to the delay in a similar way. We
call the product of the two & = fg, the gare effort.

The total delay of a path through a combinational logic block can now be expressed as

N N ¥
ty = me - IPOZ(‘”}'*"%) (6.7
i=1 i=1
We use a similar procedure as we did for the inverter chain in Chapter 5 to determine the mini-
mumn delay of the path. By finding N — 1 partial derivatives and setting them to zero, we find that
each stage should bear the same gate effort:

fi8 = f282 = o = Fuln (6.8

The logical effort along a path in the network compounds by multiplying the logical efforts of ali
the gates along the path, vielding the path logical effort G.

.
¢ = [[e ©9
i

We also can define a path effective fan-out (or electrical effors) F, which relates the load capaci-
tance of the Iast gate in the path 1o the input capacitance of the first gate:

c
Foe= b 6.10)
C,
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To relate F to the effective fan-outs of the individual gates, we must introduce another factor to
account for the logical fan-out within the network. When faa-out occurs at the output of a node,
some of the available drive current is directed along the path we are analyzing, and some is
directed off the path. We define the branching effort b of 2 logical gate on a given path to be

b= Cqm.path + Coff—path 611

Con-gaih

where Cyy, o 18 the load capacitance of the gate along the path we are analyzing and Cypepag, I8
the capacitance of the connections that lead off the path. Note that the branching effort is, if the
path does not branch (as in a chain of gates). The path branching effort is defined as the product
of the branching efforts at each of the stages along the path, or

N
B = Hz;,. {6.12)
t

The path electrical effort can now be related to the electrical and branching efforts of the individ-
val stages:

B

ﬁ?
fi _ T+
F = UE = (6.13)
Finally, the total path effort H can be defined. Using Eq. (6.13}, we write

N N
H=1]w=]]es = 675 (6.14)
1 1

From here on, the analysis proceeds along the same lines as the iaverter chain. The gate effort
that minimizes the path delay is

B = NH (6.15)

and the minimum delay through the path is

al N
D= rpe[zpj+§;—(—y§}} (6.16)
j=1
Note that the path intrinsic delay is a fuaction of the types of logic gates in the path and is not
affected by the sizing. The size factors of the individual gates in the chain 5; can then be derived
by working from front to end (or vice versa). We assume that a unit-size gate has a driving capa-
bility equal to a2 minimum-size inverter. Based on the definition of the logical effort, this means
that its input capacitance is g times larger than that of the reference inverter, which equals C.
With s, the sizing factor of the first gate in the chain, the input capacitance of the chain C,
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equals g,5,C,.s Including the branching effort, we know that the input capacitance of gate 2 is
(f\/b;) karger, or

!
gZ‘S‘ZCrxf = (é_j)giskcref {6’?{?}

For gate { in the chain, this yields

f—-1i

- )

ja

Example 6.6 Sizing Combinational Logic for Minimnm Delay

Consider the logic network of Figure 6-19, which may represent the critical path of a
more complex logic block. The cutput of the network s loaded with a capacitance which
is five times larger than the input capacitance of the first gate, which is 2 minimum-sized
inverter. The effective fan-out of the path thus equals F = C,/C,; = 5. Using the entries
in Table 6-3, we find the path logical effort as follows:
5.5 25
G=1 Xg § X1 = 3
Since there is no branching, B = 1. Hence, H = GFB = 125/9, and the optimal stage
effort fr is 4/H = 1.93. Taking into account the gate types, we derive the following fan-
out factors: f; = 1.93; f; = 1.93:¢(3/5) = 1.16; f; = 1.16; £; = 1.93. Notice that the invert-
ers are assigned larger than the more complex gates because they are better at driving
foads.
Finally, we derive the gate sizes {with respect to the minimum-sized versions) using
Eq. (6.18). This leads to the following values: a = f,g,/g, = 1.16; b = fi fr g//gy= 1.34; and
c=fif:f381/8:=2.60.
These calculations do not have to be very precise. As discussed in Chapter 3, sizing
a gate too large or too small by a factor of 1.5 still results in circuits within 5% of mini-
mum defay. Therefore, the “back of the envelope” hand caleulations using this technique
are quite effective.

o, ] oo

. 5

Figure 6-19  Critical path of combinational network.
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Problem 6.2 Sizing an Inverter Network

Revisit Problem 3.5, but this time around vse the branching-effort approach to produce the solution.

Power Consumption in CMOS Logic Gates

The sources of power consumption in a complementary CMOS inverter were discussed in detail
in Chapter 5. Many of these issues apply directly to0 complex CMOS gates. The power dissipa-
tion is a strong function of transistor sizing (which affects physical capacitance,} input and out-
put rise—fall times {which determine the short-circuit power,) device thresholds and temperature
{which impact leakage power,) and switching activity. The dynamic power dissipation is given
by 0, C; Vpp” f Making a gate more complex mostly affects the switching activity ¢_,,.
which has two components: a static component that is only a function of the topology of the
logic network, and a dynamic one that results from the timing behavior of the circuit. {The latter
factor is aiso called glitching.)

Logic Function The transition activity is a strong function of the logic function being imple-
menied. For static CMOS gates with statistically independent inputs, the static transition proba-
bility is the probability p, that the cutput will be in the zero state in one cycle, multiplied by the
probability p, that the output will be in the one state in the next cycle:

Og_,y = Py Py = Pg-(1=pyg) 6.19)

Assuming that the inputs are independent and uniformly distributed, any N-input static gate has
a transition probability given by

Ny No Ny (27 - Ny
0:'0-51_?‘?_ 22{\:

{6.20)

where N, is the namber of zere entries, and IV, is the number of ore entries in the cutput column
of the truth table of the function. To iHustrate, consider a static two-input NOR gate whose fruth
table is shown in Table 6-6. Assume that only one input transition is possible during a clock
cycle and that the inputs to the NOR gate have 2 uniform input distribution (in other words, the
four possible states for inputs A and B—00, 01, 10, 11—are equally likely).

Table 6-6 Truth table of a two-input NOR gate.

A B Cut
G G 1
G i 4]

1 G G

1 1 0
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From Tabie 6-6 and Eq. (6.20), the output transition probability of a two-input static
CMOS NOR gate can be derived:

N 2Y-NM) 323 _ 3
U551 = xS T g2 - 16

{0.21)

Problem 6.3 A-Input XOR Gate

Assuming the inputs te an N-input XOR gate are uncorrelated and uniformly distributed, derive the expres-
sion for the switching activity facior.

Signal Statistics The switching activity of a logic gate is a strong function of the input signal
statistics, Using a uniform input distribution to compute activity is not a good technique, since
the propagation through logic gates can significantly modify the signal statistics. For example,
consider once again a two-iaput static NOR gate, and let p, and p,, be the probabilities that the
inputs A and B are one. Assume further that the inputs are not correlated. The probability that the
output node is 1 is given by

pr={1-p{l-py (6.22)
Therefore, the probability of a transition from 0 to 1 is
O =pep =0 -0 =p 30 -p (L =p ) (L —pp) (6.23)

Figure 6-20 shows the transition probability as a function of p, and p;,. Observe how this
graph degrades into the simple inverter case when one of the input probabilities is set to 0. From

1 @

Figure 6-20 Transition activity of a two-input NOR gate as a function
of the input probabilities (p., pa).
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this plot, it is clear that understanding the signal statistics and their impact on switching events
can be used to significantly impact the power dissipation.

Prohlem 6.4 Pewer Dissipation of Basic Logic Gates

Derive the § — 1 output transition probabilities for the basic logic gates (AND, OR, XOR}. The results to
be obtained are given in Table 6-7.

Table 5-7 Quiput transition probabilities for static logic gates.

g s
AND (A —Papplparn
OR (1 —pl —pgil = (1 -p{(1 - ppl]
XOR [1={ps+pp—2p.Pp)¥ps + Pa— 2Pa03)

Intersignal Correlations  The evaluation of the switching activity is further complicated by the
fact thar signals exhibit correlation in space and thmne. Bven if the primary inputs to a logic net-
wark are uncorrelated, the signals become correlated or “colored,” as they propagate through the
logic network. This is best iilustrated with a simple example. Consider first the circuit shown in
Figure 6-21a, and assume that the primary inputs A and B are uncorrelated and uniformly dis-
tributed. Node € has a 1 {0) probability of 1/2, and a § — 1 transition probability of 1/4, The
probability that the node Z undergoes a power consuming transition is then determined using the
AND-gate expression of Table 6-7:

Pooi == pap) papp= (1 - 12 U2y U2+ 1/2=3/16 (6.243

The computation of the probabilities is siraightforward: signai and transition probabilities
are evaluated in an ordered fashion, progressing from the input to the output node. This
approach, however, has two major limitations: (1) it does not deal with circuits with feedback as
found in sequential circuits, and (2) it assumes that the signal probabilities at the input of each
gate are independent. This is rarely the case in actual circuits, where reconvergent fan-out often
causes intersignal dependencies. For instance, the inputs to the AND gate in Figure §6-21b
¢Cand B) are interdependent because both are a function of A. The approach to computing

c C
e el
s T
B B
(a) Logic circuit without (b} Logic circuit with

reconvergent fan-out reconvergeni fan-ocut

Figure 8-21 Example iflustrating the effect of signal correlations.
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probabilities that we presented previously fails under these circumstances. Traversing from
inputs to outputs yields a transition prebability of 3/16 for node Z, similar to the previcus analy-
sis. This value clearly is false, as logic transformations show that the network can be reduced 1o
Z=C-B=A-A=0,and thus no transition will ever take place.

To get the precise results in the progressive analysis approach, jts is essential (o take signal
interdependencies into account. This can be accomplished with the aid of conditional probabili-
ties. For an AND gate, Z equals 1 if and only if B and C are equal to L. Thus,

prepZ=1=pB=1C=1) (6.25)

where p(B = 1, € = 1) represents the probability that B and C are equal io 1 simultanecusly. If B
and C are independent, p(B = 1, C = 1} can be decomposed into p(B = 1) - p(C = 1), and this
yields the expression for the AND gate derived eatlier: p,=p(B=1) - p(C=1)=py pc. If 2
dependency between the two exists (as is the case in Figure 6-21b), a conditional probability has
10 be employed, such as the following:

pe=p(C=1B=1)-p(B=1) (626

The first factor in Eq. (6.26) represents the probability that C = 1 given that 8= 1. The
extra condition is necessary because C is dependent upon 5. Inspection of the network shows
that this probability is equal to 0, since € and B are logical inversions of each other, resulting in
the signal probability for Z, p, = 0.

Deriving those expressions in a structured way for large networks with reconvergent fan-
out is complex, especially when the networks contain feedback loops. Computer support is
therefore essential. To be meaningful, the anaiysis program has to process a typical sequence of
input signals, because the power dissipation is a strong function of statistics of those signals.

Dynamic or Glitching Transitions When analyzing the transition probabilities of complex,
multistage logic networks in the preceding section, we ignored the fact that the gates have a non-
zero propagation delay. In reality, the finite propagation delay from one logic block to the next
can cause spurious transitions known as glitches or dynamic hazards to occur: a node can exhibit
multiple transitions in a single clock cycle before settling to the comreet logic level.

A typical example of the effect of glitching is shown in Figare 6-22, which displays the
simulated response of a chain of NAND pates for all inputs going simultaneously from D to 1.
Initially, all the outputs are ! since one of the inputs was 0. For this particular transition, all the
odd bifs musi transition to 0§, while the even bits remain at the value of 1. However, due to the
finite propagation delay, the even output bits at the higher bit positions start to discharge, and the
voltage drops. When the correct input ripples through the network, the output goes high. The
glitch on the even bits causes extra power dissipation beyond what is required to strictly imple-
ment the logic function. Although the glitches in this example are only partial (i.c., not from rail
to taily, they contribute significantly fo the power dissipation. Long chains of gates ofien occur
in important structures such as adders and multipliers, and the glitching component can easily
dominate the overall power consumption.
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Figurs 6-22 Glitching in 2 chain of NAND gatas.

The dynamic power of a logic gate can be reduced by minimizing the physical capacitance and the switch-
ing activity. The physical copacitance can be minimized in a number ways, including circuit style selection,
transistor sizing, placement and routing, and architecwral optimizations. The switching activity, on the
other hand, can be minimized at alt levels of the design abstraction, and is the focus of this section. Logic
structures can be optimized to minimize both the fundamental transitions required to implement a given
function and the spurious transitions.

1. Lagic Restructuring Changing the topology of a logic network may reduce its power dissipa-
tion. Consider, for example, two alternative implementations of F = A - B+ €+ [}, as shown in
Figure 6-23. Ignore glitching and assume that all primary inputs (4, B,C. D} are uncorrelated and
uniformly distributed (this is, 2, (1,04 = 0.5} Using the expressions from Table 6-7, the activity
can be computed for the two topologies, as shown in Table 6-8. The resalts indicate that the chain
implementation has an overall lower switching activity than the tree implementation for random
inputs. However, as mentioned before, it is also important to consider the timing behavior to

4] 0, A— O
Oy B—
B— ] )F )F
o— ] i
D — ()

Chais straeture Tree struciure

Figure 6-23 Simple example to demenstrate the infiuence of circuit
topology on activity.
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Table -8 Probabilities for tree and chain topologies.

0, 0, F
) {chain} 14 118 16
pa= 1-p (chain) 34 W8 15/16
| Py (chain) 316 7164 15/256
V 7 {ree) i# 1/4 1/16
Pa = bepy (tree) 34 34 15/16
Do (iree} 315 3116 15/256

accurately make power trade-offs. In this example, the tree topology experiences {virtually) no
glitching activity since the signal paths are balanced 1o all the gates.

2. Input ordering Consider the two static logic circuits of Figure 6-24. The probabilities that4,
B, and C are equal 1o 1 are fisted in the Figure. Since both circuits implement identical logic
functionality, it is clear that the activity at the cutput node Z is egual in both cases. The differ-
ence is in the activity at the intermediase node. In the first circuit, this activity equals (} — 0.5 x
0.21{0.5 % 0.2) =0.09. In the sacond case, the probability that a 0 — 1 transition ocewrs equals
{1 -02x%0.1)(02 % 0.1) = 0.0196, 2 substantially lower value, From this, we learn that it is
beneficial is postpone the introGuction of signals with a high transition rate {i.e., signals witha
signal probability close to 3.5}, A simple reordering of the input signals is often sufficient 1o
accomplish that goal.

Pla=13=035

A B P -1 =02
B— ! e — L Pie=y3="4
] D D

Figure 6-24  Reordering of inputs affects the circuit activity.

3. Time-multiplexing resources Time-multiplexing a single hardware resource—such as a logic unit
or a bus—over a namber of functions i3 4 technique often used to minimize the implementation area.
Unfortunately, the minimum area soluton does not abways result in the lowest switching activity. For
example, consider the ransmission of two input bits (A and B} using either dedicated resources ora
time-multiplexed approach, as shown in Figure 6-25. To the first order, ignoring the muitiplexer
overhead, it would seem that the degree of time multiplexing should not affect the switched capaci-
tance, since the time-multiplexed solution has half the physical capacitance switched at twice the fre-
quency (for a fixed throughput).

If the data being transmitted ave random, it wiil make no difference which architecture is used.
However, if the data signals have some distinet properties (such as temporal correlation), the power
dissipation of the time-multiplexed solution can be significantly higher. Suppose, for instance, thatA
is always (or mostly) 1, and 5 is (rwstly) 0. In the paraliel solution, the switched capacitance is very
Jow since there are very few transitions on the data bits, However, in the time-multiplexed solution,
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3
A
R i B I
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5 = t 3-»9 —J-C Y —— -
Lc d I
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{a} Paralle! data transmission (b} Serial data transmission

Figure 6-25 Parallel versus time-muitiplexed data busses.

the bus toggles between 0 and 1. Care must be taken in digital systems to avoid time-multiplexing
datz streams with very distinct data characteristics.

4. Glitch Reduction by balaneing signal paths The occurrence of glitching in a circuit is mainly
due 10 a mismatch in the path lengths in the network. If afl input signals of a gate change simulta-
necusly, ac glitching occurs, On the other hand, if input signals change at different times, a dynamie
hazard might develop. Such a mismatch in signal timing is typically the resuli of different path
lengths with respect to the primary inputs of the network. This is ilustrated in Figure 6-26. Assume
that the XOR gate has a unit delay. The first network (a) suffers from glitching as a resuit of the wide
disparity between the amival times of the input signals for a gate. For example, for gate F;, one input
settles at time (0, while the second one only arrives at time 2. Redesizgning the network so that all
arrival times are identical can dramatically reduce the number of superfluous transitions (network b).

{a) Network sensitive to plitching {b) Glitch-free network

Figure 6-26 Glitching is influenced by matching of signal path lengths,
The annotated numbers indicate the signal arrival times.

Summary

The CMOS logic style deseribed in the previous section is highly robust and scalable with tech-
nology, but requires 2V transistors to implement an M-inpat logic gate. Also, the load capaci-
tance is significant, since each gate drives tweo devices (a PMOS and an NMOS) per fan-out.
This has opened the door for alternative logic Tamilies that either are simpler or faster.

6.2.2 Ratioed Logic

Concept

Raticed logic is an attempt to reduce the number of transistors required to implement a given
Ingic function, often at the cost of reduced robustness and extra power dissipation. The purpose
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Vop
ﬂ[f’f:fa%s
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o T IngO— 0 T
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{a} Generic {b) Pseudo-NMOS

Figure 6-27 Ratioad logic gate.

of the PUN in complementary CMOS is to provide a conditional path between V5 and the out-
put when the PDN is turned off. In ratioed logic, the entire PUN is replaced with a single uncon-
ditiona!l load device that pulls up the ourput for a high output as in Figure 6-27a. Instead of a
combination of active puli-down and pull-up networks, such a gate consists of an NMOS pull-
down network that realizes the fogic function, and a simple load device. Figure 6-27b shows an
example of ratived logic, which uses a grounded PMOS load and is referred to as a pseudo-
NMOS gate.

The clear advantage of a psendo-NMOS gate is the reduced number of transistors (N + 1,
versus 2N for complementary CMOS). The nominal high output voltage (Vi) for this gate is
Vpp since the pull-down devices are turned off when the output is pulled high (assuming that V,,,
is below Vo, ). On the other hand, the nominal low output voltage is not 0 V. since there is con-
tention hetween the devices in the PDN and the grounded PMOS lead device. This results in
reduced notse margins and, more importantly, static power dissipation. The sizing of the load
device relative to the poll-down devices can be used to trade off parameters such as noise mar-
gin, propagation delay, and power dissipation. Since the voltage swing on the output and the
overall functionality of the gate depend on the ratio of the NMOS and PMOS sizes, the cireuit is
called ratived. This is in contrast to the ratioless logic styles, such as complementary CMOS,
where the low and high levels do not depend on transistor sizes.

Computing the de-transfer characteristic of the pseudo-NMOS proceeds along paths simi-
lar to those used for its complementary CMOS counterpart. The value of Vi, is obtained by
equating the currents through the driver and load devices for ¥, = V5. At this operation poin, it
is reasonable to assume that the NMOS device resides in linear mode (since, ideally, the output
should be close to 0V}, while the PMOS load is saturated:

2

2
v Vosaz
ku((“"og ~VrdVor— ZOL) + ;(p((_VDD ~Vapd Vpsazp = D;ATI) =0 (6.27

Assuming that ¥, is small relative to the gate drive {V,, — V3, and that ¥y, is equal to
Vyp in magnitude, V,; can be approximated as
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V., = k.u(vm} + VT[)} - V.DS_.;';‘{, N [T ﬂfyp v
aL kn( VDD — V?.") “_” . ‘g,Vn DEATp

(6.28)

In order to make V,, as small as possible, the PMOS device should be sized much smaller
than the NMOS puli-down devices. Unfortunately, this has a negative impact on the propagation
deiay for charging up the output node since the current provided by the PMOS device is limited.

A major disadvantage of the pseude-NMOS gate is the static power that is dissipated when
the output is low through the direct current path that exists between Vy, and GND. The static
power consumption in the low-output mode is easily derived:

{6.29)

2
VBSA}"
Pic;w = VDD‘{iaw = VDD ' k;}((_vDB - VTF) ) VDSAT;?_ 3 {I)

Example 6.7 Pseude-NMOS Inverter

Consider a simple pseudo-NMOS inverter {where the PDN network in Figure 6-27 degen-
erates to a single transistor) with an NMOS size of 0.5 pm/0.25 um. In this example, we
study the effect of sizing the PMOS device to demenstrate the impact on various parame-
ters. The W-L ratio of the grounded PMOS is varied over values from 4, 2, 1, 0.5 to $.25.
Devices with a W—L < | are constructed by making the length greater than the width. The
voltage transfer curve for the different sizes is plotied in Figure 6-28.

Table 6-9 summarizes the nominal output voltage (V). static power dissipation,
and the low-to-high propagation delay. The low-to-high delay is measured as the time it
takes to reach 125V from V¥, (which is not OV for this inverter)—by definition. The
trade-off between the static and dynamic properties is apparent. A larger pull-up device
not only tmproves performance, but also increases static power dissipation and lowers
noise margins by increasing V.

08 05 10 15 20 2.5
V..V

Fiad

Figure 6-28 Voitage-transfer curves of the pseudo-NMGS
inverter as a function of the PMOS size.
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Table 6-9 Performance of a pseude-NMOS inverter.

 StaticPower

Size Vor Dissipation L
4 0.603 V 564 uW 14 ps
2 0273V W3 W 56 ps
i G133V 166 pW 123 ps
0.5 0.064V 30 pwW 268 ps
225 Do3lv 41 pW 569 ps

Notice that the simple first-order model to predict V; is quite effective. For a PMOS
W-L of 4, ¥y, is given by (30/115) (4) (0.63V) = 0.66V.

The static power dissipation of pseudo-NMOS limits its use. When area is most important
however, its reduced transistor count compared with complementary CMOS is quite atiractive.
Pseudo-NMOS thus still finds ocrasional use in large fan-in circuits. Figure 6-29 shows the
schematics of pseudo-NMOS NOR and NAND gates.

Voo

Chr

[

{a) NOR

L]

4
Iny _|
]
m—
|

i

{b) NAND
Figure 5-29  Four-input pseudo-NMOS NOR and NAND gates.
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Problem 6.5 NAND versus NOR in Psendo-NMOS

Given the choice between NOR or NAND logic, which one would you prefer for implementation in
psende-NMOS?

How to Build Even Better Loads

It is possible to create a raticed logic style that completely eliminates static currents and pro-
vides rail-to-rail swing. Such a gate combines two concepts: differential logic and posiiive feed-
back. A differential gate requires that each input is provided in complementary format, and it
produces complementary outputs in turn. The feedback mechanism ensures that the load device
is turned off when not needed. An example of such a logic family, called Differential Cascode
Voltage Switch Logic (or DCVSLY, is presented concepiually in Figure 6-30a [Heller84].

The pull-down networks PDN1 and PDN2 use NMOS devices and are mutually exclu-
sive—that is, when PDN1 conducts, PDN2 is off, and when PDNI is off, PDN2 conducts—such
that the required logic function and its inverse are simultaneously implemented. Assaume now
that, for a given set of inputs, PDN1 conducts while PDN2 does not, and that Our and Ous are
initially high and low, respectively. Turning on PDNI, causes Out to be pulled down, although
there is still contention between M, and PDN1. Ouf is in a high impedance state, as &/, and
PDN2 are both turned off. PDN1 must be strong enough to bring Ouwr below Vpp — |V, the
point at which M, turns or and starts charging Out to Vpp, eventually turning off A7;. This in turn
enables Ont to discharge all the way to GND. Figure 6-30b shows an example of an XOR-
XNOR gate. I otice that it is possible to share transistors among the two pull-down networks,
which reduces he implementation overhead.

The res. ting circuit exhibits a rail-to-rail swing, and the static power dissipation is
eliminated; in steady state, none of the stacked puil-down networks and load devices are

Yop Vop
% i
Out G4 Lo {ar

L
(a} Basic principle {b) XOR-XNOR gate
Figure 6-30 DCVSL logic gale.

Dell Ex. 1025
Page 156



268 Chapter 6 « Designing Combinational Logic Gates in CMOS

simuktaneously conducting. However, the circuit is still ratived since the sizing of the PMOS
devices relative to the pull-down devices is critical to functionality, not just performance. In
addition to the problem of increased design complexity, this circuit style has a power-dissipation
problem that is due to cross-over currents. During the transition, there is a period of time when
PMOS and PDN are turned on simultaneously, producing a short circuit path.

Example 6.8 DCVSL Transient Response

An example transient response is shown in Figure 6.31 for an AND/NAND gate in
DCVSL. Notice that as Out is pulled down to Vpp — [V b, Our starts to charge up to Vpp
quickly. The delay from the input to Our is 197 ps and to Qur is 321 ps. A static CMOS
AND gate (NAND followed by an inverter} has a delay of 200 ps.

- T -
Ou:=z%rili \/ gf;_gf?=f{8 2.5 —]
/ — - -

Voltage, V
[y
in

0.5

0 03 04 06 08 10
Time, ns
Figure 6-31 Transient response of a simple AND/NAND DCVSL gate. M, and

A, T pm/0.25 pm, M, and 44, are 6.5 pm/0.25 um and the cross-coupled PMOS devices
are 1.5 am/0.25 um.

The DCYSL gate provides differential (or complementary) outputs. Both the output signal (V) and its
inverted value (V) are simultaneousiy available. This is a distinct advantage, because it elirsinates the
need for an extra inverter to produce the complementary signal. It has been observed that a differential
implementation of a complex function may reduce the number of gates required by a factor of two! The
number of gates in the critical timing path is often reduced ag well. Finally, the approach prevents some of
the time-differential problems introduced by additional inverters. For example, in logic design, it often hap-
pens that both a signal and its complement are needed simultaneously. When the complementary signal is
generated using an inverter, the inverted signal is delayed with respect to the original (Figure 6-32a), This
causes timing problems, especially in very high-speed designs. Logic families with differential output
capability avoid this problem to a major extent, if not completely (Figure 6-32b).

With all these positive properties, why not always use differential logic? The reason is that the differ-
ential nature virtually doubles the number of wires that have to be routed, often leading to unwieldy designs
on top of the additional implementation overhead in the individual gates. The dynamic power dissipation
also is high.
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. Vm&r Vm{f
Vfrz
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mei // yﬂh‘! Vuut / ng
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{2) Single ended (b} Differential
Figure 6-32 Advantage of over single-ended (a) differential {b) gate. =

6.2.3 Pass-Transistor Logic

Pass-Transistor Basics

A popular and widely used alternative to complementary CMOS is pass-fransisior {fogic, which
attempts o reduce the number of transistors required to implement logic by allowing the pri-
mary inputs to drive gate terminals as well as source—drain terminals [Radhakrishran85]. This is
in contrast to logic families that we have studied so far, which only allow primary inputs to drive
the gate terminals of MOSFETS.

Figure 6-33 shows an implementation of the AND function consiructed that way, using
only NMOS transistors. In this gate, if the B input is high, the top transistor is turned on and cop-
ies the input A 1 the ourput F. When B is low, the bottom pass-transistor is turned on and passes
a 0. The switch driven by B seems to be redundant at first glance. Its presence is essential to
ensure that the gate is static—a low-impedance path must exist to the supply rails under all cir-
cumstances (in this particular case, when B is low).

The promise of this approach is that fewer transistors are required to implement a given
function. For example, the implementation of the AND gate in Figure 6-33 requires 4 transistors
{includiag the inverter required to invert B), while a complementary CMOS implementation
wonld require 6 transistors. The reduced number of devices has the additional advantage of
lower capacitance.

Y
|

B F=AB
o1 1

Figure 633  Pass-transistor implementation of an AND gate.
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Unfortunately, as discussed earlier, an NMOS device is effective at passing a 0, but it is
poor at pulling a node to V,,. When the pass-transistor pulls a node high. the output only
charges up to V,, — Vi, In fact, the situation is worsened by the fact that the devices experience
body effect, because a significant source to body voltage is present when pulling high. Consider
the case in which the pass-transistor is charging up a node with the gate and drain terminals set
at Vpp. Let the source of the NMOS pass-transistor be labeled x. The node x will charge up 0
Voo — Vm(V, ). We obtain

V.= Vau- V¥, s+l f'|1n‘; + V.-

,?r.—lu (6.30)

Example 6.9 Voltage Swing for Pass-Transistors Circuits

The transient responsc of Figure 6-34 shows an NMOS charging up a capacitor. The
drain voltage of the NMOS is at Vpp, and its gate voltage is being ramped from 0 V
to Vpp Assume that node x is initially at O V. We observe that the output initially
charges up quickly, but the tail end of the transient is slow. The current drive of the
transistor (gate-to-source voltage) is reduced significantly as the output approaches
Vpp — Vi and the current available to charge up node x is reduced drastically Man-
val calculation using Eq. (6.30) results in an output voltage of 1.8V, which is close
to the simulated value.

30
In
IN
J_ > 20 .
Van x 1 ‘Spm/l‘ZOSp;m g;
0.5wmf0.25 (> 3
Hr T s umi02sum S g
0.0
0 05 15 2
Time, ns

Figure 6-34 Transient response of charging up a node using an N device. Notice the
slow tail after an initial quick response. V,,=2.5V.

WARNING: The preceding example demonstrates that pass-transistor gates cannot be cas-
caded by connecting the output of a pass gate to the gate input of another pass-transistor
This is illustrated in Figure 6-35a, where the output of M, (node x) drives the gate of another
MOS device. Node x can charge up to Vp, — V.. If node C has arail-to-rail swing, node Y only
charges up to the voltage on node x — Vy, 5, which works out to Vj,, — V= Vy,.». Figure 6-35b,
on the other hand, has the output of M, (x) driving the junction of M,, and there is only one
threshold drop. This is the proper way of cascading pass gates.
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Figure 6-35 Pass-transistor cutput {drain—source) terminal should
not drive other gate terminals to avoid multipie threshold drops.

Example 6.10 VTC of the Pass-Transistor AND Gate

The voltage transfer curve of a pass-transistor gate shows little resemblance to comple-
mentary CMOS. Consider the AND gate shown in Figure 6-36. Similar to complementary
CMDS, the VTC of pass-transistor logic is data dependent. For the case when B = Vp, the
top pass-tiansistor is turned on, while the bottom one is turned off. In this case, the output
just follows the input A until the input is high enough to tumn off the top pass-transistor
(i.e., reaches Vj,p, — Vo, ). Next, consider the case in which 4 = V5, and B makes 3 transi-
tion from § — L. Since the inverter has a threshold of Vj,,/2, the bottom pass-transistor is
turned on untl then and the output remains close to zero. Once the bottom pass-transistor
turns off, the output follows the input B minus a threshold drop. A similar behavior is
observed when both inputs A and B transition from & — 1.

Observe that a pure pass-transistor gafe is not regenerative, A gradual signal degra-
dation will be observed after passing through a number of subsequent stages. This can be
remedied by the occasional insertion of a CMOS inverter. With the inclusion of an inverter
in the signal path, the VTC resembles one of the CMOS gates.

1.5 pmnfQ.25 pmn

i i
0.5 umfQ25 gm 20 )
>r~
0.5 pusnf025 i _ H 18-
Bl +—F=AB
a z
(.5 panf0.25
*ho

Figure 6-36 Voltage transfer characteristic for the pass-transistor AND
gate of Figure 6-33.

Pass-transistors require lower switching energy to charge up a node, due to the reduced
voltage swing. For the pass-transistor circuit in Figure 6-34, assume that the drain voitage is at
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272 Chapter & « Designing Combinational Logic Gates in CMOS

Vpop and the gate voltage transitions to ¥pp. The output node charges from OV to ¥pp — Vp,
{assuming that node x was initially at §V), and the enexgy drawn from the power supply for
charging the output of a pass-transistor is given by

T T
Eoor = [Pt = Vi iy t)dt
o 0
(Yoo Vi) {631}

VDD j Cédvam = CL . VDD ’ (VDD - V?‘?z)
o
While the circuit exhibits lower switching power, it may also consume static power when
the output is high—the reduced voltage level may be insufficient to turn off the PMOS transistor
of the subsequent CMOS inverter.

Differential Pass-Transistor Logic

For high performance design, a differential pass-transistor logic Tamily, called CPL or DPL, is
commoenly used. The basic idea {similar to DCVSL) is to accept true and complementary inputs
and produce true and complementary outputs. Several CPL gates (AND/NAND, OR/NOR, and
XOR/MNXOR) are shown in Figure 6-37. These gates possess some interesting properties:

T by B

[TENEN

{a) Basic concept

|
o]

B B B B
AJ—T_ Ad T AJ 1L

B_J—iF“AB B—I—LF=A+B A———T——LF=A@-B

A —-l A i } A i 1
— ; Pl — - } . [ [,
B Ll fF=AB B F=A+EB A SF=AgB
AND/NAND OR/MNOR XOR/MNXOR

{b) Example pass-transister networks

y

Figure 6-37 Complementary pass-transistor logic {CPL}.
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» Since the circuits are differential, complementary data inputs and gutputs are always avail-
able. Although generating the differential signals requires extra circuitry, the differential
style has the advantage that some complex gates such as XORs and adders can be realized
efficiently with a small number of transistors. Furthermore, the availability of both polari-
ties of every signal eliminates the need for extra inverters, as is often the case in static
CMOS or pseudo-NMOS,

» CPL belongs to the class of srafic gates, becanse the output-defining nodes are always con-
nected to either Vi, or GND through a low-resistance path. This is advantageous for the
noise resilience,

» The design is very modular. In effect, all gates use exactly the same topology. Only the
inputs are permutated. This makes tbe design of a library of gates very simpie. More com-
plex gates can be built by cascading the standard pass-transistor moedules.

Example 6.11  Four-Input NAND in CPL

Ceonsider the implementation of a four-input AND/NAND gate using CPL. Based on the
associativity of the boolean AND operation f{A - B- C-D={(A - 8) - (C - D], a two-stage
approach has been adopted to implement the gate (Figure 6-38). The total number of tran-
sistors in the gate {including the fnal buffer) is 14. This is substantially higher than previ-
ously discussed gates.” This factor, combined with the complicated routing requirements,
makes this circuit style not particularly efficient for this gate. One should, however, be
aware of the fact that the structure simultaneously implements the AND and the NAND
functions, which might reduce the transistor count of the overall circuit.

X X
) 4
X -—‘—i Owt
I L
X —“-J:—Li{)u:

Figure 838 Layout and schematics of four-input NAND gate using CPL. The final
inverter stage is omitted.

¥This particalar circuit configuration is only acceptable when zero-threshold pass-transistors are used. If not, it directly
viclates the conceats introduced in Figare 6-35.
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In sum, CPL is a conceptually simple and modular logic style. Its applicability depends
strongly on the logic function to be implemented. The availability of a simple XOR and the
case of implementing multiplexers makes it attractive for structures such as adders and multi-
pliers. Some extremely fast and efficient implementations have been reporied in thar applica-
tion domain [Yano90]. When considering CPL, the designer should not igrore the implicit
routing overhead of the complementary signals, which is apparent in the layout of Figure 6-38.

Robust and Efficient Pass-Transistor Design

Unfortunately, differential pass-transistor logic, like single-ended pass-transistor logic, suffers
from static power dissipation and reduced noise margins, since the high input to the signal-
restoring inverter only charges up to ¥, — Vi, There are several solutions proposed to deal with
this problem, cutlined as follows:

Solution 1: Level Restoration A common solution to the voltage drop problem is the use of a
ievel restorer, which is a single PMOS configured in a feedback path (see Figure 6-39). The gate
of the PMOS device is connected (0 the output of the inverter its drain is connected to the input
of the inverter and the source is conmected to Vp,,. Assume that nede X is at 0V (out is at Vi, and
the M, is turned gff) with B = V,, and A = 0. If input A makes a 0 to Vpp transition, ¥, only
charges up node X to Vp;, — Vo, This is, however, enough to switch the output of the inverter
low, turning on the feedback device M, and pulling node X all the way to Vp,,. This eliminates
any static power dissipation in the inverter. Furthermore, no static current path can exist through
the level restorer and the pass-transistor, since the restorer is only active when A is high. In sum,
this circuit has the advaniage that all veltage levels are either at GND or Vi, and no static
power is consumed.

While this solution 1s appealing in terms of eliminating static power dissipation, it adds
complexity since the circuit is ratioed. The problem arises during the transition of node X from
high to low {seeFigure 6-40). The pass-transistor network attempts to pull down node X, while

¥on
¥
M, i 28

B
Y "
a=gd Ml &

|
£
-
!

-

Ot

E:

Figure 6-3¢ Transistor-sizing problem in level-restoring circuits.
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Level restorer &

Out

Figure 6-40 Level-restoring circuit,

the level restorer pulls X to Vpp. Therefore, the pull-down network, represented by M, must
be stronger than the pull-up device Mr to switch node X (and the outpur). Careful transistor
sizing is necessary to make the circuit function correctly. Assume the notation R, to denote the
equivalent on-resistance of transistor M,, R, for M,, and R, for M,. When R, is too small, it is
impossible to bring the voltage at node X below the switching threshold of the inverter. Hence,
the inverter outpat never switches to Vg, and the gate is locked in a single state. The probiem
can be resolved by sizing transistors M, and M, such that the voltage at node X drops below
the threshold of the inverter V,,, which is a function of R and &,. This condition is sufficient
to guarantee the switching of the output voltage V,, to Vi and the turning off of the level-
restoring fransistor.

Example 6.12 Sizing of a Level Restorer

Analyzing the circuit as 2 whole is nontrivial, because the restoring transistor acis as a
feedback device. One way to simplify the circuit for manual analysis is to open the feed-
back loop and to ground the gate of the restoring transistor when determining the switch-
ing point (this is a reasonable assumption, as the feadback only becomes active once the
inverter starts to switch). Hence, M,. and 4, form a configuration that resembles pseudo-
NMOS with M, the load transistor, and A4, acting as a pull-down network to GND.
Assume that the inverter ,, M, Is sized to have its switching threshold at ¥, /2 (NMOS:
0.5 um/0.23 nm and PMOS: 1.5 pmy0.25 pm). Therefore, node X must be pulled below
V2 to switch the inverter and to shat off M.

This is confirmed in Figure 6-41, which shows the transient response as the size
of the level resiorer is varied, while keeping the size of M, fixed 0.5 um/0.25 um}. As
the simulation indicates, for sizes above 1.5 1m/0.25 pm, node X cannot be brought
below the switching threshold of the inverter, and can’t switch the output.
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Figure 8-41 Transient response ¢f the circuit in Figure 6-38.
A level restorer that is too large results in incorrect evaluation.

Another concern is the influence of the level restorer on the swiiching speed of the
device, Adding the restoring device increases the capacitance at the internal node X, slowing
down the gate. In addiction, the rise time of the gate is affected negatively. The level restor-
ing transistor M, fights the decrease in voltage at node X before being switched off. On the
other hand, the level restorer reduces the fall time, since the PMOS transistor, once turned on,
accelerates the pull-up action.

Problem 6.6 Device Sizing in Pass-Transistors

For the cirenit shown in Figure 6-39, assume that the pull-down device consists of six pass-transistors in
series each with a device size of 0.5 pm/0.25 um {replacing transistor #,). Determine the maximam W-L
size for the level restorer transistor for correct Tunctionality.

A modification of the level restorer concept is shown in Figure 6-42, It is applicable in dif-
ferential networks and is known as swing-restored pass-transistor logic. Instead of a simple
inverter at the output of the pass-transistor network, twe back-to-back inverters configored in a
cross-coupled fashion are used for level restoration and performance improvement. Inputs are
fed to both the gate and source—drain terminals, as in the case of conventional pass-transistor
networks. Figure 6-42 shows a simple XOR/XNOR gate of three variables 4, B, and C. The
complementary network can be optimized by sharing transistors between the true and comple-
mentary outputs. This logic family comes with a major caveat: When cascading gates, buffers
may have to be included in between the gates. If not, contention between the level-restoring
devicss of the cascaded gates negatively impacis the performance.

Solution 2: Multiple-Threshold Transistors A technolegy solution to the voltage-drop prob-
lem associated with pass-transistor logic is the use of multiple-threshold devices. Using zero-
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(a) General concept (b) XOR/XNOR gate
Figure 6-42 Swing-restored pass-transistor logic [Landman@i, Parameswardsl.

threshold devices for the NMOS pass-transistors eliminates most of the threshold drop, and
passes a signal close to Vp,. AH devices other than the pass-transistors {i.e., the inverters) are
implemented using standard high-threshold devices. The use of multiple-threshold transistors is
becoming more common, and involves simple modifications to existing process flows. Observe
that even if the device implants were carefully calibrated to yield thresholds of exactly zero, the
body effect of the device still would prevent a full swing to V.

The use of zero-threshold transistors has some negative impact on the power consumption
due to the subthreshold currents flowing through the pass-transistors, even if Vi, is below V.
This is demonstrated in Figure 6-43, which points out a potential sneak de-current path. While
these leakage paths are not critical when the device is switching constantly, they do pose a sig-
nificant energy overhead when the circuit is in the idie state.

Solution 3: Transmission-Gate Logic The most widely used solution 10 deal with the volt-
age-drop problem is the use of transmission gates.” This technique builds on the complementary
properties of NMOS and PMOS transistors: NMOS devices pass a strong 0, but a weak 1, while
PMOS transistors pass 2 strong 1 but a weak (. The ideal approach is to use an NMOS 1o pull
down and a PMOS to pudl up. The transmission gate combines the best of both device flavors by
placing an NMOS device in parallel with a PMOS device as in Pigure 6-44a. The control

“The transmission gate is only one of the possible solutions. Other styles of pass-transistor aetworks that combire
NMOS ang PMOS transistors have been devised, Double pass-transistor logic (DPL) is an example of such
[Bernsteind8, pp. 841
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Zero or tow threshold iransistor

ov Yoo
el ¥ /174
2.5V

Figure §-43 Sfatic power consumption when using zero-threshold

pass-transistors.
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{a) Circuit {b) Symbolic representation

Figure 6-44 CMOS transmission gate.

signals to the transmission gate {C and €) are complementary. The transmission gate acts as a
bidirectional switch controlled by the gate signal C. When C = 1, both MOSFETSs are on, allow-
ing the signal to pass through the gate. In short,

A=8 if C=1 (6.323

On the other hand, C = 0 places both transistors in cutoff, creating an opea circuit between nodes
A and B. Figure 6-44b shows a commonly used transmission-gate symbol.

Consider the case of charging node B to Vj, for the transmission-gate circuit in
Figure 6-45a. Node 4 is set at ¥y, and the transmission gate is enabled (C = 1 and € =0). i
only the NMOS pass device were present, node B would only charge up to Vpp — Vi, at
which point the NMOS device would tumn off. However, since the PMOS device is present
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C= VDQ C= VDD
B {initially a1 0} - B {initially at Vpp}
A=V, ; A=0
PO | _l_
=0 = =0 =
{a) Charging node B (b} Discharging node 5

Figure 6-45 Transmission gales enable rail-to-rail switching.

and is “on” (Vgg, =—Vpp), the output charges all the way up to V. Figure 6-43b shows the
opposite case—that is, discharging node B to 0. B is initially at Vjp when node A is driven
TIow. The PMOS transistor by itself can only pull-down node B to Vy, at which point it turns
off. The parallel NMOS device stays tusned on, however (since its Vg, = Vpp), and pulls
node B all the way to GND. Although the transmission gate requires two transistors and more
control signals, it enables rail-to-rail swing.

Transnission gates can be used to build some complex gates very efficiently. Figure 6-46
shows an example of a simple inverting two-input multiplexer. This gate either selects inpat A or
B on the basis of the value of the control signal 8, which is equivalent to implementing the fol-
jowing Boolean function:

F=(A 5+8-§) (6.33)

A complementary implementation of the gate requires eight transistors instead of six.

3

GND i

Figure 8-468 Transmission-gate multiplexer and its layout.
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B
A
] :

A

Figure 68-47 Transmission-gate XOR.

Another example of the effective use of transmission gates is the popular XOR circuit
shown in Figure 6-47. The complete implementation of this gate requires only 6 transistors
(including the inverter used for the generation of B), compared with the 12 transistors required
for a complementary implementation. To understand the operation of this circuit, we need only
analyze the B = 0 and B = 1 cases separately. For B = 1, iransistors M, and 3/, act as an inverier,
while the transmission gate M,/ is off, hence, F = AB. In the opposite case, M| and 3, are
disabled, and the transmission gate is operational, or F = AB. The combination of both leads to
the XOR function. Notice that regardless of the values of 4 and B, node F always has a connec-
tion to either Vi, or GND and thus is a low-impedance node. When designing static-pass-tran-
sistor retworks, it is essential to adhere to the low-impedance rule under all circumstances.
Other examples in which transmission-gate logic is effectively used are fast adder circuits and
registers.

Performance of Pass-Transistor and Transmission-Gate Logic

The pass-transistor and the transmission gate are, unfortunately, not ideal switches, and they
have a series resistance associated with them. To quantify the resistance, consider the circuit in
Figure 6-48, which involves charging a node from 0 V to V. In this discussion, we use the
large-signal definition of resistance, which involves dividing the voltage across the switch by the
drain current, The effective resistance of the switch is modeled as a parallel connection of the
resistances R, and R, of the NMOS and PMOS devices, defined as (Vpp, — Vo iy, and (V, —
V.. M{=Ip,), respectively. The currents through the devices obviously are dependent on the value
of V,,, and the operating mode of the transistors. During the low-to-high trausition, the pass-tran-
sistors traverse through a number of operation modes. For low values of ¥, the NMOS device
is saturated and the resistance is approximated as

R = ng‘ - VDD — vom _ VQD
n ]DJ {Vau ~ VD )2
, k, ((_vw— VeIV g Vm)——’g—”—) 6.34)
= _1"‘_"'
kal=Vpn=Vop)
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Figure 6-48 Simulated equivaient resistance of transmission gate for low-to-high
transition (for (W-L), = {W-L), = 0.5 pm#0.25 um}. A similar response for overall
resistance is obta;ned for the Righ—to—low transition.

The resistance goes up for increasing values of V,, and approaches infinity when V,_, reaches
Vpo —~ Vp, and the device shuts off. Similarly, we can analyze the behavior of the PMOS transis-
tor. When V,, is small, the PMOS is saturated, but it enters the linear mode of operation for V,,,,

approaching V. This gives the following approximated resistance:

R = Vgrs.f_ Vi}ﬁ = chr" VDD
»

Ipp

(Vour = Vpp)?
k’p - ({“Vﬂﬂ - V'f}z}(vmu - VDD) - 2 o8 ) (635}
i

Tk {Vpp-Vp,)

The simulated value of R, = R, || R, as a function of ¥, is plotted in Figure 6-48. It can
be observed that R, is relatively constant (= 8 k{2 in this particular case). The same is frue in
other design instances (for example, when discharging ;). When analyzing transmission-gate
networks, the simplifying assumption that the switch has a constant resistive vaine is therefore
acceptable,

Problem 6.7 Eguivalent Resistance during Discharge

Determine the equivalent resistance by simulation for the high-to-low transition of a transmission gaie. (In
other words, produce a plot similar o the one presented in Figure 6-48).

An important consideration is the delay associated with a chain of transmission gates.
Figure 6-49 shows a chain of » transmissicn gates. Such a configuration often occurs in circuits
such as adders or deep multiplexors. Assume that all transmission gates are turned on and a step
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{a) A chain of transmission gates

R., R R, R :
< C < c C
I I I I |

(b} Equivalent RC network
Figure 6-49 Speed optimization in transmission-gate netweorks,

is applied at the input. To analyze the propagation delay of this network, the transmission gates ¥
are replaced by their equivalent resistances R, This produces the network of Pigure 6-49b. '

The delay of a network of iz transmission gates in sequence can be estimated by using the
Elmore approximation {see Chapter 4):

n

4V, = 069 Y CR, & = 069CR,, ML) (6.36)

k=4

This means that the propagation delay is proportional to #? and increases rapidly with the num-
ber of switches in the chain.

Example 6,13 Delay of Transmission-Gate Chain

Consider 16 cascaded minimum-sized transmission gates, each with an average resistance
of 8 k. The node capzacitance consists of the capacitance of two NMOS and PMOS
devices (junction and gate). Since the gate mputs are assumed to be fixed, there is no
Miller multiplication. The capacitance can be calculated to be approximately 3.6 {F for the
low-to-high transition. The delay is given by

L L

16{16+ 1}

_ aln+ 1)
t, = 0.69- CRW—Z— = 069 (3.6 ij(SKQ)( 5

) =2.7ns {6.37)

The transient response for this particular example is shown in Figure 6-50. The sim-
ufated delay is 2.7 ns. It is remarkable that a simple RC model predicts the delay so accu-
rately. It is also clear that the use of long pass-transistor chains causes significant delay
degradation.
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Figure 6-50 Speed optimization in transmission-gate networks.

The most common approach for dealing with the long delay is to break the chain and
insert buffers every m switches (Figure 6-51). Assuming a propagation delay 1, . for each buffer,
the overall propagation delay of the transmission gate—buffer network is then computed as
follows:

..,
1

_ mim+ 1)
0691: CR, T] [ 1}:,,),,;

nim+1
0,6§[CR —-(-2—}] (% - 1];M

{6.38)

The resulting delay exhibits only a linear dependence on the number of switches #, in con-
trast to the unbuffered circuit, which is quadratic in #. The optimal number of switches u,,

gt
between buffers can be found by setting the derivative == poe 10 0, which yields

H
m,,, = 17 |20 (6.39)

Req ‘-ff
In
C C C c

Figure 6-51 Breakmg up fong transmasaesz—gate chains by msemrzg huffers.
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Obviously, the number of switches per segment grows with increasing values of £, In current
technologies, m,, typically equals 3 or 4. The presented analysis ignores that ip,citself is a func-
tian of the load m1. A more accurate analysis taking this factor into account is presented in Chapter 9.

Example 6.14 Transmission-Gate Chain

Consider the same |6-transinission-gate chain. The buffers shown in Figure 6-51 can be
implemented as inverters (instead of two cascaded inverters). In some cases, it might be
necessary to add an extra inverter to produce the correct polarity. Assuming that cach
inverter is sized such that the NMOS is 0.5 um/0.25 wm and PMOS is 0.5 tim /0.25 pm,
Eq. {6.39) predicts that an inverter must be inserted every 3 transmission gates. The simu-
lated delay when placing an inverter every two transmission gates is 154 ps; for every
three transmission gates, the delay is 154 ps; and for four transmission gates, it is 164 ps.
The insertion of buffering inverters reduces the delay by a factor of almost 2.

CAUTION: Although many of the circuit styles discussed in the previous sections sound very
interesting, and might be superior to static CMOS in many respects, none has the robustness and
ease of design of complementary CMOS. Therefore, use them sparingly and with caution. For
designs that have no extreme area, complexity, or speed constraints, complementary CMOS is
the recommended design style.

6.3 Dynamic CMOS Design

It was noted eartier that static CMOS logic with a fan-in of N requires 24 devices. A variety of
approaches were presented 1o reduce the number of transistors required to implement a given
logic function including pseudo-NMOS, pass-transistor logic, etc. The pseude-NMOS logic
style requires only N + 1 transistors to implement an N input logic gate, but unfortunately it has
static power dissipation. In this section, an alternate logic style called dyramic logic is presented
that obtains a similar result, while avoiding static power consumption. With the addition of a
clock input, it uses a sequence of precharge and conditional eveluation phases.

6.3.1 Dynamic Logic: Basic Principles

The basic construction of an {n-type) dynamic logic gate is shown in Figure 6-52a. The PDN
{pull-down network) is constructed exactly as in complementary CMOS. The operation of this
circuit is divided into two major phases—precharge and evaluation—with the mode of opera-
tion determined by the clock signal CLE.

Precharge
When CLE = 0, the output node Out is precharged to Vpp by the PMOS transistor M. During
that time, the evaluate NMOS transistor 37, is off, so that the pull-down path is disabled. The
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{a)} n-type network {t) Example
Figure 6-52 Basic concepis of a dynamic gate.

evaluation FET eliminates any static power that wounld be consumed during the precharge period
{i.e., static current would flow between the supplies If both the pull-dewn and the precharge
device were turned on simultansously),

Evalaation

For CLK = 1, the precharge transistor M), is off, and the evaluation transistor M, is turned on. The
cutput is conditionally discharged based on the input values and the pull-down topelogy. If the
inputs are such that the FDN conducts, then a low resistance path exists between Out and GND,
and the output is discharged to GND. If the PDN is turned off, the precharged value remains
stored on the output capacitance C,, which is a combination of junction capacitances, the wiring
capacitance, and the input capacitance of the fan-out gates. During the evaluation phase, the only
possible path between the output node and a supply rail is to GND. Consequently, once Qut is
discharged, it cannot be charged again until the next precharge operation. The inputs to the gate
can thus make at most one transition during evaluation. Notice that the output can be in the
high-impedance state during the evaluation period if the pull-down network is turned off. This
behavior is fundamentally different from the static counterpart that always has a low resistance
path between the output and one of the power ratls.

As an example, consider the circuit shown in Figure 6-52b. During the precharge phase
(CLK =), the output is precharged to V,,, regardless of the input values, because the evaluation
device is turned off. During evaluation {CLK = 1), a conducting path is created between Ouf and
GND if {and only if) A - 8 + Cis TRUE. Otherwise, the output remains at the precharged state of
Vpp. The following function is thus realized:

Qui = CLK+(A-B+C)-CLK (6.40)
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A number of important properties can be derived for the dynamic logic gate:

*» The logic function is implemented by the NMOS puil-down network. The construction of
the PDN proceeds just as it does for static CMOS.

* The ruunber of transistors {for complex gates) is substantially lower than in the static case:
N + 2 versus 2N,

= It is nonratioed. The sizing of the PMOS precharge device is not important for realizing
proper functionality of the gate. The size of the precharge device can be made large to
improve the low-to-high transition time (of course, at a cost o the high-to-low {ransition
time}. There is, however, a trade-off with power dissipation, since a larger precharge
device directly increases clock-power dissipation.

= It only consumes dynamic power. Ideally, no static current path ever exists between ¥,
and GND. The overall power dissipation, however, can be significantly higher compared
with a static logic gate.

» The logic gates have faster switching speeds, for two main reasons. The first {obvicus) rea-
son is due to the reduced load capacitance atiributed to the lower number of transistors per
gate and the single-transistor load per fan-in. This translates in a reduced logical effort,
For instance, the logical effort of a two-input dynamic NOR gate equals 2/3, which is sub-
stantially smaller than the 5/3 of its static CVMOS counterpart. The second reason is that
the dynamic gate does not have short circuit current, and all the current provided by the
puli-down devices goes towards discharging the load capacitance.

The low and high output levels of V,; and V,, are easily identified as GND and Vi, and
they are not dependent on the transistor sizes. The other VTC parameters are dramatically differ-
ent from siatic gates. Noise margins and switching thresholds have been defined as static quanti-
ties that are not a function of time. To be functional, a dynamic gate requires a periodic sequence
of precharges and evaluations. Pure static analysis, therefore, does not apply. During the evalaa-
tion period, the pull-down network of a dynamic inverter starts to conduct when the input signal
exceeds the threshold voltage (Vp,) of the NMOS pull-down transistor. Therefore, it is reason-
able to assume that the switching threshold (Vi) as well as ¥y, and V;; are equal to V.. This
translates to a low value for the ¥, .

it is alsc possible to implement dynamic logic using the dual approach, where the cutput node is connected
by a predischarge NMOS transistor to GND, and the evaluation PUN network is implemented in PMOS.
The operation is similar: During precharge, the output node is discharged to GND; during evaluation, the
output is conditiopaily charged to V. This p-type dynamic gate has the disadvantage of being slower
than the n-type because of the lower current drive of the PMOS transistors. =
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6.3.2 Speed and Power Dissipation of Dynamic Logic

The main advantages of dynamic logic are increased speed and reduced implementation area.
Fewer devices 1o implement a given fogic function implies that the overall load capacitance is
nuuch smaller. The analysis of the switching behavior of the gate has some interesting peculiari-
ties to it. After the precharge phase, the output is high. For & low input signal, no additional
switching occurs. As a result, ¢, = 0! The high-to-low transition, on the other hand, requires
the discharging of the output capacitance through the pull-down petwork. Therefore, ¢,y is pro-
portional to C; and the current-sinking capabilities of the pull-down network. The presence of
the evaluation transistor slows the pate somewhat, as it presents an exira series resistance. Omii-
ting this transistor, while functionally not forbidden, may result in static power dissipation and
potentially a performance loss.

The preceding analvsis is somewhat unfair because it ignores the influence of the pre-
charge time on the switching speed of the gate. The precharge tinie is determined by the time it
takes to charge ; through the PMOS precharge transistor. During this time, the logic in the gate
cannot be utilized. Very often, however, the overall digital system can be designed in such a way
that the precharge time coincides with other system functions. For instance, the precharge of the
arithmetic unit in a microprocessor could coincide with the instruction decode. The designer has
to be aware of this “dead zone” in the use of dynamic logic and thus shouid carefully consider
the pros and cons of its usage, taking the overall system requirements into account.

Example £,.15 A Four-Input Dynamic NAND Gate

Figure §-33 shows the design of a four-input NAND example designed using the dynamic-
circuit stvle. Due to the dynamic nature of the gate, the derivation of the voltage-transfer
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Figure 6-53 Schematic and transient response of a four-input dynamic NAND gate.
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characteristic diverges from the traditional approach. As discussed earlier, we assume that
the switching threshold of the gate equals the threshold of the NMOS pull-down transistor.
This results in asymmetrical noise margins, as shown in Table 6-i0.

Table 6-10 The dc and ac parameiers of a four-input dynamic NAND.

Transistors Vou Var Y N, N, Lo Loty Lore

6 25V OV Vp  25-Vy  Vn, 116ps Ops 83ps

The dynamic behavior of the gate is simulated with SPICE. It is assumed that all
inputs are set high when the clock goes high. On the rising edge of the clock, the ouput
node is discharged. The resulting transient response is plotted in Figure 6-33, and the
propagation delays are summarized in Table 6-10. The duration of the precharge cycle can

¢ adjusted by changing the size of the PMOS precharge transistor. Making the PMOS too
large should be avoided, however, as it both slows down the gate and increases the capaci-
tive load on the clock line. For large designs, the latter factor might become a major design
cencern because the clock load can become excessive and hard to drive.

As mentioned earlier, the static gate parameters are time dependent. To iflustrate
this, consider a four-input NAND gate with all the partial inputs tied together, and are
making a low-to-high transition. Figure 6-54 shows a transient simulation of the output
voitage for three different input transitions—ifrom ¢ to 0.45 ¥, 0.3V and 0.35V, respec-
tively. In the preceding discussion, we have defined the switching threshold of the
dynamic gate as the device threshold. However, notice that the amount by which the out-
put voltage drops is a strong function of the input voltage and the available evaluation
time. The noise voltage needed to corrupt the signal has to be larger if the evaluation fime
15 short. In other words, the switching threshold is truly time dependent.

Vodtage, NV

Fime,ns

Figure 6-54 Effect of an input glitch on the output.
The switching threshold depends on the time for evaluation.
A larger glitch is acceptable if the evaluation phase is shorter.
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It would appear that dynamic logic presents a significant advantage from a power perspec-
tive, There are three reasons for this. First, the physical capacitance is lower since dynamice logic
uses fewer transistors to implement a given function. Also, the load seen for each fan-out is one
transistor nstead of two. Second, dynamic logic gates by construction can have at most one tran-
sition per clock cycle. Glitching (or dynamic hazards} does not cceur in dynamic logic. Finally,
dynamic gates do not exhibit shori-circuit power since the pull-up path is not turned on when the
gate is evaluating.

While these arguments generally are tue, they arc offset by other considerations: {1) the
clock power of dynamic logic can be significant, particularly since the clock node has a guar-
anteed fransition on every single clock cycle; (2) the number of transistors is greater than the
minimal set required for implementing the logic; (3) short-circuit power may exist when leak-
age-combatting devices are added (as will be discussed further); and {4), most importantly,
dynaniic logic generally displays a higher switching activity due to the periodic precharge and
discharge operations. Earlier, the transition probability for a static gate was shown to be pg py =
Ps (1 — pg). For dynamie logic, the output transition probability does not depend on the state
(history} of the inputs, but rather on the signal probabilities. For an n-iree dynamic gate, the
output makes 1 0 — 1 transition during the precharge phase only if the output was discharged
doring the preceding evaiuate phase. Hence, the O —> ! transition probability for an »n-type
dynamic gate is given by

4551 = Po (641}

where p is the probability that the output is zero. This number is always greater than or equal to
Pe p;- For uniformly distributed inputs, the transition probability for an A-input gate is
= Mo
Gy = o

(6.42)

where N, is the number of zere entries in the truth table of the logic function.

Example 6.16 Activity Estimation in Dynamic Logic

To illustrate the increased activity for a dynamic gate, consider again a two-input NOR
gate. An r-tree dynamic knplementation is shown in Figure 6-55, along with s static
counterpart. For equally probable inputs, there is a 75% probability that the output node of
the dynamic gate discharges immediately after the precharge phase, implying that the
activity for such a gate equals 0.75 (i.e., Py = 0.75 €, V3 £.1:). The corresponding activ-
ity is a lot smaller, 3/16, for a static implementation. For 4 dynamic NAND gate, the tran-
sition probability is 1/4 (since there is a 25% probability the output will be discharged)
while it is 3/16 for a static implementation, Although these examples illustrate that the
switching activity of dynamic logic is generally higher, it should be noted that dynamic
logic has lower physical capacitance. Both factors must be accounted for when analyzing
dynamic power dissipation.
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Yop Yop

Figure 6-55 Siatic NOR versus a-type dynamic NGR.

Problem 6.8 Activity Computation

For the four-input dynamic NAND gate, compute the activity factor with the following assumption for the
inputs: They are independent, and p, = 0.2, py_, = 0.3, pr, = 0.5, and p_ = 04,

6.3.3 Signal Integrity Issues in Dynamic Design

Dynamic logic clearly can result in high-performance solutions compared to static circuits.
However, there are several important considerations that must be taken into account if one wanls
dynamic circuits o function properly. These include charge leakage, charge sharing, capacitive
coupling, and clock feedthrough. These issues are discussed in some detail in this section.

Charge Leakage

The operation of a dynamic gate relies on the dynamic storage of the ontput value on a capacitor.
If the puB-down network is off. ideally, the output should remain at the precharged state of Vj,
during the evaluation phase. However, this charge gradually leaks away due to leakage currents,
eventuaily resulting in a malfunctioning of the gate. Figure 6-36a shows the sources of leakage
for the basic dynamic inverter circuil.

Source 1 and 2 are the reverse-biased diode and subthreshold leakage of the NMOS
pull-down device M|, respectively. The charge stored on C; will slowly leak away through
these leakage channels, causing a degradation in the high level (Figure 6-56b). Dynamic cir-
cuits therefore require 2 minimal clock rate, which is typically on the order of a few kHz. This
makes the usage of dynamic technigues unattractive for low-performance products such as
watches, or processors that use conditional clocks (where there are ne guarantees on mini-
mum clock rates). Note that the PMOS precharge device alse contributes some leakage cur-
rent due to the reverse bias diode {source 3) and the subthreshold conduction (source 4), To
some extent, the leakage current of the PMOS counteracts the leakage of the puil-down path.
As a result, the output voltage is going to be set by the resistive divider composed of the pull-
down and puli-up paths.
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{a) Leakage sources {b) Effect on waveforms

Figure 6-56 Leakag e issues in dynamic circuits.

Example 6.17 Leakage in Dynamic Circnits

Consider the simple inverter with all devices set at .5 nm/0.25 [un. Assume that the input
is low during the evaluation period. Ideally, the output should remain at the precharged
state of Vpp,. However, as seen from Figure 6-57, the output voltage drops. Once the out-
put drops below the switching threshold of the fan-cut logic gate, the output is interpreted
as a low voltage. Notice that the ocutput settles to an intermediate veltage, due to the leak-
age current provided by the PMOS pull-up.

N

. 20 -
:h‘c 4
3
> 10 -
| -~
CLK
P L I B .
s i 20 30 40

Tinie, ms

Figure 6-57 impact of charge leakags. The output settles to an intermediate
voltage determinad by a resistive divider of the puli-dewn and puli-up deviges.

Leakage is caused by the high-impedance state of the output node during the evaluate
mode, when the pull-down path is turned off. The leakage problem may be counteracted by
reducing the output impedance on the output node during evaluation. This often is done by
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Figure 6-58 Static bleeders compensate for the charge leakags.

adding a biceder transistor, a5 shown in Figure 6-58a. The only function of the bleeder—an
NMOS style pufl-up device—is to compensate for the charge lost due (o the puli-down leakage
paths. To avoid the ratio problems associated with this style of circuit and the associated static
power consumption, the bleeder resistance is made high (in other words, the device is kept
small). This allows the {strong) pull-down devices to lower the Oz node substantially below the
switching threshold of the next gate. Often, the bleeder is implemented in a feedback configura-
tion to eliminate the static power dissipation altogether (Figure 6-58b).

Charge Sharing
Another important concern in dynamic logic is the impact of charge sharing, Consider the circuit
in Figure 6-59. During the precharge phase, the output node is precharged to Vp . Assume that ail
inputs are set to 0 during precharge, and that the capacitance C,, is discharged. Assume further that
input B remains at 0 during evaluation, while input A makes a ¢ — 1 transition, turning transistor
M, on. The charge stored originally on capacitor C; is redistributed over C; and C,,. This causes
a dropin the output voltage, which cannot be recovered due to the dynamic nature of the circuit.
The influence on the output voltage is readily celeulated. Under the assumptions given
previously, the following initial conditions are valid: V,, (1 =0y = Vpp and Vy(r=0)=0. As a
result, two possible scenarios must be considered:

1. AV, < V;,. Inthiscase, the final value of Vy equals Vpp — V5,(Vy). Charge conservation
then yields
CLVDD = CL Vma.r( ﬁnal) + CMEVDD - V‘Z';a( V)&}]

of (6.43)

AV

our

C(I
= Voﬂr{féﬁal} + {_VDB} = "_{VDD - E'/Tn{ VX)}
CL
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Figure 6-5¢ Charge sharing in dynamic networks.

2.AV,, >V V.

e a8d Ve then reach the same value:

C

8V, = Voo g (644)

We determine which of these scenarios is valid by the capacitance ratic. The boundary condition
berween the two cases can be determined by setting AV, equal to Vi, in Bq. (6.44), yielding

C ( V?"u
f= {6.45})

CL VD’Ei - V?'u

Case i holds when the {C /C; } ratio is smaller than the condition defined in Eq. {6.45}. If not,

Eq. (6.44} is valid. Overall, it is desirable to keep the value of AV, below |V |. The output of

the dynamic gate might be connected to a static inverter, in which case the low level of V,

would cause static power consumption. One major coneern is a circuit maifunction if the output

voltage is brought below the switching threshold of the gate it drives.

Example 6.18 Charge Sharing

Let us consider the imnpact of charge sharing on the dynamic logic gate shown in Figure 6-60,
which implements a three-input EXOR function y = A @ B @ C. The first question to be
resolved is what coaditions cause the worst case voltage drop on node y. For simplicity, ignore
the load inverter, and assume that all inputs are low during the precharge operation and that all
isclated internal nodes (V,, V. V., and V,;} are ipitially at OV,

Inspection of the truth table for this particular logic function shows that the output
stays high for 4 out of 8 cases, The worst case change in output is obtained by exposing
the maximum amount of internal capacitance to the cufput node during the evaluation
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Vﬂ}} = 2-5 v
Load inverter

Figure 6-60 Exampile illustrating the charge-sharing effect in dynamic leglc.

period. This happens for A B Cor A B C. The voltage change can then be obtained by
equating the initial charge with the final charge as done with equation Eg. (6.44), yield-
ing a worst case change of 30/(30 + 50) ¥ 2.5V = 0.94 V. To ensure that the circuit func-
tions correctly, the switching threshold of the connecting inverter should be placed below
2.5-004=1.56V.

The most common and sffective approach to deal with the charge redistribution is to also
precharge critical internal nodes, as shown in Figure 6-61. Since the internal nodes are charged

CLK—qg

CLE —

Figure 6-61 Dealing with charge sharing by precharging internal nodes. An NMOS
precharge transistor may also be used, but this reguires an inverted clock.
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to Vpp, during precharge, charge sharing does not occur. This solution obviously comes at the
cost of increased area and capacitance.

Capaceitive Coupling

The relatively high impedance of the output node makes the circuit very sensitive o crosstalk
effects. A wire routed over or next to a dynamic node may couple capacitively and destray the
state of the flcating node. Another equally important form of capacitive coupling is backgare (or
outpui-to-input} coupling. Consider the circuit shown in Figure 6-62a, in which a dynamic two-
input NAND gate drives a static NAND gate, A transition in the input /n of the static gate may
cause the output of the gate ((Jut,) to go low. This output transition couples capacitively to the
other input of the gate (the dynamic node Our|) through the gate—source and gate—drain capaci-
tances of transistor A,. A simulation of this effect is shown in Figure 6-62b. It demonstrates how
the coupling causes the output of the dynamic gate Our| to drop significantly. This further causes
the output of the static NAND gate not to drop all the way down to 0V and a small amount of
static power to be dissipated. If the voltage drop is large enough, the circuit can evaluate incor-
rectly, and the NAND output may not go low. When designing and laying out dynamic circuits,
special care is needed to minimize capacitive coupling.

Clock Feedthrongh

A special case of capacitive coupling is clock feedthrough, an effect caused by the capacitive
coupling between the clock input of the precharge device and the dynamic output node. The cou-
pling capacitance consists of the gate-to-drain capacitance of the precharge device, and includes
both the overlap and channe! capacitances. This capacitive coupling causes the output of the
dynamic node to rise above V,; on the low-to-high transition of the clock, assuming that the
pull-down network is turned off. Subsequently, the fast rising and falling edges of the clock cou-
ple onto the signal node, as is quite appareat in the simulation of Figare 6-6Zb.

The danger of clock feedthrough is that it may cause the normally reverse-biased junction
diodes of the precharge transistor to become forward biased. This causes electron injection into
the substrate, which can be collected by a nearby high-impedance node in the 1 state, eventually
resulting in faulty operation. CMOS latehup might be another result of this injection. For all pur-
poses, high-speed dynamic circuits should be carefully simulated to ensure that clock
feedthrough effects stay within bounds.

All of the preceding considerations demonstrate that the design of dynamic circuits is
rather tricky and requires extreme care, It should therefore be attempted only when high perfor-
mance is required, or high guality design-attomation tools ave available.

8.3.4 Cascading Dynamic Gates

Besides the signal integrity issnes, there is one major catch that complicates the design of
dynamic circuiis: Straightforward cascading of dynamic gates to create muliilevel logic strue-
tures does not work. The problem is best illustrated with two cascaded n-type dynamic
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Figure 5-62 Example demonstrating the effect of backgate coupling:

{a) circuit schematics; (b} simulation resulis.
inveriers, shown in Figure 6-63a. During the precharge phase {i.e., CLK = 0), the outputs of
hoth inverters are precharged to Vpp,. Assume that the primary input /n makes a 0 — 1 transi-
tion {Figure 6-63b). On the rising edge of the clock, cutput Ow, starts to dischasge. The sec-
ond output should remain in the precharged state of Vp, as its expected value is ¥ {Our,
transitions to 0 during evaluation). However, there is a finite propagation delay for the input to
discharge Out, to GND. Therefore, the second output also starts {o discharge. As long as Ouf|
exceeds the swiiching threshold of the second gate, which approximately equals Vg, a con-
ducting path exists between Ons, and GND, and precious charge is lost at Qut,. The conduct-
ing path is only disabled once Out, reaches Vi, and werns off the NMOS pull-down transistor.
This leaves Oui, at 2n intermediate voltage level. The correct level will noi be recovered,
because dynamic gates rely on capacitive storage, in contrast to static gates, which have dc res-
toration. The charge loss leads to reduced noise margins and potential malfuncrioning.
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Figure 6-83 Cascade of dynamic n-type biocks.

The cascading problem arises because the outputs of each gate—and thus the inputs o the
next stages—are precharged to 1. This may cause inadvertent discharge in the beginning of the
evaluation cycle. Setting all the inputs to 0 during precharge addresses that concern. When doing
50, all transistors in the puli-down network are turned off after precharge, and no inadvertent dis-
charging of the storage capacitors can occeur during evaluation. In cther words, correct operation
is guaranteed as long as the inputs can only make a single  — 1 transition during the evalu-
ation period.’ Transistors are tumed on only when needed—and at most, once per cycle. A
number of design styles complying with this rule have been conceived, but the two most impor-
tant ones are discussed naxt.

Damino Logic

Concept A domino logic medule [Krambeck82] consists of an n-type dynamic logic block
followed by a static inverter (Figure 6-64). During precharge, the ouiput of the n-fype
dynamic gate is charged ap to Vap, and the output of the inverter is set to 0. During evalua-
tion, the dynamic gate eonditionaily discharges, and the output of the inverter makes a condi-
tional transition from G — 1, If one assumes that all the inputs of a domino gate are outputs
of other dominc gates,® then it is ensured that all inputs are set to O at the end of the pre-
charge phase, and that the only transitions during evalvation are 0 — 1 transitions. Hence,
the formulated rule is obeyed. The introduction of the static inverter has the additional advan-
tage that the fan-out of the gate is driven by a static inverter with a low-impedance output,
which increases noise immunity. Also, the buffer reduces the capacitance of the dynamic out-
put node by separating internal and load capacitances. Finally, the inverier can be used to
drive a bleeder device 1o combat leakage and charge redistribution, as shown in the second
stage of Figure 6-64.

SThis ignores the impact of charge distribution and leakage effects, discussed earlier.
%41 is required that all other imputs that do not fall under this classification (for instance, prismary inputs) stay constant
during evaluation.
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Figure 6-64 Domino CMOS logic.

Consider now the cperation of a chain of domine gates. During precharge, all inputs are
set to 0. During evaluation, the output of the first domino block either stays st 0 or makes a
0 — | transition, affecting the second gate. This effect might ripple through the whote chain,
one after the other, similar to a line of falling dominoes—hence the name. Domine CMOS has
the following properties:

« Bince ecach dynamic gate has a static inverter, only noninverting logic can be implemented.
Although there are ways to deal with this, as discussed in a subsequent section, thisisa
major Hmiting factor, and pure domino design has thus become rare.

* Very high speeds can be achieved: only a rising edge delay exists, while 1, equals zero.
The inverter can be sized to match the far-out, which is alveady much smalier than in the
complimentary static CMOS case, a3 only a single gate capacitance has to be accounted
for per fan-out gate.

Since the inputs to 2 doming gate are low during precharge, it is tempting to eliminate the
evaluation transistor because this reduces clock load and increases pull-down drive. However,
eliminating the evaluation device extends the precharge cycle—the precharge now has to ripple
through the logic network as well. Consider the logic network shown in Figure 6-65, where the
evaluation devices have been eliminated. If the primary input fr; is [ during evaluation, the out-
put of each dynamic gate evaluates to §, and the output of each static inverter is 1. On the falling
edge of the clock, the precharge operation is started. Assume further that In, makes a high-te-
low transition. The input to the second gate is initlally high, and it takes two gate delays before
In, is driven low. During that time, the second gate cannot precharge its output, as the pull-down
network is fighting the precharge device. Similarly, the third gate has to wait until the second
gate precharges before it can start precharging, ete. Therefore, the time taken to precharge the
logic circuit is equal to its critical path. Another important negative is the extra power dissipation
when both puli-up and puli-down devices are on. Therefore, it is good practice to always utilize
evaluation devices.
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Figure 6-65 Effect of ripple precharge when the evaluation transistor is removed.
The circuit also exhibits static power dissipation.

Dealing with the Noninverting Property of Domino Logic A major limitation in domino
logic is that only noninverting fogic can be implemented. This requirement has limited the wide-
spread use of pure domino logic. There are several ways to deal with it, though. Figure 6-66
shows one approach to the problem—reorganizing the logic using simple boolear transforms
such as De Morgan’s Law. Unfortunately, this sort of optimization is not always possible, and
more general schemes may have 1o be used.

A general (but expensive) approach to selving the problem is the use of differential logic.
Dual-rail dominoe is similar in concept to the DCVSL structure discussed earlier, but it uses a
precharged load instead of a static cross-coupled PMOS load. Figure 6-67 shows the circuit
schematic of an AND/NAND differential logic zate. Note that all inputs come from other differ-
ential domino gates. They are low during the precharge phase, while making a conditional 3 — 1
transition during evaluation. Using differential domino, it is possible to implement any arbitrary
function. This comes at the expense of an increased power dissipation, since a transition is guar-
anteed every single clock cycle regardless of the input values—either O or O must make a8 — 1
transition. The function of transistors 8, and M is to keep the circuit static when the clock is
high for extended pericds of time {(bleeder). Notice that this circnit is not raticed, even in the
presence of the PMOS puil-up devices! Due to its high performance, this differential approach is
very popular, and is used in several commercial microprocessors.

Domino AND
e
A A N
B X B 1’ .
C oM //
D D —
E—> Y E
F F I ~,
G G 5 y
H H = 7 .
Dosmine OR Domino AND/OR
(a} Before logic transformation {b} After logic transformation

Figure 6-66 Restructuring logic to enable implementation by using noninverting domine logic.
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Figure 5-67 Simple dual rail (differential} domino logic gate.

Optimization of Domine Logic Gates  Several optimizations can be performed en domino logic
gates. The most obvious performance optimization involves the sizing of the transistors in the static
fnverter, With the inclusion of the evaluation devices in domino eircuits, all gates precharge in par-
allel, and the precharge operation takes only two gate delays—charging the output of the dynamic
gate to Vpp. and driving the inverter output low. The critical path during evaluation goes through
the pufl-down path of the dynamic gate and through the PMOS pull-up transistor of the static
inverter. Therefore, to speed up the circuit during evaluation, the beta ratio of the static inverter
shouid be made high so that its switching threshold is close to ¥p,. This can be accomplished by
using a small {minimum-sized) NMOS and alarge PMOS device, The minimum-sized NMOS only
affects the precharge time, which is generally limited due to the parailel precharging of all gates.
The only disadvantage of using 2 large beta ratio is a reduction in noise margin. Hence, a designer
should consider reduced noise margin and performance impact simultaneously during the device
sizing.

Numerous variations of dormino logic have been proposed [Bernstein8]. One optimization
that reduces area is multiple-output domine logic. The basic concept is iilnstrated in Figure 6-68.
It exploits the fact that certain outputs are subsets of other ontputs to generate a number of logical
functions in a single gate. In this example, 03 = € + D is used in all three outputs, and thus it is
implemented at the bottom of the pull-down network. Since 02 equals B - 03, it can reuse the
logic for &3, Notice that the internal nodes have to be precharged to Vpp, to produce the correst
results. Given that the internal nodes precharge to V., the number of devices driving precharge
devices is not reduced. However, the number of evaluation transistors is drastically reduced
because they are amortized over multiple outputs. Additionally, this approach results in a reduc-
tion of the fan-out factor, azain due to the reuse of transistors over multiple functions,

i |
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Figure 6-68 Multiple-output domina.

Compound domino (Figure 6-69) represents another optimization of the generic domino
gate, once again minimizing the number of transistors. Instead of cach dynamic gate driving a
static inverter, it is possible to combine the cutputs of multiple dynamic gates with the aid of a
complex static CMOS gate, as shown in Figure 6-69. The outpuis of three dynamic structures
(implementing 01 =A B C, 02 =D E F and 03 = G H} are combined using a single complex
CMOS static gate that implements O = (01 + 02} G3. The total logic function realized this way
isO=ABCDEF+ GH.

Compound domino is a usefil tool for constracting complex dynamic logic gates. Large
dynamic stacks are replaced by paralle! structures with small fan-in and complex CMOS gates.
For example, a large fan-in domino AND can be implemented as a set of parallel dynamic
NAND structures with lower far-in, combined with a static NOR gate. One important consider-
ation in Compound domino is the preblem associated with backgate coupling. Care must be
taken to ensure that the dynamic nodes are not affected by the coupling between the output of
the static gates and the output of dynamic nodes.

np-CMOS

An alternative approach to cascading dynamic logic is provided by np-CMOS, which uses two
flavors (a-tree and p-tree) of dynamic logic, and avoids the extrz static inverter in the critical
path that comes with demino logic. In a p-tree logic gate, PMOS devices are used to build a pull-
up logic network, including a PMQS evaluation transistor ({Gongalvez83, Friedman84, Lee86]).
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Figure 6-70 The np-CMOS logic cirouit style.

(see Figure 6-70). The NMOS predischarge transistor drives the output low during precharge
The output conditionally makes a 0 — | transition during evaluation depending on its imputs.
rp-CMOS logic exploits the duality between s-tree and p-tiee logic gates to eliminate the
cascading problem. If the a-tree gates are controlled by CLK, and p-tree gates are controlled
using CLK, #-tree gates can directly drive p-tree gates, and vice versa. Similar te domino, n-tree
outputs must go through an inverter when connecting to another s-tree gate. During the
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precharge phase (CLK = U}, the output of the n-tree gate, Out,, is charged to ¥y, while the
output of the p-tree gate, Out,., is predischarged to 0 V. Since the »-tree gate connects PMOS
pull-up devices, the PUN of the p-tree is turned off at that time. During evaluation, the output of
the n-tree gate can only make a 1 — 0 ransition, conditionally turning on some transistors in the
p-iree. This ensures that no accidental discharge of Out, can occur. Similarly, r-tree blocks can
follow p-tree gates without any problems, because the inputs to the #-gate are precharged to . A
disadvantage of the np-CMOS logic style is that the p-tree blocks are slower than the ndree
modules, due to the lower current drive of the PMOS transistors in the logie network. Equalizing
the propagation delays requires extra area. Also, the lack of buffers requires that dynamic nodes
are routed between gates.

6.4 Perspectives

6.4.1 How to Choose a Logic Style?

In the preceding sections, we have discussed several gate-implementation approaches using the
CMOS technology. Each of the circuit styles has its advantages and disadvantages. Which one to
select depends upon the primary requiremnent: ease of design, robustness, area, speed, or power
dissipation. No single style optimizes all these measures at the same time. Even more, the
approach of cheice may vary from logic function to logic function.

The static approach has the advantage of being robust in the presence of neise. This makes
the design process rather trouble free and amenable fo & high degree of automation. It is clearly
the best general-purpose logic design siyle. This ease of design does come at a cost: For complex
gates with 2 large fan-in, complementary CMOS becomes expensive in terms of area and perfor-
mance. Alternative static logic styles have therefore been devised. Pseudo-NMOS is simpie and
fast at the expense of a reduced noise margin and static power dissipation. Pass-transistor logic
is attractive for the implementation of a number of specific circuits, such as muliiplexers and
XOR-dominated logic like adders.

Dynamic logic, on the other hand, makes it possible to implement fast and small complex
gates. This comes at a price, however. Parasitic effects such as charge sharing make the design
process a precarious job. Charge leakage forces a periodic refresh, which puts a fower bound on
the operating frequency of the circuit.

The current trend is towards an increased use of eomplementary static CMOS. This ten-
dency is inspired by the increased use of design-automation tools at the logic desizn level. These
tools emphasize optimization at the logic level, rather than at the circuit level, and they put a pre-
mium on robustness. Another argument is that static CMOS is more amenable to volage scaling
than some of the other approaches discussed in this chapter.

6.4.2 Designing Logic for Reduced Supply Voltages

In Chapter 3, we projected that the supply voltage for CMOS processes will continue o drop
over the coming decade, and may go as low as 8.6 V by 2010. To maintain performance under
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those conditions, it is essential that the device thresholds scale as well. Figure 6-71a shows a plot
of the (V, V) ratio required io maintain a given performance level (assuming that other device
characteristics remain identical).

This trade-off is not without penalty. Reducing the threshold voltage increases the sub-
threshold lealage current exponentially, as we derived in Eq. (3.39) (repeated here for the sake
of clarity):

VGS"ym

"y
Dieatage = 1510 s (1—10 S? (6.46)

In Eq. {6.46), S is the sfope facror of the device. The subthreshold leakage of an inverter is the
current of the NMOS for V,, = 0V and ¥, = Vp, (or the PMOS current for ¥, = V5, and
V.= 0). The exponential increase in inverter leakage for decreasing thresholds is illustrated in
Figure 6-71b.

These leakage currents are a concern particularly for designs that feature intermitteat com-
putational activity separated by long periods of inactivity. For example, the processor in a cellular
phone remains in idle mode for a majority of the time. While the processor is in idle mode, ideally,
the system should consume zero or near-zero power. This is only possibie if leakage is low—that
is, the devices have a high threshold voltage. This is in contrast te the scaling scenario that we just
depicted, where high performance under low supply voltage means reduced thresholds. To satisfy
the contradicting requirements of high performance during active periods and low leakage during
standby, several process modifications or leakage-control technigues have been introduced in
CMOS processes. Most processes with feature sizes at or below 0.18 pm CMGS support devices
with different thresholds—typically a device with low threshold for high-performance circuits, and
a transistor with high threshold for leakage control. Another approach gaining popularity is the
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dynamic control of the threshold voltage of a device by exploiting the body effect of the transistor.
Use of this approach to control individual devices requires a dual-well process {see Figure 2-2).

Clever circuit design can also help reduce the leskage current, which is a function of the
circuit topology and the value of the inputs applied to the gate. Since V- depends on body bias
(V). the subthreshold leakage of an MOS transistor depends not only on the gate drive (Vg),
but also on the body bias. In an inverter with I = 0, the subthreshold leakage of the inverter is
set by the NMOS transistor with its Vg = Ve = 0V, In more complex CMOS gates, such as the
two-input NAND gate of Figure 6-72, the leakage current depends on the input vector. The sub-
threshold leakage current of this gate is the least when A = B = {3, Under these conditions, the
intermediate node X gettles to

V=V, In{1+n) (6.47)

The leakage current of the gate is then determined by the topmost NMOS transistor with V=
Vgs = —Vy. Clearly, the subthreshold leakage under this condition is smaller than that of the
inverter. This reduction due to stacked transistors is called the stack gffect. The Table in
Figure 6-72 analyzes the leakage components for the two-input NAND gate under different
input conditions.

The reality is even better. In short-channe! MOS transistors, the subthreshold leakage cur-
rent depends not only on the gate drive (V) and the body bias {Vj,), but alse on the drain volt-
age (Vpg). The threshold voltage of a short-chanael MOS fransistor decreases with increasing
Vs due to drain-induced barvier lowering (DIBL). Typical values for DIBL can range from a
20- to a 150-mV change in V. per voltage change in V. Because of this, the impact of the stack
effect is even more significant for short-channel transistors. The intermediate voltage reduces the
drain—source voltage of the topmost device, increases iis threshold, and thus lowers its leakage.

Example 6.19 Stack Effect in Two-Input NAND Gate

Consider again the two-input NAND gate of Figure 6-72a, when both A,and N, are off
{4 = B = (). From the simulated load lines shown in Figure 6-72¢, we see that V) settles to
approximately 100 mV in sizady state. The steady-state subthreshold leakage in the gate is
therefore due to V= Vo = =100 mV and V55 = Vi, — 100 mV, which is 20 times smaller
than the leakage of a stand-alone NMOS transistor with Vo= Vgo =0 mV and V=V,
{Ye08).

In sum, the subthreshold leakage in complex stacked circuits can be significantly lower
than in individual devices. Observe that the maximum jeakage reduction occurs when all the
transistors in the stack are off, and the intermediate node voltage reaches its steady—state value.
Exploiting this effect requires a careful selection of the input signals to every gate during
standby or sleep mode.
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Figure 6-72 Subthreshold lsakage reduction in a two-input NAND gate
(a) due to stack effect for differsnt input conditions (b). Figure (¢} plots the
simulated load lines of the gate for A= 8= 0.

Problem 6.9 Computing V;

Equation (6.47) calculates the intermediate node voltage for a two-input NAND with less than 10% error,
for A = B = . Derive Eq. (6.47) assuming (1} Vyand I; of ¥, and N are approximately equak, {23 NMOS
transistors are identically sized, and (3) n < 1.5,

6.5 Summary

In this chapter, we have extensively analyzed the behavior and performance of combinational
CMOS digital circuits with regard 1o area, speed, and power. We summarize the major points as
follows:

« Static complementary CMOS combines dual pull-down and pull-up networks, only one of
which is enabled at any time.
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* The performance of a CMOS gate is a strong function of the fan-in. Techniques to deal
with fan-in include transistor sizing, input reordering, and parditioning. The speed is alsoa
linear function of the fan-our. Extra buffering is needed for large fan-outs.

« The ratived logic style consists of an active pull-down (-up) network connected to a load
device. This results in a substantiat reduction in gate complexity at the expense of static
power consumption and an asymmetrical response. Careful transistor sizing is necessary
to maintain sufficient noise margins. The most popular approaches in this class are the
pseado-NMOS techniques and differential DCVSL, which require complementary
signals.

¢ Pass-transistor logic implements a2 logic gate as a simple switch network. This results in
very simple implementations for seme logic functions. Long cascades of switches are to
be avoided due 1o a quadratic increase in delay with respect to the number of elements in
the chain. NMOS-only pass-transistor logic produces even simpler structures, but might
suffer from static power consumption and reduced noise margins. This problem can be
addressed by adding a level-restoring transistor.

« The operation of dynamic logic is based on the storage of charge on a capacitive node and
the conditional discharging of that node as a function of the inputs. This calls for a two-
phase scheme, consisting of a precharge followed by an evaluation step. Dynamic logic
teades off noise margin for performance. It is sensitive to parasitic effects such as leakage,
charge redistribution, and clock feedthrongh. Cascading dynamic gates can cause prob-
lems and thus should be addressed carefully.

* The power consumption of a logic network is strongly related to the switching activity of
the network. This activity is a function of the input statistics, the network topology, and the
logic style. Sources of power consumption such as glitches and short-circuit currents can
be minimized by careful circuit degign and transistor sizing.

» Threshold voltage scaling is required for low-voltage operation. Leakage control is critical
for low-voltage operation.

6.6 To Prcbe Further

The topic of (CYMOS logic styles is treated extensively in the literature. Numerous texis have
been devoted to the issue. Some of the most comprehensive treatments can be found in
[Weste93] and [Chandrakasan01]. Regarding the intricacies of high-performance design,
{Shoji96] and [Bernstein98] offer the most in-depth discussion of the optimization and analysis
of digital MOS circuits. The topic of power minimization is relatively new, but comprehensive
reference works are available in [Chandrakasan95], [Rabaey%5], and [Pedram02].

Innovations in the MOS logic area are typically published in the proceedings of the ISSCC
Conference and the VL3I circuits symposium, as well as the {EEE Journal of Solid State
Circrits {especially the November issue).
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Exercises

For the latest problem sets and desizn challenges in CMOS digital logic, log in to hitpifbwre.eecs.berkeley.edw/
IcBosk.
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DESIGN METHODOLOGY INSERT

C

How to Simulate Complex
Logic Circuits

Timing. and Switch-Level Simulation
Logic and Functional Simulation
Behavioral Simulation

Register-Transfer Languages

While circuit simulation in the SPICE style proves to be an extremely valuable element of the
designers tool hox, it has one major deficiency. By taking into account all the peculiarities and
second-order effects of the semiconductor devices, it tends to be time consursing. It rapidly
becomes unwieldy when designing complex circuits, unless one is willing to spend days of com-
puter time. Even though computers are always getting faster and simulators are getting better,
circuits are getting complex even faster. The designer can address the complexity issue by giving
up modeling accuracy and resorting (o higher representation levels. A discussion of the different
abstraction levels available to the designer and their impact on simulation accuracy is the topic
of this insert.

TFhe best way of differentiating among the myriad of simulation approaches and abstrac-
tion levels is to identify how the data and time variables are represented—as analog, continuous
variables, as discrete signals, or as abstract data models.

309

Dell Ex. 1025
Page 198



310 insert C = How to Simulate Complex Logic Circuits

C.1 Representing Digital Data as a Continuous Entity

Circuit Simulation and Derivatives

In Design Methodology Insert B, we established that a circuit simulator is “digitallyagnostic,”
meaning that it is, in essence, an analog simulator. Voltage, current, and fime are treated as ana-
log variables. This accurate modeling, combined with the nonlinearity of most of the devices
leads to a high overhead in simulation time.

Substantial effort has been invested te decrease the computation time af the expense of
generality. Consider an MOS digital cirenit. Due to the excellent isolation property of the MOS
gate, it is often possible to partition the circuit into a number of sections that have limited inter-
action. A possible approach is to solve each of these partitions individually over a given period,
assuming that the inputs from other sections are known or constant. The resulting waveforms
can then be iteratively refined. This refaxarion-based approach has the advantage of being com-
putationally more effective than the traditional technique by avoiding expensive matrix inver-
sions, but it is restricted to MOS circuits [White87]. When the circuit contains feedback paths,
the partitions can become large, and simulation performance degrades.

Another approach is to reduce the complexity of the transistor models used. For example,
linearization of the model ieads to a dramatic reduction in the computational complexity. Yet
another approach is to employ a simplified table-lookup model. While this approach, by neces-
sity, leads to a decreased accuracy of the waveforms, it still allows for a good estimation of tim-
ing parameters such as propagation delay and rise and fall times. This explains why these tools
often are called timing simularors. The big advantage is in the execution speed, which can be one
or fwe orders of maznitude higher than that of SPICE-like tools. Another advantage is that, in
contrast to the tools that are discussed next, timing simulators still can incorporate second-order
effects such as Ieakage, threshold drops, and signal glitches. Examples of an offering in this
class is the NanoSim {formerly TimeMill/PowerMill} tool set from Synopsys {Timeiill]. Asa
point of reference, simulators in this class typically give up 5 to 10% in accuracy on timing
parameters, with respect to full-blown circuit simulators.

C.2 Representing Data as a Discrete Entity

In digital circuits, we generally are not interested in the actual value of the voltage variable, but
only in the digital value it represents. Therefore, it is possible to envision a simulator in which
data signals are either in the O or 1 range. Signals that do no comply with either condition are
denotad as X, or undefined.

This tertiary representation {0, 1, X} is used extensively in simulators at both the device
and gate level. By augmenting this set of allowable data values, we can cbtain more detailed
information, while retaining the capability of handling complex designs. Possible extensions are
the Z-value for a tristate node in the high-impedance state, and R- and F-values for the rising and
falling transients. Some commercially offered simulators provide as many as a dozen possible
signal states.
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VM

Figure C-1 Discretizing the time variable.

While substantial performance improvement is obtained by making the data representation
space discrete, similar benefits can be obtained by making time a discrete variable as well. Con-
sider the voltage waveform of Figure C-1, which represents the signal at the input of an inverter
with a switching threshold V,,. It is reasonable to assume that the inverter output changes its
value one propagation delay after its input crossed V), When one is not strictly interested in the
exact shape of the signal waveforms, it is sufficient to evajuate the circuit only at the interesting
time points, ¢ and £,.

Similarly, the interesting points of the output waveform are situated at {; + 1,5, and
t3 + Ly A simulator that only evaluates a gate at the time an event happens at one of its inputs
is called an evene-driven simulator. The evaluation order is determined by putfing projected
gvents on a time quene and processing them in a time-ordered fashion. Suppose that the wave-
form of Figure C-1 acts as the input waveform to a gate. An event is schedsled to occur at
time ¢;. Upon processing that event, a new event is scheduled for the fan-out nodes at £, + 7,
and js put on the time queue. This eveni-driven approach is evidently more efficient than the
time-step-driven approach of the circuit simulators. To take the impact of fan-out into account,
the propagation delay of a circuit can be expressed in terms of an intrinsic delay {7,,) and 2 load-
dependent factor (%), and it can differ over edge transitions:

torsi = tirs g X Cp €.n

The load C, can be entered in absolute terms {in pF) or as a function of the number of fan-out
gates. Observe how closely this equation resembles the fegical-gffort model we introduced in the
preceding chapter.

While offering a substantial performance benefit, the preceding approach still has the dis-
advantage that events can happen any time. Another simplification could be to make the time
even more diserete and alfow events to happen only at infeger multiples of a unit fime variable.
An example of such an approach is the unit-delay model, where each circuit has a single delay of
one unit. Finally, the simplest model is the zero-delay model, in which gates are assumed to be
free of delay, Under this paradigm, time proceeds from one clock event to the next, and all
events are assumed to occur instantaneously upon arrival of a clocking event. These concepts
can be applied on a number of abstraction levels, resulting in the simulation approaches dis-
cussed next.
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Figure C-2 Switch-level model of CMOS inverter.

Switch-Level Simulation

The nonlinear nature of semiconductor devices iz one of the major impediments to higher
simulation speeds. The switch-level model [Bryant81] overcomes this hurdle by approximat-
ing the transistor behavior with a Hnear resistance whose value is a function of the operating
conditions. In the off-mode, the resistance is set to infinity, while in the on-mode, it is set to
the average “on” resistance of the device (Figure C-2}. The resulting networtk is a time-vari-
ant, linear network of resistors and capacitors that can be more efficiently analyzed. Evalua-
tion of the resistor network determines the steady-state valaes of the signals and typicaily
employs a {(, 1, X} model. For instance, if the total resistance between a node and GND is
substantially smaller than the resistance (¢ Vpp, the node is set to the O-state. The timing of
the events can be resolved by analyzing the RC network. Simpler timing models such as the
unit-delay model are also employed.

Example C.1 Switch versus Circuit-Level Simulation

A four-bit adder is simulated using the switch-level simulator IRSIM ([Saiz85]}. The sim-
alation results are plotted in Figure C-3. Initiaily, all inputs (/M1 and I¥2) and the carry-
iput CIN are set to 0. After 10 nsec, all inputs IN2 as well as O/ are set to 1. The display
window plots the input signals, the output vector GUTT0-3], and the most significant cut-
put bits OUT{Z] and OU713]. The output converges to the correct value (0000 after a transi-
tion period. Notice how the data assumes only O and 1 levels. The glitches in the output
signals go rail io rail, although in reality they might represent only partial excursions. Dur-
ing transients, the signal is marked X, which means “undefined” To put this resuit in per-
spective, Figure C-3 plots the SPICE results for the same input vectors. Notice the pastial
glitches. Also, if shows that the IRSIM tming, which is based on an £C model, is rela-
tively accurate and sufficient to get a first-order impression.
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Figure C-3 Comparison between circuit and switch-level simulatiens,

Gate-Level (or Logic) Simulation

Gate-level simulators use the same signal values as the switch-level tools, but the simulation prim-
itives are gates instead of transistors. This approach enables the simulation of more complex ¢ir-
cuits at the expense of detail and generality. For example, some common VLSI structures sech as
tristate busses and pass ransistors are hard to deal with at this level. Since gate level is the preferred
entry level for many designers, this simulation approach remained extremely popular until the
introduction of logic synthesis twols, which moved the focus to the functional or behavioral
abstraction layer. The interest in logic simulation was so great that special and expensive hardware
accelerators were developed to expedite the simulation process (.g., [Agrawal9Gi).

Functional Simulation

Functional simulation can be considered as a simple extension of logic simulation. The primi-
tive elements of the input description can be of an arbitrary complexity. For instance, a simu-
lation element can be a NAND gate, a multiplier, or an SRAM memory. The functionality of
one of these complex units can be described using a modern programming language or a dedi-
cated hardware description language. For instance, the THOR simulator uses the C program-
ming language to determine the output values of a module as a function of its inputs [Thor88].
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The SystemC langnage [SystemC] uses most of the syntax and semantics of C, but adds a
number of constructs and data types to deal with the peculiarities of hardware design—such as
the presence of concurrency. On the other hand, VADL (VHSIC Hardware Description Lan-
guage) [VHDLES] is a specially developed language for the description of hardware designs.

In the structural mode, VHDL describes a design as a connection of functional mod-
ules. Such a description often is called a neffist. For example, Figore C-4 shows a description
of a 16-bit accumulator consisting of a register and adder.

The adder and register can in turn be described as a composition of components such as
fuli-adder or register cells. An alternative approach is to use the behavioral mede of the language
that describes the functionality of the module as a set of input/output relations regardless of the
chosen implementation. As an example, Figure C-5 describes how the output of the adder is the
two’s-complement sum of its inputs.

entity accumuiator is
port { -- definition of input and output terminais
DI: in bit_vector{13 downto 0} - a vector of 16 bit wide
D0: inout bit_vector(13 downto (%
CLK: in bit
}.

end accumulator;

architecture structure of accurmulator is
component reg -- definition of register poris
port {
DI : in bit_vector(15 downto 0}
DG : out bif_vector{ {5 downto §):
CLK :inbit
%
end component;
component add -- definition of adder ports
port {
ING : in bit_vector{i5 downto G};
IN1 : in bit_vector(13 downto Oj;
OUTG : out bit_vector{15 downto 0)
%
erxi component;
-- definition of accunnidator siruciure
signal X : bit_vector{15 downtc O);
begin
addi : add
port map (DI, DO, X); -- defines port connectivity
regl [reg
port map (X, DO, CLK);
end stracture;

Figure C-4 Functional description of an accumulator in VHDL.
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entity add is
port{
ING © in bif_vector(13 downlo O}
1IN ¢ in bit_vector(15 downlo {);
CUTE : cut bie_vector{15 downio ()
%
end add;

architecture behavior of add is
hegin
process{INQ, IN1}
variable C : bit_vector{16 dowato 0);
variable S : bit_vector(15 downio 0);
begin
looph:
foriin O to i5 loop
S{i) = IND{D xor IN1(i) xor C{i);
C(i+ 1= INOG) and IND or CE) and (INOG) or IN L{i1)y
end loop loopi;
CUTO<=§;
end process:
end behavior,

Figure €-8 Behavicral description of 18-bit adder.

The signal levels of the functional simulator are similar to the switch and logic levels. A
variety of timing models can be used—for example, the designer can describe the delay between
input and output signals as part of the behavioral description of a module. Most often the zero-
delay model is employed, since it yields the highest simulation speed.

C.3 Using Higher-Level Data Models

When conceiving a digital system such as a compact disk player or an embedded microcontrol-
ler, the designer rarely thinks in terms of bits. Instead, she envisions data moving over busses as
mteger or floating-point words, and patterns transmifted over the imstruction bus as members of
an enumerated set of instruction words (such as {ACC, RD, WE, or CLR}). Modeling a discrete
design at this level of abstraction has the distinct advaniage of being more understandable, and it
also results in & substantial benefit in simulation speed. Since a 64-bit bus is now handled as a
single object, analyzing its value requires only one action instead of the 64 evaluations it for-
merly took to determine the current state of the bus at the logic level. The disadvantage of this
approach is another sacrifice of timing accuracy. Since a bus is now considered to be a single
entity, only one global delay can be annotated to it, while the delay of bus elements can vary
from bit to bit at the logic level.

It also is common to distinguish between functional {or structural) and behavioral
descriptions. In a functional-level specification, the description mirrors the intended hardware
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structure. Behavioral-level specifications only mimic the inputfoutput functionality of a design.
Hardware delay loses its meaning, and simulations are normally performed on a per clock-cycle
(or higher) basis. For instance, the behavioral models of a microprocessor that are used to verify
the completeness and the comrectness of the instruction set are performed on a per instructien
basis.

The most popular languages at this level of abstraction are the VHDL and VERILOG
hardware-description languages. VHDL allows for the introduction of user-defined data types
such as 16-bif, two’s-complement words or enumerated instruction sets. Many designers tend to
use traditional programming approaches such as C or C++ for their first-order behavioral mod-
els. This approach has the advantage of offering more fexibility, but it requires the user to define
all data types and to essentially write the complete simulation scenario.

Example C.2 Behavioral-Level VHDL Description

To contrast the functional and behavioral description modes and the use of higher level
data models, consider again the example of the accumudator (see Figure C-6). In this case,
we use a fully behavioral description that employs integer data types to describe the mod-
ule operation.

Figure C-7 shows the resulis of a simulation performed at this level of abstraction.
Even for this small example, the simulation performance in terms of CPU time is three
times better than what is obtained with the structural description of Figure C-4.

entity accumitlator is
port {
DA :in integer;
DO : inout integer ;=0
CLK :inbit
¥
end accumelator;

architeciure behavior of accumulator is

begin
process(CLK)
variable X : integer :=0; -- infermediate variable
begin
i#f CLK ="1"then
X<=D0O+Di:
DO <=X;
end if;
end process:
end behavior;

Figure C-6 Accumulator for Example C.2.
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Figure C-7 Display of simulation resulis for accumulator example as obtained
at the behavioral level. The WAVES display tool {and VHDL simulator} are part
of the Synopsis VHDL tool suite {Courtesy of Synopsys.}.
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D

Layout Techniques for Complex Gates

Weinberger and standard-cell layout fechnigues

Euler graph approach

In Chapter 6, we discussed in detail how to constract the schematics of complex gates and how
to size the transisiors. The last step in the design process is to derive a layout for the gate or cell;
in other words, we must determine the exact shape of the varions polygons composing the gate
layout. The composition of a layout is strongly influenced by the inferconnect approach. How
does the cell fit in the averall chip layout, and how daes it communicate with neighboring cells?
Keeping these questions in mind from the start results in denser designs with less parasitic
capacitance.

‘Weinberger and Standard-Cell Layout Techniques

We now examine two important fayout approaches, although many others can be envisioned. In
the Weinberger approach [Weinberger&7], the data wires (inputs and outputs) are routed (in
metal} paralle]l to the supply rails and perpendicular to the diffusion areas, as illustrated in
Figure D-1. Transistors are formed at the cross points of the polysilicon signal wires {connected
to the horizontal metal wires) and the diffusion zones. The “over-the-cell” wiring approach
makes the Weinberger technique particularly suited for bit-sliced datapaths. While it is stilf used
on an occasional base, the Weinberger technique has lost its appeal over the years in favor of the
standard-cell style.

319
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Mirrored cell, sharing well

Metall \
8

Polysilicon —

Signals

Static CMGS Pseudo-NMOS
Celis

Figure D-1 The Weinberger approach for complex gate layout
(using a single metal layer).

In the standard-cell technigue, signals are routed in polysilicon perpendicular to the
power distribution {(Figure I>-2). This approach tends to result in a dense layout for static
CMOS gates, as the vertical polysilicon wire can serve as the input to both the NMOS and the
PMOS transistors. An example of a cell implemented using the standard-cell approach is
shown in Figure 6-12. Interconnections between cells generally are established in so-called
routing channels, as demonstrated in Figure D-2. The standard-cell approach is very popular at
present due to its high degree of automation. {(For a detailed description of the design automa-
tion tools supporting the standard-cell approach, see Chapter 8.)

Layeut Planning using the Euler Path Approach

The common use of this layout strategy makes it worth analyzing how a complex Boolean func-
tion can be mapped efficiently onto such a structure. For density reasons, it is desirable to realize
the NMOS and PMOS transistors as an unbroken row of devices with abutting scurce—drain con-

; §w§ Routing channel

Signals

Polysilicon

Figure D-2 The standard-cell approach for complex gate layout.
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{a) Input erder {a ¢ ] {b) Input order {« & ¢}

Figure D-3 Stick Diagram forx=(@+ b - c.

nections, and with the gate connections of the corresponding NMOS aad PMOS transistors
aligned. This approach requires only a single strip of diffusion in both wells. To achieve this
goal, a careful ordering of the input terminals is necessary. This is llastrated 1n Figure D-3,
where the logical function x = {& + &) - ¢ is implemented. In the first version, the order {a ¢ b} is
adopted. It can easily be seen that no solution will be found using only & single diffusion strip. A
reordering of the terminals (for instance, using {a & c}), generates a feasible solution, as shown
in Figure D-3b. Observe that the “layouts™ in Figure D-3 do not represent actual mask geome-
tries, but are rather symbolic diagrams of the gate topologies. Wires and transistors are repre-
sented as dimensionless objects, and pesitioning is relative, not absolute. Sech conceptuai
representations are called srick diagrams, and often are used at the conception time of the gate,
before determining the actual dimensions. We use stick diagrams whenever we want to discuss
gate topologies or layout strategies.

Fortunately, a systematic approach has been developed to derive the permutation of the
input terminals so that complex functions can be realized by uninterrupted diffusion sirips that
minimize the area [Uchara81]. The systematic nature of the technique also has the advaniage
that it is easily automated. It consists of the Tollowing two steps:

1. Construction of fogic graph. The logic graph of a transistor network (or a switching
function) is the graph of which the vertices are the nodes (signals) of the network, and the
edges represent the transistors. Each edge is named for the signal controlling the corre-
sponding transistor. Since the PUN and PDN networks of a static CMOS gate are dual,
their corresponding graphs are dual as well—that is, a parallel connection is replaced by a
series one and vice versa, This is demonstrated in Figure D-4, where the logic graphs for
the PDN and PUN networks of the Boolean function x = (¢ + b) - ¢ are overlaid (notice
that this approach can be used to derive dual networks).

. Identification of Euler paths. An Euler path in a graph is defined as a path through all
nodes in the graph such that each edge in the graph is only visited once., Identification of
such a path is important, because an ordering of the inputs leading to an uninterrupted dif-
fusion strip of NMOS (PMOS) transistors is possibie only if there exists an Euler path in

(28]
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Fob

_r.
€

(a) Schematic diagram {b} Logic graphs for PDN {c} Consistent Euler paths
and PUN for PDXN and PLIN

Figure D-4 Schematic diagram, logic graph, and Euler pathsforx={a+ b) - c.

the logic graph of the PDN (PUN) network. The reasoning behindg this finding is as
Follows:

To form an interrapted strip of diffusion, all transistors must be visited in sequence; that is,
the drain of one device is the source of the next one. This is equivalent to traversing the logic
graph along an Euler path. Be aware that Buler paths are not unique: many different solutions
may exist.

The sequence of edges in the Euler path equals the ordering of the inpuis in the gate lay-
out. To obtain the same ordering in both the PUN and PDN networks, as is necessary if we want
to use a single poly strip for every input signal, the Euler paths must be consistent—that is, they
must have the same seguence.

Consistent Euler paths for the example of Figure D-4a are shown in Figure D-4¢. The lay-
out associated with this solution is shewn in Figure D-3b. An inspection of the logic diagram of
the fonction shows that {a ¢ £} is an Euler path for the PUN, but not for the PDN. A single-dif-
fusion-strip solution is, hence, nonexistent (Figare D-3a).

Example I.I  Derivation of Layout Topology of Complex Logic Gate
As an example, let us derive the layout topology of the following logical function:
x=ab+cd

The logical function and onc consistent Ewler path are shown in Figure D-5a and
Figure D-3b. The corresponding layout is shown in Figere D-5¢.
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GND GND
{b) Euler paths [a b 4}

Vob

GND

a b ¢ hzf
{c} Stick diagram for ordering {a b c 4}

Figure D-5 Deriving the layout topology for x = {ab + cd}.

The reader should be aware that the exisience of consistent Euler paths depends on the
way the Boolean expressions (and the eorresponding logic graphs) are constructed. For exam-
pie, no consistent Euler paths can be found forx =a + &-¢ + d - ¢, but the functionx =% -c+ a
+ d - ¢ has a simple solution (confirm that this is true by preserving the ordering of the function
when constructing the logic graphs). A restructuring of the function is sometimes necessary
before a set of consistent paths can be identified. This could lead to an exhaustive search over all
possible path combinations. Forfunately, a simple algorithm to avoid this plight has been pro-
pased [Uehara81]. A discussion of this is beyond our scope, however, and we refer the inter-
ested reader to that text.

Finally, it is worth menticaing that the layout strategies presented are not the only possi-
bilities. For example, sometimes it might be more effective to provide multiple diffusion strips
stacked vertically. In this case, a single polysilicon input line can serve as the input for multiple
wransistors. This might be beneficial for certain gate strictures, such as the NXOR gate, and
therefore, case-by-case analysis is recommended.

To Prohe Furiher

A good overview of cell-generation techniques can be found in [Rubin87, pp. 116-128]. Some
of the landmark papers in this area include the following:
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[Clein00) D. Cleits, CMOS IC Layout, Newnes, 2800,

{Rubia8?] 8. Rubin, Compurer Alds for VLST Design, Addison-Wesley, 1987,
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Designing Sequential Logic Circuits

Implementation technigques for registers, latches, flip-flops, oscillators, pulse generators,

arnd Schmitt triggers
Static versus dynaniic realization

Choosing clocking strategies
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7.2.1  The Bistability Principle

7.2.2 Mullipiexer-Based Laiches

7.2.3 Master—Slave Edge-Triggered Register

7.24 |Low-Voltage Static Latches

7.25 Stiatic SR Flip-Flops—Writing Data by Pure Force
Dynamic Latches and Registers

7.3.1 Dynamic Transmission-Gate Edge-Triggered Registers
7.3.2 C?MOS—A Clock-Skew Insensitive Approach

7.3.3 True Single-Phase Clocked Register (TSPCR})
Alternative Register Styles™

7.4.1 Pulse Registers

7.4.2 Sense-Amplifier-Based Registers

Pipelining: An Approach to Optimize Sequential Circuits

7.5.1 Latch- versus Register-Based Pipelines

752 NORA-CMOS—A Logic Style for Pipelined Structures
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7.6  Nonbistable Sequential Circuits
7.6.1  The Schmitt Trigger
7.8.2 Monostable Sequential Circuits
7.6.3 Astahle Circuits
7.7  Perspective: Choosing a Clocking Strategy
7.8  Summary

7.8  To Probe Further

7.1 Introduction

As described earlier, combinational logic circnits have the property that the outpat of a logic
block is onty a function of the current input values, assuming that enough time has elapsed for
the logic gates to setide, Still, virtually all useful systems require storage of state information,
leading to anocther class of circuits called sequential logic circuits. In these circuits, the cutput
depends not only on the current values of the inputs, but also on preceding input values. In other
words, a sequential circuit remembers some of the past history of the system—it has memory.

Figure 7-1 shows a block diagram of a generic finite-state machine (FSMj} that consists of
combinational logic and registers, which hold the system state. The system depicted here
belongs to the class of synchronous sequential systems, in which all registers are under control
of a single global clock. The outputs of the FSM are a function of the current fnputs and the Car-
rent State. The Nexr Strate is determined based on the Current State and the current Inpuis and is
fed to the inputs of registers. On the rising edge of the clock, the Nexr State bits are copied to the
outputs of the registers (after some propagation delay}, and a new cycle begins. The register then
ignores changes in the input signals until the next rising edge. In general, registers can be posi-
five edge triggered {where the input data is copied on the rising edge of the clock) or negative
edge sriggered (where the input data is copied on the falling edge, as indicated by a small circle
at the clock input).

This chapter discusses the CMOS implementation of the most important sequential build-
ing blocks. A variety of cheices in sequential primitives and clocking methodologies exist; mak-
ing the correct selection is getting increasingly important in modern digital circuits, and can

Inputy ———> — Ouipass
- COMBINATIONAL
LOGIC
Crrrent Stafe : Next State
Registers
Q D
T CLK

Figure 7-1 Block diagram of a finite-state machine, using
positive edge-triggered registers.
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have a great impact of performance, power, and/or design complexity. Before embarking on a
detailed discussion of the various design options, a review of the relevant design metrics and a
classification of the sequential elemends is necessary.

7.1.1  Timing Meirics for Sequential Circuits

There are three important timing parameters associated with a register. They are shown in
HFgure 7-2. The setup time (t,,) is the time that the data inputs (D) must be valid before the clock
transition {i.e., the 0 — | transition for a positive edge-rriggered register). The hold fime {1;,,,) 18
the time the data input must remain valid after the clock edge. Assuming that the serup and hold
times are met, the data at the D input is copied to the £ output after a worst case propagation
delay (with reference to the clock edge) denoted by 1,._.

Cnece we know the timing information for the registers and the combinational logic
blocks, we can derive the system-level timing constraints {sce Figure 7-1 for a simple system
view). In synchronous sequential circuits, switching events take place concutrently in response
to a clock stimulus, Results of operations await the next clock mansitions before progressing to
the next stage. In other words, the next cycle cannot begin unless all current computations have
completed and the system has come o rest. The clock period T, at which the sequential circuit
operates, must thus accommodate the longest delay of any stage in the network. Assume that
the worst case propagation delay of the logic equals 1,,,,, while jts minimum delay—also
called the contamination delay—is t,;. The minimum clock period T required for proper opera-
tion of the sequential circuit is given by

T2t ot pupeie sy {7.1}

The hold ime of the register imposes an exira constraint for proper operation, namely

f{:riregf.m’r + {crf‘t'ogic 2 Il‘.'m’ff‘ {72}
CLK
: ¢ Register
!sn ok D Q
z / DATA Yerx
STABLE ;
Lo,
i |
e DATA
STABLE t
Figure 7-2 Definition of setup time, hold time, and propagation defay of a synchronous
ragister.
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Where 1,100, 18 the minimum propagation delay (or contamination delay) of the register. This
constraint ensures that the input data of the sequential elements is held long enough after the
clock edge and is not modified o soon by the new wave of data coming in.

As seen from Eq. (7.1), it is important to minimize the values of the timing parameters
associated with the register, as these directly affect the rate at which a sequential circuit can be
clocked. In fact, modemn high-performance systems are characterized by a very low logic depth,
and the register propagation delay and setup times account for a significant portion of the clock
period. For example, the DEC Alpha EV6 microprocessor [Gieseke97] has 2 maximum logic
depih of 12 gates, and the register overhead stands for approximately 15% of the clock peried. In
general, the requirement of Bq. (7.2} is not difficult 1o meet, although it becomes an issue when
there is little or no Iogic between registers.!

7.1.2 Classification of Memory Elements

Foreground versus Background Memory

At a high level, memory 15 classified into background and foreground memory. Memory that is
embedded into logic is foreground memory and is most often organized as individual registers or
register banks. Large amounts of centralized memory core are referred to as background wiem-
ory. Background memory, discussed in Chapter 12, achieves higher area densities through effi-
cient use of array stractures and by trading off performance and robustness for size. In this
chapter, we focus on foreground memories.

Static versus Dynamic Memory

Memories can be either static or dynamic. Static memories preserve the state as long as the
power Is turned on. They are built by using pesitive feedback or regeneration, where the circuit
topology consists of intentional conrections between the output and the input of a combinational
circuit. Static memories are most useful when the register will not be updated for extended peri-
ods of time. Configuration data, loaded at power-up time, is a good example of static data. This
condition also helds for most processors that use conditional clocking (i.e., gated clocks) where
the clock is turned off for unused modules. In that case, there are no puarantees on how fre-
quently the registers will be clocked, and static memories are needed to preserve the state infor-
mation. Memory bhased on positive feedback falls under the class of elements called
multivibraror circuits. The bistable element i its most popular representative, but other elements
such as monostable and astable circuits also are frequently used.

Dynamic memories store data for a short period of time, perhaps milliseconds. They are
based on the principle of temporary charge sforage on parasitic capacitors associated with MOS
devices. As with dynamic logic, discussed earlier, the capacitors have to be refreshed periodi-
cally to compensate for charge leakage. Dynamic memories tend fo be simpler, resulting in sig-
nificantly higher performance and lower power dissipation. They are most useful in datapath

L3r when the clocks at different registers are sorpewhat out of phase due ta clock skew. We discuss this topic in
Chapter 10.
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circuits that require high performance levels and are periodically clocked. It is possible to use
dynamic circuitry even when circuits are conditionally clocked, if the state can be discarded
when 2 module goes into idle mode.

Latches versus Registers

A latch is an essential component in the construction of an edge-triggered register. It is a level-
sensifive circuit that passes the D input to the § output when the clock signal is high. This latch
is said to be in ransparent mode. When the clock is low, the input data sampled on the falling
edge of the clock is held stable at the output for the entire phase, and the latch is in hold mode.
The inputs must be stable for a short period around the falling edge of the clock to meet setup
and hold requirements. A latch operating under these conditions is a pasitive latch. Similarly, a
negative latch passes the D input to the @ output when the clock signal is low, Positive and neg-
ative latches are also called transparent high or transparent low, respectively. The signal wave-
forms for a positive and negative latch are shown in Figure 7-3. A wide variety of static and
dynamic implementations exists for the realization of latches.

Contrary to level-sensitive latches, edge-triggered registers only sample the input on a
clock transition-—that is, O — | for a positive edge-triggered register, and 1 — 0 for a negative
edge-triggered register. They are typically built to use the latch primitives of Figure 7-3. An
often-recurring configuration is the master—slave structure, that cascades a positive and negative
fatch. Registers also can be constructed by using one-shot generators of the clock signal
{“glitch” registers), or by using other specialized structures. Examples of these are shown later
in this chapter.

The literature on sequential circuits has been plagued by ambiguous definitions for the dif-
ferent types of storage elements (i.e., register, flip-flop, and latch). To avoid confusion, we
adhere strictly to the following set of definitions in this book:

Positive Latel Negarive Latch
in—Dn Q> Cur In—»D O Our
G G
terk :fcm
1 i § : ' 1
cie | l i | ctic | g |

O00ONTIO0GO000 :WWWC
o QQ{MDW ou X D000 DO00X
A

Gtef Oza Out Ot
stabie  follows In stable  follows In

Figure 7-3 Timing of positive and negative latches.
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= An edge-triggered storage element is called a register;
o A latch is a level-sensitive device;
= and any bistabie component, formed by the cross coupling of gates, is called a flip-flop.”

7.2 Static Latches and Registers

7.2.1  The Bistability Principle

Static memories use positive feedback to create a bistable cireuil—a circuit having two stable
states that represent 0 and L. The basic idea is shown in Figure 7-4a, which shows two inverters
connected in cascade along with a voltage-transfer characteristic typical of such a circuit. Also
plotted are the VTCs of the first inverter—that is, ¥; versus V;;—and the second inverter (V;
versus V). The latrer plot is rotated to accentuate that V) = V;. Assume now that the output of
the second inverter ¥, is connected to the input of the first V), as shown by the dotted lines in
Figure 7-4a. The resulting cirenit has only three possible operation peints (4, B, and C}, as dem-
onstrated on the combined VTC. It is easy to prove the validity of the following impostant
conjecture:

When the gain of the inverter in the transient region is larger than i, A and B are the
only stable operation points, and C is a metasfable operation point.

Suppose that the cross-coupled inverter pair is biased at point €. A small deviation from
this bias point, possibly caused by noise, is amplified and regenerated around the circuit loop.
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&

Via=Va
(b)
Figure 7-4 Two cascaded inverters (g} and their VTCs (b).

2 An edge-riggered register is often referred fo as a flip-flop as well. In this text, flip-flop is used to uniquely mean
bistable elemeant.
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Figure 7-5 Metastable versus stable operation peints.

This is a result of the gain around the loop being larger than 1. The effect is demonstrated in
Figure 7-5a. A small deviation & is applied to V, (biased in C). This deviation is amplified by the
gain of the inverter. The enlarged divergence is applied to the second inverter and amplified once
more. The bias point moves away from C entil ene of the operation points A or B is reached. In
conclusion, C is an unstable operation point. Every deviation (even the smallest one) causes the
operation point to run away from ifs original bias. The chance is indeed very smal! that the cross-
coupled inverter pair is biased at C and stays there. Operation points with this property are
termed metastable.

On the other hand, A and B are stable operaticn peints, as demonstrated in Figure 7-5b. In
these points, the loop gain is much smaller than unity. Even a rather large deviation from the
operation point reduces in sizesand disappears.

Hence, the cross coupling of two inverters results in a bisrable circuit—that is, a circuit
with two stable states, each corresponding to a logic state. The circuit serves as a memory, stor-
ing either a 1 or a 0 (corresponding to positions A and B},

In order o change the stored value, we must be able to bring the circuit from state Ao B
and vice versa. Since the precondition for stability is that the loop gain G is smaller than unity,
we can achieve this by making 4 {or B) temporarily unstable by increasing ¢ to a value larger
than 1. This is generally done by applying a trigger pulse at V), or ¥;. For example, assume that
the system is in position A {V} = {, V3= 1). Forcing V), to 1 causes both inverters to be on simul-
taneously for a short time and the loop gain G to be larger than 1. The positive feedback regener-
ates the effect of the trigger pulse, and the circuit moves to the other state {B, in this case). The
width of the trigger pulse need be only a little larger than the total propagation delay arcund the
circuit loop, which is twice the average propagation delay of the inverters,

In summary, a bistable circuit has two stable states. In absence of any triggering, the cir-
cait remains in a single state (assuming that the power supply remains applied to the circuit} and
thus remembers a value. Another common name for a bistable circuit is flip-flop. A flip-flop is
useful only if there also exists a means to bring it from one state {o the other one. In general, two
different approaches may be used to accompiish the following:
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» Cutting the feedback loop. Once the feedback loop is open, a new value can easily be
written inte Out (or ). Such a latch is called rmuddsiplexer based, as it realizes that the logic
expression for a synchronous latch is identical to the multiplexer equation:

Q=Clik-Q+Clk-In (7.3)

This approach is the most popular in today’s latches, and thus forms the bulk of this
section.

« Overpowering the feedback leop. By applying a trigger signal at the input of the flip-
flop, a new value is forced into the cell by overpowering the stored value. A careful sizing
of the transistors in the feedback loop and the input circuitry is necessary to make this pos-
sible. A weak trigger network may not succeed in overruling a strong feedback loop. This
approach used to be in vogue in the earlier days of digital design, but has gradually fallen
out of favor. It is, however, the dominant approach to the implementation of static back-
ground memories (which we discuss more fully in Chapter 12}. A short introduction will
be given later in the chapier.

7.2.2 Multiplexer-Based Latches

The most robust and common technique to build a latch involves the use of transmission-gate
multiplexers. Figure 7-6 shows an implementation of positive and negative static latches based
on multiplexers. For a negative latch, input 0 of the multiplexer is selected when the clock is fow,
and the I¥ input is passed to the outpul. When the clock signal is high, input 1 of the multiplexer,
which connects to the output of the latch, is selected. The feedback ensures a stable output as
long as the clock is high. Similarly in the positive latch, the D input is selected when the clock
signal is high, and the outpat is held {using feedback) when the clock signal is low.

A transistor-level implementation of a positive latch based on multiplexers is shown in
Figure 7-7. When CLK is high, the bottom transmission gate is on and the latch is transparent—
that is, the 2 input is copied to the J output. During this phase, the feedback loop is open, since
the top transmission gate is off. Skzing of the transistors therefore is not critical for realizing cor-
rect functionality. The number of transistors that the clock drives is an Important metric from a
power perspective, because the clock has an geriviry factor of 1. This particular laich implemen-

Negalive lalch Positive latch
> 1 ¢ 0 g
D —— /0{ D>l
CLK CLE

Figure 7-8 Megative and positive latches based on multiplexers.
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Figure 7-7 Transistor-level implementation of a positive 1atch
built by using transmission gates.
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{a} Schematic diagram {b) Non overlapping clocks

Figure 7-8 Multiplexer-based NMOS laich by using NMOS-only pass fransistors
for muitiplexers.

tation is not very efficient from this perspective: It presents a load of four transistors to the CLK
signal.

It is possibie to reduce the clock load to two transistors by implementing multiplexers that
use as NMOS-only pass transistors, as shown in Figure 7-8. When CLK is high, the latch sam-
ples the £ input, while a low clock signal enables the feedback loop, and puts the latch in the
held mede. While attractive for its simplicity, the use of NMOS-only pass transistors results in
the passing of a degraded high voltage of Vi, — Vg, to the input of the first inverter. This impacts
both noise margin and the switching performance, especially in the case of low values of ¥y,
and high values of V. It also causes static power dissipation is the first inverter, because the
maximum input voltage to the imverter equals Vi, — Vi, and the PMOS device of the inverter i3
never fully turned off.

7.2.3 Master-Slave Edge-Triggered Register

The most common approach for constructing an edge-rriggered register g to use a master-slave
configuration, as shown in Figure 7-9. The register consists of cascading a negative latch (master
stage} with a positive one (slave stage). A multiplexer-based latch is used in this particular
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Figure 7-8 Positive edge-triggered register based on a master-slave configuration.

implementation, although aoy latch could be used. On the low phase of the clock, the master
stage is transparent, and the I input is passed to the master stage cutput, ;. During this period,
the slave stage is in the hold mode, keeping its previous value by using feedback. On the rising
edge of the clock, the master stage stops sampling the input, and the slave stage starts sampling.
During the high phase of the clock, the slave stage samples the output of the master stage (Q,,),
while the master stage remains in a hold mode. Since (,, is constant during the high phase of the
clock, the output (@ makes only one tramsition per cycle. The value of Q is the value of D right
befere the rising edge of the clock, achieving the pesitive edge-triggered effect. A negative edge-
triggered register can be constructed by using the same principle by simply switching the order
of the positive and negative laiches (i.e., placing the positive Iatch first).

A complete transistor-level implementation of the master—slave positive edge-triggered
register is shown in Figure 7-1{. The multiplexer is implemented by using transmission gates as
discussed in the previous section. When the clock is low (CLE = 1), T, is on and T is off, and
the I input is sampled onto nade Oy, During this period, T, and T, are off and on, respectively.
The cross-coupled inverters (7, I;) hold the state of the slave Iatch. When the clock goes high,
the master stage stops sampling the input and goes into a hold mode. T i3 off and 7, is on, and
the cross-coupled inverters I, and I, hold the state of O, Also, 75 is on and 7, 15 off, and Oy is
copied to the output O,

=

D e B e L D

Ou
D—% T 41:: >0
CLK] D"

Figure 7-10 Master—slave positive edge-triggered register, using multiplexers.
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Problem 7.1 Optimization of the Master-Slave Register

It is possible to remove the inverters /; and Z, from Figure 7-10 without loss of functionality. Is there any
advantage to including these inverters in the implementation?

Timing Properties of Multiplexer-Based Master—Slave Registers

Registers are characterized by three important timing parameters: the setup time, the hold time
and the propagation delay. It is important to understand the factors that affect these timing
parameters and develop the intuition to manually estimate them. Assume thal the propagation
delay of each inverter is ,, ,,., and the propagation delay of the transmission gate is ¢, ,.. Also
assume that the contamination delay is 0, and that inverter, deriving CLK from CLK, hag a delay
of ( as well.

The setup time is the time before the rising edge of the clock that the input data 2 must be
valid, This is similar to asking the question, how long before the rising edge of the clock must
the D input be stable such that Oy, samples the value reliably? For the transmission gate multi-
plexer-based register, the input I has to propagate through I,, T, £5, and £, before the rising edge
of the clock. This ensures that the node voltages on both terminals of the transmission gate T,
are at the same value. Otherwise, it is possible for the cross-coupled pair 7, and /; to settle to an
incorrect value. The setup time is therefore equal t0 3 X £, o + 7, 0

The propagation delay is the time it takes for the value of ,,t0 propagate to the output .
Note that, since we included the delay of J, in the setup time, the ontput of [, is valid before the
rising edge of the clock. Therefore, the delay . is simply the delay through 73 and fg (t._, =
t pd_ix + ‘t;}rf_inv}'

The hold iime represents the time ¢that the input must be held stable after the rising edge of
the clock, In this case, the transmission gate 7, tumns off when the clock goes high. Since both
the D input and the CLK pass through imverters before reaching 7, any changes in the input
after the clock goes high do not affect the output. Therefore, the hold time is 0.

Example 7.1 Timing Analysis, Using SPICE

To obtain the setup time of the register while using SPICE, we progressively skew the
inpit with respect to the clock edge until the circuit fails. Figure 7-11 shows the setup-
time simulation assuming a skew of 210 ps and 200 ps. For the 210 ps case, the correct
value of input D is sampled {in this case, the { cutput remains at the value of V). Fora
skew of 200 ps, an incorreci value propagales to the output, as the £ ocutput transitions to
. Node J;, starts to go high, and the output of I, {the input to transmission gate T} starts
to fall. However, the clock is enabled before the two nodes across the transmission gate T,
seffie to the same vahue. This results in an incorrect value being written into the master
latch. The setup time for this register is 210 ps.

In a similar fashion, the hold time can be simulated. The D-input edge is once again
skewed relative to the clock signal until the circuit stops functioning. Fer this design, the
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Figure 7-11  Setup time simuiation.

fiold time is O (i.e., the inputs can be changed on the clock edge). Finally, for the propaga-
tion delay, the inputs transition at Jeast one setup time before the rising edge of the clack,
and the delay is measured from the 50% point of the CZLK edge to the 30% point of the ¢
output. From this simulation (Figure 7-12), f,_ ., was 160 ps, and 7,_ 4, was 180 ps.

Volts

4 0.3 1 1.3 2 25
Time {ns}

Figure 7-12  Simulation of propagation delay of transmission gate register.

The drawback of the tansmission-gate register is the high capacitive load presented to the clock
signal. The clock load per register is important, since it directly impacts the power dissipation of
the clock network. Ignoring the overhead required to invert the clock signal—since the inverter
overhead can be amortized over muitiple register bits—each register has a clock load of eight
transistors. One approach to reduce the clock load at the cost of robustness is to make the circuit
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Figure 7-12 Reduced load clock load stalic master—slave register.
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Figure 7-14 Reverse conduction possible in the transmission gate.

ratioed. Figure 7-13 shows that the feedback fransmission gate can be eliminated by directly
cross-coupling the inveriers,

The penalty paid for the reducted in clock load is an increased design complexity. The
transmission gate (7)) and its source driver must cverpower the feedback inverter (/) to switch
the state of the eross-coupled inverter. The sizing requirements for the transmission gates can be
derived by using an analysis similar to the one used for the sizing of the level-restoring device in
Chapter 6. The input to the inverter /, must be brought below its switching threshold in order to
make a transition. If minimum-sized devices are to be used in the transmission gates, it is essen-
tial that the transistors of inverter £ should be made even weaker. This can be accomplished by
making their channel lengths larger than minimum. Using minimum or close-to-minimum size
devices in the transmission gates is desirable to reduce the power dissipation in the latches and
the clock distribution network.

Anocther problem with this scheme is reverse conduction—the second stage can affect the
state of the first latch. When the slave stage is on (Figure 7-14), it is possible for the combination
of T, and /, to influence the data stored in the [;—1; latch. As long as /, is a weak device, this for-
funately not a major problem.

Non-lIdeal Clock Signals

So far, we have assumed that CLK is a perfect inversion of CLK, or in other words, that the delay
of the generating inverter is zerc. Even if this were possible, this still wounld not be a good
assumpfion. Variations can exist in the wires used to route the two clock signals, or the load
capacitances can vary based on data stored in the connecting latches. This effect, known as clock
skew, is a major problem, causing the two clock signals to overlap, as shown in Figure 7-15b.
Clock overlap can cause two types of fatlares, which we illustrate for the NMOS-oaly negative
master—slave register of Figure 7-15a.
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Figure 7-15 Master—sclave register based on NMOS-only pass transistors.

1. When the clock goes high, the slave stage should stop sampling the master stage output
and go into a hold moede. However, since CLK and CLX are both high for a short peried of
time (the overlap period), both sampling pass transistors conduct, and there is a direct path
from the D input to the Q output. As a result, data at the output can change on the rising
edge of the clock, which is undesired for a negative edge-triggered register. This is known
as a race condition in which the value of the output O is a function of whether the input D
arrives at node X before or after the falling edge of CLE. If node X is sampled in the meta-
stable state, the output will switch to a value determined by noise in the system.

2. The primary advantage of the multiplexer-based register is that the feedback loop is open
during the sampling period, and therefore the sizing of the devices is not critical to func-
tionality. However, if there ts clock overlap between CLK and CLK, node A can be driven
by both D and B, resulting in an undefined state.

These problems can be avoided by using two nonoverlapping clocks instead, PHI| and
PHI, {Figure 7-16), and by keeping the nonoverlap time £, o, between the clocks large
enough so that no overlap occurs even in the presence of clock-routing delays. During the non-
overlap time, the FF is in the high-impedance state—the feedback loop is open, the loop gain is
zero, and the input is disconnected. Leakage will destroy the state if this condition holds for too
long—hence the name pseudostatic: The register employs a combination of static and dynamic
storage approaches, depending upon the state of the clock.
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Figure 7-16 Pseudosiatic two-phase D register,

Problem 7.2 (Generating Nonoverlapping Clocks

Figure 7-17 shows one possible implementation of the clock generation circuiiry for generating a two-
phase nonoverlapping clock. Assuming that each gate has a unit gate delay, derive the timing relationship
between the input clock and the two output clocks. What is the nonoverlap perfod? How can this period be
inereased if needed?

PHI,

CLK
PHI,

Figure 7-17 Circuitry for generaling a two-phase nonoverlapping ciock.

7.2.4 Low-Voliage Siatic Laiches

The scaling of supply veltages is critical for low-power operation. Unfortunately, certain laich
structures do not function at reduced supply voltages. For example, without the scaling of device
thresholds, NMOS-only pass transistors {e.g., Figure 7-16) don’t scale well with supply voltage
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due to its inherent threshold drop. At very low power supply voltages, the input to the inverter
cannot be raised above the switching threshold, resulting in incorrect evaluation. Even with the
use of transmisston gates, performance degrades significantly at reduced supply voltages.

Scaling to Jow supply voltages thus requires the use of reduced threshold devices. How-
ever, this has the negative effect of exponentially increasing the subthreshold leakage power {as
discussed in Chapter 6), When the registers are constantly accessed, the leakage energy typically
is insignificant compared with the switching power. However, with the use of conditional clocks,
it is possible that registers are idle for extended periods, and the leakage energy expended by
registers can be guite significant.

Many solutions are being explored to address the problem of high leakage during idle peri-
ods. One approach involves the use of Muitiple Threshold devices, as shown in Figore 7-18
[Mutoh93]. Only the negative latch is shown. The shaded inverters and transmission gates are
implemented in low-threshold devices. The low-threshold inverters are gated by using high-
threshold deviees to eliminate leakage.

During the normal mode of operation, the sleep devices are turned on. When the clock is
low, the I input is sampled and propagates o the output. The latch is in the hold mode when the
clock is high. The feedback transmission gate conducts and the cross-coupled feedback is
enabled. An extra inverter, in parallel with the low-threshold one, is added to store the state when
the latch is in idle (or sizep) mode. Then, the high-threshold devices in series with the low-thresh-
old inverter ave turned off (the SLEEP signal is high), eliminating leakage. Itis assumed that cleck

VDD

Vf} 12
H
i

Figure 7-18 Solving the leakage problem, using multiple-thrashold CMOS.
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is held high when the latch is in the sleep state. The feedback low-threshold transmission gate is
wrned on and the cross-coupled high-threshold devices maintain the state of the larch.

Problem 7.3 Transistor Minimization in the MTCMOS Register

Unlike combinational logic, both NMOS and PMOS high-threshold devices are required 1o climinate the
leakage in low-threshold latches. Explain why this is the case.

Hint: Eliminate the high-V,. NMOS or high-V PMOS of the low-threshold inverter on the right of
Figure 7-18, and investigate potential leakage paths.

7.2.5 Siatic SR Flip-Flops—Writing Data by Pure Force

The traditional way of causing a bistable clement to change state is to overpower the feedback
loop. The simplest incarnation accomplishing this is the well-known SR, or sef-reset, flip-flop, an
implementation of which is shown in Figure 7-19a. This circuit is similar to the cross-coupled
inverter pair with NOR gates replacing the inverters. The second input of the NOR gates is con-
nected to the trigger inputs (5 and R) that make it possibie to force the outputs £ and O to a given
state. These outputs are complimentary {except for the SR = 1] state). When both § and R are 0,
the flip-flop is in a quiescent state and both owtputs retain their values. (A NOR gate with one of
its inputs being 0 looks like an inverter, and the structure looks like a cross-coupled inverter) If a
positive (or 1) pulse is applied to the § input, the { output is forced into the 1 state {with O going
to () and vice versa: A I-pulse on R resets the flip-flop, and the @ cutput goes to 0.

These results are summarized in the characteristic rable of the flip-flop, shown in
Figure 7-19¢. The characteristic table is the truth table of the gate and Hsts the output states as
functions of alt possible input conditions. When both 5 and R are high, both Q and { are forced
to zero. Since this does not correspond with our constraint that (3 and (7 must be complementary,
this input mode is congidered forbidden. Ap additional problem with this condition is that when
the input triggers return to their zero levels, the resulting state of the lateh is unpredictable, and
depends on whatever input is last to go low. Finally, Figure 7-19b shows the schematic symbol
of the $% flip-flop.

5 R o o
s g 0 0 g @
R e 1 i i &
v i 4] i
i i g i
A ]
Forbidden State
{a) Schemalic diagram {b} Logic symbol {c} Characteristic table
Figure 7-19 NOR-based SR fiip-fiop.
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Problem 7.4 SR Flip-Flop, Using NAND Gates

An SR flip-flop can also be implemented by using a cross-coupled NAND structure, as shown in
Figure 7-20. Derive the truth table for a such an implementation.

s 0

0

R a—
Figure 7-20 NAND-based SR fiip-flop.

The SR flip-fiop shown so far is purely asynchronous, which does not match well with the
synchronous design methodology, the preferred strategy for more than 99% of today’s integrated
cirentits. A clocked version of the laich is shown in Figure 7-21. It consists of a cross-coupled
inverter pair, plus four extra transistors to drive the flip-flop from one state to another, and to pro-
vide synchronization, In steady state, one inverter resides in the high state, while the other one is
low. No static paths between Vp, and GNID exist. Transistor sizing is, however, essential to
ensure that the flip-fiop can transition from one state to the other when requested.
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Figure 7-21 Raticed CMOS SA latch.

Example 7.2 Transistor Sizing of Clocked SR Latch

Consider the case in which ( is high and an R pulse is applied. In ozder to make the
latch switch, we must succeed in bringing @ below the switching threshold of the
inverter M| -3,. Once this is achieved, the positive feedback causes the flip-flop to
invert states. This requirernent forces us to increase the sizes of transistors M;, Mg, M-,
and M. The combination of transistors M, M, and M; forms a raticed inverter.
Assume that the cross-coupled inverter pair is designed such that the inverter threshold
V), is located at Vj,,/2. For a 0.25-um CMOS technology, the following transistor sizes
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were selected: (W/L)y, = (W/L}, =(05um/0.25um}, and (W/L),, = (W/L},
= (1.5 um/0.25 pm). Assuming @ = 0, we determine the minimum sizes of My, My, M,,
and My to make the device switchable.

To switch the latch from the @ =0 to the @ = [ state, it is essential that the low level
of the ratioed, pseudo-NMOS inverter (M;—M )M, be below the switching threshold of
the taverter My—M, that equals Vj,/2. It is reasonable to assume that as long as V5>V,
Vg equals 0 and the gate of transistor M, is grounded. The boundary conditions on the
transistor sizes can be derived by equating the currents in the inverter for Vg = Vpp/2, as
given in Eq. (7.4} {this ignores channel-length medulation). The currents are determined
by the saturation current, since Vi = Vpp, = 2.5V and V= 1.25 V. We assume that #/; and
My have identical sizes and that W/l 5 is the effective ratio of the series-connected
devices. Under this condition, the pull-down network can be modeled by a single transis-
tor Mg, whose length is twice the length of the individual devices:

e V}%SATR
k ﬂ(z}}-ﬁ({ VDD - V?‘u) vi}.S‘A’!'n - 3 )

{7.4)

LW Visar,
= _k "’(z)z(i_ Voo = ¥YrlVosars— DZ p]

Using the parameters for the 0.25-1im process, Eq. (7.4) resuits in the constraint that
the effective (W/L},, = 2.26. This implies that the individual device ratio for M5 or My
must be larger than approximately 4.5. Figure 7-22a shows the DC plot of Vi as a fanction
of the individual device sizes of M, and M. We notice that the individual device ratio of
greater than 3 is sufficient to bring the 0 voltage to the inverter switching threshold. The
difference between the manual analysis and simulation arises from second-order effects
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Figure 7-22 Sizing issues for SR flip-flop. (a) DC output voliage versus pull-down device
size Mg g {with WL, = 1.5 pm/0.26 um). (b} Transient response showing that M; and M;
must each have a WL larger than 3 to switch the SR flip-flep.
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