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Preface of the 2" Edition

The first English edition of the book “Digital Video Broadcasting (DVB)”
was published at the end of the year 2000. It was based upon the second
German edition andreflected the developments in the world of DVB as of
the end of 1998. Onlyayearafterthe sales of the first English edition began,
Springer publishers asked for a new, completely updated version of the
book. This request wasa result of the very favourable acceptance of the book
by its readers. The revision provided me with the opportunity to incorporate
those reports of the many new developments in the world of DVB which
could notbe reflected in the first English edition.

A new team of authors gathered to add new sections to the book. Again
they all are or once were researchers working with meat the Institute for
Communications Technology (Institut fiir Nachrichtentechnik - IfN) at
Braunschweig Technical University (Technische Universitat Braunschweig)
in Germany. They contributed to the work of the relevant ad-hoc groupsof
the Technical Module of the DVB Project, of which I am the chairman, and
therefore were able to provide highly informed insider reports about the
most recent results of the developmentsin the world of DVB.

In preparing the second English edition we decided to update chapter1,
the introduction to the DVB world (Reimers) and to considerably enlarge
section 5.4 dealing with Service Information (Foellscher). In Chapter u,
which describes DVB-T the standard for terrestrial transmission, we added

the latest results of chip and receiver implementations and describe in some
detail the capabilities of DVB-T when used by mobile receivers (Liss, Dr.
Roy). A new chapter 12 was added in order to describe the use of DVB for
data broadcasting (Foellscher). Among the most recent additionsto the set
of DVB standards are those enabling the offering of interactive services.
These are now described in chapter 13 (Leisse, Dr.Piastowski). Chapter 14
deals with the Multimedia Home Platform (MHP) (Klinkenberg, Schiek).
The MHPis a software platform to be usedin all kinds of terminal devices.It
is specified by the most complex of all DVB standards so far and promises to
become a real global success. The previous section on Measurement Tech-
niques has now becomechapter15.
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vi Preface of the 2™ Edition

I wish to thank Springer publishers, for their support in producing the
bookandin particular Dr. Dieter Merkle and Ms. Heather King.

I very much hope that this completely revised and amendededition will
be received well by its readers.

Braunschweig, Summer 2004 Prof. Dr.-Ing. Ulrich Reimers
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Preface

Digital Television (“Digital TeleVision Broadcasting” [DTVB] or “Digital
Video Broadcasting” [DVB]) has become oneof the most exciting develop-
ments in the area of consumerelectronicsat the end of the twentieth century.
The term digital television is not typically used either to describethe digitisa-
tion of the production studio or to indicate the adventof digital signal proc-
essing in the integrated circuits used in television receivers. Rather, digital
television refers to the source coding of audio, data and video signals, the
channel coding and the methodsfor the transport of DVBsignalsviaall kinds
of transmission media. The term normally also embraces the technologies
used for the return path from the consumerback to the programmeprovider,
techniques for scrambling and conditionalaccess, the concepts of data broad-
casting, the software platforms used in the terminal devices, as well as the
user interfaces providing easy access to DVBservices.

The aim of this book is to describe the technologies of digital television.
The descriptionrefers to a point in time at which muchofthe technical devel-
opmentworkhadtaken place. No doubt, in the future there will inevitably be
a considerable numberof modifications and additionsto the list of technical

documents describing the technologies used for DVB. The performancedata
of the DVB systems,specifically of the one used for terrestrial transmission,
are still in the process of being evaluated in many countries throughoutthe
world. In some respects this book must therefore be regardedas a report on
the present intermediate stage of the developmentofdigital television and of
the practical experience gained so far. I nevertheless consider it timely to
present such a report, since at the date of its publication DVB will have be-
come a marketreality in many countries.

The focus is on the developments within, and the achievements of, the
“Moving Pictures Experts Group (MPEG)”in the area of source coding of
audio and video signals, followed by an extended description of the work
and the results of the “DVB Project”, the international body dealing with
the design of all the other technical solutions required for the successful
operation of digital television. The combination of the specifications de-
signed by MPEG and those designed by the DVB Project has led to the
overall system that we can nowcall digital television. The system for the
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terrestrial transmission of MPEG signals presented by the “Advanced Tele-
vision Systems Committee (ATSC)” will not be described in detail in this
book. This system will be used in the United States of America, in Canada,
Mexico and someother parts of the world. It uses vestigial side-band mo-
dulation (VSB) of a single carrier per channel, and sound coding called
Dolby AC-3. VSB will be explained in the chapter dealing with modulation
techniques.

The book addresses readers who wish to gain an in-depth understanding
of the techniques usedfor digital television. They should already have a good
knowledge of the existing analoguetelevision systems and should know the
properties of analogue audio andvideosignals. They should also have some
understandingof the techniquesusedin digital signal origination anddigital
signal processing.

Chapter 1 is an introduction to the DVB world.It presents an overview of
the whole DVB scenario and answers the very fundamental questions con-
cerning the goals of the developmentof digital television. It describes the
state of technical developments andtries to evaluate several scenarios for the
introduction of services using the different transmission media.

Chapter 2 recapitulates the fundamentals of the digitisation of audio and
video signals.It explains the parameters chosen for the digitisation, such as
the quantisation scales and the sampling frequencies, and derives the result-
ing data rates. On the basis of the figures presented in chapter 2 the funda-
mentals of source coding of audio and video signals are described in chapters
3 and 4, respectively. The primary goal of source codingis to reduce the data
rate for the representation of audio and videosignals in such a waythat no de-
terioration of the perceptual quality results or, at most, only a well-defined
one.In this way the resources required for the transmission and/orstorage of
the signals can be limited.

Before the data-reducedsignals can actually be transmitted they have to be
amalgamatedinto a system multiplex. Tools for the synchronisation of audio
and video,auxiliary data neededfor the description of the multiplex and of
the programmecontent conveyed bythat multiplex, teletext data, and a great
deal of other information need to be added. Chapter 5 explains the multiplex-
ing and thestructure of the auxiliary data.

Oneof the special features of digital signals is that they can be protected
against the effects of unavoidable errors occurring during transmission by
adding forward error correction before the signals are sent. Chapter 6 de-
scribes methodsof forwarderror correction (FEC)in general. It then concen-
trates on the two methods used in the DVB world, namely, Reed-Solomon
coding and convolutional coding.

Digital modulationis dealt with in chapter7. Here again we highlight those
methods which are used in DVB (QPSK, QAM, OFDM,VSB).
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The techniques used for the scrambling of digital signals are presented in
chapter 8. Owingto the very nature of this topicit is impossible to describe in
detail the specific methods which are used for DVB.

The three standardsfor the transmission of DVBsignalsviasatellite, on ca-
ble and via terrestrial networks are described in chapters 9,10 and 11, respec-
tively. In addition to merely explaining the specific details of the standards,
we give the performance data and further information regarding the hard-
ware implementation in the receivers.

Finally, the methods of measuring and evaluating DVB signals as well as
audio and video quality are explained in chapter12.

This bookis the result of the joint effort of several researchers workingat
the Institute for Communications Technology(Institut fiir Nachrichtentech-
nik - IfN) at Braunschweig Technical University (Technische Universitat
Braunschweig) in Germany. The contents are based upona series of seminars
held for interested European industrial professionals since the beginning of
1994. To date, over 250 participants have attended such seminars, in which we
not only present the theoretical background of the DVB systems but demon-
strate the possibilities of DVB and the existing DVB systemsandservices. In
nearly all cases the authors report about areas in which they themselves have
carried out research work. Amongstotherthings, this work hasalready gen-
erated four doctoral theses. Several of the researchers are - or have been -

membersof either ad-hoc groups of the DVB Project or of the Moving Pic-
tures Experts Group (MPEG).

I wish to thank the authors for their competency and co-operation in meet-
ing deadlines for the various manuscripts. Ms. Boguslawa Brandt and Ms.Si-
mone Sengpiel prepared a large numberof the drawings used in this book
and Dipl.-Ing. Christian Johansen wasresponsible for thefinal co-ordinating
and editing of the whole text. I extend my thanksto all three of them.

Thefirst German edition of this book was publishedin 1995. It was followed
by a revised secondedition in 1997. The English version is based uponthatsec-
ond German edition. Of course, several amendments portraying develop-
ments between 1997 and 1998 have been included. Thetranslation from Ger-

maninto English was done by Ms.Vivienne Bruns and Ms. Anne Kampendonk.
Iam mostgrateful to both ladies for having taken onthisvery difficult job.

Dr. George Waters, the former Director of Engineering of the European
Broadcasting Union (EBU), undertookthe final proofreading of the English
version. ] am especially indebted to him for his invaluable contributionto the
quality of the book.

Springer publishers, and in particular Dipl.-Ing. Thomas Lehnert, were
competent and active partners in producing the book. My thanks go to them
for their guidance and assistance during the publication process of the Eng-
lish version.
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Digital television, based on the specifications developed by the DVB Pro-
ject, would mostcertainly have remained a dream without the co-operation
of countless researchers and engineers in Europe, North America and Asia
whowerehighly enthusiastic about the creation ofthe digital television para-
digm. I have the pleasure of being chairman of the Technical Module of the
DVBProject and I wish to join the other authors of this book in thankingall
the DVB colleagues and friends for such a great achievement.

Braunschweig, December 1998 Prof. Dr.-Ing. Ulrich Reimers
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1 Digital Television — a First Summary

1.1 Definitions and Range of Application

The expression "digital" is one of the elements of language which hasfre-
quently been used and very often misused in the past few years. "Digital"
alone meansthat there are elements which can be counted onthefingers. In
the everyday language of information technology the expression "digital" is
often used as a synonym for "sampled, quantized and presented in binary
characters". In the field of electronic media technology "digital" is a mark of
quality which wasfirst used when the compact disc (CD) was introduced on
the market and offered to the general public.

The expression "digital studio" describes the introduction of digital signal
formsinto radio and television production. The audio andvideo signals are
sampled by meansof predetermined sampling frequencies and quantized by
predetermined numbersof quantization steps. As a rule, further source cod-
ing is not used during processing and distribution, however it may take
place in individual pieces of equipment.

The signals which are received by "digital" television receivers in most
cases arestill analogue input signals (NTSC, PAL, SECAM), which are then
internally digitised and processed as digital signals. The presentation of the
image, however, remains analogue.

From what hasbeensaid, it is evident that the terminology must be care-
fully defined in order to limit confusion to a minimum."Digital Television",
sometimes termed "Digital TeleVision (DTV)", or “Digital Video Broadcast-
ing (DVB)", usually means the transmission of digitised audio, video and
auxiliary information as data signals. However, since these data signals must
in most cases be modulated onto continuous-time carrier waves in order for

them to fit in the transmitting channel, the actual transmission in digital
television uses analoguesignals.

In the context of this book the expression "digital television" should in
fact be understood as the system for the transmission of audio, video and
auxiliary data described above. However, it is not possible to concentrate
only on the channel coding and modulation, furthermore necessary system
components must be included, in particular the technology for the source
coding of audio and videosignals and multiplexing. Thelatter is required for
the co-ordination of various elementary streams to form onesignal. The ex-
pression “multiplexing” is not really quite apt because this simplifies the
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Fig. 1.1. A scenario for the utilisation of DVB in private homes

actual task. In the concept of the Moving Pictures Experts Group (MPEG)
the term "systems"is used to indicate that the actual multiplexing is overlaid
with a large numberof othertasks.

During the development of the system further elements to those named,
as belonging to the field of "digital television" have been moreorless suc-
cessfully subsumed underthis expression. Fig. 1.1 shows a system scenario
which describes the equipment technology of digital television from the
viewpoint of the user. Mainly, DVB includesall equipment required for dis-
tribution, reception, relevant signal representation and processing. However
it excludes studio technology andthe actual video display.

The most suitable distribution systems for the transmission of DVB are
satellite, cable and satellite master antenna TV (SMATV). Distribution via
conventional terrestrial transmission networks has begun in a numberof
countries and is planned for several others. One of the most innovative pos-
sibilities for digital television is the transmission of DVB signals via tele-
phonelines. The utilisation of glass fibre, where this is available, appears to
be relatively unproblematic, even for signals with a higher data rate, due to
its inherent transmitting capacities. The reduction of the data rate ofa tele-
vision programmeto just a few Mbit/s will enable the transmission ofa sin-
gle television programmeovera transmission distance of several kilometres
via a copper telephone wire between the last switching centre and the sub-
scriber. Finally, in many countries microwave transmission of DVBsignals is
exploited (Microwave Multipoint Distribution System [MMDS]) to transmit
a variety of programmes, similar to that offered via a typical cable network,
to private homes. The exceptional advantage of MMDSis, for example,
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thinly populated regions can be connected where a cable connection would
not be financially viable.

For all the mentioned broadcast media, the DVB Project has developed
technologies which allow reverse channel compatibility. This meansthatre-
turn information, i.e. from the viewer to the network operator or content
provider, can be sent. The utilisation of a reverse channel for the ordering
and paymentofpay-TV services, or in connection with teleshopping services
etc., has becomea reality and requires only relatively low datarates.

The DVB decoder (integrated receiver decoder [IRD]) replaces a data
modem,in which the digital signals can be demodulated and decodedin or-
der to be displayed. The decoderalso edits and evaluates the return-channel
data and additional information embedded in the DVB data stream which

can, for instance, then be passed onto the display for the creation of a
graphic user interface.

Apart from the classic television receiver, the PC or "desktop video work-
station" can be utilised as an actual terminal. This in most cases will not re-

place the television set, butif digital television is to be used for business ap-
plications such as stock exchange and bankingit will be necessary to have a
keyboard and a mousefor interactive direct communication.

Cassettes and video discs like the DVD as well as the hard-disc built into

receivers of the personal-video-recorder-(PVR-) type or the hard-disc of a
multimedia PC could serve as storage mediafor digital television.

In recent years all kinds of “multimedia” offers accompanying DVB
broadcasts have been made available to TV viewers. The range of such offer-
ings is vast. Electronic program guides are among the simplest. Interactive
games and the broadcasting of internet pages are more complex. Thesce-
nario in figure 1.1 still gives an adequate portrayal of the user environmentin
this era of “multimedia services”. Whatit can not depictis the software envi-
ronment in the receiving devices (such as the multimedia home platform
[MHP]) as well as the myriad of communication protocols used.

For the reception of terrestrial DVB signals, various kinds of portable and
mobile receivers are being offered. A typical portable receiver is a handheld
device having the size of a small laptop computer. Prototypes of receivers
have been shownattrade fairs which fit into a shirt pocket. DVB receivers in
cars have been demonstrated by numerous companies. From these examples
it becomes clear that DVBis able to provide service to users which could not
be reached by analogue TV transmissions.

1.2 The Genesis of RecommendationsforDigital Television

The evolution of the first concepts of digital television can only be under-
stood in relation to the background of the world-wide developmentin the
field of television engineering in the secondhalf of the 1980s. While in Japan
the multiple subsampling encoding (MUSE) system and in Europe, the HD-
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MAC system developed within the Eureka 95 project, were ready for the
transmission of HDTV via satellite and through cable networks, the broad-
casting community in North Americafelt threatened by these developments,
since at that particular time they had nothing competitive to offer. Most par-
ticularly the distribution of HDTV via satellite envisaged in Europe and Ja-
pan would have endangered the classical commercial business of broadcast-
ers in the USA,if also satellite broadcasting had becomethe primary means
of HDTV transmission. The stability of this commercial business is a result
of the large networks acquiring advertising spots with a nation-wide impact,
whereas the actual transmission of the programmes within the network is
left to the regional partners, so-called affiliates, who in turn secure their in-
comethroughthe sale of commercials of local and regional importance.It is
clear that in such a system,satellite distribution which cannot be regional-
ized would prove to be a destabilising factor. The growth of the cable busi-
ness, which particularly in the USA resulted in new programmesbeing of-
fered exclusively over cable, had already drastically changed the broad-
casting scene. Therefore it was obvious that North America would start an
initiative to developterrestrial, and thus regionally transmittable, HDTV as
an alternative to MUSE and HD-MAC.

The second initiative for the developmentofa terrestrial transmittable
HDTVstandard began in Scandinavia [APPELQ], but this time right from the
beginning with the goal of breaking through to digital television. Looking
back, it is difficult to identify the actual motivation for initiating the HD-
DIVINEproject. It was probably due to the conviction that HD-MAC was
not technically viable, a result of the wish of the national public broadcasting
corporations to prevent the Scandinavian governments from granting
terrestrial frequencies to commercial broadcasters by proclaiming a great
Scandinavian awakening, and pioneering spirit played an importantrole,
too. Back in 1992 HD-DIVINEwasable to publicly demonstrate their first,
still incomplete system.

At the end of 1991,the first discussions took place in a close circle in Ger-
many with the aim of evaluating the worldwide technical situation oftelevi-
sion and to resolve the question as to which real development alternatives
were available in Europe. Resulting from these first discussions, the Euro-
pean Launching Groupwas bornin the spring of 1992. This was a group with
participants from all sections of the trade whofirst met unofficially, and not
until September1993 evolved into the International DVB Project [REIMERS1].

In Japan there was no official research on digital television for a number
of years. The success of HDTV with MUSEasa transmission standard could
not be endangered.It was only in the summerof 1994 that the Ministry of
Posts and Telecommunication (MPT) founded a Digital Broadcasting Devel-
opment Office, which would be responsible for the co-ordination of all
achievements in development. A project structure, now called Advanced Ra-
dio Industries and Businesses (ARIB), supports this endeavour.
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1.2.1 Work in the United States of America

The replacementof traditional analogue television by digital television was
first thought of in 1990. It was recognised as a solution to a nationalinitia-
tive of the Federal Communication Commission (FCC) during 1987, with the
objective to develop an HDTVstandard in the USA enablingterrestrial and
therefore locally confined transmissions of HDTV.At the initial stage the
“call for proposals” produceda veritable “gold rush” climate which led to 21
possible systems being submitted, some of which onlytried to attain a com-
patible improvement of NTSC and in this respect showed moresimilarity to
PALplus than to HDTV. Many ofthe proposals promised HDTV quality but
were, nevertheless analogue in the above-mentioned sense and this waspar-
ticularly true of Narrow-MUSE, a development for the USA bythe national
Japanese broadcasting authority, NHK. [FLAHERTY].

By 1990 the list of remaining system concepts which could be taken seri-
ously had been reduced to nine. Two of them, both analogue systems, were
conceived for parallel transmission of HDTV and NTSC(Simulcast). On the
1" of July 1990, General Instrument wasthe first company to recommend a
fully digital concept. In 1991 there wasonlyatotal of five systemsleft in the
race, all of which were intendedfor the transmission of HDTV.Fourof them

were digital and one (Narrow-MUSE)wasanalogue. Theresults of intensive
testing on hardware prototypes between 1991 and 1992 reducedthelist even
further. Specifically, Narrow-MUSEwas eliminated [FCC].

In May 1993 the remaining system developers (the companies
AT&T/Zenith, General Instrument, DSRC/Thomson/Philips, and the MIT)
stated their readiness to work together on the developmentofa single pro-
posal, which since then has been known as the Grand Alliance HDTV Sys-
tem. Multiple endeavoursto initiate the development of transmission proc-
esses for digital television with the current image quality (standard-
definition television [SDTV]) were resisted for a long time by the FCC.It was
just before finalisation of the specification phase in the summerof 1995 that
this quality level was integrated into the system.

The Grand Alliance HDTV System, which was approved by the member-
ship of the Advanced Television Systems Committee (ATSC) as the ATSC
Digital Television Standard (A/53) on 16, September 1995 can be described in
a somewhat simplified manner as follows [HOPKINS]: the source coding of
the imagesignalis in accordance with the MPEG-2 standard as developed by
the Moving Pictures Experts Group (Main Profile @ High Level — see section
4.3). This provision isstill maintained when SDTV imagesare to be encoded
instead of HDTV images. The audio coding is in accordance with Dolbyrec-
ommendation AC-3 and is multichannel-compatible. The forwarderror pro-
tection is multistage. The modulation process utilises vestigial-sideband
(VSB) modulation of a single high-frequencycarrier (see section 7.4). An 8-
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stage modulation (8-VSB) was specified for the terrestrial transmission and
a 16-stage modulation (16-VSB)for distribution over cable.

On 24, December1996 the FCC adopted the major elements of the ATSC
Digital Television (DTV) Standard, mandating its use for digital terrestrial
television broadcasts in the USA.It did not mandate the specific HDTV and
SDTV video formats contained in the standard. On November1", 1998 the
first terrestrial digital TV service was launched in the USA. As of 15, May
2001 there were 195 DTV stations on the air in the USA. The governmentsof
Canada and South Korea adopted the ATSC standard in 1997for possible use
in their countries.

Notall market partners in the USA were content with the system compo-
nents chosen by the Grand Alliance. During the work of the Cable Television
Laboratories (CableLabs) a cable distribution standard using quadrature
amplitude modulation (QAM) was developed which is very similar to the
DVBsystem (DVB-C - see chapter 10). This standard nowexists in addition
to the VSB-based proposal by the Grand Alliance.

In the summerof 1994 the USA sawthefirst transmissions from a multi-
channeltelevision satellite. Named DirecTV/USSB/DSS,it uses technology
which is very similar to that developed by the DVB Project (DVB-S - see
chapter 9) by partner companies of the DVB Project andis practically iden-
tical to the European standard [BEYERs].

1.2.2 Work in Europe

The DVB Project (in the beginning a European industry consortium) is the
focal point of the developmentofdigital television for most of the world.
This project came into being from the experience that developments in the
complexfield of electronic media can only be successful whenall the impor-
tant organisations working in this field participate in such a development
and when the commercial interests are allowed to carry the same weight as
technical considerationsin the definition of technological objectives.
Figure 1.2 shows the organisational structure of the project. The numberof
member companiesis 260, representing 32 countries from all over the world.
The membersare either content providers, hardware manufacturers, net-
work operators or regulatory bodies from the various countries. The Com-
mission of the European Communities (CEC), the European Broadcast ing
Union (EBU), associations and standardisation institutes also have a special
status for participation.

The commercial working group (Commercial Module) of the DVB Project
is responsible for the definition of commercial requirements for the new sys-
tems from the viewpoint of the users. These requirements form the basis of
work within the Technical Module. After completion of the development, the
Commercial Module verifies the specifications for the new systems and
passes them onto the Steering Board for final decision.
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Fig. 1.2. Organisational chart of the DVB Project (as of 2002)

By meansof a cooperation contract with the standardsinstitutes ETSI and
CENELEC,an integration of specifications from the DVB Project into the
regular standardisation proceduresofboth institutes is ensured.

At the time of the first work on DVB in Europe, the Moving Pictures Ex-
perts Group (MPEG), a working group reporting to the standardisation
institutions ISO and IEC which are active worldwide, was already working
on a solution for the source coding of video and audio signals and had
already started the design of the respective systems level (MPEG-2). The
proposed system known as MPEG Audio for the source coding of audio
signals, in mono and stereo, was already in the final phase of
standardisation. The DVB Project decided that in orderfor the technological
solution used by the DVB Project to find a wide international basis, digital
television should utilise the MPEG standard. This decision led to an

intensive cooperation between many European organisations and MPEG
with the result that the research conducted in someplaces in Europe - with a
different approach to image coding - was putaside in favour of a worldwide
standard. The DVBProject’s strategic aim to support a single worldwide
solution was partly responsible for the decision taken by the Grand Alliance
in the USA to also select MPEG-2 for the source coding of imagesignals.
Japan also adopted MPEG-2 for source coding.

Thefirst important result of the DVB Project emerged in the secondhalf
of 1992 underthe leadership of the author. This was the report to the Euro-
pean Launching Group on the “Prospects for Digital Terrestrial Television”
[WGDTB], which was presented in November1992. This report showed how,
and with which aims, a DVB system for Europe could be developed. There-
port wasrelatively heavy weighted in favourof terrestrial transmission and
towards HDTV as the probable quality objective. In this respect it was a
productofits time and took into accountthefact, that at the end of 1992 the
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official European development policy wasstill centred on the satellite
transmission of HD-MAC.

Even during the production of the above-mentioned report the DVB Pro-
ject was able to profit enormously from the existence of research consortia
which were sponsored by funds from the EC (RACE dTTB, SPECTRE,
Sterne) or from the German Federal Ministry for Research and Technology
(HDTV-T), or which were organised by a private enterprise (HD-DIVINE).
During the further development of the work, the said consortia continued
playing an importantrole, particularly in the definition of the standardsfor
the terrestrial transmission of DVB (DVB-T - see chapter11).

The first complete system specification was the recommendationforsat-
ellite transmission (DVB-S) adopted by the technical module of the DVB
project in November 1993. [REIMERS 3, REIMERS 4]. In Decemberthe Steer-
ing Board agreed with this recommendation and in November 1994 by
unanimousdecision of all memberstates of the ETSI, this became the Euro-

pean Telecommunications Standard, ETS 300 421. In January 1994 the speci-
fication for DVB distribution via cable (DVB-C —- ETS 300 429) followed and
since then numerousotherspecifications have been developed and adopted.

In the following chapters manyofthe results of the work of the DVB Pro-
ject are described in detail. The complexity of the DVB scenario, however,
does not permit the inclusion of all the DVB results. At the end of 2002,
CENELECand ETSIlisted some 44 DVB-based standards and some 19 guide-
lines for the implementation of these standards. Some examples from this
long list such as the specifications of technologies to be used to interface in-
dividual pieces of equipment, the technologies to be used in network
headendsorthe solutions for in-home networkswill not be described in this

book.

1.2.3 Workin Japan

As already mentioned, in Japan work on the developmentofdigital televi-
sion officially commenced in the summerof 1994. However, unofficially this
topic had already been examined in manyplaces since a lot of European
subsidiaries of Japanese equipment manufacturers were already membersof
the DVB Project. Therefore early reports from Japan (personal communica-
tion) showeda great correspondence between Japanese and European con-
ceptions. As in Europe, MPEG-2 was chosen for the source coding and for
the system level. Quadrature phase shift keying (QPSK) was also adopted as
the modulation procedurefor the satellite transmission [NHK]. Quadrature
Amplitude Modulation (QAM) was used for the distribution in cable net-
works. In practice this meansthat all “communicationsatellite” services in
the 12.2 GHz to 12.5 GHz bands use either the DVB standard for satellite
broadcasting (DVB-S - see chapter 9) or the DirecTV system introduced in
the USA.In those cable networks wheredigital TV was introduced beginning
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in 1996, the decision was in favour of the DVB standard (DVB-C - see chap-
ter 10).

The development of an additional, national, Japanese system for digital
broadcasting began in 1994 and wasjointly carried out by the Association of
Radio Industries and Businesses (ARIB) and the Digital Broadcasting Ex-
perts Group (DiBEG). The system was designated as Integrated Services
Digital Broadcasting (ISDB).It consists of a satellite component (ISDB-S), a
cable component (ISDB-C) anda terrestrial component (ISDB-T). Services
using ISDB-S started in December 2000. ISDB-S is used on “broadcasting
satellites” in the 11.7 GHz to 12.2 GHz bands. Instead of QPSK, the modula-
tion scheme used by DVB-S, the ISDB-S system uses 8-PSK (see chapter7)
and Trellis coding. Thefirst installations of ISDB-C in cable networks were
completed in December 2000. ISDB-C is very similar to DVB-C anddiffers
only in a very limited numberof technicaldetails.

ISDB-Tis a terrestrial system for digital broadcasting whichis very closely
related to the DVB standardforterrestrial transmission (DVB-T - see chap-
ter 11). The modulation method COFDM (see chapter 7) is used in both
DVB-Tand ISDB-T. The most important new idea incorporated in ISDB-T is
the possibility to split the frequency bandof a single TV channel (6 MHz in
Japan) into 13 segments of 432 kHz width. Using only one segment, it is pos-
sible to transmita digital radio service. Using several segments, SDTV can be
offered. Using all 13 segments, HDTV services can be transmitted. Thefirst
pilot transmissions of ISDB-T started in April 1999. The official launch ofthe
digital terrestrial services took place in December2003.

1.3 Objectives in the DevelopmentofDigital Television

One of the most important questions asked with regards to the development
of DVB is about its commercial reason. Why should a system for entertain-
menttelevision be commercially successful, in a saturated market, compet-
ing with a multitude of existing television standards, some of which have
been in use for many years and therefore can address a great numberof
compatible receivers?

At the beginning, the DVB Project compiled a catalogue of possible goals,
which could be described as classical or typical of broadcasting. [REIMERS
2]:

1. Digital television might enable the transmission of very high-quality
HDTVimages, possibly even via future terrestrial broadcasting networks.

2. DVB might enable the broadcasting of programmes of contemporary
technical quality (standard definition television - SDTV) using narrow-
band channels for transmission, or it might enable an increase of the
numberof programmesoffered within existing transmission channels.
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3. DVB might be the methodof broadcasting to low-cost pocket TV receiv-
ers, equipped with built-in receiving antennas or short rod antennas,
which would guarantee stable reception for a numberof television pro-
grammes.

4. Television receivers in vehicles (trains, busses or cars) might be served by
DVBwith broadcasts of a superb quality, i.e. DVB might enable stable re-
ception in moving vehicles even overdifficult radio channels and at high
speeds.

5. Moreover, as a data transmission technique, DVB mightretain the typical
characteristics of digital technology, such as the stability of the reception
within a very clearly defined coverage area, the possibility of simple dis-
tribution over telecommunication lines as one service among many, and
the possible integration into the world of personal computers.

As work on DVB hasprogressed, the objectives have changed considerably.
HDTVhas notbeen forgotten at all, but it has lost its role as a primary ob-
jective. The servicing of portable receivers has remained an objective during
the development of DVB-T,the standardfor terrestrial transmission, but for
several countries it is not as importantas originally envisaged. From the ex-
tensive list of optional parameters for the terrestrial standard (see chapter
11) it is possible to choose operational modessuitable for portable reception.
Finally, mobile reception was nota part of the original user requirements of
the DVB system, although this requirement is currently evolving in some
countries. The DVB system specification for terrestrial transmission (DVB-
T) has, in the meantime, demonstrated its capability to provide stable mo-
bile reception up to very high speeds.

In the course of time ,,data container” has become the key concept with
regardsto the definition of the objectives of DVB [REIMERS 5]. This concept
illustrates the idea which underlies the design of the transmission standards
for all methodsof transmission. A data containeris defined by the fact that a
maximum amountof data per unit of time can be transmitted in it quasier-
ror free (QEF). It does not matter what kinds of data are transmitted as long
as they are packetised and supplemented with additional data, such as syn-
chronisation information, in accordance with the rules of the various DVB

standards. With this background,the question about the reason for DVB can
now be answeredasfollows:

1. DVB enables a multiplication of the numberof television programmes
which can be broadcast on one transmission channel or in one data con-

tainer.

2. DVB makes the broadcasting of radio programmespossible and enables
data transmission for entertainment and business purposes.

3. DVB makesa flexible choice of image and audio quality possible, includ-
ing the choice of HDTVaslongasthe resulting data rate does not exceed
the capacity of the data container.
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4. For use in connection with pay services there are very secure coding
methods which ensure that unauthorised access to such services is ex-

tremely difficult, if not impossible.
5. DVB standards for return transmission from the viewer to the network

operator or content provider enable full interactive services to be intro-
duced.

6. The DVB Multimedia HomePlatform (MHP) provides an openandinter-
operable software platform for enhanced services like enhanced broad-
casting or even full internet access from a TV receiver.

7. DVB-Toffers the possibility to address receivers in all kinds of environ-
ments from theclassical TV sets in the living room via portable devices in
onesshirt pocket to TV receivers built into vehicles.

8. Furthermore, as a data transmission technique, DVB incorporates typical
characteristics for the utilisation of digital technology, such as the stabil-
ity of the reception within a clearly defined coverage area, the possibility
of simple distribution over telecommunication lines, as one service
among many others, and the possible integration into the world of per-
sonal computers.

1.4 Data Reduction as the Key to Success

The data containers already mentionedin section 1.3 are available in various
capacities, in accordance with the transmission medium.Specifically, for ex-
ample, in satellite transmission and distribution on cable networks, the ca-
pacity is in the range of 40 Mbit/s (see chapters 9 and 10), while for terres-
trial transmission the capacity could be in the range of 13 Mbit/s to 20 Mbit/s
(see chapter 11).

Regarding the digitisation of colourtelevision signals in compliance with
ITU-R Recommendation BT.601 [ITU 601], it is obvious that without an effi-
cient reduction in the data rate not even a single television programme,let
alone many,can be transmitted within a data container. Recommendation
601 calls for a data rate of 216 Mbit/s for a complete television image includ-
ing blanking intervals, or 166 Mbit/s when blanking intervals are buffered
and can be ignored(see chapter 2). Hence data-rate reduction is indispensa-
ble (see chapter4).

Similar considerations apply to audio signals. The original data rate for
stereo signals in CD quality is 1.4 Mbit/s (see chapter 2). Therefore they
would require an exorbitantly large part of the capacity of a data container,
unlesshere,too, efficient data-rate reduction is achieved (see chapter3).

In figure 1.3 there is an illustration of data-rate reduction for video sig-
nals. There are three groups of input data rates on the ordinates, values
which are producedin television studios before data-rate reduction. In each
case these are net values, data rates describing the video signals without
blanking intervals. Current digital studios for standard-definition (SDTV)
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Fig. 1.3. Examples of compression ratios for video data reduction.

and enhanced-definition television (EDTV) use 166 Mbit/s (see above). One
important proposed HDTVstudio format uses 829 Mbit/s. If, right from the
start, video services are to be produced with a greatly reduced video quality
(which would be roughly comparable to a medium-quality VHS recording),
it would seem that the utilisation of original video material with reduced
video quality would suffice (MPEG-1 source input format - SIF, see chapter
4). The parameters of the luminance of SIF images are 288 lines, with 360
pixels per line, and scanning is progressive, which means that an image is
represented by 25 complete frames per second. In contrast to what is re-
quired in today’s studio standards, the chrominance componentsare added
to the luminance signals line-sequentially at a ratio of 4:2:0. The resulting
data rate of quantized source signals of 8 bits per pixel is therefore 31.1
Mbit/s.

The funnels in figure 1.3 symbolise the data-rate compression by meansof
the source coding techniques introduced in chapter 4. Significant examples
of output data rates after completion of compression are indicated. "ISDN"
stands for the compression by meansof the ITU-T Recommendations H.261
or H.263 [ITU H.261, ITU H.263], which also aim towards videophoneappli-
cations with the ISDN data rate of 64 kbit/s. The expression "CD-ROM"
symbolises the use of data reduction to produce video signals for the storage
on CD formats such as CD-ROM. The MPEG-1 standard is used as the com-

pression method. “SDTV”(standard-definition television) refers to a video
quality which does not warrant an error-free reproduction, but the sum of
whoseartefacts in most of its picture content is comparable to the present
PALtelevision. It seems that 4 — 6 Mbit/s are sufficient for SDTV when,as

with all higher data rates, one of the standards known under the generic
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term of MPEG-2 is employed. “EDTV” (enhanced-definition television)
stands for virtually transparent video transmission, at a quality capable of
being produced in a studio in accordance with the ITU-R Recommendation
BT.601.

One needs to be very careful in interpreting the values indicated. At a
given data rate the achievable video quality varies greatly with the complex-
ity of the scene that was encoded. The quality of the encoder used is very
important andit is now very typical to employstatistical multiplexing of the
various video signals, which are to be transmitted within a single data con-
tainer. Therefore it may be possible to deliver SDTV quality at an average
data rate below 3 Mbit/s, if enough video signals with different scene content
are jointly encodedin such a waythat the data rate momentarily allocated to
each individual signal is chosen in accordance to the scene complexity.

1.5 Possible MeansofTransmissionfor Digital Television

Most people, when thinking of the technical means of transmissionfortele-
vision programmes, probably thinkfirst of terrestrial transmission, which is
wireless broadcasting of programmes from antenna masts standing on the
ground.

However,already during the phase of planning the introduction of Digital
Audio Broadcasting (DAB), the allocation of broadcasting frequencies for
new terrestrial services - at least in Europe - proved to be exceptionally
problematic. The sameisalso true for television, becauseit is neither possi-
ble, at short notice, to clear channels, now in use for analogue transmissions
for the exclusive use of digital television, nor are there unused frequencyre-
sources which could be allocated for television broadcasting. In this respect
the terrestrial transmission of DVB was dependent on finding newtechnical
concepts for the broadcasting standard DVB-T and enabling the utilisation
of the few frequencies available to reach a greater number of membersofthe
public. In addition, a long-term strategy had to be foundforthe reallocation
of frequency resources. Another option wasto first introduce digital televi-
sion in areas where spectrum capacity could be found, which resulted in the
creation of “geographic islands”.

For the broadcasting of analogue TV programmesin the United States of
America there are approximately 1,700 television transmitters in use
[JANSKyY]. This represents such a minimalutilisation of the spectrum capac-
ity allocated to television broadcasting, that the work of the Grand Alliance
targeted the introduction of DTV into existing gaps of the frequency spec-
trum, the so-called "taboo-channels" [JANSKy]. These taboo-channels could,
in principle, be used for the transmission of analogue NTSCsignals, but in
reality they were not used because of possible interference with either a co-
channel transmitter somewherein the region or a transmitter using an adja-
cent channel, or because of possible interference with the local oscillator fre-
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Fig. 1.4. Occupancy of the UHF bandfortelevision transmitters in Europe

quency used in the receiver. The ATSC DTVstandardis in a positionto al-
low broadcasts in some of these channels which are at present unused. This
meansthat — although the service areas of the NTSC transmitter and that of
the ATSC transmitter remain comparable in size, the interference effect of
the ATSC transmitter on an existing NTSC receiver must be reduced,for ex-
ample by reducing the radiated power in comparison with an NTSC trans-
mitter, however at the same time the robustness of the digital system must
be sufficient enough to enable interference-free ATSC reception despite the
presence of the NTSC transmitter.

In comparison with the USA the situation in manyparts of Europeis dis-
tinctly more complex.It is typical for the national broadcasting services in
European countries to take on the task of total coverage for the general pub-
lic. This means that there are a great numberof transmitters with varying
powerlevels. Figure 1.4 shows the European utilisation of the UHF band
(channels 22 to 69) for television transmitters of all power levels in 1991
[WGDTB]. It is easy to see that in channel 22 alone there are almost as many
transmitters as in the whole of the United States of America. At first it looks

as if the only reserves are within the range of channels 34 to 38 and above
channel 60. Actually, different allocations in both these ranges exist in some
European countries. Most particularly the channels above60 arestill being
used in many countries for military services.

In Europe a recommendation for a new distribution of the available fre-
quency spectrum was developedbya specialist group from the European
Radio communications Office [ERO] on the basis of an analysis of the pre-
sent allocation of frequency bands to the various types of users. This rec-
ommendation, which was presented in autumn of 1995 during the European
Conference of Postal and Telecommunications Administrations [CEPT], in-
cludes the proposal that, by the year 2008, in all regions where channels
above channel61 are notyet utilised for radio broadcasting, these channels
ought to be made available for DVB. By the year 2020 large parts of the UHF
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spectrum should then be utilised by DVB, while at the same time the number
of transmitters for analogue television should be reduced.

In Chester, United Kingdom,in the summerof 1997, more than 30 Euro-
pean countries signed a multilateral co-ordination agreement which in-
cludes all necessary rules and technical parameters that enabled thestart of
frequency planningforterrestrial digital television in all of Europe.

The first country to introduce terrestrial digital television based on the
DVBstandard DVB-T was the United Kingdom. Immediately before that in-
troduction, the company BSkyB commenceddigital satellite broadcasting
based on DVB-Son 1st October 1998. Digital terrestrial was launched on 15th
November1998. Six multiplexes were operated by four so-called multiplex
operators. Later digital cable based on DVB-C was being rolled out in a
numberof franchise areas. In November2001, there were around 8.3 million
digital homes in the UK. Theofficial subscriber figures were: 5.5 million
homes using DVB-S, 1.6 million homes using DVB-C and 1.2 million homes
using DVB-T.

A planning conference which will revise the results of the “European
VHF/UHF Broadcasting Conference” (Stockholm 1961) is planned for 2004
and 2005.It will at least cover the whole “European Broadcasting Area” but
may include all of Africa as well as some neighbouring countries. This con-
ference will be held in twosessions. Thefirst session will take place in May
of 2004. Amongotherthings, it will be used to create the planningcriteria
and determine the planning method. The secondsession is planned for 2005.
During that session all agreements will have to be negotiated.

The introduction of DVB bysatellite and cable is muchless affected by
the necessity of long-term planning than the introduction of terrestrial
transmission. Therefore, the mainstay of the introduction strategy in Europe
wassatellite distribution. The initial stages in this strategy go back to the
spring of 1996. The ASTRA 1Esatellite, in its orbit position of 19,2° east, had
been ready for the DVB transmission since October 1995. Figure 1.5 shows a
possible scenario for the distribution of DVB with thesatellite taking the
central position.

Following the multiplexing of individual compressed audio, video and
auxiliary data signals into programmes1 to n, these are combinedto form a
single serial data stream (the data container), which is then transferred to
the satellite uplink after suitable processing. The satellite then broadcasts the
data containerto the direct-to-home (DTH)receiver, to cable head ends and
to the locationsof terrestrial transmitters. The signals are received in the ca-
ble head ends, and demodulated, although they may not be completely de-
coded. Next, if required, programmesare re-multiplexed within a container
and then distributed further within the cable network by meansofa specific
modulation technique (DVB-C). Of course, cable programmes can also be
distributed to the cable head ends by other means, for example, via tele-
communication links. The procedure for cable networksis also applicable to
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Fig. 1.5. Possibilities of a satellite-based distribution of DVB

community antenna systems. At sites with terrestrial transmitters for ana-
logueor digital television, satellite signals can also be received, decoded and
demodulated. They can then be converted to any other transmission stan-
dard such as PAL or SECAM,before transmission to the public [ROY].

Figure 1.6. showsthe status of the introduction of digital television in the
variousparts of the world.
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Fig. 1.6. Status of the introduction ofdigital television in the variousparts of the world
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Satellite services using DVB technology (DVB-S) are available nearly any-
where in the world. DVB over cable (DVB-C) exists in many countries.
Terrestrial DVB (DVB-T) was introducedofficially in Australia, Finland,
Germany, the Netherlands, Singapore, Spain, Sweden, Taiwan and the
United Kingdom. Several other countries made the decision to introduce
DVB-Tandare currently installing the networks. Thestatus of the introduc-
tion of digital television in Canada, the USA and South Koreais described in
section 1.2.1. The status of the introduction of ISDB-T in Japan is mentioned
in section 1.2.3.

1.6 Standards and Normsin the World of Digital Television

The developmentofdigital television has led to technical specifications for a
myriad of system components, ranging from the description of coding algo-
rithms to that of modulation procedures, transmission parameters, hard-
ware components, device interfaces, protocols and techniquesfor interactive
channels and software platforms. Many organisations, such as MPEG,the
DVBProject, the Digital Audio Visual Council (DAVIC) and the TV Anytime
forum, participate in the developmentof specifications. The transformation
of the specifications into standards, however, does notlie within the compe-
tence of these groups, but is the responsibility of European or even world
standardisation institutes. The International Standardisation Organisation
(ISO), the International Electrotechnical Commission (IEC), the European
Telecommunications Standards Institute (ETSI) and the Comité Européen
de Normalisation Electrotechnique (CENELEC)all play an importantrole in
the DVB context. The task of creating unity in the system concepts and stan-
dards for digital broadcasting which are being developedin various parts of
the world (ATSC, DVB, ISDB) is undertaken by the International Tele-
communications Union (ITU).

The Moving Pictures Experts Group (MPEG)is a body reporting to both
the ISO and IEC organisations. The ISO/IEC Standards (IS 11 172, IS 13 818
{Parts 1,2,3]) are a result of the work of MPEG.

A cooperating contract has been agreed between the DVB Project and the
already-mentioned organisations ETSI and CENELEC,to the effect that the
specifications originating from the Project are passed on to the Joint Techni-
cal Committee (JTC) Broadcast which is jointly run by the European Broad-
casting Union (EBU), ETSI and CENELEC. This JTC then decides to which
standardisation institute each specification will be delivered. Figure 1.7 lists
the documents of the DVB Project which have been orare currently being
handledbytheinstitutes. Instead of listing the detailed namesof standards
or guidelines, the figure indicates the “territories” in which these documents
reside. Details can be found on the two websites www.dvb.org and
www.etsi.org.
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Fig.1.7. List of DVB documents handled by ETSI and CENELEC(end of 2002)

1.7 The New DVBProject

DVBwasformedto drive the future of TV broadcasting and to respond to
the commercial opportunities created by a new delivery infrastructure. This
was driven by market demand andtherealisation of commercial value par-
ticularly through pay TV, advertising supported and public service broad-
casting. The answer at the time was encapsulated by the word “digital”
which brought promises of high quality and economic multi-channel pro-
gramming. The word “digital” is as crucial to the future of broadcasting,
content distribution and home entertainment as ever. However, “digital” is
much more than a meansoffering more choices. It brings aboutgreatflexi-
bility, but it also adds the complexities of managing the underlying stability
of the consumertelevision experience. There is an accelerating requirement
to maintain and improve the consumeroffering in the face of diverse and
competitive market developments. The document “A Fresh Vision for a new
DVB”was approved by the DVB General Assembly in December2000.It de-
fines the foundations on which a new building is being erected. The com-
mercial and the technical framework of this new building is defined, based
on the following vision:

“DVB‘s vision is to build a content environment that combinesthestabil-

ity and interoperability of the world of broadcast with the vigour, innovation
and multiplicity of services of the world of the Internet.”

The DVB Promotions and Communications Module (PCM) usesthefol-
lowing terminology when positioning DVB now andforthe future:
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“DVBis the point to multipoint data delivery mechanism with a guaran-
teed quality of service. DVB will enable the implementation of open andin-
teroperable pathways to the consumerand thus offer a multiplicity of ser-
vices and content for exploitation in the home, on the move, and in the
office.”

Figure 1.8 shows the new reference model of the workdone in the DVB
Project. The cursive text indicates areas which were dealt with uptill now or
which will be dealt with in the future. Traditionally, the DVB Project devel-
opedspecifications addressing the technology of broadcast networksin or-
der to transport digitised audio and video to TV receivers, set top boxes and
high-fidelity audio receivers. Later specifications for interaction channels
were added. The completion of the specification for data broadcasting
opened up DVB networks for the transmission of graphics, photos and data
- for example by encapsulating internet-protocol-(IP-)based services in
DVBdata streams. At that time the users of personal computers and laptops
started to take advantage of DVB services. The advent of the MHP indicated
another milestone since, with the MHP, software applications can be run on
all sorts of terminal devices.

The ongoing developmentof the Multimedia HomePlatform is one of the
key activities of the new DVB. Among other things the embedding of the
MHPinto digital broadcasting environments which are not completely DVB
compliant, like for example manyof the cable networks in the USA, is an
important ongoing activity. One other significant new area for DVB is the
developmentof specifications for the transport of “DVB content” overtele-
communications networks (both fixed and mobile). A quite enlightening
way of describing the technical activities within the Technical Module of the
DVB Project is to list just a few of its new ad-hoc groups: “Audio/Video
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Fig. 1.8. New reference modelfor the work of the DVB Project
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Content Formats (for the transport of DVB content over IP-based net-
works)”, “CBMS-Convergence of Broadcast and Mobile Sevices (defining
the technologies necessary to construct hybrid networks with a broadcast
and a co-operating mobile telecommunications branch)”, “Internet Protocol
Infrastructures (for the efficient transport of DVB data streams over IP-
based networks)”, “Copy Protection Technology (including copy manage-
ment and rights management)”, “DVB-H (andheld) (for the transmission of
high-rate data streams to battery-powered personal communications de-
vices)”.

After some ten years of work, the DVB Projectis thereforestill extremely
active in developing new solutions for the ever-changing world ofthe elec-
tronic media.
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2 Digitisation and Representation
of Audio and VideoSignals

The sourcesof the audio andvideo signals, such as microphone and camera,
produce analoguesignals,i.e. signals of an unlimited range of values, pro-
gressing continuously in the time domain.For digital processing the signals
must be discretely sampled at regular intervals, quantised and coded. These
processes are subsumed underthe term ‘digitisation and are performed by
analogue-to-digital converters (ADCs). Reconversioninto analoguesignalsis
carried out by digital-to-analogue converters (DACs).

Between these two converters the signals are transmitted in bit-parallel or
bit-serial form and further processed. Certain signals and/or periodsof time
within periodically recurring signal patterns (frames) can be used specifi-
cally for synchronisation and for the transmission of auxiliary information.
The signal shapes and data rates resulting from this procedure are here
classed underthe term ‘signal representation’.

2.1 Sampling and Quantising

The frequency of the sampling clock obeys Nyquist’s criterion which pos-
tulates that the sampling rate of the analogue signal mustbeat least twice
the highest frequency to be sampled,so as to avoid aliasing in the digitised
signal [SCHGONFD 1].The analogue signal must be prefiltered accordingly.
Usually a sampling frequency higher than the Nyquist limit (oversampling)
is chosen to increase the distance between the baseband spectrum andthe
repeat spectra and so reduce the implementation requirements for thefil-
ter.

The numberofsteps required for the quantisation and codingof the ana-
logue signal is determined by the amplitude resolution of the digitisation
process. This entails 2° quantisation steps of the samesizefor linear, binary
coding withb bits. The attainable level rangeis limited at the lower end by the
quantisation error of one step and at the upper endbythelimiting effect of
the ADC whichsets in as soon as the quantisation characteristic ofthe latteris
overdriven. This level range is also referred to as system dynamics.
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Undervery general conditionsrelative to a stochastic analoguesignalto be
quantised, the powerof the inherent quantisation error can assumethe value
of Q’/12 if Q represents thesize of one of the quantisationsteps. If the chosen
step Q is small enough,this quantisation error can be conceived as a uni-
formly distributed random sequence with zero mean value and with a white
spectrum whichis not correlated with the original signal [scHUssLER]. This
mayalso be called quantisation noise and can be usedto define a signal-to-
noise ratio. With deterministic signals, such as those often foundin video ap-
plications, these requirements are notsatisfied in every case, owing to which
the quantisation error can no longer be described in such a general way. Even
so, the above assumptionoffers a sufficient estimation of the disturbingeffect
of the quantisation error.

The followingis valid for video signals when only the range of the picture
signal Sy is digitised:

Sy [No =b (6 dB) +10,8 dB > (2.1)

for audio signals, when referred to the r.m.s. value of Sj:

S4/Ng =b(6 dB)+1,8dB . (2.2)

The different constants in both formulae can be derived from Sy (peak-to-
peak value of the signal amplitude) and S, (r.m.s. value of the signal ampli-
tude) [SCHONED 1]. The equivalent r.m.s. value of the quantisation error in
both cases is Ng =Q/ 12 in the sense already explained.

The quantisation error can also depend on the frequencyof the analogue
signal. The layout of the sampler in the ADC(transitional behaviour, aperture
jitter) is important here.

2.2 Digitising Video Signals

The standardised samplingrate of 13.5 MHzforthe R, G, B or Y basebandsig-
nals [1Tu 601], together with the quantisation of 8 bits per sample specified
for broadcast transmission, leads to a data rate of H, = 108 Mbit/s for each of
these signals. For each of the chrominancesignals Cz and Cp the sampling
rate is reduced to 6.75 MHz andthedata rate to 54 Mbit/s. The Y sampling rate
of 13.5 MHzis defined as an integral multiple of the line frequency for the
625-line standard as well as for the 525-line standard. This results in a dura-

tion of the ‘active’ line of 720 samples in both standards. Furthermore, this
choice facilitates the design of the pre-filter required in front of the ADC,as
already mentioned. The same applies to the chrominance components.

For an RGB transmission (format 4: 4:4) this results in a total data rate of

Ho total = 324 Mbit/s or, for a Y/CgCp transmission, due to the reduced sam-
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Table 2.1. Digitisation characteristics and data rates of video signals
in accordancewith[ITU 601] 

 

 

 

 

Signals Clock b H, oTotal Format
[MHz] [bit] [Mbit/s] [Mbit/s]

R 13.5 8 108 4:4:4
G 13.5 8 108 ITU 601

B 13.5 8 108 324

Y 13.5 8 108 4:2:2

C, 6.75 8 54 ITU 601
C, 6.75 8 54 216

Table 2.2. Pre-filter specifications in accordance with [ITU 601]

Y/RGBSignals C,C, Signals
Pass band:

Insertion loss ascending ascending
from +o.01 GB at 1 kHz from +0.01 dB at 1 kHz

to +0.025 dB at 1 MHz to t0.05 dB at 1 MHz
+0.025 dB/1 ... 5.5 MHz; +0.05 dB/1 ... 2.75 MHz
+0.05 dB/5.5 ... 5.75 MHz

Group delay time ascending ascending
from +1 ns at 1 kHz from +2 ns at 1 kHz

to +3 ns at 5.75 MHz to +6 ns at 2.75 MHz
+12 ns/2.75 ... 3.1 MHz

Stop band:
Insertion loss 212 dB/6.75 ... 8 MHz 26 dB/3.375 ... 4 MHz;

>40 dB/8 ... 13.5 MHz 240 dB/4 ... 6.75 MHz 

plingrate of 6.75 MHzfor the chrominance components(format 4:2:2),arate
of Ho rotq] = 216 Mbit/s. The results for both formats are compiledin table 2.1.

A quantisation of 10 bits per sample is also possible as an option for signal
transmission and processing in a studio environment and within equipment,
in which case the data rates will increase accordingly. Of late, a sampling rate
of 18 MHz, instead of 13.5 MHz, has been suggestedfor an aspectratio of 16:9,
in order to obtain a horizontal resolution whichis adaptedto this picture for-
mat {1TU 601]. In this way the data rates stated increase by the factor of4/3.

The specificationsfor filters before of the ADCs for the samplingrates of
13.5 or 6.75 MHzare shownintable 2.2.

Filters after the DACs generally have lower requirementsto fulfil as most
receivers in the frequency range under consideration already have a low-pass
characteristic. For equipment with subsequent analogue signal processing
the filter characteristics have to be designed accordingly.

Due to the sample-and-hold function of the DAC the output signal has a
spectrum which decreases with higher frequencies in accordance with ansi-
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Fig. 2.1. Video-level diagrams for A/D conversion
of componentsignals Y, Cg and Cp

 
function [SCHONED1]. The compensationofthis frequency response can take
place passively in the post-filter or actively by meansof an equaliser.

Thelevel ranges for the conversion of analogue componentsignals into the
digital Y/CgpCp componentsignals are smaller than the system dynamics
available for the digitisation as shownin figure 2.1. The values 255 and o are
reservedsolely for the coding of the synchronising signals. In addition,at the
upper and lowerendsofthe level range some quantising steps are reserved as
a protection against overdriving. Generally, the amplitudes are converted to
the binary code, with the luminancesignal Y not being offset and the bipolar
chrominance signals Cp and Cp being offset by their addition to the centre
value of the system dynamics.

The correct control of the level ranges requires fixed signal values for
‘black’ or ‘uncoloured’. This is effected by means of appropriate circuits di-
rectly in front of the ADC. Depending on the particular requirements, these
can be simple clampingcircuits or more complex controlcircuits to retain the
black or uncoloured value with changing signal averages such as have been
used for manyyearsin television engineering. The feedback of digitised ref-
erence values into the aforementioned control circuits can also be used to

compensate for tolerances in analoguesignal processing, includingthatof the
ADC [1RWIN].

2.2.1 ADCs and DACsfor Video Signals

For video ADCs, almostthe only techniquestill used nowadaysis the parallel
methodorflash conversion. The block diagram of such a type of converteris
shownin figure 2.2 [SCHONED 1, TIETZE]. The analogue input signal u,(t) is
fed to a chain of 2°-1 comparators which receive their references from the
taps of a voltage divider that divides the reference voltage Uppy into 2°-1
parts. The comparatorsare activated by the sampling clock andin this way
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reference value u;(t) analogue inputsignal
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digital

output signal

 

 
comparators
with register  

CLK clock signal

Fig. 2.2. ADC in accordance with the parallel method

function as samplers and quantisers at the same time. Their 2-4 outputsig-
nals representthe digital value in the form of a thermometerscale,the digital
value is converted by a subsequent coderinto one of the usual binary codes
with b bits in the digital output signal s,(nT).

The hold function for the sampling value is performedbyregisters at the
outputs of the comparators (not shownin figure 2.2) as well as by the output
register of the ADC.

Each of the b bits of the input signal in video DACs controls a current
source which,accordingto the weightof the respective bit, contributes to the
sum current at the output. Thus the magnitudeof this sum currentvaries in
accordance with the value of the digital input signal.

In the circuit diagram of figure 2.3 the individual currents whichareallo-
cated to the bits of the digital input signal s,(mT) are graded by powers of two
with the help of an R-2Rresistance network.The switches b, ... b, connect the
currents either to the analogue outputi,(t) or to the ground, depending on
their bit pattern [ScHONED1]. The correct function of the device depends
mainly on the simultaneouscurrent switching of the circuit; a temporal mis-
alignmentof individual currents can lead to correspondingly large transients
(‘glitches’) in the sum current i,(t) and therefore to take-over errors in the
analogue outputsignal u,(t).
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Other models of video DACs use equal individual currents which, when
added, are weighted by powers of two by an R-2R resistance network
[TIETZE]. Hybrid forms between this variant and the one depicted in figure
2.3 are also known.

2.2.2 Representation of Video Signals

Figure 2.4 [1Tu 656] shows the temporalrelationships between analogue and
digital video signals and the multiplex schedule of the video signals. The
blanking of the digital signals begins prior to the rising-edge centre of the
analogue synchronisingsignal, the duration of this blanking (144 samples for
the 625-line standard, 138 samples for the 525-line standard) being shorter
than that of the analoguesignal. Thefact that the sampling frequency and the
duration of the ‘active’ lines for both standards are the same warrants that the

temporalrelationships between analogue anddigital signals are almost inde-
pendent of the standard.

At the beginning andat the endof the‘active’ line the digital signal con-
tains synchronising words (video timing reference signals), referred to as
‘start of active video’ (SAV) and ‘end of active video’ (EAV). Each of these
words requires four time slots of the Y/CgCp multiplex. Includedis informa-
tion aboutthe actual field, the vertical blanking interval, and the beginning
(EAV) or end (SAV)of the blanking. In addition, four further bits are coded
such that they can correct onebit error and detect twobit errorsin this infor-
mation at the receiving end.

The multiplex schedule, as depictedin thelast line offigure 2.4, appliesto
the parallel transmission of the eight or ten data streams, depending on the
bit values. Apart from this, an additional ninth or eleventh line for the multi-
plex clock (27 MHz)is includedso that no clock recoveryat the receiving end
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Table 2.3. Digitisation characteristics and data rates of video signals with irrelevance reduction 

 
Signals Clock Values/_——Lines H, otal Format

[MHz] [line] [Mbit/s] [Mbit/s]

R 13.5 864 625 108 4:4:4
G 13.5 864 625 108 ITU 601
B 13.5 864 625 108 324

Y 13.5 864 625 108 4:2:2

C, 6.75 432 625 54 ITU 601
Cc, 6.75 432 625 54 216

Y 13.5 720 576 83 4:2:2

C, 6.75 360 576 41.5 only active image
C, 6.75 360 576 41.5 166
Y 13.5 720 576 83 4:2:0

C,C, 6.75 360 576 41.5 124.5 only active image
Y 6.75 360 288 20.7 4:2:0, SIF

C,C, 3.375 180 288 10.4 31.1 only active image  

is necessary. Directly after the end of the blanking (SAV), data words with the
signal components Cg,Y, Cp, Y are transmitted in the succession here indi-
cated. This sequence repeats itself until the beginning of the next blanking
(EAV) andin this way ensuresthe allocation of two luminancesignal values to
the corresponding two chrominancesignal values.

Forthe serial transmission (digital serial components, DSC) an additional
coding, after the parallel-to-serial conversion of the data stream,is required
with which, apart from the spectral shapingofthe signal, support of the clock
recovery and the word synchronisation at the receiving end is achieved. The
bit rate of the serial signal is 270 Mbit/s; it is mainly used for signal distribu-
tion in the studio [1TU 656].

Possible data rates of video signals are listed in table 2.3, taking into ac-
countthe effect of simple methodsof data reduction.Irrelevance reductionis
whatthis is about, i.e. omission of information which is not required for the
relevant application. The frame frequencyof the signal formats in table2.3 is
always 25 Hz andthe word width8 bits. By eliminating blankingintervals dur-
ing transmissionit is possible to reducethe total data rate Hy 744; from 216 to
166 Mbit/s, and by line-sequential Cp/Cp transmission, to 124.5 Mbit/s (format
4:2:0). Finally, a subsampling bya factor of 2 in the horizontal andvertical
directionsresults in a further reduction of the data rate Hy 7y1,; by a factorof 4,
to 31.1 Mbit/s (source input format, SIF). This signal formatrefers to a pro-
gressive picture scanning withoutline interlacing, independentofthe later
type of picture display.
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Table 2.4. Digitisation characteristics and data rates for the transmission of audio signals 

  
Standard Clock Hoatono Stereo Uses

{kHz] [kbit/s] [kbit/s]

DSR 32 512 1024 Digital satellite radio
CD 44.1 706 1412 Audio CD
AES/EBU 48 768 1536 Professional audio studio 

2.3 Digitising Audio Signals

The sampling parameters and the data rates of the more usual digital audio
systems are shownin table 2.4. Throughout, a quantisationof16 bits per sam-
ple is assumedfor the transmission.

The clock frequencies of 32 and 48 kHzare derived from multiples of the
sampling frequencyof telephone signals (8 kHz). The numerical ratio of the
clock frequencyof 44.1 kHz to the line frequencies of the TV systemsfor both
625-line and 525-line scanningis relatively simple. The reasonforthis lies in
the fact that in order to produce moulds during the mastering of CDsthedigi-
tal audio signals have to be stored temporarily for the playing timeof thecar-
rier (for approx. 70 minutes). It is often video recorders that are usedforthis
purpose,therefore it is convenient to choose an audio clock frequéncy which
is quasi-compatible with the line frequencies.

How the chosen quantisation affects the levels is illustrated in figure 2.5.
The system dynamics, for a 16-bit and a 20-bit system,is given in (2.2). A

signallevel4dB b=16 bit b=20bit overdriving limit (headroom)
+10 t 10dB

maximum signal level

-10

-20

-30

usable signal dynamics
-40

system
-50 dynamics 
 
 
 

minimum signal-to-noise ratio (footroom)

20 dB

empty-channelnoise level (CCIR 468-2)
14cB

quantisation-noise level

Fig. 2.5. Audio-level diagrams for A/D conversion
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headroom of10 dBis allowed for overdriving tolerance since the driving con-
trol for audio signals is not easy to handle and an abruptlimiting mustdefi-
nitely be avoided [ZANDER]. The aurally compensated evaluation of the quan-
tisation noise (with sometolerance) leads to an empty-channel noise level of
14 dB above the quantisation noise level [JAKUBOW, HESSNM]. The remaining
differences of 74 dB or 98 dB represent the actual usable level ranges. If an S/N
ratio of 20 dBis allowedat the lowest passages, then a usable signal dynamics
of 54 dB and 78 GBis obtained.

The level diagramsillustrate why a quantisation of 20 bits or moreis ap-
propriate in the professional studio. On the other hand, during transmission
the effective quantisation can be reduced to between 14 and12 bits by non-
linear quantisation (companding) or by a dynamic adjustmentof the level
range to the quasi-instantaneousvalueof the signal without the transmission
quality being, as a rule, audibly impaired [HESSENM].

2.3.1 Representation of Audio Signals

Apart from the bit-parallel processing of digital audio signals (which chiefly
takes place inside equipment),bit-serial transmission has been adopted in
the professional studio and for consumeruse. Oneof the signal formats used
(AES/EBU) is described in [1Ec 958]. It is structured in subframes of 32-bit

lengths, each of which, apart from one audio-signal sample (of a length of up
to 24 bits), contains the synchronising characters, the parity bit and oneinfor-
mation bit. Two of these subframes together form a frame andtransport the
dual-channel or stereo sound. A block is formed by 192 frames in which the
channel status is transmitted by the sum ofall information bits. Information
about source and destination, about parameters, the allocation of the signals
and, further, a time code and error-protection bits are included. The data
rates of these bit-serial audio signals prior to modulation (biphase mark)are
shownin table 2.5 and are dependent on the sampling frequencies of the
source signals.

2.3.2 ADCs and DACsfor Audio Signals

There are no guiding valuesfor pre- and post-filters applied to audio signals,
as recommended for video signals in accordance with table 2.2. The
stop-band attenuation ofthese filters ought in principle to achieve the value
of the signal-to-quantisation-noise ratio. In the case of a clock frequency of
48 kHz,a pre-filter cut-off frequency of 15 kHz and b = 16bits, a Cauer low-
passfilter of grade 9 is required to meet the above requirement.This very con-
veniently chosen example showsthatthis type of pre-filter - if necessary with
phase equalisation —- is costly to implement. This cost can, however, be con-
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Table 2.5. Data ratesfor bit-serial audio signals 

 
Clock Le oSer
{kHz] [bit] [Mbit/s]

32 24 2.048

44.1 24 2.8224
48 24 3,072
 

siderably reduced by oversampling anddigital signal processing, which will
be discussed later. The same applies to the post-filter.

The weighting process is widely used in ADCsfor audio signals (figure 2.6).
By meansofa register all b bits of the digital output signal are tentatively ar-
ranged in succession, commencing with the mostsignificant bit (MSB). The
result, after the D/A conversion, produces a comparisonsignal, whichis fed to
a comparator, the other input of which contains the sampled andretained
analogueinputsignal. The greater-smaller decisions of the comparatordeter-
mine the final value of the output signal. For this the clock frequency of the
successive-approximation register must be at least b times higher than the
sampling frequency of the input signal [TIETZE].

Progress in semiconductor technology allows the use of a considerably
higher sampling frequencyfor the converter than would be requiredin accor-
dance with the Nyquist theorem. An advantage of this oversampling is the
separation of the frequencylocations of the baseband spectrum and the sam-
pling spectrum.In this way the requirements placed on the steepness of the
stop-band slopes of the pre- and post-filter are reduced accordingly,as al-
ready mentionedin 2.1.

A further advantage is the now possible partial relocation of the required
signalfiltering to the area of digital signal processing, where even structures
of a higher order can berealised with a favourable effect - for instance, with-
out phase distortion - and at low cost.

comparator

 

 
 
 

U; (t)
analoguesignal © s, (nT)

digital signal

S/H = sample-and-hold device
SAR = successive-approximation register
DAC = digital-to-analogue converter
CLK = clock

reference value C)

Fig. 2.6. ADC in accordance with the weighting process
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comparator

 oO $2(nT)
digital signal

u,(t) ¢
analogue :

signal |

equivalent
circuit |

X(2)¢ > Y(z) =X(2)+(1-2"') Q(z)a)

HP 
Fig. 2.7. ADC with a sigma-delta modulator

Finally, the oversampling can beutilised for the exchangeof the speed and
the resolution of a converter. As a topical application of the above-mentioned
advantages of advanced semiconductortechnology the sigma-delta modula-
tor (ZAM), which hasreceived wide acclaim in audio technology as an ADC,
will be presented below.

The ZAM,the block diagram of which is shownin the upperpartof figure
2.7, can be derived from the well-known delta modulator (AM) by changing
the position of a module - the integrator - within the circuit [PARK, CANDY].
A bipolar signal, which has been derived from the binary outputsignalof the
ADC,is subtracted from the actual analoguesignalvalue u,(t). The resulting
difference signal is fed via the integrator to a comparator, which acts as an
ADCwith a one-bit resolution. The actual sampling process can be accom-
plished throughthe activation of the comparatorbythe clock signal, which is
represented here by a switch.

The whole circuit can be conceived as a sampled control loop keeping the
continuously integrated difference between input and output signal as small
as possible. As the output signal can only assumetwostates, it undergoes a
pulse-density modulation (PDM) and thus a changeof its mean value, which
tries to follow the amplitude of the input signal. The error occurring on ac-
count of the quantisation with 1 bit can only be reduced by oversampling,
which leads to a diminishing of the changesin the input signal between two
successive clock periods.

As already mentioned, YAM and AMaresimilar in their structure and also
in their function. However, the transfer of the integrator from the feedback
loop (AM)to the forward loop (ZAM) leadsto a different responsein the fre-
quency domain.In the equivalentcircuit (figure 2.7, lower part) the 2AMcir-
cuit is shownafter undergoing a z-transformation with the integrator repre-
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spectral components in the baseband:
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Fig. 2.8. Spectra of quantisation errors of 1-bit ADCs for audio signals with oversampling

sented by the operation 1/(1-z*) [PARK, AGRAW]. At this point the integrator
causes the quantisation error Q(z) in the output signal Y(z) to be weighted
with a high-pass characteristic (1-z™*), whereas the input signal X(z) remains
unweighted. As opposedto this, both components in the AM are unweighted
in their frequency responses after demodulation.

Thespectra of the quantisation errors in figure 2.8 show theseeffects. A 1-
bit ADCin the basebandfp with a Nyquist sampling frequencyoff, = 2fp dis-
tributes the power density Nog of its quantisation error evenly in this area
with a correspondingly high value. Oversampling, for the same converter,re-
sults in a distribution, equal in area, over a p-tuple-extended spectrum but
with a correspondingly low value. After thefiltering-out of the baseband the
residual noise-power density is reduced by a j)-tuple, i.e. the oversampling
factor. In the same way the AM functions as an ADC.

With the ZAM as a 1-bit ADCit is possible to further reduce this noise-
powerdensity, as shown schematically in figure 2.8. This is due to the spectral
noise shapingresulting from the high-pass characteristic [PARK], so that after
filtering out the baseband,only a triangular-shaped area remains as noise-
powerdensity. However, this spectral noise shaping of the ZAM ofthefirst or-
der cannot suffice for practical applications with an effective resolution of,for
example, 16 bits. By cascading several such circuits it is possible to obtain
higher AM orders, which makethe required noise reduction in the baseband
possible [CANDY]. _

As shownin figure 2.7, a digital filter follows the ZAM,which by decimation
makes the required numberofbits available in the output signal while simul-
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digital signal 16 pulse-density modulation
s,(nT).o digital signal

processing  44.1 kHz 11.29 MHz

analoguesignal
oversampling p) = 256 up(t)
interpolator Urer‘dither’ addition | I
A-modulator

Fig. 2.9. 1-bit DAC for audio signals with oversampling

taneously reducing the external clock frequencytof,. Usually this operationis
carried out by a numberof series-connected subfilters.

The DACsfor audio signals often work on the same principle as those for
video signals as depicted in figure 2.3. But the high-resolution requirement
causes problemsfor the control of the resistor tolerances and the very small
individual currents in the range of 10° A. Therefore different variants ofthis
type of converter are in use which,dueto internal splitting into several signal
branches and by temporal averaging out of the errors which occuras a result
(‘dynamic element matching’), achieve a technically better solution [skRI-
TEK].

The use of an analogue signal as reference current Ippp is an interesting
application of this DAC.In this case the converter functions as an attenuator,
the attenuation of which is determined by the digital input signal. This ar-
rangement is well-suited to a remote-controlled level- and volume adjust-
ment. The ‘fineness’ of the step-by-step characteristic of such adjusting de-
vices is determined by the numberof bits b in the DAC.

As already mentioned, oversampling is also advantageous for DACs. The
correspondinginverse application of the principle governing the ADCleads
to a 1-bit DAC in accordance with figure 2.9 [BIAESCH]. To start with, a large
numberof new values between the present values of the input signal s,(nT)
are generated by an interpolation process. By this methodthe differences be-
tween these interpolated values become smaller, so that a quantisation with a
resolution ofonly 1 bitis sufficient in the case of a correspondingly large over-
sampling (here pp = 256). As with the AM, a PDMsignalis generated from the
1-bit sequence, which controls a switch as a 1-bit DAC. An additional ‘dither’
bit results in a perceivable reduction of the quantisation noise at very lowsig-
nal levels. The subsequent analogue integrator smooths the form of the out-
put signal u,(t). An advantage of this concept - apart from the easy imple-
mentation as an IC - is the relatively high linearity at small amplitudes.
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Symbols in Chapter 2

B colour componentsignal: blue
b numberof bits with which a signal is digitised
b, bit value i

Cz_digital colour difference signal: blue
Cp digital colour difference signal: red
E’cg analogue colour difference signal: blue; y pre-corrected
E’cp analogue colour difference signal: red; y pre-corrected
E’, analogue luminancesignal, y pre-corrected
f frequency in general
fr limiting frequency of the basebandsignal
f, sampling frequency
G colour componentsignal: green
H, data rate of a single signal
Ao torgi data rate of a total signal

oer data rate of a serial signal
Inpp Teference current
i(t) analogue signal in the time domain (current)
n running variable, integer
Njg powerdensity of quantisation-error signal
Ng_tm.s. value of quantisation-errorsignal
Q size of one quantisation step
Q(z) quantisation-error signal, transferred to the z plane
R colour componentsignal: red
S4 audio-signal amplitude (r.m.s. value)
Sy  video-signal amplitude (peak-to-peak value)
s(nT) digital signal at sampling instants nT
T clock period, inverse of f,
t time in general
Uppp reference voltage
u(t) analogue signal in the time domain (voltage)
p oversampling factor
X(z) input signal, transferred to the z plane
Y digital luminance signal
Y(z) output signal, transferred to the z plane
z variable of z-transformation
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The digital television of the future will also have digital associated sound. In
this way an audio quality can be achieved which is far better than that ob-
tained with the FM transmission system used in analoguetelevision. How-
ever, in order to keep a digital television transmission within the realmsof a
realistic bandwidth,a suitable bit-rate reduction of the audio sourcesignalis
required. Moreover,the transition to a digital associated sound should offer
the content providers the opportunity to choose between various data rates
and thus betweenvarious qualities of audio signals. Furthermore,severalal-
ternative methods(such as dual-channel audio, stereo, surround-soundetc.)

should be available to the content provider. It goes without saying that certain
compatibility requirements mustbe satisfied so that eachreceiveris in a posi-
tion to decodethe audio signal regardless ofwhich system orbit rate has been
chosen by the content provider.

The techniques for the source coding of audio data which meetthese re-
quirements have been worked out by the MPEG audio group,a subsidiary
group of the ISO/IEC JTC1/SC29/WGu1. The standards developed by this
group are referred to by experts as the MPEG standards and designated as IS
11172-3 (MPEG Audio) andIS 13818-3 (MPEG-2 Audio). Accordingto the deci-
sions taken by the DVB Project the coding of the associated audio in digital
television must comply with the above standardsto be discussed in this chap-
ter. After a survey of the bit-rate reduction the psychoacoustic basics of the
coding techniqueswill be explained. Section 3.3 will deal mainly with the co-
ding and decoding in accordance with MPEG.Followingthat, there will be an
overview of the coding of surround-sound in accordance with MPEG-2.

3.1 Basics of Bit-rate Reduction

Figure 3.1 shows the block diagram of the transmission of information with
bit-rate reduction. The information source supplies an analogue audiosignal
whichis transformedinto a digital signal by sampling and quantisation. The
usual studio sampling rate of 48 kHz and a 16-bit quantisation result in a bit
rate of 768 kbit/s for a monophonic channel. In order to transmit this signal
with the least possible energy input, the bit rate is further reduced in a source
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compressed signal
kbit kbit

768-5 (ca.100 “) 768 Set
> A DP ZEEE Kap 

irrelevance and redundance (approx. 6002)
information which cannot be detected by the humanear due
to its limited temporal and spectral resolution, and data which
can be reducedin the signal dueto their statistical correlations
(Bit rates refer to a monophonicchannel.)

Fig. 3.1. Principle of bit-rate reduction for audio signals

coder. The decoderat the receiving end converts the bit-rate-reduced signal
back into a PCM signal, whichis then changedinto an analoguesignal, ampli-
fied, and used to drive a loudspeaker.

Theart of source coding requires that the bit-rate reduction be carried out
in such a waythat the information sink (in the case of audio coding: the hu-
man ear) cannot detect any deterioration in the sound quality or that the
negative effects caused by the bit-rate reduction are at least kept to a mini-
mum.In the literature of information technology, two basic approachesare
identified: redundancy reduction and irrelevance reduction.

The redundancyofa signalis a measureof the predictability of portions of
that signal. To reduce the redundancy, one needs to knowthestatistical prop-
erties of the information source. Redundantsignal portions can be reduced at
the encoder andrestoredat the receiver so that the original audio signal can
be completely reconstituted. However, generic audio signals — unlike specific
ones such as speech signals - hardly ever contain the quantity ofstatistical
correlation necessary for obtaining high compression rates by meansof a
simple redundancy reduction.

An irrelevance reduction,on the other hand, takes advantageof the limited
capacity of the information sink in order to compressthe data. In the case of
audio signals those signal portions which the humanear - owingtoits lim-
ited capacity for discrimination - cannot perceive in amplitude, time and
spectrum,are eliminated in the encoder. Contrary to the redundancy reduc-
tion, the irrelevance reductionis an irreversible process. However,since this
reduction cannot be perceived by the humanear,the ear is not aware of the
degenerationofthe signal. As an irrelevance reduction takes advantage of the
limited receptivity of the sink, this type of compression of audio data requires
a thorough understandingofthe perception limits of the humanear.Forthis
reason somefindings with regardto the capacity of the humanearwill be dis-
cussed in the following.
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3.2 Psychoacoustic Basics

First ofall, the perception of stationary soundswill be described in which no
influence of the time structure is ascertainable. Thisis the case for sound with

a duration of not less than 200 ms [ZWICKER]. In this section the threshold of

audibility and the auditory sensation area, which describe the perception of
single sinusoidal tones, will be explained. If a sound event is comprised of
more than onesinusoidaltone, individual sounds may be masked byothers.
This maskingeffect is explained in section 3.2.2. Finally there is a description
of time-dependentevents in the perception of sounds.

3.2.1 Threshold of Audibility and Auditory Sensation Area

The threshold of audibility is that sound-pressure level of a sinusoidal tone
that can just be perceived.It is dependent on the frequency. The soundpres-
sure level L can be defined as follows:

L=20oe | , (3.1)Po

where p represents the sound pressure and p, can be definedas:

5 NL 20uPa. (3.2)
m2

In order to determine the threshold,test subjects were required - in a subjec-
tive study - to set the soundlevelof a sinusoidal sourceto the point at whichit
just ceased to be perceptible. This sound-pressure level was then recorded,
determinedfor various frequencies and averaged over a large numberof sub-
jects. These levels form the threshold of audibility shownin figure 3.2’. The
threshold of pain was reachedat a sound-pressurelevel of 130 dB. The range
between the threshold of audibility and the threshold of pain is called the
auditory sensation area. Further, curves of the same loudness perception can
be seen in figure 3.2. These curves show that the loudness perception and the
threshold of audibility dependto a great extent on the frequency, whichis an
indication that for audio codingit is recommendableto treat different parts
of the spectrum differently.

However, most sounds which occurin nature are not comprisedofisolated
sinusoidal tones. The perception by the human ear of more complex sounds
must therefore be examined.

Po =2-10—

* To be precise, the medianofall measured values is taken. The reasonforthis is ex-
plained in [zwickeER].
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Fig. 3.2. Auditory sensation area

3.2.2 Masking

Maskingis an effect known from everydaylife. For instance, an audio event
(such as music) whichis easily heard in a quiet environment can be impercep-
tible in the presenceofnoise (as that caused by a pneumatic drill). In orderfor
the useful sound to remain perceptible in spite of the noiseit is necessary for
the level to be considerably higherthan in a quiet environment. The concept
of “masking thresholds”is used for the quantitative description of the mask-
ing effects. A masking threshold is defined as the sound-pressure level to
which a test sound (as a rule, a sinusoidal test tone) must be reduced to be

only just audible beside the masking signal [Zw1cKER]. The masking thresh-
olds and the method of their determination are described below.
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0.02 0.05 0.1 0.2 0.5 ] 2 5 10 20 kHz

Fig. 3.3. Masking threshold caused by narrow-bandnoise of varying centre frequencies with a levelof
L_ = 60 dB according to [Zwicker]

3.2.2.1 Masking by Stationary Sounds

First of all, we will discuss the masking by sound whosetime structure can
be disregarded. The time structure of a sound can be disregardedif the dura-
tion of the sound is longer than 200 ms. In order to define the masking
threshold caused by narrow-bandnoise, the subjects are exposed to a sinus-
oidal tone in addition to the narrow-bandnoise. The sound-pressurelevel of
the sinusoidal tone is progressively reduced until it becomesjust inaudible.
This procedureis repeated with several hundredtest subjects for a range of
frequencies between 20 Hz and 20,000 Hz. The determined sound-pressure
levels - averaged over a numberof subjects - constitute the masking thresh-
old.

Figure 3.3 depicts the masking threshold by meansof a masking narrow-
bandnoiselevel of 60 dB, at centre frequencies of 250 Hz, 1 kHz and 4 kHz
with bandwidths of 100 Hz, 160 Hz and 700 Hzresp. All tonesat a level below
these thresholds are masked by the narrow-band noise andare therefore im-
perceptible to the humanear. As can beseen, the course of these masking
thresholds is highly dependent on frequency. This entails that the course of
the masking thresholds dependson the centre frequencyof the narrow-band
noise andthat the distance of the maxima from the 60-dB line increases with

increasing frequency. However,the frequencyof the maskeris not the only in-
fluence on the form of the masking threshold. Another parameteris the level
of the masker. The masking threshold, caused by narrow-bandnoise of vary-
ing sound-pressure levels L¢ at a centre frequency of 1 kHz and a bandwidth
of 160 Hz, is shownin figure 3.4. Apart from the frequency andthelevelof the
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L Lg = 100 dB

 
0.02 0.05 0.1 0.2 0.5 ] 2 5 10 20 kHz

Fig. 3.4. Masking threshold caused by narrow-bandnoise of varying levels according to [ZWIckER]

masker, a third parameterhasto be taken into account, namely the tonality of
the masker.If the masking toneis sinusoidal, the resulting masking threshold
will differ from that depicted in figure 3.4.

Until now,only the maskingby stationary sound has been assessed,i.e. by
sinusoidal tones or narrow-bandnoises with along duration.In the following
section the effects observed in sound events of a very short duration will be
discussed.

3.2.2.2 Time-dependent Masking Effects

In this section we will examine the question to which degree maskingeffects
occur in maskers of a very short signal duration. In order to determinethis,
subjects were each exposed to a masking impulse of white Gaussian noise
with an amplitude of Lyn for a duration of 0.5 s. This masking impulse was
followed,at an intervalof t,, by a pressure impulse of a duration of 20 pus (see
figure 3.5a). The subjects hadthe task of adjusting the amplitudeof this Gaus-
sian impulse so that it was just imperceptible. The results of this subjective
study are shownin figure 3.5b. The masking threshold still has approximately
the same level, up to about 10 ms after switching off the masking noise, as
when the masking noise and the Gaussian impulse are presented simultane-
ously. It is only after these approx. 10 ms that the masking threshold falls,
reaching the threshold of audibility after approx. 200 ms.

However, masking not only occurs when the Gaussian impulse is offered
duringor after the maskerbutalsopriorto it. This effect - in the literature de-
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masking impulse (white Gaussian noise)
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Fig. 3.5. Post-masking according to [Zwicker]. a Masker and test impulse; b Post-hearing threshold L,
at different amplitudes of the masker and different distances to the masker

scribed as pre-masking — is only detectable whenthe lengthofthe interval be-
tween the Gaussian impulse and the switching on of the masker is no more
than 20 ms.

The maskingeffects are summarised in figure 3.6. The masking of sound
events which are presented to the humanearat the same time as a maskerare
also referred to as “simultaneous masking”. However, the masking effectre-
mains after the masker has been switched off and disappears after approx.
200 ms have elapsed. This is referred to as “post-masking”. Even sounds
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presented before the masking noise commences can be masked. But this
effect, whichis called “pre-masking”,is effective for just about 20 ms.

In the following sections we shall show that these masking effects can be
exploited for a very effective irrelevance reduction in audio signals.

3.3 Source Coding of Audio Signals Utilising the Masking Qualities
of the Human Ear

This section will discuss the source coding of audio signals in accordance
with MPEGstandards[Iso 11172] and [1so 13818]. The explanation of the basic
structure of an MPEG audio coderwill be followed by the description of the
bit-rate reduction in accordance with MPEGlayer1. Layer 1 was developed
with the aim of keeping the implementation requirementfor the encodertoa
minimum.Therewill then follow a description of layer 2 which comparedto
layer 1 is more complex but enables higher compression of an audio signal
while retaining the same quality. To complete the picture, the third layer in the
MPEGstandard will be briefly dealt with. The compression rate in layer 3 is
higher again than that of layer 2, involving a yet higher implementation re-
quirement. However, the “Guidelines on the implementation and usage of
Service Information (SI)”of the DVB Project [ETR 211] make no provision for
the use of layer 3 in digital television.

Those developing the MPEGstandardstook care to greatly reduce the ex-
penditure involved in the decoding of audio signals, as comparedto the cost
incurred in the encodingprocess.In distribution services, such as TV broad-
casting, low expenditureis of great importance so as to makepossible an eco-
nomical manufacture of the receiving equipment. The decodingof the bit
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Fig. 3.7. Principle of bit-rate reduction in accordance with the MPEG standard. a Encoder; b Decoder

stream is described in section 3.3.5. To conclude, the audio coding in accord-
ance with MPEG-2is outlined. This is a coding for surround-sound,whichis
both forward and backward compatible with the standard for MPEG audio.

In order to ensure compatibility between receivers from different manu-
facturers two items only need to be laid downin the standard,viz, the de-
coding procedure and the shapeof the resulting signals. In contrastto this,
the description of the MPEGcoderin the standardis of a purely informative
nature and the design may vary from one manufacturer to another.

3.3.1 Basic Structure of the MPEG Coding Technique

The basic structure of an MPEGaudio coderis shownin figure 3.7a. The audio
signal to be codedis first passed througha filter bank, which breaks it down
into 32 frequency bands of equal bandwidth. The ISO/MPEGstandard pro-
vides for the use of a polyphasefilter bank,the coefficients of which arelisted
in the standard. Simultaneously in each of these 32 channels the signaliscriti-
cally subsampled, which means that the sampling rate is reduced to the
thirty-secondpart of the sampling rate usedin the digitisation. These signals
are then fed into a quantiser which quantises the signals in each individual
band in such a waythat, whilst the numberofsteps is kept as low as possible,
the quantisation noise still remains below the masking threshold so that
noise is not perceptible to the humanear. It goes without saying that the per-
missible degree of quantisation cannot be determined without a proper
knowledge of the psychoacoustic laws described in section 3.2. A particular
elementof the coder - called “psychoacoustic model”in figure 3.7a — evaluates
the input signal and, taking into account the masking effects, computes the
permissible quantisation for each subband. Subsequently, the quantised sam-
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ples and a numberof auxiliary data which are required for the reconstitution
of the audio signal by the decoder are formatted into a bit stream andfur-
nished with an error protection.’

The operationsat the decoder(figure 3.7b) start with a correction of trans-
mission errors, followed by an interpretation of the auxiliary data anda re-
constitution of the samples of the audio signals. The reconstituted 32 sub-
bandsare then conveyed to an inversefilter bank and there combined into
one frequency band.

The achievable compression ratios depend to a great extent upona suit-
able determination of the quantisation thresholds in each subband. Therefore
the determination of these thresholds shall here be described in detail. First, a

1-kHz tone is assumed as masker (figure 3.8). The most critical case exists
whenthis tone is to be found in the upper bandlimit of the corresponding
subband, since the masking thresholds show a steeper curve when coming
from low frequencies.In this case the maskingeffects in the subband in ques-

* The error protection is optional.
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Fig. 3.9. Amplitude spectrum with masking thresholds and quantisation noise according to [STOLL 1]

tion are lowest. The intersection of the masking threshold with the lowest
bandlimit now definesa level underneath which no audio signals are percep-
tible, so that these need not be reproducedat the decoder. Therefore the quan-
tisation of this subband can be chosen roughly enough upto the point at
which the quantisation noise reaches this value (brokenline in figure 3.8).

However,in general we are not concerned with one single masker, but with
a music or speech signal whichis far more complex. Figure 3.9? shows an ex-
ample ofthree sinusoidal tones which function as maskers. These do not only
mask signal parts in the subbands in which the masking noiseitself is de-
tected, but also in neighbouring bands.In figure 3.9 the auditory sensation
area which is masked by these three tones is hatched in. The quantisation
noise may coverthis area withoutit being perceptible to the listener. In indi-
vidual subbands,underparticular circumstances, even all signal parts maylie
below the masking threshold, so that these do not needto be transmitted.Itis
apparent from figure3.9 that the aim of codingis to shape the spectrum of the
quantisation noise so that it is masked by the signal. With the aid ofthis
spectrum-shaping — in contrast to white Gaussian noise — far more quantisa-
tion noise is permissible without its becoming perceptible to the humanear.

> A representation of 32 bandsof the same width,as specified in the MPEGstandard,
leads to an unclear picture due to the logarithmic abscissa. Therefore the diagram
does not show 32 bands of equal width.
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Therefore, with no changein the subjective quality of the signal, this type of
encoder requires a considerably lowerbit rate than a PCM encoder.

From figure 3.9 it can also be seen that the extent to which the quantisation
noise is masked by the audio signal, and therefore imperceptible, depends
heavily on the amplitude andspectraldistribution of the masking noiseitself.
However, the permissible quantisation noise also indirectly determines the
required bit rate of the signal so that the bit rate is boundto vary as a function
of the extent of the masking. Figure 3.10 shows the required time-dependent
bit rate H in the case of a natural microphonesignal. On the one hand,thebit
stream contains the auxiliary information necessaryfor the reconstitution of
the subbandsandfor controlling the decoder. Thebit rate required for thisis
almost constant. On the other hand, the bit stream contains the quantised
samples, the bit rates of which are very much dependenton the quantisation
noise allowed. As most information channels are defined by a constant maxi-
mum permissible bit rate, one would give away part ofthe available capacity
when using a signal with a time-dependentdata rate. For this reason the
quantisation steps are always increased to a numberwhich ensures that the
capacity of the channel is completely utilised. Therefore the maximum values
for the quantisation noise, as shown in Figure 3.9, can always be underrun.
The advantages of this approach are explained below.

If a quantisation-noise signal is allowed to reach the masking threshold,as
in figure 3.9, then no further processing of this signal can take place without
quantisation noise becoming perceptible. This is even true for a simple
changein the frequency response by meansof an equaliser. If the frequencies
of the spectrum shownin figure 3.9 were to be pre-emphasised upwardsof5
kHz, the quantisation noise would exceed the masking threshold. The same
considerations apply whena signal which has been codedin this form is de-
coded and then recoded (“cascading”). This recoding is accompanied by a
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Fig. 3.11. Utilisation of the bit-flow reserve for maximisation of the distance from masking threshold to
quantisation noise in accordance with [STOLL 1]

new quantisation and therefore by an increase in the quantisation noise
above the masking threshold.

In order to allow a further processingofthe signal - at least to a certain ex-
tent - the quantisation is fixed in a way that there is a margin between the
maskingthreshold andthe quantisation noise (figure 3.114). For this, the mar-
gin is increased in an iterative process until the maximum available data rate
of the channel has been exhausted. Therefore, the larger the bit rate the
greater the post-processing capacity of the signal.

Following the discussion of the basic principles of psychoacoustic coding
according to the MPEGstandard, the MPEG encoderand decoderwill now be
described in detail.

3.3.2 Coding in Accordance with Layer1

Figure 3.12 showsthe block diagram of an audio coder in accordance with
MPEGlayer1. Thefilter bank which divides the signal into 32 subbands of
equal bandwidth has already been described in section 3.3.1. In these sub-
bandsa critical subsampling ofthe signal takes place. Subsequently, the maxi-
mum value - the scaling factor - of a block of 12 samples is determined,the

4+ See footnote 3.
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Fig. 3.12. Block diagram of a coderin accordancewith layer 1 of the MPEG standard (mono)

samples corresponding to 8 mssignal duration at a 48-kHz samplingrate.
This scaling factor is quantised and transmitted with an amplitude resolution
correspondingto 6 bits. The 12 samples are then divided by the scaling factor,
and theresulting signal is subjected to quantisation. For computingthere-
quired numberof quantisation steps one needs to apply the masking thresh-
old provided by the psychoacoustic model. All 12 samples are then subjected
to the same quantisation. This is permissible because, due to the pre- and the
post-masking,the effect of a masker extends over the entire period in ques-
tion, which lasts between 8 and 12 ms, depending on the samplingrate.

In parallel with the subband analysis the signal is subjected to a Fourier
transform with 512 samples, so that an even higherresolution is obtained for
the spectrum of the signal. The local maxima are then determined in the
spectrum, and the neighbourhoodof these maximais evaluated in order to
determine whether these are tonal or non-tonal components of the signal.
This evaluation is necessary since the tonality of a signal has a considerable
impact on the shape of the masking thresholds (see section 3.2.2.1). In this
wayit is possible to determine, from the masking thresholds, the maximum
sound level in the subbands.

On the basis of the masking thresholds and the given bit rate the number
of the quantisation steps can be so determined as to maximise the margin be-
tween the masking threshold and the quantisation noise. The quantised sam-
ples are combined withthe scaling factors and the bit allocation to formabit
stream (“bit-stream formatting”), the bit allocation indicating the numberof
bits for each sample.

These data are preceded by a header which contains information for the
controlling of the decoder. Figure 3.13 shows the construction of the bit
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data frame with 384 PCM samples
(equal to 8 ms at a 48-kHz sampling frequency)
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signal and

20 bits system
information

Fig. 3.13. Audio bit stream in accordance with layer 1 of the MPEG standard (mono)

stream at the output of an MPEG-layer-i encoder. The data frame shownis
defined as part of the stream which containsall the relevant informationre-
quired for the decoding. At the front of the frameis the 32-bit header, which
starts with a synchronising word and contains the subsequent system infor-
mation describing the audio signal in detail. A following error protection is
optional andservesto protect the most importantdata,the bit allocation, and
part of the header against transmission errors. A convolutional code [1so
11172] has been providedfor this error protection. Next, there follows the bit
allocation, with the numberof bits required for each of the samples, and the
scaling factors, which are quantised with 6 bits each. The samples as such are
represented by between2 to 15 bits according to the permissible quantisation
noise. There can be further data addedto the frame which are not necessarily
interpreted by an MPEG decoder. Amongotherthings, a compatible exten-
sion leading to a surround-soundsystem is madepossible by these auxiliary
data. This possibility will be dealt with in section 3.3.7.

3.3.3 Coding in Accordance with Layer 2

Contraryto the layer-1 encoder,the layer-2 encoder(figure 3.14) combines 36
PCM samples into a block, which,at a sampling frequency of 48 kHz,corre-
spondsto a section of 24 msof the audio signal. In this case onescaling factor
per subband might prove to be no longersufficient, as the effect of the pre-
masking only lasts for a maximum of20 ms. This must be taken into account
in the case of major temporal changesin the signal (“drum beats”), which
would require two or three scaling factors per subband and perblock. Butif
the signal is not subject to major temporal changes, onescaling factor per
subband will suffice. There is a selection unit in the encoder which deter-

mines the required numberofscaling factors. The next step consists in deter-
mining the maximaof the samples of a block. These values form the scaling
factors. Apart from the scaling factors themselves, information about their
numberhasto be transmitted to the decoder.
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To determinethe tonality of the maskers, a Fourier transform on 1024 sam-
plesis carried outin the caseoflayer 2 so that a higher spectral resolution is ob-
tained than with layer 1. The determination of the masking threshold andthe
formattingofthe bit stream are both performed in the same wayasin layer1.

The fixing of the number of quantisation steps also differs from that in
layer 1. In layer 2 it is only in the lower subbandsthatall values between 2 and
15 bits are admissible for the representation of the samples. In the upper sub-
bandsthe possibilities of representation are limited. Thus, at a bit rate above
50 kbit/s and at a samplingrate of 48 kHz, only 0,3, 5 or 65,535 quantisation
steps are admissible in subbands 23 to 26. Therefore, as only four different
quantisationsare possible, only 2 bits are required for the transmission of the
bit allocation.

As the signal energy in the upper bandsis generally very low, a greater
numberof quantisation steps is seldom required. The required data rate is
therefore kept to a minimumin thatonly 0,3,5 or 65,535 quantisation steps are
allowed andonly 2 bits are thus required forthe bit allocation. At a sampling
rate of 48 kHz the subbands27to 31 are not transmitted since the frequencies
involved are above 20 kHzand are therefore no longer audible.

Figure 3.15 shows the frame of an MPEG-layer-2 bit stream. This differs
from that of layer 1 only in that it comprises 1152 bits and that in additionit con-
tains an identification of the numberofscaling factors used in the bit stream.

3.3.4 Coding in Accordance with Layer3

To complete the picture, the coding in accordance with MPEGlayer 3 should
also be presented. This is an algorithm developed with the aim of increasing
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Fig. 3.15. Audio bit stream in accordance with layer 2 of the MPEG standard (mono)

the compression as compared to layer 2, which, however, entails a higher
implementation requirement. Figure 3.16 shows the block diagram of the
coder.

Layer 3 requires an additionaldivision of the signal spectrum into 576 sub-
bands, which is achieved by meansof a modified discrete cosine transforma-
tion (MDCT). Since the pulse duration ofa filter increases the narrower the
chosen bandwidth,this additional division of the frequency bandhasthedis-
advantage that the resolution of the coderin the time domainis reduced to an
unacceptable level. Therefore a signal-adaptive changeover from high time-
resolution to low frequency-resolution and vice versa is provided. This en-
sures a more precise definition of the masking thresholds and therefore a bet-
ter adaptation of the quantisation noise to the limits of perception.

Further, layer 3 provides for a non-linear quantisation, which results in a
favourable adaptation to the humanear, since the latter also shows a non-
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linear behaviour with regard to the perception of changes in sound level
[ZWICKER].

By using a Huffman encoding procedure the redundancystill contained in
the signal can be reducedso that an even lowerbit rate can be achieved while
maintaining an audio signal of good quality.

3.3.5 Decoding

At the decoder, first the error correction is performed and then the bit
stream is broken downinto the samples and the auxiliary information (fig-
ure 3.17). Through the evaluation of the auxiliary information(bit allocation,
scaling factors) the individual samples can be reconstituted for the 32 sub-
bands. By meansofaninversefilter bank the subbandscan then be combined
again.

Since there is no psychoacoustic model to be evaluated at the decoder, the
technique is much simpler than at the encoder. As noted above,it is of great
importance, mostparticularly for radio distribution services, to have a simple
decoding technique.

3.3.6 The Parameters of MPEG Audio

In this section the most important parameters for MPEG audio codingwill be
summarised. In accordance with the implementation guidelines of the DVB
Project [ETR 211] a receiver must have an MPEG-compatible audio decoder
which supportsall operational modes stipulated in the standard. An MPEG
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decoder mustbe able to decode monosignals andstereo signals as well as two
completely independent channels (“dual-channel sound”). A further opera-
tional modeis joint stereo. This modeis based on the knowledgethatin inten-
sity stereophonyfor frequencies above 2 kHz only the envelope and not the
fine structure of the signal contributes to the stereoeffect. For this reason one
can concentrate on the coding of the aggregate signal for frequencies above
2 kHz and needonly transmit the scaling factors for both channels.

The sampling rates recommendedfor the audio signal to be transmitted
are 32 kHz, 44.1 kHz and 48 kHz. Thetotal bit rate of a coded audio signallies
between 32 kbit/s and 384 kbit/s for layer 1, and between 32 kbit/s and 448
kbit/s for layer 2. In the standard there are 14 bit rates each defined within
these limits which must be supported by every decoder.

Further, a decoder conceived for layer 2 must also be able to decode a
layer-1 bit stream. Accordingly, a decoderfor layer 3 must be compatible with
layers 1 and 2.

The operational modes and data rates described must be supported by an
MPEG-compatible decoderandtherefore also by a decoderfor a digital tele-
vision set (“integrated receiver decoder”). The content provider thus has con-
siderable freedom to determine the audio coding to be used and therefore
also the type and quality of the audio signal.

Apart from the above-mentioned operational modesa content provider
can also offer surround-sound. In November1994, during the second phase of
the MPEGactivities, a separate international standard was adopted for the
coding of a surround-soundsignal. This will be outlined in the following sec-
tion.

3.3.7 MPEG-2 Audio Coding

A loudspeaker configuration with one central loudspeaker and two surround
loudspeakers - in addition to the usualleft and right channels for stereo — is
specified by MPEGfor the surround-soundsystem.As three frontal and two
surround loudspeakersare used, this arrangementis referred to as 3/2 stereo.
Figure 3.18 shows the loudspeaker configuration recommendedby ITU-Rin
[CCIR 10].

During the developmentof the coding system great emphasis was placed
on backward compatibility, which meansthat a surroundsignal must be de-
codable by an MPEG decoder- of course as a stereo signal. This backward
compatibility makesit possible for a content provider to transmit surround-
sound, and for viewers with simple MPEG decoders and no surround-sound
decoders to have the programme decoded (though only in stereo quality).
Moreover, the MPEG-2 audio coding technique is forward compatible, which
means that an MPEG-2 decoder can also decode an MPEG data stream.
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Fig. 3.18. Loudspeaker configuration for a 3/2 stereo system

To ensure backward compatibility both stereo signals L, and R, are com-
puted from the 5 channels Lg Rg Lj, Ry, and C byalinear equationasfollows:

Ly =Lyt xC + yLy,
Ro =Re+xC + yRy .

The coefficients x and y typically have the value 0,71 [STOLL 2].
Compatibility can now beachieved by formatting the bit stream of a sur-

roundsignal in accordancewith that oflayer 2 (figure 3.15), where the chan-
nels L, and R,, which constitute the compatible stereo signal, are placed at the
front part of the frame, whereas the other three channels are transmitted in
that part of the frame which is used for auxiliary data. The MPEG decoder
does not evaluate these auxiliary data and only decodesthestereo signal. The
surround decoder, however, recognises from the headerthat the signal pos-
sesses further surround channels and evaluates these.

By meansof a suitable data-rate reduction which also reduces redundan-
cies and irrelevancies between the channels it is possible to code a surround
signal without the data rate increasing to five times that required for a mono
channel.

3.4 Summary

The soundfordigital television is subjected to a bit-rate reduction in accor-
dance with the MPEGstandard.This coding technique reduces the amountof
data by exploiting the limited spectral and temporal discriminationof the hu-
manear. The techniqueis based on a breakdownofthe spectrum into 32 sub-
bands and on a block formation with 12 or 36 samples. For each of these
blocks quantisationis carried out on the basis of a psychoacoustic model by
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exploiting the masking quality of the human ear. This quantisation can be
performed such that the generated quantisation noise is shaped, in terms of
spectrum andtime,in such a wayas to be maskedbythe signal and therefore
to remain inaudible. At the output of the coderthe bit stream is formatted so
that the decoder can reconstitute the samples.

With MPEG-layer-2 audio codingit is possible to achieve a bit-rate com-
pression to. approx. 100 kbit/s without coding artefacts becoming perceptible
(transparent quality). Furthermore, the various operational modes anddata
rates to which an MPEG audio decoderis suited ensure a significant adapta-
tion of the encoding parameters to the requirements of the user.

MPEGlayer3 was developed with the aim of obtaining higher compression
than with layer 2, which, however, increases the implementation requirement.
Joint stereo coding permits an exploitation of redundancies between the two
stereo channels. Audio coding in accordance with MPEG2constitutes a for-
ward and backward compatible extension of the MPEG audio standard for
coding surround-sound.

Symbols in Chapter 3

C centre channel

f frequency in general
f. centre frequency
fi lower cut-off frequency
fi upper cut-off frequency
H data rate

L noise-pressure level
Ly front surroundsignal,left
Lg noise-pressure level for narrow-band noise
Ly back surroundsignal,left

5 stereo signal after matrixing,left
L, loudness
Ly noise-pressure level for a post-hearing threshold
Lwy  noise-pressure level for white Gaussian noise
p noise-pressure level
Po reference noise pressure
R, stereo signal after matrixing, right
Ry front surroundsignal, right
R, back surroundsignal, right
t time in general
t, time interval
x matrix coefficient

y matrix coefficient
At time interval
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In state-of-the-art television a digitised video signal typically uses a net bit
rate of 166 Mbit/s (cf. section 2.2). If this data rate were transmitted without

being compressed, considerably more bandwidth would be required than for
the present analogue procedure. That is why the use of data compression
techniques is indispensable for the development of a digital transmission
standardfor television signals. As with audio signals, a mere redundancyre-
duction (cf. section 3.1) would onlyresult in a small average compression fac-
tor. With the aid of an irrelevance reduction which takes into account the

characteristics of the humanvisual system,rejecting all imperceptible image
contents, considerably higher reduction factors can be attained (with no
changein the subjective quality of the image). This decreases the bandwidth
requirement far below that for analogue transmission of a similar quality,
thus making this procedure commercially very interesting.

A series of standards has been established for the coding of images, as
shownin table 4.1 in historical order. First, the so-called JPEG (Joint Photo-
graphic Experts Group) standard was developed as ISO/IEC IS 10918 [1so
10918], which was conceivedfor the efficient storage of still pictures [waL-
LACE, PENNEBK]. Owingto the early availability of reasonably priced ICs, a
further utilisation offered itself for moving images. However, this “Motion
JPEG” (M-JPEG)wasnot standardised and does not warrant compatibility of
equipment purchased from different manufacturers.

Table 4.1. International standards for image coding   

  Standard Range of application Data rate

ISO/IEC IS 10918 storageofstills; not defined
“JPEG” Motion JPEG:

studio applications

ITU-T H.261 “p64” ISDN,video conferencing p * 64 kbits/s

ISO/IEC IS 11172 CD-ROM,multimedia up to 1.5 Mbit/s
“MPEG-1”

ISO/IEC IS 13818 television transmissions, MP@ML:upto 15 Mbit/s
“MPEG-2” studio applications 4:2:2@ML:up to 50 Mbit/s  
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By comparison,the standard ITU-T H.261[1Tu H.261], also known in some
parts of America under the nameof “p64”, was conceived from the outset for
the coding of moving images. It was optimised for visual telephony and simi-
lar applications, which can be offered via narrow-band ISDNnetworksat data
rates of 64 kbit/s or integral multiples thereof.

With ISO/IECIS 11172 [Iso 11172] MPEG-1 a technique was developed which
was conceivedfor application in the field of multimedia [HUNG] where only a
limited storage capacity or data rate is available (particularly for CD-ROMs)
and therefore quality requirements have to be modest. Compromisesthat had
to be reachedin this matter include the limitation to the SIF format(half the

spatial resolution compared to ITU-R BT.601 resolution), progressive sam-
pling, and the 4:2:0 chrominance format(see section 2.2).

The extension of MPEG-1in the direction of higher quality and, connected
with this, higher data rates, is the MPEG-2 standard (ISO/IEC IS 13818 [1so
13818]), which enables the transmission and storage of television signals
based on interlaced scanning [KNOLL, TEICHNER].

The image-coding standardsrelevantto digital television will be discussed
in the following sections.

4.1 Coding in Accordance with JPEG

4.1.1 Block Diagram of Encoder and Decoder

Figure 4.1 showsthe block diagram of a JPEG encoder whichis here discussed
in detail. First of all, the input imageis divided into blocks of 8x8 pixels. A
two-dimensional discrete cosine transformation (DCT) which transforms

the sampling values of the imageinto the so-called spatial frequency domain
is applied to these blocks. Here the individual frequency components of the
image appearin the form of coefficients, so that the subsequent quantisation
can be carried out in varying degrees of coarseness, graded according to spa-
tial frequencies, in order to enable an adaptation to the humanvisual system.
The quantisation is the only lossy step in the algorithm (irrelevance reduc-
tion); all other steps (apart from rounding errors during computation of the

8x8 blocks

  
 
  
 

 
redundancy 1011010
reduction output

bit stream

discrete cosine

transformation quantisation

Fig. 4.1. Block diagram of the JPEG encoder
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8x8 blocks
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Fig. 4.2. Block diagram of the JPEG decoder

DCT) are completely lossless and can be revokedbythe respective inverse op-
eration. In order to further reduce the data rate, the quantisation is followed
by a redundancyreduction whichis essentially a combination of run-length
coding and Huffman coding (see section 4.1.4).

The corresponding inverse processing steps, as shown in figure 4.2, are
performedin the decoder. With the correctly chosen quantisation table (see
section 4.1.3), the output image, which is constructed by putting the 8x8 pixel
blocks back together, barely differs visually from the original image.

4.1.2 Discrete Cosine Transform

The discrete cosine transform can be conceived as a transformation of the

original block of 8x8 pixels in the spatial domain into an equally sized block
with 64 coefficients in the spatial frequency domain.Figure 4.3 shows such a
transformation using an example taken from [HUNG]. The circular area,
which can be conceivedas a “pizza”, with pixels differing in value from those
surroundingit, can no longer be recognised as such in the spatial frequency
domain (result of the DCT,in this case roundedto integers).It can be seen that
the energy of the transformed blockis concentrated at low frequencies. The
higherthe spatial frequenciesf, andf, the smaller, in general, the coefficients.
Apart from this, many coefficients are equal to zero, which provesvery helpful
for the data reduction.

Using the formula for a two-dimensional DCT with 8x8pixels,
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Fig. 4.3. Discrete cosine transformation (DCT) of an example 8x8 pixel block
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7. 7

Gfx fy) =4C(fe) Cfy) d >g(x, y) cos((2x +1) fr x)
x=0y=0 (4.1)

x cos((2y +1) ty =)
+, if f=owhere C(f)= v2 J
1 , if f>o

with: fo fy = spatial frequencies
G(fo fy) = DCT coefficients
C(f) = constant
X,Y = spatial co-ordinates
g(x, y) = video signal

wesee thatif the input signal g(x,y) is quantised with 8 bits, 11 bits would be
required for the integral representation of the DC coefficient G(o,o) (if it is
roundedto an integer, which is equivalent to the finest possible quantisation
with a quantisation step size = 1in the subsequentstep; see section 4.1.3). This
is due to the adding up of the 64 sampling values (cos(o) = 1) and the scaling
with the constant 4 = + C(o) C(o). All other coefficients can equally be repre-
sented by 11-bit integers, since the values of the cosine functions in connec-
tion with the scaling factor or in front of the summationsign warrantthe ad-
herenceto the 11-bit range of values. The transformation of 64 integers with
an 8-bit precision to 64 integers with an 11-bit precision does not, of course,
representa decreasein the bit rate; on the contrary,it constitutes an increase.
However, taking into consideration that the majority of the coefficients are
very small and that the coarser quantisation in general leads to a narrowing
of the range of numbers, a considerable decrease in the amountofdata will be
achieved in the course of the subsequent redundancy reduction.

Figure 4.4 illustrates the basis functions of the DCT. It shows blocks which,
subsequent to the DCT, produceprecisely one coefficient not equal to zero.
The blocks are arranged according to the spatial frequencyofthis coefficient,
which increases to the right and downwards.In this way the left uppermost
block consists of only one uniform grey-scale value, which is generated by
G(0,0) # 0. G(f,, fy) = o holdsforall otherf,,f,, Correspondingly, G(7,7) # o
holds for the block in the bottom right corner. Each random blockofa real im-
age can be compiled by overlaying the 64 DCTbasis functions with varying
amplitudes. The coefficients G(f,,f,) indicate just these amplitudes (including
preceding sign).

The DCTis not the only transform which can be used for data-rate reduc-
tion techniques. Slightly higher reduction factors can be achieved with the
Karhunen-Loeve transform. However, the requirements in terms of hardware
and software are incomparably higher. The choice of DCT as an almostideal
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m= Fig. 4.4. DCT basis functions

transform for the JPEG standard and also for the MPEG standards was a
trade-off betweencost and benefit. The same appliesto the fixing of the block
size at 8x8 pixels. Larger blocks would lead to a minimally highereffective-
ness of the data reduction, but the computation requirementincreases geo-
metrically in relation to the side length of the block. An early implementation
of the algorithm in reasonably priced ICs could only be ensured with the 8x8
DCT.

4.1.3 Quantisation

Following the transformation into the frequency domain,the quantisation of
the coefficients G(f,,f,) can be carried out in accordance with the equation

G(fx,Goalf> fy) =round Cbfy)(4.2)
Q kk ’ fy)

with: fio fy. = spatial frequencies
Golfo fy) =quantised DCT coefficients
G(fo fy) = unquantised DCT coefficients

Q(fe fy) = quantisation step size

in which the quantised coefficients Go(f,, fy) are computed by being divided
by the required quantisationstep size Q(f,,f,) and then roundedto integers.
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f f
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Q (f,,f), luminance Q (ff), chrominance

Fig. 4.5. Examples of possible quantisation tables

This results in a linear quantisation characteristic. The denominatoris gener-
ally different for each spatial frequency(f,,f,) and therefore an adaptation to
the dynamic range of the human visual system can be achieved.

Figure 4.5 showsonetable each of quantisationstep size Q(f,,fy) for lumi-
nance and for chrominance, which were determined by meansof a psycho-
physiological experiment [LoHscu]. In order to determinethe valuesfor the
luminancethe basis functions of the DCT are mixed with a background with
an average grey-scale value. By operating a manual adjustment the subjects
reduce the amplitude of the basis functionsjust so far as to be no longerper-
ceptible. The detected ‘just noticeable difference’, the smallest identifiable
difference, is used as the corresponding quantisation step size.

As can be seen,the quantisation tends towardsbeing coarserthe higherthe
spatial frequency. This is due to the fact that the human eye can perceive fine
details with minimal dynamic content. Thus, in the case of luminance, the 11-
bit amplitude resolution of the direct-current component (DCcoefficient)
G(o,o) resulting from the DCTis limited to 7 bits - and hence to 128 amplitude
steps for Go(o,0), — as a consequenceofits being divided by 16, whereas Gg
(7,7) can only assume 2"'/99 = 21 discrete values.

The quantisation tables shownin figure 4.5 are mentionedin the informa-
tive annexeto the JPEG standard,butare notstipulated for the compression.
Afterall, they only represent the purely empirically determined optimum for
the quantisation of luminance and chrominanceoftypical natural images of
the sampling format of ITU-R BT.601 [1Tu 601] with 720x576 pixels, when
viewedat a distance of four times the image height. The tables actually used
must be transmitted in the compressed data stream in orderto enable the de-
coderto invert the quantisation.

To illustrate the interworking of DCT and quantisation,figure 4.6 shows an
example taken from [WALLACE]. Numerical block a shows the samplingval-
ues of the original image and b showstheresulting DCT coefficients. Follow-
ing quantisation with the aid of block c, the quantised coefficients in d are
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139 144 149 153 155 155 155 155 235,6 -1,0-12,1 -5,2 2,1 -1,7 -2,7 -13 16 11 10 16 24 40 51
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a samplesof the original b DCT coefficients quantisation table

1§ 0 -1 0 0 0 0 90 240 #O -10 0 0 0 90 0 144 146 149 152 154 156 156

2-1 0.6 (0 0 0 90 90 -24 -12 0 0 0 0 0 148 150 152 154 156 156 156

1 0 oO 0 0 oOo 0 14-3 0 0 0 0 90 0 155 156 187 158 158 157 156
0 0 0 0 90 0 0 0 0 0 0 0 0 0 90 0 160 161 161 162 161 160 157
0 6 0 0 0 60 90 90 0 0 6 0 0 0 0 90 163 163 164 163 162 160 158

0 0 0 0 0 0 0 #0 0 0.60 0 0 0 0.608 163 164 164 164 162 160 158

0 0 0 0 0 0 90 90 0 0 0 0 0 0 0 0 160 161 162 162 162 161 159
0 0 0 0 0 0 90 9 0 0 0 6 0 0 0 0 158 159 161 161 162 167 159

d quantised coefficients e coefficients after inverse quantisation f reconstructed samples

Fig. 4.6. An exampleof DCT and quantisation

subjected to the redundancyreduction as described in the following section.
This completely reversible process has been omitted in the example for rea-
sons of clarity. Following the inverse quantisation e and the inverse DCT,the
reconstructed image f is obtained, which differs from the original to such a
small extent that the difference cannot be detected by the viewer. Without ac-
cepting theseinvisible differences,i.e. by performing a so-called lossless cod-
ing, it would only be possible, on average, to achieve a data-rate reduction bya
factor of two orless.

4.1.4 Redundancy Reduction

Following the quantisation of the DCT coefficients there is a redundancyre-
duction which further reduces the amountof data for the representation of
the correspondingblock. A prerequisite for this is the rearrangingofthe coef-
ficients in zigzag order, as shownin figure 4.7. The two-dimensional matrix is
mappedinto a one-dimensional field such that the coefficients are ordered
from the lowest frequencyto the highest. This typically causes the largercoef-
ficients to appear at the beginningof the field, while the small coefficients, as
well as many consecutivezeros, appearat the end. This circumstance, whichis
illustrated in the “pizza” examplein figure 4.7, is very convenientfor the sub-
sequent combination of run-length coding and Huffman coding.

As shownin figure 4.8, the alternating-current (AC) coefficients are coded
such that the numberof consecutive zero coefficients and the nextcoefficient

not equal to zero are combinedto form a pair of numbers. From the sequence
0,0,-2 results the pairing (2,-2), from 0,0,0,0,-1 the pairing (4,-1). Finally,
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Fig. 4.8. Redundancy reduction

simply by referring to a codingtable, one will find the most frequentpairs of
numbers represented by few bits, while morebits will represent less frequent
pairings. This method of coding, after Huffman, makes for a minimisation of
the amountof data.

As the DC coefficient typically carries the greatest share of energy of the
block (andis therefore only seldom equal to zero),it is subjected to a special
treatment. By subtraction from the DC coefficient of the previous block its
value will, on average, be considerably reduced.Theresulting difference value
is then also subjected to a correspondingly adapted Huffman coding.

Thebit stream generatedin this way, together with somesignalling infor-
mation such as quantisation tables and details concerningthe resolution,etc.,
is then stored and transmitted as the JPEG bit stream. The algorithm de-
scribed abovetypically entails a bit-rate reduction factor of between four and
eight, but for most of the image content, despite this reduction factor, the dif-
ference between the image reconstructed in the decoder andthe originalis
subjectively almost indiscernible.
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image component as quantised sequential Fig. 4.9. Sequential coding
DCT coefficients coding in accordance with JPEG

4.1.5 Specific Modes

The algorithm describedis also referred to as “baseline JPEG”. For most ap-
plications it constitutes a suitable method for data reduction. For somespe-
cific applications, however, specific modes are defined in the JPEG standard,
which are described in the following.

Figure 4.9 showsthe so-called sequential coding of quantised coefficients,
whichis identical to the already described baseline algorithm.Theleft side of
the figure depicts the required amount of data as a rectangular prism on
which the edge lengths are determined by the numberof blocksperpicture,
the numberofcoefficients per block, and the numberofbits required per co-
efficient. For convenience, it has been assumedthatall coefficients are repre-
sented by 8 bits; in reality, of course, this numbervaries from coefficient to co-
efficient depending on the quantisation.

In sequential coding, the individual blocks are transmitted in sequence or
are sequentially read out of a storage medium. The disadvantageof this pro-
cedure is that when data are transferred slowly (for example, during research
in image data bases which are accessed via networks over considerable dis-
tances) the imageis built up from top left to bottom right. Therefore it can
take quite a long time for the viewer to receive a rough outline of the image
and to decide whetherornot it is the image sought. This costs the user of a
data bank considerable time and unnecessarily wastes transmission capacity.

In this case help can be foundin the so-called “progressive coding”, which
is shownin figure 4.10. The DC coefficients ofall blocks are transmitted ina
first run, and this is followed by the spectral selection in which the AC coeffi-
cients are transmitted in the order of increasing frequency. Thus,after the
transmissionofonlyafew bits, the viewer obtains a rough idea of the image as
a whole, whichat the start consists of 8x8 blocks of constant brightness and
colour and which,throughthe inclusion of the other DCTbasis functions,ap-
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Fig. 4.10. Progressive coding in accordance with JPEG

pears in more and moredetail in the course of the data transmission. Should
the image turn outnotto be the one required, this transmission can be broken
off at any time; only the desired image needs to be completely transmitted.
This saves time and transmission capacity.

A second example of progressive coding, the “successive approximation”,
can be seen in the right-handsideoffigure 4.10. Following the transmission
of the DC component,first the most significant bits (MSBs) of the AC coeffi-
cient, and then theleast significant bits (LSBs) are transmitted. In this way an
increasing image quality is obtained.

For some applications even the small differences between the recon-
structed image andtheoriginal, as depicted, for example,in figure 4.6, are not
acceptable. In medicine,for instance, the smallest distortion in an X-ray could
influence a diagnosis. In order to supply the tools for such applications the
JPEG standardoffers a lossless mode. As shownin figure 4.11, this mode does
not use transformation,as even the small roundingerrors which occurinevi-
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Fig. 4.12. Lossless coding in accordance with JPEG, possible predictions

tably in the DCT-based mode of operation would cause a disturbance. In-
stead, based on the knowledgeof the neighbouringpixels, a prediction of the
actual pixel is made. Theresulting difference from the actual value is coded
with the aid of a Huffmantable. Seven predictors, as listed in figure 4.12, are
available for the prediction. In each case the most suitable prediction is cho-
sen by the encoderandsignalled to the decoder.

The data reduction factor obtained with lossless coding has an average
value of <2 for natural images, while for the baseline algorithm, with almost
the same subjective quality, an averagefactorof 4 to 8 is achieved. Forthis rea-
son the lossless mode can only be consideredas a solution for special applica-
tions. For example, for X-rays which have a high proportion of black areas the
reduction factor obtained is much higher than two.

A further possibility of achieving a gradualincreasein the resolution of an
image is offered by the “hierarchical coding” which can bepaired with all
other JPEG modes. The relevant block diagram is shownin figure 4.13. The
image to be coded is subsampled horizontally and vertically with the same
factor, which must be a powerof two (2). Theresulting imageis coded with a
non-hierarchical JPEG encoder and transmitted. At the sametimeit is recon-

structed at the decoder and oversampled bya factor of two so thatit is avail-
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Fig. 4.13. Hierarchical coding in accordance with JPEG
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able as a prediction for the next coding step, which uses the image now only
subsampled by the factor 2“. This continues until the best available resolu-
tion of the image (subsampling factor 2° = 1) has been transmitted. In this way
a successively increasing resolution is obtained during transmission, which
can also be used in connection with lossless coding.

Concerningthe use of the JPEG standardfor transmitting movingpictures,
noneofthese special coding modesis of any significance;firstly, because the
transmission musttake place in real time anyway andtherefore a successively
increasing resolution of the image quality would not be appropriate and,sec-
ondly, because with lossless coding a satisfactory data-rate reduction cannot
be achieved. As mentioned before, M-JPEG was not standardised, which sig-
nifies that it is an adaptation of the baseline algorithm to movingpictures.If
the term “JPEG”is used, then whatis typically meantis baseline JPEG.

4.1.6 Interchange Format

In order to ensure compatibility and interchangeability between application
environments, the JPEG standarddefines an interchange format which on the
one hand determinesthe structure of the bit stream, and on the other hand

also determines the subsampling matrix. Figure 4.14 showsthe relationship
between the various components (with different resolutions) of the input im-
age. The samplesofthe highest-resolution component(usually the luminance
Y) are arranged in an orthogonal matrix.In the case of lower-resolution com-
ponents (for example, chrominance signals Cz and Cp) the subsamplingfac-
tor must be horizontally and vertically equal and the location of the samples
must be midway between those of the higher-resolution component. The
sameis true for lowest-resolution components, as can occurin specialised ap-
plications.

This definition is in accordance with the usual format in computerapplica-
tions like, for example, Postscript Level 2, or Apple Quicktime, but not with
Recommendation ITU-R BT.601 whichrelates to television. As stated by ITU,
the chrominancefor the 4:2:2 format is only subsampled horizontally and
the chrominance sampling matrix is otherwise co-located with the luminance
sampling matrix. If, in M-JPEG applications, one were to adhere to the ITU

x -* KX xX

x ° x xX ° x x samples of the highest-resolution component
Oo o samples with lower resolution

x O° x x O° x O samples with lowest resolution
x * K &

Fig. 4.14. Interchange format in accordance with JPEG
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recommendationsas well as to the JPEG format, a costly format conversion
entailing quality losses would be required before the encoderandafter the
decoder. Therefore, most applications operating with the JPEG algorithm for
the transmission and storage of moving pictures adhere to the ITU recom-
mendation and infringe the JPEG format. Regarding such applications,this
procedure should not cause any problemsas long as data are not exchanged
among codecs from different manufacturers.

4.2 Codingin Accordance with the MPEG Standards

The JPEG standard wasoriginally conceivedforstill pictures andis therefore
not completely suitable for data reduction of movingpictures.Firstly, the lack
of a standard for M-JPEG meansthat there are considerable incompatibilities
between the methodsused bydifferent manufacturers. Secondly, JPEG does
not take advantageof the similarity of successive movingpictures, and there-
fore the reduction factoris limited to unnecessarily low values. Thirdly, JPEG
neither provides for a coding of the associated audio information norfor a
multiplexing of video and audio signals.

For this reason the Moving Pictures Experts Group defined an algorithm
for coding moving pictures — including associated audio - which does not
have the above shortcomings.Thefirst step in this direction was the develop-
ment of the MPEG-1 standard which was designed for use with computers
and multimedia, particularly for the storage of video on CDs with a data rate
of 1.15 Mbit/s. In order to obtain an acceptable image quality at this very low
data rate it was necessaryto include a numberoflimitations in the standard,
e.g. that the resolution of the image to be coded must not be higher than
352X288 pixels, that the frame rate must not exceed 30 Hz, andthat only pro-
gressive image sampling must be supported. An upperlimit of 1.5 Mbit/s was
set for the data rate. Adherenceto this so-called ‘constrained parameterset’
ensures that any MPEG-1 decoder can decode the data. Owing to the early
availability of suitable components,it was only a short time after the comple-
tion of the standard that applications came on the market which went beyond
the established parameters and madeit possible to also code images in the
ITU-R BT.601 format, with 720576 pixels (often referred to as MPEG-1+,
MPEG-1.5 or similar). However, since the treatment of interlaced scanningis
not specified in the MPEG-1 standard, applications using this type of scan-
ning mustbeseen as individualsolutions,all of which became obsolete with
the completion of the MPEG-2 standard in November1994.

MPEG-2 includes an extension of the MPEG-1 standard for the trans-

mission of television signals, therefore it takes interlaced scanning into con-
sideration andoffers a succession of quality steps and options whichare usu-
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Fig. 4.15. Overview of MPEG-1 and MPEG-2 standardisation ranges

ally represented in the profile/level table, which is described later. The Main
Profile at Main Level (MPML), whichis intended for the transmission of stan-

dardtelevision signals andallowsfor data rates of up to 15 Mbit/s, has shown
in MPEGtests that an image quality comparable to PAL can be achieved even
at bit rates of about 6 Mbit/s and that, at a code rate of 9 Mbit/s, the recon-

structed image is almost indistinguishable from that of the original (so-
called visual transparency). Originally, a third level, MPEG-3, was plannedfor
the MPEGalgorithm,to allow the coding of HDTV signals. However, as the
coding of high-definition images has been incorporated in the profile/level
table of MPEG-2 there is no requirement for MPEG-3.

The work of the MPEG group nevertheless continued in the direction of
higher data-compression factors or extremely low data rates, e.g. below 64
kbit/s, and was subsumed underthe name of MPEG-4.This “very lowbit-rate
coding”, which might be applied in video conferencing or mobile services,
will no longer exclusively rely on the DCT-based technique, as used in
MPEG-1 and MPEG-2,but, with the aid of object-oriented coding,tries to
achieve much higher reduction factors, albeit at a lower-grade quality. The
use of MPEG-4 in broadcast services is currently not being envisaged and
therefore MPEG-4 will not be discussed here.

Figure 4.15 gives an overview of the MPEG-1 and MPEG-2 standardisation
range. In the MPEGstandards notonly the video-data reduction is defined,
but also the audio-data reduction which wasdiscussedin detail in chapter3. It
includes, moreover, the multiplexing of video, audio and other information,
such as videotext, which are to be transmitted in a communalbit stream.
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MPEG-1 only offers the multiplexing of one single programme,whichis dis-
tinguished bythe fact that all components (video, audio and auxiliary data)
have one commontime base. With MPEG-2,on the other hand,several pro-
grammes can be combinedto form one commondata stream.All othertrans-
mission parts outside the dashedlines representing the variousblocks,i.e. the
error protection adapted to the channel characteristics, the modulation used
for the transmission, and the service information (see chapter5), are not in-
cluded in the MPEGstandards. In Europe these elements are the responsibi-
lity of the European Digital Video Broadcasting (DVB) Project and haveal-
ready been defined.

In the next section, the algorithm, i.e. the principle which is used by
MPEG-1 and MPEG-2for video coding,will be explained, followed by a dis-
cussion of the differences between the two standards.

4.2.1 Block Diagrams of Encoder and Decoder

The MPEGstandards, too, makeuse of the discrete cosine transformation for

spatial decorrelation. In addition, however, they also exploit the similarity of
successive pictures and therefore, with no change in the quality, achieve con-
siderably higher compression factors. Figure 4.16 showsthe principle of dif-
ferential coding, on whichthe data-rate reduction in the temporal directionis
based. In the encoderthe decodedsignal, which is delayed by timefactor t,is
subtracted from the actual signal in order to decorrelate the distribution of
the amplitude values. The decoderinverts this step. t can represent the dura-
tion of a pixel (in this case the neighbouring pixels are subtracted in the en-
coder), the duration of a line (correspondingto the subtraction of pixels in
neighbouringlines), or the duration of an image (correspondingto the sub-
traction of equally located pixels in a succession of pictures). The last case has
been put into effect in MPEG,as the similarities between the imagesare ex-
ploited by the DCT.

As can beseen,there is a complete decoderin the feedback branch of the
encoderso that exactly that signal is used for the subtraction whichis later
generated in the decoder and addedto the incomingsignal. In this way the
coding process can work completely without loss (redundancy reduction)as
long as the range of numbershasnot been limited by way of roundingerrors

decoder 
encoder Fig. 4.16. Principle of differential coding
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quantisation factor
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reordering

motion
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Fig. 4.17. Block diagram of an MPEG video encoder

or quantisation.If the input signal is quantised with 8 bits and thus assumes
values in the range of 0 to 255, then values between —255 and +255 (9 bits) can
occurat the output of the encoderin the most extremecase. Simple methods,
which achieve a data reduction solely by performing the differential coding,
limit the difference signal in its word lengthto,for instance, 6 bits (range of
values -32 ... + 31), but accept artefacts (slope overloads) onall steep signal
transitions (so-called differential pulse code modulation [DPCM]). For
MPEGthedifference values are fed into the subsequent DCT with an un-
changed 9-bit word length. The gain in termsof data reduction results from
the decorrelation.

Figure 4.17 showsthe block diagram of an MPEGvideo encoder, the com-
ponents of which will be discussed in detail in the following paragraphs. The
steps DCT, quantisation and redundancy reduction that can be seen in the
centre, framed by dashedlines, are also found in JPEG.In additionto this, the
encoderfeatures differential coding with an imagestore for time delays by the
value of t. This prediction is supported by motion estimation which seeks the
best possible match in the previous image for the image to be codedin each
block. As the decoder requires the motion information in orderto invert the
prediction, the calculated motion vectors are also transmitted in the bit
stream. In order to also exploit the similarity with successive pictures, the
coding is preceded by a reordering of the sequence of pictures.

The second important new functionality included in MPEG-2, as com-
pared to JPEG,is the controlof the quantiser to regulate the transmission of a
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Fig. 4.18. Block diagram of an MPEG video decoder

constant data rate. At the output of the encoderthereis a buffer which absorbs
the incoming data of varying rates and passes them onat a constantdatarate.
If there is any dangerofthe buffer overflowing, the buffer will cause the quan-
tisation factor (see section 4.2.4) to produce a coarser quantisation so that
less data are transferred to the buffer. A constant data rate ensues as a conse-

quence.

The corresponding decoderis shownin figure 4.18. The data which arrive
at a constant data rate are absorbedby the input buffer and transferred at
varying rates to the demultiplexer which separates the coded image data from
the required auxiliary information (especially the quantisation factor and the
motion vectors). The inverse quantisation follows the inverse redundancyre-
duction which evaluates the quantisation factor transmitted in the bit stream.
The inverse DCT transforms the coefficients back into the spatial domain
whereuponthe predicted values are added. For this step the motion vectors
are required which were calculated by the encoder and transmitted in the
data stream. Finally the decoded images are put back in the right order.

It is obvious from the block diagramsthat the construction of the decoder
is considerably simpler than that of the encoder. In particular no motion vec-
tors have to be defined,as these are generated by the encoder. The motion es-
timation is, however, the step which requires the most computing power.

4.2.2 Motion Estimation

To illustrate the motion-estimation-supported prediction an example is
givenin figure 4.19. This showsa ball which has moved minimallyto the right
and downward from image1 to image2. For coding purposes the images were
broken downinto so-called macroblocks with 16x16 pixels (correspondingto
2x2 DCT coding blocks). To code the thickly drawn macroblock in image2,
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image 1 image 2

erhaa
P|

vector macroblock Fig. 4.19. Example of motion estimation

  
 

  Ta
[  

the difference between the corresponding macroblocks in image 2 and image
1 is computed. There remainsin the top right-hand cornerof the resulting
macroblocka relatively large difference value becausethe ball has notyet ap-
peared in the corresponding macroblock in image 1. Accordingly,a relatively
large numberofbits is required for coding. A considerably better prognosis
can be made by computingthe difference from a macroblock which has been
shifted in the right direction, as shownin figure 4.19. However,in this case the
calculated motion vector mustalso be transmitted so as to enable the decoder

to invert the process.
The selection of macroblocksas the basic element for motion estimation

offers the advantage that the samevector can be used for the luminance com-
ponents as for the chrominance components.If the chrominance is subsam-
pled horizontally and vertically by the factor 2 (4:2:0 coding, see section
4.1.6 and 4.2.5), one macroblock is made up of four luminance blocksas well
as of one block each of the two colourdifference signals, as shownin figure
4.20. A corresponding definition holds for formats 4:2:2 (as in ITU-R
BT.601) and 4: 4: 4 (no subsampling),which are provided only by MPEG-2.

 
16 pixels

16 pixels Hanke)
Cg CR

8 pixels
Y

macroblock macroblock
format 4:2 :2 format 4 :4:4

 
Fig. 4.20. Possible macroblock structures
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prediction 
 

image 2 e.g.

prediction = f(A,B) = 1/2 A+ 1/2B

bidirectional

prediction 
image 1 image 2

Fig. 4.21. Unidirectional and bidirectional prediction

The MPEGstandardsdonotspecify whichalgorithmis to be used to calcu-
late the motion vectors. Usually a block-matching technique is used
[MUSMANN], by which,for example, the macroblock is shifted to all possible
positions within a given search area, and the position for coding is chosen
wherethe difference to the actual macroblockis the smallest. In “full-search

block matching”all positions are actually checkedin stepsof half a pixel (re-
alisation by interpolation), whereas hierarchical procedures commence with
larger steps, locating a provisional minimum,and then continue with smaller
steps in a search area aroundthe provisional minimum.In anycase, applying
the search algorithm requires a very large computationaleffort, which means
that for hardware realisations the search area is often considerably reduced.
However, the size of the search area plays a decisive role in determining the
quality of the reconstructed picture. For example, if the search area is re-
stricted to +10 pixels horizontally and +5 pixels vertically, then, if wide-range
shifting of more than 10 pixels occurs horizontally from image to image(e.g.
due to a fast camera swing)the predictionfails. The reduced codingefficiency
resulting from this causes a considerable quality loss.

Prediction using future images has also been included in MPEGin orderto
further increase the codingefficiency. Figure 4.21 shows whatis to be under-
stood by “bidirectional prediction”. As opposedto unidirectional prediction,
the macroblock in image 3 which follows image 2, the image whichis to be
coded, is additionally searched. The prediction can thus, for example,result
from the mean value between macroblock A and macroblockB.If image1 or
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image 2 does notyield a usable prediction (which could bethe case, for exam-
ple, in cut images), the encodercan decidethat only the other prediction must
be used. Both orientationsof the prediction could fail in the case of fast move-
ments. In such a case the encoderis free to revoke the prediction and save the
bits for coding the vectors. Even though bidirectional prediction means
doubling the expense, it was includedin the standard becauseit considerably
increases the codingefficiency. A bidirectionally predicted macroblock can
on average be coded with only abouthalf the amountof data required for a
unidirectionally predicted macroblock.

4.2.3 Reordering of Pictures

Bidirectional prediction not only doubles the computationaleffort of the mo-
tion vector calculation but also necessitates the already-mentioned reorder-
ing of the pictures. The upper part of figure 4.22 shows an extract from a
frame sequence.If one wereto use a prediction forall pictures, it would not be
possible to find a starting point for the decoding,as each picture is dependent
on the one before andafterit. For this reason onepicture,at suitable intervals,
is coded without the help of prediction (so-called I-pictures, intraframe-
coded). If an I-picture is inserted every 12 frames, then, when the television
receiver is switched on or the programmechanged,it takes a maximum of
half a second before the decoding can begin.

Betweenthe I-pictures, so-called P-pictures, which have been unidirec-
tionally predicted from the preceding I-picture or P-picture, are inserted as
supporting points. The interleaved bidirectionally predicted pictures (B-

viewing succession

Sane.
| = intraframe-coded picture
P = predicted picture

transmission succession B = bidirectionally predicted picture

rR
Fig. 4.22. Reordering of pictures
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pictures) result from the I-pictures or P-pictures which appear before and
after. As can be seen from the interdependencies of the pictures, marked by
arrows, the decoder must always recognise the subsequent P-picture or I-
picture before the interleaved B-pictures can be decoded. The sameapplies to
the encodersince there is a complete decoderin its feedback branch. Thatis
whythe sequenceofthe pictures is changed before transmission. The framing
I-pictures and P-pictures are always transmitted before the interleaved B-
pictures. Therefore, the encoderhasto havea total of four image stores and to
carry out the following steps for two consecutive B-pictures: coding the I-
picture and retaining the original for the prediction; merely retaining the
originals of the B-pictures for the time being; coding the P-picture and retain-
ing the original for the prediction of B-pictures; then coding the B-pictures.
The decoder, by comparison, requires only two imagestores, irrespective of
the numberof consecutive B-pictures to be decoded,as it only needsto retain
the framing I-pictures and P-pictures; the B-pictures can be displayed di-
rectly after decoding and removed from storage. The decoding of the B-
pictures requires extra storage space, the extent of which depends on the im-
plementation.

The determination of the sequence of the I-pictures, P-pictures and B-
pictures (so-called group-of-pictures structure) depends solely on the de-
cision of the encoder. The decoder can process all sequences since it never
requires morethanjustalittle over two image stores for the decoding. The
complexity of the encoder as well as the image quality achieved depend
essentially on the structure of the group of pictures. The structure shown in
figure 4.22 has provedto be a viable trade-off between cost and performance;
however, this structure is by no means mandatory.

4.2.4 Data-rate Control

As already mentioned, a constant data rate is achieved by controlling the
quantiser. If there is a dangerof the output buffer of the encoder overflowing
~ for instance, because a picture content with fast movement and thus with a
lot of high frequencies has to be coded or because the prediction malfunc-
tions on accountof the limitation of the search area — the quantisation stepis
increased, resulting in a coarser quantisation and possibly in a visible dete-
rioration of the picture quality. When the situation eases, the quantisation
step can again be decreased.It is on the quantisation that the amountof data
input to the buffer depends. For a minimum quality of the reconstructed pic-
ture to be guaranteed, the data-rate control does notaffect the quantisation of
the DC componentofintraframe-coded pictures. The DC coefficient is always
divided by eight. On the other hand, the DC coefficients for P-pictures and B-
pictures, just as the AC coefficients, are quantised with a step size taken from a
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similar table to the one used for JPEG.This,in addition,is followed by a fur-
ther quantisation which performs the data-rate control.

DC coefficient for I-pictures:

 Gg (0,0) =rounam (4.3)
Otherwise: Gifsf,)

Alf. f)) = dj 227"

A(fo fy)Galfer fy) = roundTe| (4.4)
with: fy fy = spatial frequencies

Golfo fy) = quantised DCTcoefficients
Cfo fy) = unquantised DCTcoefficients
A(fo fy) = auxiliary quantity
Qe fy) = entries in the quantisation table
Qr = quantisation factor

Here Q; is the quantisation factor for the data-rate control, which varies from
macroblock to macroblock and which can beset by the buffer control to a
value between 1 and 31. By this means entries in the quantisation table are
variegated by a commonfactor which can besetin steps of1/8. If the setting
Qr = 31 does notsuffice to prevent a buffer overflow, so-called “skipped mac-
roblocks” occur, i.e. macroblocks which are coded with o bits and are there-

fore skipped. In this case the decodersets all motion vectors andall coeffi-
cients to zero, resulting in the macroblockof the previous image simply being
repeated. Of course such macroblocksare generally very conspicuousas they
do notfit exactly. In contrast,if the image contentis so simple that even at Qr
= 1 too few data are produced, then an emptyingof the buffer is avoided byin-
serting so-called stuffing bits.

Contrary to the JPEG standard, quantisation tables were agreed for
MPEG-1 and MPEG-2, and these can be seen infigure 4.23. In this way the bits
for signalling these tables can be saved. However, should the encoder discover
that variant quantisation tables wouldlead to a higher codingefficiency, then
it has the option to transmit those tables in addition to the others.

4.2.5 Special Features of MPEG-1

MPEG-1 wasdesigned for use with computers and multimedia and particu-
larly for the recording of videos on conventional CDs. To keep within the
given limited datarate, the resolution of the image to be coded hadto bere-
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Fig. 4.23. Standard quantisation tables in MPEG-1 and MPEG-2

stricted to the so-called “source input format” (SIF) (see sections 2.2 and 4.1).
This is to be understoodasessentially half the resolution compared to an im-
age conforming to Recommendation ITU-R BT.601 in conjunction with the
4:2:0 colourrepresentation.In figure 4.24 the sampling structures of the two
formats are compared. Whereas the chrominance in ITU-R BT.601 is only
subsampled horizontally by a factor of two and whereas apart from that the
sampling grid coincides with that of the luminance, the chrominance in the
SIF is subsampled in both directions and its samples lie midway between
those of the luminance (as with the JPEG interchange format, see section
4.1.6).

To transmitor store a television signal with MPEG-1it is necessaryto per-
form a format conversion before the encoderand after the decoder.Thisis il-_
lustrated by the transmission chain in figure 4.25, where “channel” can also be
interpreted as a recording on CD.By way of an example the individualsteps

& x © x
x x

oe x @ x
O

® x @ x

x x

® «x @ xX

sampling structure sampling structure
ITU-R BT. 601 SIF Fig. 4.24. Source input

(4:2:2) (4:2:0) format(SIF) in MPEG-1

  ITU-R

BT.601
pre-

processing   MPEG-1 MPEG-1 ITU-R
BT. 60

MPEG-1 MPEG-1 SIF
data stream data stream

Fig. 4.25. Processing chain in MPEG-1
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Fig. 4.26. Pre-processing in MPEG-1
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Fig. 4.27. Post-processing in MPEG-1

for the pre-processing and post-processing are shownin detail in figures 4.26
and 4.27. In changing the formatto SIF, in the easiest case, onefield is com-
pletely omitted for the time being. The use of a decimationfilter at this stage
would result in the motion phasesof the twofields being blurred. This would
cause artefacts during movementin the image. Shouldafilter be used at this
stage to lessen the vertical aliasing which occurs by omitting a field, then this
should be done adaptively in those image regions where movementis only
minimal.

Afterwards, the horizontal subsampling is performed. This time, though, a
suitably designed decimation filter should be used which, with regard to
chrominance, ensuresthat the required position of the sampling points is ob-
served. Some hardware implementationsdo notincludefilters at this point or
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elsewhere. They carry out the subsampling by simply omitting pixels. This,
however, causes aliasing, which hasa negative effect on the coding quality. For
the chrominance components another vertical subsampling follows (here
again,if possible, with the correctfilter in terms of systems theory) with the
object of achieving the 4: 2:0 format. Since because of the macroblock struc-
ture the numberof luminancepixels per line (just as the numberoflines)
mustbe divisible by 16 and the numberof chrominancepixels per line must
be divisible by 8, somepixels in the right and left marginsof the picture will
be discarded (delineated by brokenlinesin figure 4.26). The input signal for
MPEG-1 coding,with a progressive sampling structure and a 25-Hz framefre-
quency, thus has a resolution of 352x288 luminance pixels and of 176x144
chrominancepixels.

Following the decoding process, the corresponding inverse steps must be
carried out to reconstruct the original format. Horizontal oversampling takes
place subsequent to the addition of black pixels to the left and right margins
of the picture and subsequentto vertical oversampling of the chrominance
components. The reconstruction of the secondfield can also be performed by
oversampling; however, the second motion phase which was eliminated by
the encodingcan, of course, not be reconstructed. This would be possible by
meansof costly motion-adaptive processing, but even then only partially.

4.2.6 Special Features of MPEG-2

The considerable limitations of the MPEG-1 standard do not recur in

MPEG-2. MPEG-2 provides for the coding of signals in accordance with
ITU-R BT.601as well as for the use of the 4: 2:2 chrominance format and even

of the 4: 4: 4 format. The main profile proposed by the European DVB Project
for television broadcasting utilises the 4:2:0 format which, however, differs
from the 4:2:0definition in MPEG-1in the position of the chrominance sam-
pling grid in relation to that of the luminance. Apart from this, the interlaced
scanning is taken into account. Theleft part of figure 4.28 shows the 4:2:0
format with a progressive sampling grid, where the luminance sampling
points are marked by crosses and the chrominance sampling pointsbycircles.
The grid differs from its counterpart in MPEG-1 and JPEGinthat thevertical
samples of the chrominancelie midway between the luminancelines but that
horizontally they remain unchanged as compared to ITU-R BT.601. For
MPEG-1 a horizontalfilter has to be employed to enable the subsampling. So
this samefilter can be usedfor the horizontal phase shifting. Thus a formatis
created which conformswith the usual conventionsin the field of computers.
Right from the beginning, however, MPEG-2 was aimed at applications in
television engineering, where a samplingstructurelike that depicted in figure
4.28 is used and wherea horizontal shifting of the sampling grid would mean

97



98

84 4 JPEG and MPEG Source Coding of Audio Signals

equivalent generated from:
frame Istfield 2nd field
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progressive sampling sampling with interlaced scanning
(represented are the pixels of a column
at left margin of picture)

Fig. 4.28. Sampling structure 4 :2:0 in MPEG-2

extra costs. For sampling using interlaced scanningthe position of the sam-
ples does not change; the assigning of the chrominancelinesto thefieldsis in-
dicated in the right half of figure 4.28, which showsthe first column of an im-
age as part of a frame andas part of the twofields.

The high profile of the MPEG-2 standard also permits the 4:2:2 format,
which is shownin figure 4.29, whereas the 4: 4: 4 format, as depicted in figure
4.30, has been providedfor but is not contained in the profiles up to now. For
future applications the standard can be supplemented by further profiles
with the option of a 4:4:4 format. The 4:2:2 format conforms to ITU-R
BT.601, whereasfor the 4:4:4 representation the luminance and chrominance
grids are congruent and superimposed on eachother.

The interlaced scanning also affects the performance of the DCT. In
MPEG-2 the encoder can choose betweenthefield mode and the frame mode,

as shownin figure 4.31. The twofields of the picture are represented by black
and white picturelines. In the frame mode each macroblockis divided into

equivalent generatedfrom:
frame Ist field 2nd field

@® x @ xX ® ®

® x @ xX ® @

® x @ xX ® ®

@ x @ xX ® @

progressive sampling sampling with interlaced scanning
(represented are thepixels of a column
at left margin of picture)

Fig. 4.29. Sampling structure 4 : 2:2 in MPEG-2
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Fig. 4.30. Sampling structure 4:4 :4 in MPEG-2

8x8 DCT blocks in such a way that each 8x8 block contains both motion
phases. For fast movements in the picture, however, this is a disadvantage
since the breaking up of vertical edges in the image, caused by interlaced
scanning, leads to high vertical frequencies and therefore to low codingeffi-
ciency. In this case it is more convenient to rearrange the fields as shown in

 

+—_—_—_ 14 ————_> <+<— 3—>

= || frame

| = -
field

= - 
Es: Nine in ist field

OT:line in 2rd field

Fig. 4.31. Possible distributions of 8x8 DCT blocks within a macroblock
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the lower part of the representation. The chrominanceresults in the 4:2:0
format having two coding blocks of the size 8x4 instead of one coding block
of the size 8x8. For a static image or an imagewithlittle movementthe frame
coding is generally moreefficient as spatially neighbouringlines are usually
more closely correlated. The decision as to which methodis to be usedis
made by the encoder.

MPEG-2 differs from JPEG and MPEG-1 in that an optional non-linear
quantisation of DCT coefficients is also possible. As a rule, this results in a
higher coding efficiency. There is also the possibility of a modified run-
length coding, which can be better adaptedto the interlaced scanning using a
different zigzag order and a second Huffmantable.

A further innovation in the MPEG-2 standardare the different types of
scalability, the meaning of which is explained below. The degradation of a
digital television transmissionis generally very abrupt. Even a small increase
in the bit-error rate can cause a transition from perfect reception to total dis-
ruption. If the power budget of the transmission path does not include
enough margin, e.g. if too small a receiving antennais used fora satellite
transmission, changeable weather conditions can cause a situation in which
the picture continually vanishes and reappears. In the case of terrestrial
transmissionsit can happen that one householdat the edge of a coverage area
can still receive a certain programmein perfect quality while others in the
next street have no reception whatsoever(cf. chapter 11). To minimise this un-
pleasant behaviour an intermediate stage can be introduced with the aid of
scalability tools, as shownin figure 4.32. At a low bit-error rate completely un-

low bit-errorrate  
medium bit-error rate 

high bit-errorrate

SNR scalability spatial scalability

Fig. 4.32. Scalability in MPEG-2
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reduction  base layer

 redundancy
reduction enhancementlayer
 least significant

Fig. 4.33. SNR scalability in MPEG-2 bits

disturbed reception is possible. If the bit-error rate increases to a higher
value, then, in the case of SNR (signal-to-noise ratio) scalability, the picture
received will be noisy but still acceptable. However, this is not noise as we un-
derstandit, but noise due to quantisation errors, combined with signal and
block structures. By comparison,in the case of spatial scalability, at the in-
creased bit-error rate, a lower-resolution image is received. It is only with
even higherbit-error rates that the reception is completely disrupted.If it is
envisagedto exploit the possibilities arising from the utilisation of scalability
in source codingin a digital television system,“hierarchical modulation”(cf.
section 11.5) will be required. The European DVB Project does notinclude ei-
ther SNRscalability or spatial scalability in its system specifications.

Figure 4.33 shows the implementation of SNRscalability using a section of
an MPEG-2 encoder. After quantisation, the DCT coefficients are divided into
mostsignificant andleast significant bits and subjected to a separate redun-
dancy reduction. In the channel encoder the so-called base layer with the
most significant bits is then furnished with a better error protection for
transmission thanthe least significant bits of the enhancementlayers. Hence,
in the case of a deterioration of the transmission characteristics of the chan-

nel it is the less important bits of the coefficients that can no longer bere-
ceived, a fact which becomes noticeable as noise-like interference.

An encoder for spatial scalability is quite differently constructed (see
figure 4.34). The imageto be codedis first subsampled horizontally and ver-
tically by a factor of two and then fed into an MPEG-2 encoderforthis re-
ducedresolution. The resulting base layeris then furnished with a high-grade
error protection in the channel encoder. In the encoder the base layer is
immediately decoded and,after reconversion to the original resolution, used
as prediction for the enhancementlayer, which is then furnished in the chan-
nel encoder with a lower-grade error protection. A particular advantage of
spatial scalability is that it enables the compatible transmission of HDTV
signals.

By combining bothscalabilities it is possible, moreover, to achieve a multi-
stage degradation. Two other types of scalability should be mentioned here:
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Fig. 4.34. Spatial scalability in MPEG-2
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temporalscalability, which reduces the temporal resolution,i.e. the framefre-
quency, and data partitioning, similar in character to SNRscalability. Neither
will be further discussed here.

The profile/level table for MPEG-2 mentionedat the beginning will now be
examined moreclosely. Figure 4.35 showsits construction. The so-called pro-
files, under which certain syntactical elements and hence certain algorithmic
peculiarities are subsumed,are arranged fromleft to right. Thelevels,limit-
ing certain parameterslike resolution and data rates to their corresponding
maximum values, are arranged from bottom to top.

The upperlimits for definition and data rate can be seen in the boxes. The
numbersin brackets refer to the lowerlayer or layers of the scalable coding.
The parameters for the cancelled boxes have not been defined.
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(720x576) (720576)

60(40.15) Mbit/s|80(60.20) Mbit/s

high-1440
level

720X576pixel 720576 pixels_ (352X288)
15 Mbit/s 20(15.4) Mbit/s

simple main SNR scalable|spatialscalable high
protile profile profile profile profile

((main profile, (4:2:0, (main profile, SNRprofile, (spatial profile,
without B-pictures) no scalabilty) + SNR scalability) + spat. scalability) + 4:2 :2 coding)

  
Fig. 4.35. Profiles and levels in MPEG-2
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The low level has been conceived for the coding of television pictures with
reduceddefinition,similar to the already-knownSIF in MPEG-1 (LDTV:low-
definition television). However, due to the specified upper limit of 4 Mbit/s for
the data rate, a considerably better quality can be achieved with MPEG-2 than
with MPEG-1. The mainlevel is used for the coding of signals in the standard
definition of contemporarytelevision (SDTV: standard-definition television,
comparable to PAL; EDTV: enhanced-definition television, comparable to
ITU-R BT.601). For the coding of HDTV (high-definition television) two lev-
els are available: the high-1440 level and the highlevel, the latter providing a
numberof pixels per line appropriate for the 16:9 aspect ratio. However, the
transmission of 16:9 signals is possible atall levels (and with all profiles).

The simple profile and the main profile differ from each other only in that
in the simple profile bidirectionally predicted pictures are not permissible.
Therefore the encoder and decoderare not so costly; however, the loss in cod-
ing efficiency is so high that the simple profile most probably will not be used
in practice. For the time being,scalability is not possible in either of the pro-
files, and the chrominance format has been fixed at 4: 2:0. The SNR-scalable

profile permits the utilisation of SNR scalability, while the spatially scalable
profile is added for the spatial scalability.It is the high profile which addition-
ally permits the 4:2:2 chrominance format.

The table as a whole is composed to indicate downward-compatibility,
which meansthat a decoder which can beallocated to a particular box in the
table mustalso be able to decode the data streamsofall the profiles and levels
situated to the left and below that box. Correspondingly, each MPEG-2 de-
coder must be able to decodeall profiles and all levels of an MPEG-1 data
stream. The standardalso defines particular characteristics which do not ap-
pear in any profile/level combination, such as the 4: 4: 4 coding. Possible fu-
ture extensions of the table will be reserved for these. The boxes which have

been defined up to now, however, may not be changed.Therationale for defin-
ing this matrix of profiles and levels is to make available a practical subset
from the multiple tools of the MPEG-2 standard for certain uses. This obvi-
ates the necessity to equip all decodersforall eventualities, thus accelerating
the implementation of the algorithm in the respective hardware and saving
costs.

4.3 Summary

Chapter 4 discusses the video coding in accordance with JPEG, MPEG-1 and
MPEG-2. The JPEG standard, which uses the DCT together with subsequent
quantisation and redundancyreduction, was primarily developedas a stan-
dard for compressingstill pictures. However, dueto the early availability of ef-
ficient and reasonably priced IC solutionsit was soon usedfor coding moving
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pictures. This so-called Motion JPEG varies, though, from manufacturer to
manufacturer, and as a consequencethe various solutions are incompatible
with one another. In the domainofvideo editing systems JPEG hassecuredit-
self an established place.

Right from the beginning MPEG-1 was conceived for lower-quality appli-
cations in computers/multimedia, and the standardis now firmly established
in this domain. Because of the attraction of achievable cost reduction by
meansof data reduction this standard was used beyondits design objectives
for the transmission of television signals with a higher quality and data rate
before the completion of MPEG-2.Just like JPEG, MPEG-1 uses transforma-
tion coding, but supplements this by exploiting the temporal similarities in
pictures and by controlling the constancyof the datarate.

Finally, MPEG-2 providesall the necessary tools for the coding oftelevi-
sion signals of very different qualities, from SIF (similar to VHS) to HDTV,
thus offering the Digital Video Broadcasting (DVB) Project a toolbox for
video coding. DVB has compiled the “Implementation guidelines for the use
of MPEG-2 systems, video and audio” [ETR 154] which incorporate thelist of
restrictions that need to be placed on MPEG-2 parametersin oderto ease the
implementation of MPEG-2 in DVB. ETR 154 thus warrants the compatibility
between equipmentfrom different manufacturers. This has made DVB the
first major application of MPEG-2 video coding.

Symbols in Chapter 4

signal value of a DPCM pixel
A(fo fy) auxiliary function in the spatial-frequency domain
B signal value of a DPCM pixel; bidirectionally predicted picture

signal value of a DPCM pixel
C(f. f,) scaling constants in the spatial-frequency domain
Cp digital colour difference signal: blue
Cr digital colour difference signal: red
x spatial frequency in x-direction
f spatial frequency in y-direction
G(fe hy } spectral coefficients of DCT, transformed from g(x,y)
Golfo*f,) quantised spectral coefficients of DCT
g(x,y) image signal in xy spatial domain

intraframe-coded image
Nin powerof 2
P predicted image (unidirectional)

multiplier (integer)
Qf i) quantisation step size for DCT coefficients

quantisation factor for data-rate control
round mathematical roundingto integers

spatial co-ordinate
digital luminancesignal
spatial co-ordinate
delay in the DPCM loop

aNeR
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Apart from the coding of audio andvideosignals (see chapters 3 and 4) the
MPEG-2 standard [1s0 13818] also defines the multiplexing of audio, video
and auxiliary data into one single bit stream, the so-called MPEG-2 System
([TEICHNER, KNOLL]). The joining together, however, is not the only task of
the multiplex. It must also provide transmission capacity for information
about the current programmeor broadcast and aboutthe transmission path,
as well as other information requiredeither for the technical servicing or as a
navigationalaid through the maze of programmesoffered to the viewer. This
information was defined by the DVB Project ([ETs 468, ETR 211]). Further
functions covered by the MPEG-2 System are provisionsfor clock recovery in
the decoder, the synchronisation of video and audio in order to retain the
synchronism ofthe lip movements, and the provision of transmission capac-
ity for conditional-access data (cf. chapter 8). These functions are described
in the first-_part of the MPEG-2 standard entitled “Systems”. They cannot be
portrayed here in all their dimensions, but the following sections should
serve to give an insight into what are sometimes very complex interconnec-
tions.

5.1 Differences between ProgrammeMultiplex and Transport Multiplex

The operation of multiplexing is shownas a rough block diagram infigure5.1.
First of all the video, audio and auxiliary data are packetised,ie. they are di-
vided into relatively large units (“packets”) and furnished with controlling
information.It is only afterthis that the data streams are combinedinto a sin-
gle one, in which process these so-called “packetised elementary streams”
(PES) are divided into smaller packets which are then multiplexed. This step
can lead either to a “program stream” (PS) with a single unified timebasis or
to a “transport stream” (TS) with the possibility of transmitting several dif-
ferent time bases and therefore several programmesin one channel. The main
differences can be seen below:
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Fig.5.1. Program multiplex and transport multiplex

Program multiplex:
- all elementary streams have one commontimebasis
— suitable for use in (relatively) error-free transmission channels (e.g. re-

cording on hard disk)
— packets may beof variable length

Transport multiplex:
- several different time bases are possible
- suitable for use in error-prone channels(i.e. satellite transmission)
- fixed packet length of 188 bytes

The DVBProject has opted for the use of the transport multiplex for televi-
sion broadcasting in Europeoversatellite, cable and terrestrial transmitters,
because this is the only one suitable for transmission on error-prone chan-
nels. The program multiplex will therefore not be discussed further.

5.2 Positioning of Systemsin the ISO/OSI Layer Model

In orderto ensure the applicability of the MPEG-2 system bit streams to most
existing and future data networks, the Moving Pictures Experts Group has
aligned the developmentof the multiplex with the ISO/OSI layer model ({1so
7498], ISO = International Standardization Organization, OSI = Open Sys-
tems Interconnection). Figure 5.2 is an attempt to show the functionality of
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Layer Definition Example: written message

6|resematonter|arrangementofwriting, structuring
se
ee
oe
=
    

 data link layer address onletter

1 physical layer transportation by the mail company

Fig. 5.2. The ISO/OSI layer model

 

the model. The example has been keptas instructive as possible; therefore the
analogy is not quite flawless.

The seven layers each perform different tasks during the transportation of
a message. The seventh layer, the so-called application layer, can be associated
with the recipient who reads and understands,as well as with the author who
conceives and writes the message. The presentation layer is responsible for
structuring the contents of the message. The codingof thetext,i.e. the use of
the agreed alphabet and the agreed language, takes place in the session layer.
In layer four, paper and ink are the media used to make the message readyfor
despatch. Thetransition to layer three, i.e. the way to the letterbox, represents
the transfer of the completed message to the transport network. The three
lowest layers comprise the various functions of the network.

The source coding of the video and audio signals in accordance with
MPEGcorrespondsto the fifth layer, the session layer. The definition of the
individualbits in terms of the MPEG videoor audio syntax can be seen as an
analogy to the language alphabet. The multiplex,i.e. the preparation of the
data for transport, correspondsto the manifestation of a written message put
on paper andrepresents the transportlayer. The two uppermostlayersrepre-
sent the generating of the programme content by means of camera and mi-
crophoneor, at the decoder, by playing and viewing the video; hence they do
not form part of the MPEG standards. Neither do the three lowest layers, the
networklayers that provide the transport path for the data,lie within the do-
main of MPEG.Thesystemsrequired for these layers were developed by the
DVBProject. The service information [ETs 468] required for the completion
of the MPEG-2 system documents represents the connection between DVB
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ISO/OSI MPEG-2

5

session

layer

compression — video and audio encoding/decoding
layer

PES packetlayer
— synchronisation of bit streams(e.g. video/audio)

4

transport system transport packetlayer (transport MUX)or
layer layer packlayer (program MUX)

— multiplexing/demultiplexing
— buffer management
— timing
— data transmission/reception

 
Fig. 5.3. MPEG-2 systemsin the ISO/OSI layer model

and MPEGatthelevel of the transportlayer.Justas, in the exampleofthelet-
ter, the precise definition of the interfaces between the layers makesit possi-
ble to replace an individuallayer or several layers by others that have the same
function (in the case of a postal strike, for instance, the letter completed in
layer 4 can also be conveyed by a private courier service), so the MPEG-2
transport multiplex can be transmitted via any network capable ofa trans-
parentdata transmission.Thatis exactlywhat was aimedfor by specifying the
ISO/OSIlayer model.

Both layers specified in MPEG-2 are considered moreclosely in figure 5.3.
Whilst layer 5, referred to in the ISO/OSI layer model as the “session layer”
and in MPEG-2 usage as the “compression layer”, includes the audio and
video coding and decoding as described in chapters 3 and 4, the transport
layer (or system layer) is divided into two sublayers which perform thevari-
ous tasks of the multiplex. The PES packetlayer is essentially responsible for
the synchronisation of the elementary streams. Multiplexing/demultiplexing,
buffer management, timing, and the actual transmitting and receiving of the
data (which means,the transfer to or from the next-lowerlayer) take place in
the transport packet layer (or, in the case of the program multiplex, in the
pack layer).

5.3 End-to-end Synchronisation

A transmission path from the source(i.e. the camera) to the sink (i.e. the dis-
play) is shownin figure 5.4. Along the whole path, a constant transmission de-
lay must be ensuredso that the individual images of a sequence of moving
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video

 
 

i auxiliary
data

variable delay constant variable delay
delay

constant run time

Fig. 5.4. End-to-end synchronisation

pictures can be reproduced correctly at the given frame frequency.In coding
and decoding, however, delay times vary; moreover, the imagedelay is not, as
a rule, identical with that of the corresponding audio- and auxiliary informa-
tion. In order to nevertheless ensure the regular display of the images,all data
must be synchronised. This task is fulfilled by the system layer.

A basic prerequisite for decoding is the recovery of the encodingclock in
the decoder. An example of the method used for synchronising the decoderis
shownby the block diagram in figure 5.5. Following the channel demodula-
tion and the evaluation ofthe error protection, a transport stream is supplied

 
  

 
 
 

vides video DIA, |
extraction decoder display   

 
 

 

channel

 

  
  

 
 
 

PCR ‘ D/Aiy audio '
audio decoder loud-

extraction speaker

PCR = program clock reference
STC = system time clock

Fig. 5.5. Example of decoder synchronisation
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to the decoder andis then fed in its entirety into the separate decoding
branchesfor video and audio.In the case of the video branch,thefirst step is
to eliminate all those data which are not required (e.g. audio data) and, with
the aid of the “packet identification” (Packet ID, PID) of the individual pack-
ets, to extract only those packets which form partof the image information of
the chosen programme.Included in these is the “program clock reference”
(PCR). The “system time clock” (STC) comparesitself to the reference sup-
plied in the bit stream at least every 0.1 seconds andis corrected if necessary.
In this way even the smallest deviations of the crystal-controlled 27-MHz de-
coder clock are compensated and the requiredlevel of precision is achieved.

The structure of the circuit in figure 5.5 with separate clocks for video and
audio is an example only.It is, of course, also possible to have only one single
extraction block, which generates a commonclock and supplies video and
audio to two separate outputs. All components belonging to the samepro-
gramme have the same time reference anyway. Several different time refer-
ences in one receiver are only necessary whenseveral different programmes
have to be decoded simultaneously, for example when thereis a “picture in
picture” feature or when a video recorderhasto be fed separately.

Thestabilisation of the decoder clock by the timing reference included in
the bit stream is showninfigure 5.6. The “program clock reference” (PCR)is
compared with the “system time clock” (STC) in the decoder which was gen-
erated by the crystal-controlled 27-MHz system clock. If variations occur,the
“numerically controlled oscillator” that generates the system clock is caused
to increase or decrease the required clock frequency accordingly. Apart from
that, the PCRis loaded into the clock as a supporting value. Betweentherefer-
ence moments, defined by the MPEG-2 standard as having a maximum inter-
val of 0.1 seconds, the clock runsfree, a fact which makes a high demand on
the precision of the oscillator.

The clock recoveryin the decoderis a task to be performed in commonfor
all elementary streams of a programmeandis therefore carried out at the
transport packetlayer, the parent multiplex stage. That is why the PCR from
the encoderis not yet inserted at the level of the PES bit streams, but only at

low-pass
 
 
 

 

programclock 27 MHznumerically
controlled 

 

 
reference - oscillator system

clock

system frequencytime

 clock 
counter

Fig. 5.6. Clock recovery in the decoder
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—_____—__————_ 188 bytes ———————————__|

I

adaptationield payload

4bytes |

(optional

sync packet program clock reference (PCR)
byte ID (minimum every 0.1 seconds)

  Pe[J

Fig. 5.7. Syntax of the transport stream (TS)

the level of the transport multiplex. A transport packet is showninfigure 5.7.
Like every packet, it contains a header whose maintask consists in signalling
the beginning of the packet through the specified sync byte and in informing
the decoder, by meansof the packet ID, which type of payload the packet con-
tains. The adaptation field may follow as an optional additional header which,
among otherthings, contains the time reference. The header and the adapta-
tion field contain a great amountoffurther importantsignalling information,
which cannot be dealt with in detail here. The multiplexer provides for the
repetition of the PCRat the prescribed intervals, depending on the data rates
for the whole multiplex and the individual data streams.It can be seen that
any change in the configuration of the multiplex (“remultiplexing”), for in-
stance in a cable head end, makes a “restamping” of the PCR necessary.

Following the evaluation of the PCR,the decoderclockis in synchronisa-
tion with the encoderclock. On this basis the individual processes in the de-
coder, up to display and loudspeaker, can now be synchronised.Thisis a prob-
lem which hasto be solved for each elementary stream individually. Therefore
the respective “decoding time stamps” (DTSs) and “presentation time
stamps” (PTSs) are to be foundatthe level of the PESs. Figure 5.8 showsthat

transport! i
stream | payload 1 payload 2 .

packets t_____ ; . [----— >

 
 

additional
header header data (e.g. video)

(optional)

PES

packets   
start- stream packet decoding time stamps (DTS)
code I'D length presentation time stamps(PTS)

Fig. 5.8. Syntax of the packetised elementary stream (PES)
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Fig. 5.9. Transport stream system target decoder

the signalling at the PESlevel is comparableto thatat the TS level. The only ad-
ditionis the indication of the packet length in the header since this length has
not been fixed and can vary from packet to packet. Figure 5.9 illustrates the
role of DTS and PTS. The PTS indicates at which moment, measured by the
27-MHz clock, the corresponding image should be displayed or the respective
audio data be rendered audible to ensure lip sync. The DTS,on the other hand,
controls the momentat which the data received mustenter the decoder.Thisis

important for the managementof the data within the decoding branch.
Apart from the paths for decoding the video and audio information,figure

5.9 shows one more branch, whichfulfils the functions that are vital for the

system control. For example, the demultiplexing of transport packets, which
is indicated by a multiple switch, is controlled by this branch, since the alloca-
tion of the packet ID is not predetermined but can be varied by the multi-
plexer within certain boundaries. In order to make a decoding atall possible
underthese conditions, the PID 0 wasallocated to the so-called “program as-
sociation table” (PAT) (figure 5.10). This table contains a breakdownof the
multiplex into individual programmesandrefers to the associated packetID.
When an MPEG-2television receiver is switched on, only the packets with the
PID o are evaluatedto start with, andalist of the available programmesis thus
compiled.It is only thereafter that the components of the chosen programme
can be fed into the individual decoding branches, that the clock can bere-
generated, the decodingcarried out, and the video and audio informationre-
produced.

The MPEG-2 transport multiplex contains somefurther tables, which will
be discussed in the next section.
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<< 188 bytes, ——————__________»

i

Abytes j
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ee

byte . . .y == payload includes access information

Fig. 5.10. Transmission of program association table (PAT)

5.4 Service Information

As mentioned in the beginning of this chapter, it is necessary to includein-
formation in the multiplex which allowsthe receiver to adjust certain tech-
nical parameters and which assists the user in navigating through the pro-
gram content.

This information can be separated into ProgrammeSpecific Information
(PSI) and Service Information (SI), both organised in the form oftables. The
structure of the tables itself will be discussed in section 5.4.2, but to start
with,it is necessary to give a brief overview of the purposeof each table and
to explain how these tables are inserted into the Transport Stream. Section
5.4.1 is intended to explain this without looking too closely at the finer de-
tails, while section 5.4.2 will give a more detailed insight into the table struc-
tures.

5.4.1 PSI/SI Tables and their Insertion into the MPEG-2 Transport Stream

The PSI is defined by the MPEG-2 standard in its Systems part [ISO/IEC
13818-1] and includes 4 tables, as shownin figure 5.11:

e Program Association Table (PAT)
- containsa list of all programsin the transport multiplex and points to

the PIDsof the respective Program Map Tables (PMT)
~ enables the receiver to find the Network Information Table (NIT)

- is transmitted in packets with the PID-value oxoo0o
- transmission in the actual TS is mandatory

e Program Map Table (PMT)
~- points to the individual PIDs of the respective program and in par-

ticular to the packets with the PCR
- may contain copyright information
- transmission in the actual TS is mandatory

e Network Information Table (NIT)
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Fig. 5.11. Overview of the PSI/SI tables

- contains private data (i.e. not defined by MPEG but bythe user) on
the transmission system (e.g. orbit position, transponder number....)

- content was defined by DVB
- transmission in the actual TS is mandatory, for other TS optional

e Conditional Access Table (CAT)
~ contains private data for conditional access

While the PAT and PMTare necessary to decode the Transport Stream and
thus were well defined within the MPEG-2 standard, this standard does not

explicitly define the content of the NIT and the CAT. This definition was
made by DVBdirectly, in order to describe the broadcast networks.

Apart from this, the MPEG-2 standard leaves room for the definition of
further tables with regards to particular applications. The DVB Project took
advantage of this possibility in order to provide an automatic tuning of the
Integrated Receiver Decoder (IRD) and to support a convenientuserinter-
face in view of the multiplicity of programmes. It specified seven additional
tables [ETS 468], [ETR 211] which contain the so-called Service Information
(SI). These tables and their contents include:

e Bouquet Association Table (BAT)
- provides information about the bouquet, such as the bouquet pro-

vider, includedservices, etc.
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- services in other TS, even from other networks can belong to one bou-
quet

- transmission is optional
e Service Description Table (SDT)

~ includes information about the services within the network,i.e. ser-

vice name, service provider name, text information associated with
the service andatleast all services included in the actual TS

- transmission for the actual TS is mandatory
e Event Information Table (EIT)

-~ contains the name of the event, start time, duration, information

aboutthe present, the following and optionally about future events
- each service has its own EIT sub-table

~ transmission for the actual TS is mandatory
e Running Status Table (RST)

- indicates the status (e.g. running/not running) of an event. Informa-
tion is permanently updated andallows to switch to an event whenit
starts

e Time And Date Table (TDT)
~ denotes the actual date and time (in UTC)
- transmissionis in a separate table to facilitate frequent updating

e Time Offset Table (TOT)
- showsthe difference between local time and UTC

e Stuffing Table (ST)
- may invalidate any existing sections at a delivery system boundary

e.g. at a cable head-end

Each table can have several sub-tables. The function of the sub-tables varies

with the function of the table. Each service in the network has its own EIT

sub-table, each TS has its own SDT sub-table and each bouquetin the net-
workits own BAT.

Transmission ofall these tables is also done within the MPEG-2 transport
stream. But instead of using PES packets, like for the transmission of video,
audio and auxiliary data (figure 5.8) the tables are split up into smaller seg-
ments — so called sections — and then inserted into the payload of the MPEG-
2 transport stream.

These sections can have varying length, but are limited to a maximum
length of 1024 bytes for PSI tables (i.e. PAT, PMT and CAT) and 4096 bytes
for private sections (i.e. sections which are not defined in their content by
MPEG-2 butbytheuser, e.g. DVB), which are used to transmit the SI tables.
Each section has a headerof three bytes, in which the first byte denotes the
table ID and the next two bytes give additional information like the length of
the section and the used syntax. Twodifferent types of syntax are used, the
long and the short syntax, as shownin figure 5.12. Only the long syntax sup-
ports the description of sub-tables within a header extension. This extension
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table id sub table id
syntax-indicator version numberof section
section length section number

last section numberof sub table 

long syntax extension

header data short syntax

Fig. 5.12. Syntax of Sections

  
  

also includes the numberofthe section, the numberofthe last section and a

version number,all referring to the sub-table which is identified by table ID
and table ID extension. A section with long syntax ends with a 32 bit long
CRC word, for error detection. The short syntax only mandates the three
bytes of the header, the rest of the section may take any form the user de-
termines.

The insertion of the sections into the payload of the TS packets is shown
in figure 5.13. Whenevera newsection starts within a TS packet, the payload
unit start-indicator in the headeris set. This indicator signals that the first
byte of the payload field includes a pointer towards the position at which the
new section starts. If a section is shorter than a TS packet, the rest of the pa-
cket can either be filled with stuffing bits or a new section can be started
within this TS packet. Longer sections can be distributed over several TS pa-
ckets.

 

 
payload of stuffing bits header of stuffing bits
TS packet TS packet

  
 

Fig. 5.13. Insertion of sections into TS packets
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5.4.2 Section and Table Structure

After introducing the principle of sections andtheir insertion into the TS the
structure of these sections and of the tables which they assemble can be
shown.

Figure 5.14 presents the general structure of a section. Each section is de-
fined by a combination of the followingfields:
e table_id: namesthe table to which the section belongs (e.g. ox4A for

BAT).

e section_syntax_indicator: shows whethera sub-table structure including
a CRC-checksum is used or not.

e section_length: denotes the length of the section in bytes.
e subtable_id: describes which sub-table is described here,e.g. for the BAT

it gives the bouquet_id which makesit possible to recognize which bou-
quetis describedin this section of the BAT.

e version_number:signals changes of the TS information,i.e. a higher ver-
sion_number shows the receiver that the content of the section has

changed.
e current_next_indicator: each section can be markedas ,,valid now“ or

»valid in future“. This indicator enables transmission of sections which
are valid in the future.

e section_number: makes sure that the sections are combined into tables

in the right order. Numberingof the sections starts with oxoo so that the
maximum numberofsections belongingtoatable is 256.

e last_section_number: denotes the last section of a table so that the re-

ceiver knowswhena table is received completely.

table_id

section_syntax_indicator
section_length
table_id_extension (subtable_id)

version_number

current_next_indicator

section_number

last_section_number first loop

table-specificdata. |
[descriptors second loop

/

 
Fig. 5.14. General structure of SI sections
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A TS packet carrying a PSI/SI section is marked by a specific packet iden-
tifier (PID, see section 5.3). The value of this PID depends onthe table to
which the section belongs. Values of PIDs and Table Ids for PSI/SI tables are
shown in Table 5.1, where the ‘x’ in the secondposition of the values denotes
that the values are given in hexadecimalnotation.

Table 5.1. Identifier values for PSI/SI tables

Table Name PID Table ID

Program Association Table (PAT) OX0000 Oxoo
Conditional Access Table (CAT) Ox0001 0x01

Program MapTable (PMT) varying oxo2

Network Information Table, actual network (NIT actual) oxoo10 0X40
Network Information Table, other network (NIT other) oxoo10 OX41

Service Description Table, actual network (SDT actual) OXOO11 0x42
Service Description Table, other network (SDT other) OX0011 0x46
Bouquet Association Table (BAT) Oxoo11 ox4A
Event Information Table (EIT) 0X0012 ox4E - ox6F

Running Status Table (RST) 0X0013 Ox71
Time and Date Table (TDT) 0X0014 0X70
Time Offset Table (TOT) OX0014 OX73

For the description of the chronological order of events contained within
each service, the EIT can take on fourclassifications (ox4E, ox4F, ox5F and
Ox6F).

Subsequent to the mandatory elements of the section — table_id, section
syntax indicator and section length - one or two loopsare included (figure
5.14), depending on the used section syntax. In the case of long syntax, which
is used when PSI/SI tables are transmitted, the first loop denotes the diffe-
rent sub-tables described above. The second loop contains descriptors which
are used to give information about the elements of the sub-tables. Each of
these loops has a specific purpose, depending on the kindoftable. In the ca-
se of a NIT,the first loop gives information about the networkitself, while
the second loop describes the respective transport streams within this net-
work.

Description of the elements of the loops is provided by a number of
descriptors, i.e. data fields which makeit possible to insert information into
the tables. For each purposethere are different descriptors, for example the
service_name_descriptor giving the nameof a service and the nameof the
provider. By inserting and transmitting only those descriptors that are
necessary, the organization of a table becomesvery flexible and provides the
possibility for future extensions. All descriptors must have the syntax shown
in figure 5.15.
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descriptor name _descriptor

descriptor_length
<descriptor-specific data
area>

Fig. 5.15. General structure of descriptors

  
The descriptor_tag is a value identifying the descriptor (e.g. Ox4E for ex-

tended_event_descriptor). Descriptor_length shows the numberofbytesfol-
lowing this entry. Whatthen followsis an area that is specific for each desc-
riptor, depending on the elements describedbyit.

The appearance of a descriptor within a specific table defines the meaning
of the description. For example the linkage_descriptor, when inserted into
the first loop of the NIT gives a link to anotherservice or to the TS attached
to the network operator. It is allowed to appear more than oncein this table,
in order to be able to link to several other services. In the descriptor-specific
data area a linkage_type can be found whichgivesa further definition of the
kind of service to which this descriptor points (e.g. service containing in-
formation about the network, an Electronic Program Guide (EPG) for the
network or comprehensive Service Information related to the network). Ap-
pearance of the linkage_descriptorin the first loop of the BAT on the other
handis used to give a link to another service or TS attached to the bouquet
provider.It is also allowed to be used more than once here andalso includes
alinkage_type for specifying the servicethat it is linked to. Here the possible
usage is to point at services containing information about the bouquet, an
EPG for the bouquet or comprehensiveSI related to the bouquet.

After the general description of the tables and table elements we will now
describe two complete examplesofthese tables.

5.4.3 Examplesof Table Usage: NIT and SDT

The following section showsthe structure of the Network Information Table
(NIT,figure 5.16) and the Service Description Table (SDT,figure 5.17). In the
tables, abbreviations of the namesof identifiers are used, having the follo-
wing meanings:

uimsbf unsigned integer, mostsignificant bit first
bslbf bit stream,left bit first

rpchof remainder polynomialcoefficients, highest orderfirst
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It is clearly visible, that the first elements (not the values) of both tables are
the same, following the structure shown in figure 5.14. Up to the
»last_section_number“all the elements in both tables are the same, except
the table_id_extension. In the case of the NIT, this extension is named,,net-

work_id“ and servesas a label to differentiate the described delivery system
from any other delivery system while in the case of the SDT, it is named
»transport_stream_id“ and labels the TS described in the SDT. The loops
that follow this more general part of the tables include data that is table-
specific.

5.4.3.1 Network Information Table (NIT)

The NIT generally includes sub-tables for each network that has to be de-
scribed but in the case of the NIT, only one actual network is listed and
therefore the table contains only one sub-table and thus only one loop. In
contrast the other NIT describes all other networksin the vicinity of the ac-
tual network and thus often shows more than onesub-table.

The part of the NIT following the general table information includes in
the first loop information about the network. It has to be noted that in the
beginning of each loop an overall decriptor_length is given. In conjunction
with the individual length of each descriptor following the descriptor_tag (s.
figure 5.15), it is possible to separate the different descriptors. Descriptors
that are allowed to appearin this loop of the NIT are the following:

e Network_name_descriptor: used to indicate the nameof a physical net-
work,e.g. ,ASTRA“

e Linkage_descriptor: appearance of the linkage_descriptor in the first
loop meansthatit links to a service containing additional information
(e.g. about the network, an EPG-Application or comprehensive service
information.)

e Multilingual_network_name_descriptor: may be used to convey the
nameof the networkin additional languages.

In the second loop information about each TS in the network is provided.
Transport_stream_id and original_network_id together provide a unique
reference to a TS, even if that was transferred to another delivery system
from that of the delivery system whereit originated. For each TS within the
second loop the following descriptors may be given:

¢ Delivery_system_descriptors:
i.e. satellite_delivery_system_descriptor, cable_delivery_system_descriptor,
terrestrial_delivery_system_descriptor, used to transmit the physical pa-
rameters of each transport multiplex in the network
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No of bits|Identi-
fier

 

 

network_information_section(){
table_id

section_syntax_indicator
reserved_future_use
reserved

section_length
network_id
reserved

version_number
current_next_indicator
section_number
last_section_number
reserved_future_use
networkdescriptor_leng

| for (i=0; i<N; i++){(ffescipto S descriptor()
network of the first )4

informa- Ation ote {|
sections

 
 

reserved_future_use bslbf
transport_stream_loop_length uimsbf

for (i=0; i<N; i+4){
transport_stream_id uimsbf
original_network_id uimsbf
reserved_future_use bslbf

transport .|Transport_descr_length uimsbf
streams for (j=03 j<N; j++){

descriptor()
}

Fig. 5.16. Structure of the Network Information Table (NIT)

   
e Service_list_descriptor:lists the services, identified by service_id (MPEG-

2 program_number). The transport_stream_id and original_network_id,:
which are necessary to identify a DVB service uniquely, are given at the
beginning of the descriptor loop

e Frequency_list_descriptor: containsall further frequencies - apart from
the frequency given in the delivery_system_descriptor —- used in the net-
work

e Cell_list_descriptor: lists the geographical location and extension of each
cell in a terrestrial network
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e Cell_frequency_link_descriptor: lists cell_ids together with the frequen-
cies used in these cells. Thus this descriptor is only used in terrestrial
networks

5.4.3.2 ServiceDescription Table (SDT)

The SDT has a syntax similar to that of the NIT, but it refers to transport
streams and services. The SDT actual, similar to the NIT actual, describes

only the presently received transport stream,so that it incorporates only one
single sub-table in the first loop.

 

 
 
 

 

 

Syntax No bits|Identi-
fier

service_description_section(){
table_id 8 uimsbf
section_syntax_indicator 1 bslbf
reserved_future_use 1 bslbf
reserved 2 bslbf

section_length 12 uimsbf
transport_stream_id 16 uimsbf
reserved 2 bslbf

version_number 5 uimsbf
current_next_indicator i bslbf
section_number 8 uimsbf
last_section_number 8 uimsbf

original_network_id 16 uimsbf
reserved_future_use 38 bslbf

service for (i=0; i<N; i++){
description service_id 16 uimsbf

sections reserved_future_use 6 bslbf

EIT_schedule_flag 1 bslbf
EIT_present_follow_flag|1 bslbf

2. loop: runningstatus 3 uimsbf
service free_CA_mode 1 bslbf

descriptors_loop_length|12 uimsbf
descr. for (j=0o; j<N;

j++){
loop descriptor()

}
}

CRC_32 32 rpchof
} 

Fig. 5.17. Structure of the Service Description Table (SDT)
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The structure of the SDTis different from that of the NIT becauseit only in-
cludes one descriptor loop in the description of the services. The most im-
portant descriptors hereare:

Bouquet_name_descriptor: used to transmit the nameof the bouquet the
serviceis allocated to. This is allowed more than oncein the loop because
a service may belong to more than one bouquet. Transmissionis op-
tional.

CA_identifier_descriptor: may be used to transmit data of a conditional
access (CA) system. It is not part of any CA control function but rather
gives an indication whethera service is scrambled. Thus the main pur-
pose ofthis descriptoris to avoid frustration of users which could be
caused by services being displayed for selection but can not be decoded.
Usageofit is optional.
Country_availability_descriptor: indicates whethera service is available
in the specified country. Usageis optional.
Data_broadcast_descriptor: identifies data broadcast services in the DVB
framework.

Linkage_descriptor: appearanceof the linkage_descriptor points to a
service being attached to the service described in the SDT and containing
additional information (e.g. about the actual service, an EPG-Application
for the actual service or a replacementservice)

A receiver that is switched on can gatherall the information needed for de-
coding a specific program from the PSI/SI tables. From the NIT it gets the
data on the network, from the PAT and PMTit derives information on whe-
re to find a service.

Information about the content is broken down into more and more de-

tailed layers by using the BAT (data on the bouquet), the SDT (data on the
service) and the EIT (on each event within a service). Therefore the receiver

can collect the necessary informationstep bystep.
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6 Forward Error Correction (FEC) in Digital Television
Transmission

In MPEGsource coding (see chapters 3 and 4) redundancy andirrelevance
are eliminated from the digital signal. However, this means that the signalis
more vulnerable to disturbances in the transmission path.If a digital tele-
vision image which has not been source-codedis transmitted ata datarate of,
for example, 270 Mbit/s and onebit has been alterated during transmission,
only one pixel of the image will be affected in most cases. However, if an
MPEG-coded imageis transmitted, a bit error can result in at least one er-
roneous macroblock,if not in several.

A bit error can occur, for example,ifbecause of too much noise a detection
threshold in the demodulator is crossed and the value received is thus as-

signed to a different, incorrect symbol (see chapter7).
Therefore channel coding is required which provides for forward error

correction (FEC). This enables the receiver to correct the errors which have

occurred in the transmission path.
In chapter 6 the two relevant methodsoferror protection in the transmis-

sion of digital television will be introduced.For the sake of simplicity, exam-
ples will be shown which,although their parameters are not those of the
European DVBstandard (cf. chapters 9 to 11), will nevertheless enable the
reader to easily understandthe principle of error correction.It is relatively
easy to transfer these parametersto those actually used in the DVB standard
(see section 6.4.3).

6.1 Basic Observations

In this section there will be a short introduction to the basics of error cor-

rection, without going too deeply into the theory. A more comprehensive in-
sight into the theoretical and mathematical aspects can be obtained from
[SWEENEY].

Theprinciple of the transmission with error-protection coding is shownin
figure 6.1.
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Fig. 6.1. Transmission with error-protection coding

At the transmitter, redundancyis added to the source-codeddigital signal
in the channel encoder.This is to enable the channel decoderin the receiver to

correct anyerrors. The addition of the redundancy(resulting in the transmis-
sion of additional data not includedin the source signal) leads to an increase
in the data volumeto be transmitted. This must be taken into account when

choosing the type of modulation in order not to exceed the maximum possi-
ble channel capacity.

The digitally modulated signalis overlaid with errors within the transmis-
sion channel which are causedby the invalidation of one or morebits.A ‘1’ be-
comesa ‘o’ and vice versa. The task of channel codingin thereceiveris to find
the position of the incorrect bits by the evaluation of the redundancy, whichis
possibly also affected by transmissionerrors, and to invert these. The added
redundancyis then removed.

Figure 6.2 outlines the various types of error which can occur.
Errors occurring singly within a data stream are called bit errors. An

n-bit burst error is defined by a block of the length of n bits in which at
least the first bit and the last bit are erroneous. Individual bits within this

block, however, are not necessarily erroneous. Finally, a symbol error de-
notes one erroneous symbol, which for example in figure 6.2 has a length of
8 bits (1 byte). Within this symbolup to 8 bit errors can occur in a random
constellation.

With the knowledgeof the actual types of error occurring in the channel,
various codes can be constructed which will successfully correct the most
commonerror types, but less successfully the less commonerrortypes. Fig-
ure 6.3 gives an overview of the most commonclasses of codes.It is neither
complete noris every code dealt with individually here (see [CLARK]).
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transmitted data

1 symbol (1 byte)

  
 
received data

oN a burst error burst error
single error (3 bits) (5 bits) 1 symbolerror
or bit error bursterror

(5 bits)

 correctly recognised bitFig.6.2. Possible types of error 1] y recog

coding methods

block codes convolutional codes
(binary/symbol codes) (punctured/not punctured)

general Hamming Reed-Muller cyclic codes Ungerboeck
block codes procedure code codes

 
 
 

Golay code BCH code fire code

Hamming Reed-
code Solomon

code
Fig. 6.3. Codingclassifications

The most important criterion is the distinction between the block code
and the convolutional code.In the case of block codes the input data stream is
divided into blocks of the fixed length m, where m denotes the numberof
symbols. Such symbols can either be comprisedof onebit or, as in the present
case, of severalbits. In the first case the codes are binary codes andin the sec-
ond case, symbol codes. A symbol-oriented codeis particularly well suited to
the correction of symbolerrors, concerning which it is of no significance
whichbit of a symbolis erroneous. The error correction must then not only
find the erroneous symbolbutalso determinethe original value of the sym-
bol, whereas with binary codesonly the erroneousbit needsto be inverted.
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(n,m) block code convolutional code

redundancy .F4- input
information symbols data (m) coded

data (n)
bqingky e

code rate: R=W=1- k code rate: R=
Fig. 6.4. Block codes and convolutional codes

In the block codesthe calculated redundancyis appendedto the actual m
information positionsin the k correction positionssothatfinally a block with
alength of n= m+ kis transmitted. The coderate indicates the ratio between
the information m and the transmission symbols n.

The convolutional code differs from the block code in that a binary shift
register is always used. There is no division into predetermined segments of
the input data stream,but the input informationis spread over several output
data. This takes place through storage of the input data in a shift register and
generation of the output data through a combination of various taps at the
shift register. It is because ofthis type of coding that the convolutional codes
are destined for the correction of individual bit errors. The coderate is here

defined as the ratio of the numberof input bits to the numberof outputbits
which are generated at the samestep. As in the case of the block codes, the
coderate is always <1, as otherwise no redundancy would have been added.
Figure 6.4 shows a comparisonofthe principles of the block codes with those
of the convolutional codes.

Finally, the “bit-error rate” (BER) should be introducedat this point.This is
the term used to denote the proportion of erroneously decodedbits to the to-
tal numberof bits received. Accordingly, the term “symbol-error rate” (SER)
denotes the proportion of erroneously decoded symbolsto the total number
of symbols received.

6.2 Reed-Solomon Codes

Reed-Solomon codesare symbol-oriented block codes. That means,the error
correction must not only recognise which symbolof the block of lengthnis
erroneous, but also compute the value of the original symbol. As a rule, one
symbol contains 8 bits. To make the following section easier to understand,
examples will use 3 bits per symbol.
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The Reed-Solomonencoding and decoding require a considerable amount
of computation.As we are movingwithin a finite range of numbers which has
256 elementsin the caseof8 bits per symbolor, correspondingly, 8 elements in
the case of 3 bits per symbol, the arithmetic to be employed must guarantee
that the result of an operation using elements from this numberspacewill
again be an element from the same numberspace. A prerequisite is that all
arithmetical operations,i.e. addition, multiplication, subtraction,division,etc.
mustbe valid.It is the arithmetic of the Galois field whichis used for the Reed-

Solomon code. Therefore it is necessary to understand the system of the Galois
field in order to understand the way the Reed-Solomon code works. Thatis
whythe following subsection will be an introductionto the arithmetic of the
Galois field, in which great care has been taken to choose examplesthat are
easy to understand. Those readers who require more detail and whoare inter-
ested in the mathematical proofs of the matters to be discussed should consult
[SWEENEY ],[CLARK]. The examplesof the Reed-Solomon code shownhere are
based on an encoding and a decodingwithin the frequency domain.This pro-
cedure, although corresponding exactly to the definition of the Reed-Solomon
code,is not actually used in practice. However,it is considerably easier to un-
derstand than the respective procedure with encoding and decoding in the
time domain,so that it is more suitable for an introduction to the functional

principal of the Reed-Solomon code. The transfer to the procedure which
worksin the time domainis relatively easy (see section 6.2.5 or [CLARK]). But
for this, too, the most important precondition is to understand the Galoisfield.

6.2.1 Introduction to the Arithmetic of the Galois Field

The Galois field is defined as follows:

A Galois field, shortform GF(q) (here always q = 2”, w = 3), is a finite field
which containsa setofq different elements. Thefollowing rules govern the
elements of this field:
- The arithmetical operations of addition and multiplication are so de-

finedthat the combination of twofield elements will always result in a
field element.

- The neutral element of addition (0) as well as the neutral element of
multiplication (1) are contained within thefield.

— For each element B an additive inverse element (-B) and a multiplicative
inverse element B™exist, so that B + (- 8B) =o and B-B™“ =1. The sub-
traction and division offield elements are defined in this way.

- The associative and commutative laws apply.

At this point a short definition of the modulo operation is appropriate as this
is not knownto all readers. The modulo operation of two numbersresults in
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the residual quantity of the whole-numberdivision of the two numbers. For
example,if the number7 is divided by3,the result is 2 and the residual quan-
tity is 1: 7= 2-341, or 7mod3=1.

The result of a modulo operation is always smaller than the argumentof
the modulo operation, for example a modulo-2 operation can only have 1 or o
as a result.

In the same way as the modulo operation can be carried out with whole
numbersit can be applied to polynomials. The result of a modulo operation
with two polynomials is the residual quantity (a polynomial!) which results
from a polynomialdivision. The degreeof this (residual) polynomialis there-
fore, by definition, smaller than the degree of the polynomial through which
it was divided.

Onthebasis of the Galois field as defined above and with the knowledgeof
the modulo operation we can nowassign the following properties to the
GF(2™):

(1) The elements of the GF(2”) are polynomials of degree <w.
(2) The coefficients of the polynomials are 0 or1.’
(3) The addition of two elements is the modulo-2 addition, that is, the

EXCLUSIVE-ORlinkage (XOR)of the polynomial coefficients which cor-
respondto each other. Therefore an elementis equalto its inverse element
and the followingis valid: B + (-B) = B+ B =o.

(4) The multiplication of two elements is the multiplication of the polynomi-
als (taking property 3 into account) and the subsequent modulo operation
with the generator polynomial g(x) of the Galois field GF(2").

(5) The generator polynomial g(x) of the Galois field GF(2”), comprised of
the coefficients o or 1, can be freely selected; however, it must be of degree
w and irreducible,i.e. incapable of being factorised.*

These properties can be illustrated by the following example:

Let the two polynomials

B,=x*>+x+1 EGF(2°), degree (B,)=2< w=3 (6.1a)

B,=x* 41 €GF(2), degree (B,)=2< w=3 (6.1b)

be defined. Their degreeis 2 and their coefficients are o or 1. Herewith proper-
ties 1 and 2 are satisfied. The addition is now the modulo-2 addition of the

correspondingcoefficients. Therefore the followingis valid:

1

The coefficients are elements of the GF(2).
* Even the generator polynomial hascoefficients from the GF(2). ‘Irreducible’ means

that the polynomial cannot be broken downinto a product of further polynomials
unless these have coefficients which are not derived from the GF(2).
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B, +B, =(x* +x +1) +(x? +1)

=x7*4+x74x4141 (6.2)
=X

The coefficient of x’ is equal to 1 in both B, and B,. Theresult of the modulo-2
addition (or XOR operation)is therefore 0. The sameis the case for x°. For the
multiplication, a generator polynomial must be defined which has the prop-
erties as defined under(5). For this there are tables, for example in [FURRER].
The following polynomial wasselected:

g(x)=x?+x+4+1_ irreducible, degree [g(x)]=w=3 (6.3)

The polynomials B, and B, are now multiplied with each other whilestill sat-
isfying property 3. The result is then subjected to the modulo operation with
the generator polynomial g(x) (once again taking property 3 into account).
Theresult of this modulo-g(x) operation represents the multipliers of B, and
8, in the Galois field.

B,-By =[(x? +x +1)(x* +1)] mod (x? +x +1)

=(x*4+x34x74x7+x+1) mod (x? +x +1)
(6.4)

=(x*+x3+x+1) mod (x? +x +1)

=x? +x

As expected, the result is yet again an element of GF(2™). It has the proper-
ties 1 and 2. The modulo operation with the generator polynomial of degree
w ensuresthat the degree of the resulting polynomial is <w. One of the prop-
erties of all Galois fields is that for each field a so-called primitivefield ele-
ment a exists, the exponents of which can be used to generate or represent
all other elements of the field. The Galois field can be completely and
uniquely defined by this primitive field element and the generator polyno-
mial as defined by property 5. In most cases the primitive field element a
corresponds to the element of the Galois field which is described by the
polynomial a = x.

On the assumptionthat a = x is the primitive field element and g(x) = x? +
x + 1is the generator polynomial, we are listing below — by way of an example
- the elements of the respective Galois field GF(2°).

The calculation of the field elementsis as follows: the first elementis zero,
which in accordance with the definition must be included in the Galois field.

All further elements can be represented by the involution of a, for example,
a°, at and a”. When commencing with the exponent «3 onehasto bear in
mindthat the degree of the resulting polynomial must be <3. Here the mod-
ulo operation with g(x) must be used andthis will lead to the result a? =x +1.
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Table 6.1. Calculation and binary representation
of the elementsin a Galois field 

 
Calculation Binary representation
Oo 000

e=1 001

a =x 010

a =x 100

a=x'=x4+1 o11

a= x’4+x 110

oO = xX°+x’ = xX4+x41 111 

Thecalculation of «4, a> and a® is donein the same way. Whencalculating
a’ it can be seen that «7 = «°, which meansthat the Galoisfield is cyclic. a* =
a*™047 ormore generally, 0 *=0,%™4(? —Y, The binary notationoftheele-
ments of the Galois field can be found in the second columnoftable 6.1. One

element of the Galois field is represented here by 3 bits, one bit each for one
coefficient of the polynomial correspondingto the field element. The element
which wasgenerated by a° is taken as an example. After computing a° (by ap-
plying the modulo-g(x) operation)the result is «® = x? + 1. The coefficient of
x? is 1, that of x’ is 0, andthat of x° is 1. Therefore the binary notation of the
field elementis ‘101’?

Onthebasis of table 6.1 it is easy to perform the operations of addition and
multiplication:

- The addition of two elements corresponds to the EXCLUSIVE-ORlinkage
(XOR) of the elements in the binary notation.

—- The multiplicationis the addition and the subsequent modulo-7 operation
of the exponents of the powers of a.4

- To convert the binary mode to the exponential modeandvice versa,it is
necessary to use a table like the one reproduced above.

It is now necessaryto reiterate whyall calculations are madein the Galois field
rather than inareal or natural space of numbers: the aim is to define an
error-correcting code which operates on the basis of symbols. Each symbol
can take on a certain numberof 2” values. Each calculation or arithmetical

link of two such symbols must guarantee that the result of this operationlies
within the original range of values.

Provided that the above requirementis taken into account, a discrete Fou-
rier transform (DFT) can now be defined in the Galoisfield. The mappingof a
set into anotherset, for example the transfer from the time domainto the fre-
quency domain, must nowalso be effected in a way which ensuresthat again

2

Also other binary representations are possible. For this see [swEENEY].
* In general a modulo-(2"-1) operation should be carried out in GF(2").
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only the elements ofthe Galoisfield are present in the image domain.Thecor-
responding formulae for the DFT andits inverse function (IDFT) will only be
mentionedhere, without giving the mathematical derivations. These can be
found, for example, in [SwEENEY]. Here again the Galoisfield is assumed as
being GF(2™), and its primitive element as being a.

DFTin the Galois field GF(2”):
N=1 .

A) = ¥ajo.*" N=2"-1 l=o...N~-1 (6.5)
i=0

IDFT in the Galois field GF(2™):
N-1 .

a, = >Aa" N=2"-1 l=0...N-1 (6.6)
1=0

When,in the following, the expressions ‘time domain’ and ‘frequency do-
main’ are used,it is in order to differentiate between the two domains of
transformation and inverse transformation.

The definition of the Reed-Solomon codeis derived from another charac-

teristic of the Galois field which is explained by the following ‘theorem of
roots and spectral components’andwill be illustrated by an example in which
the previously defined DFT is used.

The polynomial

a(X) =a,_,X'1+... 4a;,X'+...+a,X? +a,X +a, (6.7)

from GF(2) has a rootaif and only if the spectral component A, equals
zero.

A prerequisite is that the coefficients a, ... aj_, are elements of the Galois
field GF(2”) and that X is the argument of the polynomial a(X), i.e. forX,
too, an element of the Galois field GF(2”) must besubstituted. So if a’ is
substituted for X and if a(X) = a(a’) =0results, it follows that the spectral
component A,, i.e. the coefficient A; of the transformed polynomial, equals
zero.

Strictly speaking, this theorem again describes (6.5), in which a sum is
formedfora fixed a! which correspondsexactlyto (6.7). If that sumiszero,i.e.
if a! is a root, then and only thenis A; also equal to zero.

For the inverse transformation the followingis valid:

The transformed polynomial

A(Z)=A)_Z)2 +... 4A;)Z' +... 44,27? +A,Z +A, (6.8)

has a root a”ifand only if the componenta; of the inverse transform,i.e.
the coefficient a; of the polynomial a(X), equals zero.
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Here thecoefficients Ay ... Aj_, are again elementsof the Galois field GF(2™)
and Z is the argumentofthe polynomial A(Z).If Z= a7’ is substituted and re-
sults in a(Z) = A(a™') = 0, the coefficient a; of the inverse transformed poly-
nomial a(X) equals zero.

The specimencalculation below will again be in GF(2”). For convenience,
let us define the polynomial

a(X)=a7X° +03X5 +0 °X4 +0°X? +04. (6.9)

It can be seen that a, = a, = 0. In accordancewith the above theorem thetrans-
formed polynomial A(Z) must show zero roots for Z = a3 and Z = a’. In or-
der to checkthis,first the spectral components A, ... Ag are computed in ac-
cordance with (6.5). For the addition and transformation of the two represen-
tations of the elements table 6.1 can again be consulted.

A, =a4+0+0°> +0+a0°+a03 +0?

=a4+a0>5+a° +03 +a? =03

A, =a4 +00 +0507 +003 +0 %4 +030° +070 °

=a+t+a°+03 +a'+a07 =a’

A, =a4 +007 +0 ° a4 +00° +0 SH? +030 °° +070 7

=a+t+a7+a°+a°%+a° =a3

A, =a* +003 +0°a° +009 +0 a? +030+0708 (6.10)
=a4+a4+a4+a4+a°=0%

A, =a4* +4004 +0°0% +007 +0 %? +030 7° +070 74
=a4+a°+a'+07+0° =a"

A, =a4 +00 +050.+00, +00 Pa ?? +030 +00 70079
=a4+a'+a°+a° +04 =a”

Ag =a* +00° +0°0* +00 8 +0 %a 74 +0303° +0 703°

=a* +03 +0? +05 +03 =a°

The transformed polynomial therefore gives

A(Z)=0°Z° +072 +aZ4 +0°Z3 40°27? +07?Z+03. (6.11)

The substitution of the zero roots to be checked results in
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Ala) =a %a © +0020 > +a+0 6a 3 +050+0207! +03

-a° ta+a3 +03 +03 +0403

=a°+a*+a3=0

5
(6.12)

Alo) = 8a, 7 Bo 2007 Pe4+87? $0050 7 8 $020 73 +03

=a>+a° +a+03 4a 7+07+03

=a’*+a't+a%+at++a% =o

QED.

6.2.2 Definition of the RS Code andthe Encoding/Decodingin the Frequency
Domain

A t-error-correcting RS code, with q = 2” symbolvalues and a block lengthn
= q ~ 1,15 the set of all words whose spectrum within GF(q) is zero in k = at
consecutive components.

An RS code vector can now be generated using the ‘theorem of roots and
spectral components’ as given in the previoussection.

— First ofall, a particular Galois field GF(2™) is chosen, which is defined by
its generator polynomial g(x) andits primitive field element a.

- With this, the block length n (n = q - 1) is determined.
— After choosing the error-correction possibility t of the code, k - and there-

fore also m — is known (remember: 1 = m+ k).

- Starting from the spectrum,the k positions C, ... C,,_, of the block with
length n are set to zero. Therefore there are 2t consecutive zeros.

- The information symbols are placed in the m positions C,,... C,_,.
- If, finally, an IDFT is performed in accordance with (6.6), this operation

results in a valid transmittable RS code vector c(X) which correspondsto
the above definition.

This procedure is shown again clearly in figure 6.5.
In the transmitting channel the (polynomial) code vector c(X) transmitted

is overlaid with a (polynomial) error vector e(X) which, however, is unknown
to the receiver.

At the receiving end, which may have received anerroneousvectorr(X), the
signal spectrum R(Z) can be computed using a DFT.At this point it is already
possible to decide whether an error occurred during the transmission.If the
positions E, ... E,,_, are zero,avalid RS code vector has beenreceived (see the
above definition of the RS code) and the positions R,_, ... R,, contain the
original information symbols. Hence, the transmission waserror-free.If the
positions E, ... E,,_,, or even only one of them,are not zero, the spectrum

134



135

122 6 Forward Error Correction (FEC) in Digital Television Transmission

n C(Z k = 2t zeros >spectral domai (2) t errors correctable
n=m+k

the code vectoris not
c(X) separable here

time domain e(X)

|HT|]receivedvector=f r(X)=c(X)-+e(X) [| = 1 erroneous symbol

; positions 0... 2t—1:
macpostensd2,

spectral domain Rn-1 ,p error correction

C(Z)=R(Z)-ED=RZ)H(-E(Z)=RZ)+E(Z)

Fig. 6.5. Encoding and decoding of an RS codevectorin the frequency domain

 
R(Z) of the received vector has been additively overlaid with the spectrum
E(Z)of the error vector.It is the task of the subsequenterror correction to de-
fine the spectrum ofthe error vector, so that

R(Z) =C(Z)+ E(Z) (6.13)

again results in

C(Z) = R(Z)—E(Z) = R(Z) +[-E(Z)] = R(Z) + E(Z) (6.14)

if E(Z) is known.° To understandthis clearly we must rememberthatthe posi-
tions R, ... R,,_, correspond to E, ... E,,_,,as here there wereoriginally zeros.
Since the spectrum of the error-vector polynomial additively overlays the ze-
ros, a numberof the spectral coefficients of the error vector (namely E,...
E,,_,) are available in the receiver immediately after the DFT, ready to be used
by the subsequent error correction.

6.2.3 Error Correction Using the RS Code

The task of the error correction is to computeall positions of E(Z) from the
knownpositions E, ... E,,_, of the spectrum E(Z)of the error vector e(X), so
that the only thing left to do is to additively combine E(Z) with R(Z) in order
to receive the original information C(Z) (see (6.14)). To solve this problem an
error-locator polynomial A(X)is introducedto begin with. This is so defined
that at the position at which the error-vector polynomial e(X) has a coeffi-

* In this case the addition of two polynomials corresponds of course again to the
modulo-z linkage of the coefficients which correspond to each other.
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cient not equalto zero,i.e. at the position at which an error has occurred, the
correspondingcoefficient A; of A(X)is zero. The precise knowledgeof this po-
sition, however, is not required for the time being. The transformed error-
locator polynomial A(X) is denoted as A(Z). Therefore the product of A; and
e;, as well as its DFT,is:

nol

Ae; =o DFTs SAE, =0 (6.15)°
i=0

The following simplifications can be used in general without restriction:

- Ag=1

- A;=0 fori>t:a maximum ofterrors should be able to be corrected,there-
fore there are a maximumof ¢ positions at which A; = 0, thus A(Z)is the
maximum degreeoft.7

=>1=0...¢

= 1]=t... 2t-1, when atfirst only E, ... E,,, are known.

Using these simplifications, (6.15) can be rewritten as the following set of
equations:

ASE, + A,E;-; +... + A;Eg =0

AvE + A,E +...¢ AE =o
of tt+i i“t t*4 (6.16)

AoE ay -) + A Ey> +..0+ A, Ey, =—0

In this so-called key equation for A(Z) both E, ... E,,, and A, are known.It
comprises t equations with t unknownsandcantherefore be solved.

In the following the above simplifications shall apply. Moreover it can be
assumed that A, ... A; are knownafter the solution of the set of equations.
Then (6.15) can be once again rewritten as

nal n=l t

SAE), =AcE,+ DAE, =0 = E,=AE,,. (6.17)8
i=0 1=1 I=]

On the basis of this equation each E, can be recursively computed from E,_,...
E,_,. This directly leads to a feedback shift register implementation (recursive
extension) in accordance with figure 6.6.

First, the registers are loaded with E,... E,,_,in accordance with R,... Ry4_,.
With everycycle, the following E; is now to be foundat the output. All coeffi-

’ In the space of real numbers the summation shownhere is also knownasdiscrete
convolution.

’ See ‘theorem of roots and spectral components’.
" Taking into account A, = 1,-E,= E,andi=1... ¢.
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load with: Re Reay

E, (l=2t ae n-1)

Fig. 6.6. Feedback shift register for the calculation of E,, ...E,_,

encoder from source
encoder

blocks of length m

appending k zeros 
{DFT in the Galois field

to modulator/
transmission channel

Fig.6.7. Function blocks
of the RS encoder and decoder
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to source

decoder

cients of E(Z) can becalculated in this way. By adding R(Z) and E(Z) onefi-
nally arrives at C(Z) (see figure 6.5).

Figure 6.7 summarises the procedure of encoding and decoding Reed-
Solomon code vectors in the frequency domain.
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6.2.4 Examples of Encoding/Decodingin the Frequency Domain

Weshall now explain,by using a simple example, how the Reed-Solomon code
works.For a better understandingof the process the readeris referred to fig-
ure 6.5. We are dealing with a (7,3)-RS code whichis defined in GF(23). a = x is
defined as the primitive field element, the generator polynomialof the Galois
field is g(x) = x3 + x +1. The code can correct twoerrors and thus transmit 3
information symbols. Thethree information symbols a, a” and a3 which are
to be transmitted are written in the positions C, ... C,. The last four positions
C, ... Cy are set to zero.

Co...C; =0

C,=0° ‘
; = C(Z)=a°Z° +a7Z> +0724 (6.18)

C, =a

Cé =Q?

By an IDFTin accordancewith (6.6) the transmitting code vector c(X)is ob-
tained.

Cy =0°+0*4+0°% =0

c, =03a0 4 +070+050 ° =a4

c, =030 %+a7a0 1? +0507? =0
i 184070740507

20

c, =0707 => +> c(X)

C4 =030 7% +7077" +050 74 =0°

C, = 030 779 4070,4050, 3° = 0
C6 =030 774 +0270 7? 40, 50, 3° = 4

c(X)=04X® +0X> +0, °X4 +0°X3 +04X (6.19)

In the channel, the error e(X) then overlays the code vector, andtheresult is
the received vector r(X):

_ 2y5

e(X)=a °X? +0x (6.20)°
=> r(X)=c(X)+e(X)=04X° +04X? +0, °X4 +0°X3 +07X.

The spectrum R(Z) of the received vector is calculated in accordance with
(6.5) as

9
e(X) has here been chosen at random.
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R, =a7*+0°+a°+a04+a4 =04
3 6R,=07a0+0°0? +0 %* +0 40° +a 40° =0

R, =o 707 +050° +0 a? +040! +0407 =a?

R, =a707 +050° +0%o'*? +040+040 %=a0% $= R(Z)
R, =0704 +050!" +00 %a'® +0407? +0404 =004

R, =070° +0%a? +0%% 7 +040” +0, 403° =04?
Ro =a7a® +0508 +0 8a 4 +040? +0403 =0

R(Z)=a7Z> +04Z4 +0°Z3 +072’? +0 °Z+04 (6.21)

Asthelast four positions R, ... R, of the spectrum R(Z) arenotall zero, they
are bound to be overlaid with an error vector whosepositions E, ... E, di-
rectly correspondto the received and transformedpositionsRg ... R,. Using
E, ... E, we can state and solve the key equation.

Aja? +A,a°+A,04 =0 6 ‘
; ; => A, =1, A, =a", A, =o (6.22)

A,a°+A,a*+A,a° =0

The values of A, ... A, determine the coefficients in the feedback branches of
the shift register (see figure 6.8).

If the latter is loaded with E, and E,, the spectral coefficients at the output
are E,...Es and thuspartofthe error vector. They result in E,= @, E,=0 and
Es = a’. Finally, the original information can be reconstructed if E(Z) and
R(Z) are known:

E(Z)=0°Z° +025 +0,°Z4 +0°Z3 +07Z* +0,°Z+04

R(Z) = 02° +072 +04Z4 4+0,°23 +072? +0,°Z +04 (6.23)

C(Z) = E(Z)+R(Z) =0,°Z° +07Z> +0324

_¢
pal rt

load with: oe of

register contents: 02,0806 06,080

Fig.6.8. Example ofthe structure of a feedbackshift register for the definition ofE, ...E,
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6.2.5 Encoding and Decodingin the Time Domain

The procedure introduced so far performs the RS encoding and decodingin
the frequency domain. The advantageof this procedureis that it can be easily
understood.It was chosen to demonstrate the basic modus operandiof the RS
code to the reader. The disadvantagelies in its considerable implementation
requirement, as in both the transmitter and the receiver a transformation has
to be effected. Further, the original information is not identifiable in the
transmitting code vector,i.e. the code vectoris not separable into information
and checking symbols.

These disadvantages are avoided if the encoding andthe decoding, which
are only outlined here, are performedin the time domain (a moredetailed de-
scription can be found, for example, in [CLARK]):

- The arithmetical operations in the Galois field, the generator polynomial
of the Galois field, and the primitive field element a are the sameas in the
encoding and decoding in the frequency domain.

- Asa first step, the information symbols are placedin the first m positions
of the code vector to be transmitted.

- The encodingtakes place with the aid of a code-specific generator polyno-
mial which is constructed in such a waythat its zero positions are bound
to produce 2t consecutive zeros in the spectrum.

- Ifthe previously generated polynomial, in which the informationis stored
in the first m positions, is divided modulo the generator polynomial andif
the result is transferredto the last k positions of the code vector, there is a
guaranteethat the code vectorcan be divided by the generator polynomial
without a remainderandthatit therefore has the same roots. Thusit is a

valid code vector in accordance with the definition in section 6.2.2 (its

spectrum containing 2f consecutive zeros).
- During the decoding a so-called syndromeis initially calculated with the

aid of which the key equation for A(Z)is set up.
- One can solve this key equation by using Euclid’s or Berlekamp’s algo-

rithms. In addition,a so-called error-evaluator polynomial Q(Z) is gener-
ated.

- Bysubstitutingall powers of« for A(Z) and Q(Z) and by evaluatingthere-
sults, one obtains the information needed aboutplace and valueofthe er-
ror in the received vector.

Although the theory is somewhat moredifficult to understand than that of
the encoding/decoding in the frequency domain, whichis mainly dueto the
introduction of another polynomial and the evaluation of the polynomials
A(Z) and Q(Z), the implementation is mucheasierto realise. At the transmit-
ting end no transformation is any longer required, andat the receiving end
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yndynoye(yFgaedJOLIa-11q
doddatAbe-—

4+
donnebd

 
   

le-04le-03Je-02

bit-error rate (BER) at input

 
te-12

the only transformation to be doneis that of the 2t characters of the syn-
drome.

Fig.6.9. Residualbit-error rate of various (255, 255-2t) Reed-Solomon codes

6.2.6 Efficiency of the RS Code

the efficiency of both procedures with regardto their
Independently of whether the encodingor decoding takes place in the time or
the frequency domain,
correctability is the same. Figure 6.9 showsthe curveof the residual bit-error
rate, i.e. the bit-error probability at the decoder output, using various RS

that the bit errors are evenly distributed a statement can be made aboutthe
symbol-error rate on the basis of which the efficiency of an RS code can be
analysed.

codesas defined in GF(2°). Althoughthe RS codesare symbol-oriented codes,
the analysisofthe efficiency takes bit errors into account. On the assumption

Theefficiency of the code increases, of course, with an increase in the
numberoftest symbols.In this way, at an inputbit-errorrate of 2 - 107 the re-

205) code is approx.1-107'° - the coding

141

gain is thus more than10 to the powerof 7 -, whereasin the case of the RS(255,
error rate of 2 - 10°? the outputbit-errorrateis

g-10°4, the coding gain thus being only slightly greater than 0,5. The correc-
tion limitis reached whenthebit-error rate at the output is greater than, or

sidual bit-error rate of the RS(255,

239) code at the sameinputbit
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the sameas,the inputbit-errorrate. It is in the order of 7 - 1073 at RS(255, 205)
and in the order of 2 - 1073 at RS(255, 239). From this limit onwards moreer-
rors occur than the code can correct. As a consequence, additional errors oc-
cur which are causedbythe corrective algorithm in the output data stream,
which leadsto the bit-error rate at the output of the decoder being greater
than at the input.

For all DVB transmission standards a modified (shortened) RS(255, 239)

codeis used which makesit possible to guarantee a residual bit-errorrate of
approx. 1-10~"! at an input bit-error rate of 2 - 107+ while correcting up to 8
symbol errors per block (see chapters 9 to 11).

6.3 Convolutional Codes

6.3.1 Basics of the Convolutional Codes

As already explainedin section 6.1, the convolutional codes are binary codes
in which the information is spread over several transmitting symbols. A con-
volutional codeis therefore always bit-oriented. The information,consisting
of individualbits,is fed into a shift register in order to be encoded. Thetrans-
mitting signal is obtained by combiningvarioustapsat the shift register. Fig-
ure 6.10 shall serve as an explanation of the encoding andthe technical terms
used here.

Usingthe relatively simple convolutional encoder, as shownin figure 6.10,
for each individualbit fed into theshift register. two bits are generated as out-
put symbols. The numberof input lines is m = 1 bit, the numberof output
lines is n = 2 bits, and the code rate R = m/n = 1/2. The memory,thatis, the
storage depth of the encoder, is defined as the numberof the precedingbits
which contribute to the encodingofthe currentbit. In this example this would
be S-m = 4, with S = length of the shift register. The constraint length K

output data
(n bits)

input data
(m bits) 
Fig. 6.10. Model construction of a convolutional code to explain the basic terms
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describes the total numberof bits contributing to the coding process. In the
example K = (S + 1): m = 5. If the convolutional encoder is conceived as an
automaton, as knownfrom informatics,it can be characterised by the number
of possible internal states. This number can be determined from the number
of memory elements and the corresponding numberofpossible 1/0 combina-
tions. The convolutional encoder shown therefore has 2°’ = 16 possible
states. Finally, a convolutional encoderis characterised by the number and
positioning of the taps at the shift register, which are indicated by generator
polynomials G the coefficients of whichare 0 or 1, according to whether there
wasa tapat the respective position or not.’° It is commonpractice to combine
the coefficients as octal numbers. Polynomials or octal numbers mustbein-
dicated individually for each output branch. The characteristic parameters of
this example of a convolutional encoder can be summarisedas follows:

Numberof inputlines m =1
Numberof output lines on =2
Code rate R =min=1/2

Memory S:m =4
Possible states 25° ™ — 16

Constraint length K = (Sti)-m=5
Generator polynomiali1 G,  =1+X?+X* (250cr)
Generator polynomial2 G, = 1+X3+X4 (3locr)

Figure 6.11 showsa further example of a convolutional encoder which,with a
numberof input lines of m = 2, uses twoshift registers with a length of S = 3.

The characteristic parameters of this convolutional encoderare:

Numberof inputlines m =2
Numberof output lines on =3
Code rate R = min = 2/3

Memory S:m =6
Possible states 2°'™ = 64
Constraint length K = (S+1)- m= 8
Generator polynomial1 G, = 1+X*+X3 (1S50cr)
Generator polynomial2 G, = 1+X'+X? (079c7T)
Generator polynomial3 G, == 1+X'+X? (139¢cr)

" The LSB of the generator polynomial describes the input of the shift-register cell,
whereas the MSB describes the tap at the most delayed shift-register cell. See
[PROAKIS].
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output datainput data
2 ——~ (nbits)(m bits)

\ 
 

Fig. 6.11. Further model construction of a convolutional code to explain the basic terms

6.3.2 Examples of Convolutional Encoding and Decoding

6.3.2.1 Construction of a Model Encoder

In this section a very simple convolutional encoderis introduced, by means of
which an example of encoding and decoding will be carried out in section
6.3.2.3. Figure 6.12 showsthe construction of this encoder.It is to be noted that
the input data are fed in from the right, as opposedto thosein figures 6.10 and
6.11. In this way the state value of the shift register can be used, for example, to
represent a state diagram (see next section).

The characteristics of this convolutional encoderare:

Numberof inputlines m =1
Numberof output lines on =2
Code rate R = m/n = 1/2

Memory S:m =2
Possible states 25° = 4

1

input data output data
(m bits) (n bits)

Fig.6.12. Convolutional encoderas a basis
2 for the following encoding and decoding example
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Constraint length K = (Sti): m=3
Generator polynomial1 G,==1+X7+X? (7oc7r)
Generator polynomial2 G, = 1+X? (Socr)

6.3.2.2 State Diagram andTrellis Diagram of the Model Encoder

In section 6.3.1 it was briefly mentioned that a convolutional encodercan also
be considered an automaton.Firstof all, an automatonis characterised by the
numberofits internal states. As a function of the current input symbol and of
its current internal state the automaton outputs one or more symbols — here
bits - and changesto a new state. This can usually be represented byastate
diagram as shownin figure 6.13.

The 1/o combinationsin the circles describethe state of the automataor the

actual contents of the shift register. Two transition arrows diverge from each
state and a further two convergeto it. The first bit of the 1/0 combination at
the transition arrow describes the inputbit. The last two bits are the data of
the outputs 1 and 2.

Commencing with thestate “oo”(i.e. the shift register contains “o” in each
cell), let us feed in a “1”at the input. In accordance with figure 6.12, the output
signals are “11”. This process is represented in the state diagram bytheleft-
hand arrow pointing from the bottom to “o1”, the designation of which is,
logically, “1/11”, between the states “oo” and “o1”. The encoderis now in the
state “o1”.

Another way to document the same combinationsis thetrellis diagram.
Herethe states are plotted below one another and time-sequentially next to
each other (see figure 6.14).

From every state two paths lead to a new state each, depending on whether
a “1” (thin line) or a “o”(bold line) has been input. The outputdatais regis-
tered at the transition lines. If, once again, we take state “oo”as the starting

1/10

 
0/00 Fig.6.13. State diagram of the model encoder
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state
00

01 
input symbol = '1'

input symbol = '0°

Fig. 6.14. Trellis diagram of the model encoder

cc >

position and read in a “1”, we obtain state “o1” (moving along the thin line)
while reading out a “11”. This corresponds to the state diagram represented in
figure 6.13.

The following examples will be explained onthebasis ofthetrellis diagram
and the state diagram.

6.3.2.3 Example of Encoding with Subsequent(Viterbi) Decoding

Let the information sequence to be coded and transmitted be “1011000”. In
the transmission channel, let two positions be overlaid with an error, leading
to the inversion of the respective bits. The transmission process can thus be
summarised asfollows:

Information (assumed):
1 Oo 1 1 Oo Oo Oo

Codedbit sequence (to be transmitted):
11 10 OO OL ol. 00

Error vector (assumed):
Ol 00 30610 00 OO O00 00

Received sequence:
10 10 10 O1 OL UL 00

The total Viterbi decoding is explained on thebasis ofthetrellis diagrams in
figure 6.15 together with the state diagram in figure 6.13. As opposed to the en-
coding,in the decoding process the input andthe output ofthe state diagram
now haveto be exchanged.

146



147

134 6 Forward Error Correction (FEC) in Digital Television Transmission

YY. error
10 10 10 01 01 11 00

State 1 2

received sequence
(erroneous)

 
e

Fig.6.15. Trellis diagrams for Viterbi decoding
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The decoding takes place as follows:

(1) The decoderis in the state “oo” and receives the bit sequence “10”. As
shownin the state diagram,the encoder could not have generatedthis bit
sequence, because commencing with the state “oo” there are only twoal-
ternative possibilities:
- Sending a “oo”, and keeping the state “oo”(in the trellis diagram in

6.15a the top left-hand horizontal transition line). The decoder ‘knows’
that in this case only one correctbit was received. As the sum ofthe cor-
rect bits a “1” is recorded in the transition path.

— Sending a “11”, and transition to state “o1” (in the trellis diagram in
6.15a the diagonalline from the topleft-hand side). The decoder‘knows’
also in this case that only one correct bit was received. A “1”is again re-
corded as the sum ofthe correctbits.

(2) The decoder again receives the bit sequence “10”.
- Starting from state “oo” when decoding the secondinput bit sequence,

the reception of a “oo” and theretention of state “oo” is again expected
or, alternatively, the reception of a “11” and a transition to state “o1”.
This step, too, would produce oneincorrect bit. In each of the two cases
2 correct bits have now been recognised (out of 4 bits received in the
meantime).

- Starting from state “o1”, the reception of a “o1” with a transition to state
“11” and onecorrectbit still in the sum,or the reception of a “10” with a
transitionto state “10” and hencea total of 3 correct bits is expected.

At this point we can introduce the term ‘metric’. In the present case the metric
A denotes the sum ofthe correctly receivedbits,while following a chosen path
throughthetrellis diagram. The larger the metric, the higher the probability
that the path throughthetrellis diagram will correspondto the path that has
been followed through the encoder. For a mathematical description of the
metric see section 6.3.3, (6.24) to (6.26).

(3) After the third bit sequence “10” has been received (see figure 6.15a),all
possible transitions between the states have been analysed, and the input
bit sequence has been compared with the expected reception values, the
case occursthat in each state position two transitions converge. The prin-
ciple of the Viterbi decoder (see [VITERBI]) is now to chooseprecisely that
transition out of two which hasthe larger metric or, in other words,to de-
lete the transition with the lower metric and, as the case may require, the
preceding transitionsas well, since this is the less probable path through
the trellis diagram. The result can be seen in thetrellis diagram shown in
figure 6.15b. Should twotransitions with the same metric converge, then a
transition can be chosen at random,as from this position backwardsthere
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is no unambiguousdecision possible. For a proof of the above the readeris
referred to [VITERBI].

(4)-(6) By processing the following received bit sequences “o1”, “o1” and “11
and successively deleting the transitions with lower metrics a path
throughthetrellis diagram emerges whose metricis larger than that of the
other paths (figures 6.15b to 6.15d).

(7) The last bit sequence received is “oo”. The transitions to be chosen can be
seen in figure 6.15e.

»

The path of the metric A = 12 throughthetrellis diagram is now the most
probable (drawn boldly in figure 6.15e). By retracing, one finally obtains the
most probable state sequence, and with the aid of the state diagram one ob-
tains the original data sequence:

Most probable state sequence:
oo Ol 10 Of 10 00 00

Corrected received sequence:
1 10 oO OL oO1 lt 00

Decoded information sequence:
1 Oo 1 1 Oo Oo oO

The errors in the received sequence have thus been corrected.In addition, by
comparing the highest metric with the numberofbits received, a statement
can be made about the numberoferrors which occurred(in this case: 14 -12 =
2 errors) and therefore also about the actual state of the transmission chan-
nel.

6.3.3 Hard Decision and Soft Decision

Figure 6.16 showsthe generalised probability density of an originally binary
received signal which has been transmitted over a disturbed channel. Either
the symbol x; = 0 or the symbol x; = 1 has been transmitted. Due to noise in
the transmission channel no signal with discrete states has been received but,

p(y|i) 
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i Fig.6.16. Probability density of the received
— y=0 —s— y= 1 — signal and hard-decision threshold
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instead, a signal y; with a wide rangeofvalues and with the conditional prob-
ability density function p(y; | x;).

In hard-decision decoding,the rangeofy; is divided by a threshold. Forall
reception values ofy; which are above the threshold,y; := 1 is assumed.Forall
others y; := 0 is valid. The metric 6; for the comparison of two bits in hard-
decision decodingis therefore

5, -|) for x; = yj . (6.24)o for x; #y;

In soft-decision decoding, on the other hand,several interim states for y; are
evaluated. The range of values for y; is divided by several thresholds and
quantised as represented, for example, in figure 6.17 which depicts a 3-bit soft
decision.

The range of the metric for the comparison of two bits x; and y; in soft
decision extends from 0 to 1in 8 steps andis identified by the parameterd;(cf.
figure 6.17):

. for x; =1i= . 6.1-d; for x; =o (6.25)
The metric A of a path throughthetrellis diagram results in both cases (hard
decision andsoft decision) from the sum of the metrics 6; of the bit compari-
sons, as conveyed in the description of the decoding.

A= 35; (6.26)

Wecansee that in soft-decision decoding non-integer metricsare also possi-
ble. This leads to a far more accurate estimation of the probability that a cho-
sen path throughthetrellis diagram is correct. The typical coding advantage,
whichis to be gained bythe use of soft decision in the decoder,is in the range
of 2 dB (cf. figure 9.11, chapter9).

ply; |xi) _ thresholds  
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1
1

:
: 4: 4
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0 v7 2/7,3/7 4/7 S/7 6/74 1 ' Fig.6.17. Probability density of the received
000'001'010'011' 100' 101° 110° 111 signal and soft-decision thresholds
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6.3.4 Puncturing of Convolutional Codes

Oneof the disadvantages of convolutional codes is the low coderate, which is
R =1/2 in the encoderusedhere. This meansthat there are twice as manybits
transferred than the actual information would require, or to state it differ-
ently: the data stream contains 50% redundancy. By puncturing,the coderate
can be increased, which of course increases the correction requirement. As an
example, we will again revert to the information sequence from section
6.3.2.3. If the model encoderis used, this information sequenceresults in the
coded data of rate R = 1/2. In that now every third bit of the coded data se-
quenceis not transmitted, or is punctured,the code rate increases to R = 3/4.
For the purpose of explaining the puncturing, an error-free transmissionis
here assumed. The decodertries to reconstruct the original coded data of rate
R = 1/2 by assuming an X (= “don’t care”) after each second symbolreceived.
Whencalculating the metric for the Viterbi decoding each symbolreceivedis
used in accordance with the rules of soft decision in section 6.3.3, whilst for

“don’t care” a metric of 6, = 0,5 is assumed. Theprinciple of encoding,includ-
ing puncturing and decoding,is recapitulated in the followingtable.

Information sequence (assumption):
1 oO 1 1 oO ° Oo

Coded data,rate 1/2:
11 10 00 01 O1 11 00

Puncturing to rate 3/4:
11 0 Oo ol ol 1, 00

Data transferred (here error-free):
ll oo Ol ll oOo

Reconstruction for decoding:
11 XO oX ol Xi 1X 00

Metric 6; with soft decision:
6, 6, 056, 45,055 5, 53 055 5,05 5, 5,

6.3.5 Performance of Convolutional Codes

In figure 6.18 the residual bit-error rate of convolutional codes of rate R = 1/2
is plotted as a function of E,/No. E,/N, is defined as the energy E,, whichis
transmitted perbit, divided by the noise-powerdensity Nj of the white Gaus-
sian noise with whichthe signal on the transmission channelis overlaid.”

“ For further explanations see chapter 7.
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Fig.6.18. Residual bit-error rate of convolutional codes of rate R = 1/2 in QSPK modulation

Furthermore, we assumea transmission with QPSK modulation (see chapter
7), the parameter K describing the constraint length of the code used.

The performanceof the error correction increases — as expected - with in-
creased constraint length of the code used. The more preceding information
bits are used for the encoding of an output symbol,i.e. the widerthe input in-
formation is “smeared”, the morereliable the data are, as a result of the de-

coding. So, for example, with an E,/N,of 5 dBat the inputof a decoder,the re-
sidual bit-error rate at a constraint length of K = 2 is less than two powers of
ten better than in the uncodedcase, while for K = 6 a residual bit-error rate

can be achieved which is more than four powers of ten better than in the un-
codedcase.

For the DVB standard a convolutional codeof rate R = 1/2 with a constraint

length of K =7 is used. In this way it is possible, while having an E,/N, of only
3.2 dB™, to achievea bit-errorrate ofless than 2 - 1074 at the outputof the de-
coder, this ratio corresponding to the maximum permissible bit-errorrate at
the input of the RS decoder, so that finally a bit-error rate at the output of the
RS decoder of less than 1-107" is obtained (cf. section 6.2.6).

" This value correspondsto the onethat was theoretically determined. No allowance
for an implementation margin has been madehere(cf. section 9.5.2).
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Fig. 6.19. Code concatenation
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decoder 

6.4 Code Concatenation

By the concatenation of various codesit is possible to increase the perfor-
manceof the error correction; however, this also increases the gross trans-
mission data rate. Figure 6.19 shows the concatenation of two codes.

Let the information data rate to be transmitted be R,, and thefirst-used
code have the coderate R,. This codeis called outer code,asit is either rightat
the beginning of the transmission path or right at the end. The second code
has the coderate R, andis called the inner code. Therefore the data rate to be
transmitted is R,/(R, - R,). The advantage of code concatenationis explained
in the following section by meansof the concatenation of two block codes.

6.4.1 Block-Code Concatenation

The simplest example of a concatenation of different codes is the concatena-
tion of block codes(see figure 6.20).

The outer code hereis an RS code, which adds k redundant symbolsto the
m information symbols. The frame length of the outer code is therefore n = m
+ k. Each individual symbol is comprised of m’ bits. The inner code, in this
case a Hammingcode, now addsto the m’ bits of each symbol of the outer
code k’ redundantbits for error protection. An individualbit error will now
be corrected by the inner codein the decoderso that the corresponding sym-
bol is correct for the outer code,i.e. the outer decoderis not burdened bybit
errors. On the assumption that the inner code can only correct onebiterror,
up to 7 bit errors can occurper frameof the outer code withoutthe outer de-
coder havingto correct any symbolerror. A prerequisite for this is that each of
the n bit errors fits perfectly within a frame of the inner code vector. Without
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outer code

e.g. RS code (symbol code)
outer code frame, symbol size = m', n=m+k
 

inner code frame
n=m' +k’

inner code

e.g. Hamming code (binary code)

Fig. 6.20. Block-code concatenation

the inner code there would have been a decoding breakdowninthe outer de-
coder. Should there be more than onebit error per inner code frame, then
these errors can no longerbe corrected by the inner code.In the outer code
there is, however, only one erroneous symbolin each code vector which hasto
be corrected. A code concatenation, as shown in figure 6.20, thus combines
the advantagesof the individual codes,viz,reliable correctability of individ-
ual bit errors in the inner code andreliable correctability of short burst errors
in the outer code.

6.4.2 Interleaving

In orderto correct long burst errors in addition to bit errors and shortburst
errors, an interleaver is inserted between the outer and the inner code (see

figure 6.21).
The interleaver supplies no additional error correction code, it merelyini-

tiates a rearrangementof the symbols generated by the outer code. The prin-
ciple is shownin figure 6.22.

The symbols generated by the outer encoder (here 1 symbol = 1 byte) are
read into the storage matrix of the block interleaver line by line. Thereafter
the matrix is read out column by column and the symbols are fed individually
to the inner encoder. After interleaving, two adjacent symbols generated by
the outer encoder are separated from each other by exactly the numberof

outer . innersource interleaver modulator/channelu encoder terleave encoder

Fig. 6.21. Interleaving during channel coding
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read-in read-out

outer code frame

read-out read-in 
interleaver de-interleaver

[| = 1 symbol
Fig. 6.22. Operating principle of a block interleaver

= 1 erroneous symbol 

symbols that can be found in a columnofthe matrix. This numberis the main
parameterof an interleaver andis called interleaving depth I. In the example
of figure 6.22 I equals 6.

At the receiver the output symbols of the inner decoder - which may be
overlaid by errors — are deposited column by columnin the matrix of the de-
interleaver. A lengthy burst error, which could not be corrected by the inner
decoder, will show in one of the columns(shadedin figure 6.22). Due to the
line-by-line read-out of the matrix, there will only be one symbolerror per
frameof the outer code. Withoutan interleaver/de-interleaverall symboler-
rors of a burst would be within one frame of the outer code. A decoding
breakdown would betheresult.

The disadvantages of the block interleaver are that periodic disturbances
which invalidate the same symbol in each column wouldresult in a decoding
breakdownof the outer decoder. This would then place the erroneous sym-
bols in oneline of the de-interleaver. Apart from this, the block interleaver has
a relatively high requirement for storage capacity, which is also a disadvan-
tage; another disadvantage being the two-dimensional synchronisation,i.e.
not only the beginnings of the outer code vectors have to be found, but also
the first outer code frame which standsin thefirst line of the de-interleaver.

These disadvantages are avoidedbytheutilisation of the convolutionalinter-
leaver, according to [FORNEY], as shownin figure 6.23.

The convolutional interleaver consists of (IJ - 1) shift registers with the
length M, 2M,...,(J- 1)M and corresponding multiplexers and demultiplex-
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Fig. 6.23. Operating principle of a convolutional interleaver

ers (represented here as switches), each ofwhich connects a shift register with
an inputor.an output.As before, I represents the interleaving depth and M the
so-called base delay. M = n/I applies if n, as before, represents the frame
length of the outer code. With each step the multiplexer and the demulti-
plexer switch on to the next respective input or output. The next symbolis
read into the shift register currently connected to the input, and a another
symbolis picked up from the outputofthat shift register. When the top path
in the interleaver, the sync path, happensto be active, the input is connected
directly to the output. This ensures that, between adjacent symbols at the in-
put, M- J] further symbols are transmitted.

The de-interleaver is constructed in such a wayas to ensure that the non-
delayed symbolsof the interleaver are delayed to a maximum.Hence,thetotal
delay is M - (I- 1) - I for all symbols. At the beginning of each outer frameall
multiplexers and demultiplexers (in this case switches) mustbein theinitial
position,i.e. only a synchronisation of onelevel is required. The interleaving
depth J must therefore be a whole-numberdivisor of the frame length n ofthe
outer code (see above).

6.4.3 Error Correction in DVB

For the transmission of digital TV oversatellite in accordance with [ETs 421]
(see chapter 9) and via terrestrial transmission networks in accordance with
[ETS 744] (see chapter 11) an RS codeis concatenated with a convolutional
code by meansof an interleaver (see figure 6.24).

The RS codeis based on the Galois field GF(2*) and therefore has a symbol
size of 8 bits. An RS code (255, 239) was chosen whichprocessesa data block of
239 symbols and can correct up to 8 symbolerrors by calculating 16 redun-
dant correction symbols. As an MPEG-2 transport packet is 188 bytes long
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outer code inner code
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shortened interleaver K=7, to rate:
RS (255, 239), according to G,= 17 locp 1/2, 2/3, 3/4,
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Fig.6.24. Coding for forward error correction in the transmission of digital TV via satellite and terrestrial
network
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correspondsto outer code

and convolutional interleaver
ofsatellite standard

Fig.6.25. Coding for forwarderror correction in the transmission of digital TV via cable

(see chapter5), the code was shortened,i.e. the first 51 information bytes were
set to zero and not transmitted atall. In this way an RS code (204, 188) is gen-
erated.

After the outer code a convolutional interleaver according to [FORNEY]is
used. The interleaving depth is J = 12. From the framelength of the outer code
with n = 204 the base delay results as M = n/I = 17.

Finally, a convolutional code is applied to the interleaved symbols.Its rate
is R = 1/2, the constraint length is K = 7. The tapsat the shift register are de-
scribed by the two generators G, = 17lgcr and G, = 1339cp Optionally, a
puncturing to the rates R = 2/3, 3/4, 5/6, and 7/8 is possible. Coding for error
correction by transmission over cable in accordance with [ETS 429] is similar
to the aforementioned coding(see figure 6.25), only the convolutional codeis
not required as the signal-to-noise performancein the cable channelis very
much better than in thesatellite channel.

A detailed description of the systemsin their entirety as well as their per-
formance can be found in chapters 9, 10 and 11.

157



158

6.5 Further Reading 145 

6.5 Further Reading

To those who wish to read more extensively in the theory of codes for error
correction and error recognition and whointendto consolidate their under-
standing of the concepts introduced here, the following works are recom-
mendedfor further reading. A very basic and comprehensible overview of
block and convolutional codesis given in [SwEENEY], whilst the block codes,
from the basics to the deeper theory, are treated in [FURRER]. Thereis a stand-
ard workby G.C. Clark and J.B. Cain [cLarK], which, amongotherthings,dis-
cusses aspects of implementation, comparesvariousalgorithms and contains
performance graphs (residual bit-error rate versus signal-to-noise power).
Theoriginal publication by S. Reed and G. Solomon onthe codeof the same
nameis to be found in [REED], that by A.J. Viterbi in [VITERBI]. [FORNEY] dis-
cusses the convolutional interleaver for the channel with overlaid burst er-

rors, while [HAGENAUER] concentrates on the theory of the puncturing of
convolutional codes.

Symbols in Chapter 6

A(Z) polynomial of the Galois field in the frequency domain
A; A, i’, |" coefficient of A(Z)
a(X) polynomial of the Galois field in the time domain
A, aj i”, ['" coefficient of a(X)
C(Z) code vector (polynomial) transformed from c(X)
C, i” coefficient of C(Z)
c(X) code vector (polynomial) to be transmitted
C; i coefficient of c(X)
d quantised input signal for soft decision of i” pit comparison
E(Z) error vector (polynomial) transformed from e(X)
E, energy/bit

j i coefficient of E(Z)
e(X) error-vector polynomial

i coefficient of e(X)e;

GF(q) Galois field of size q
G; generator polynomial at output i of a convolutional encoder
g(x) generator polynomial of Galoisfield
I interleaving depth
i runningvariable, integer
K constraint length of a convolutional code
k numberof correction symbols of a block code/outer block code
kK numberof correction symbols of an inner block code
l running variable, integer
M base delay of the convolutional interleaver
m numberof information symbols in a block code/outer block code or input

bits in the convolutional code

m numberof information symbols in the inner block code
N 2 4

N, noise-powerdensity
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n
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R,R 2

et

ReePrORDD
bPReNns =~

a

number of code symbols in a block code/outer block code or input bits
in the convolutional code

number of code symbols in an inner block code
conditional probability of the received symbol y,; provided that the symbol x; is sent
size (number of elements) of a Galois field ,
code rate

received vector (polynomial) transformed from r(X)
rate of the outer code, rate of the inner code
i” coefficient of R(Z)
useful data rate

received vector (polynomial)
length of a shift register
number of correctable errors in RS coding
exponentof 2 in the definition of q
argumentof polynomials defined in time domain of GF
polynomial argument in GFth
i symbol sent
i” reference symbol, to be comparedto the symbolreceived
argument of polynomials defined in frequency domain of GF
primitive element of Galois field
elements of the Galois field

metric of a trellis path
metric of the i" bit comparison
transformed polynomial from A(X)
i’ coefficient of A{(Z)
error-locator polynomial
i” coefficient of MX)
error-evaluator polynomial
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MPEGsourcecoding, which achieves a data reduction in audio andvideosig-
nals, has been discussed in chapters 3 and 4. As explained in chapter5, the
various elementary streams are combinedin the MPEGtransport multiplexer
to form a single data stream.This is followed by a codingof the data stream in
which redundant signal portions are inserted (see chapter 6). The entire
processing of the basebandsignals can take place in a computer(oradigital
circuit) in which the data are available as a sequence of numerical values. For
these values to be transmitted on a channel they have to be converted into
genuine data signals. The signals are output sequentially by an interface, syn-
chronisation being provided by an internal processing clock. Each informa-
tion bit possessesfinite energy, whichwill be referred to as bit energy E,. The
methods by which data signals can be adapted to the respective transmission
channel are the subject of the following section.

7.1 NRZ BasebandSignal

The physical shape of the signal which is mainly used for the processing of
digital signals in the basebandis called non-return-to-zero (NRZ). An ideal
signal is usually described as a sequence of weighted Dirac pulses [LUKE1].
The data are read outat the output interface of the computer, where they ad-
here to a rigid time-slot pattern nT. Their shaping into an NRZ pulseis
achieved by a hold unit, which holds the value of the information for the pe-
riod of the timing pulse Tp so that each ideal Dirac pulse is overlaid with a
rectangular pulse. Figure 7.1 depicts an NRZ signal with the period Tz The
amplitude assumesthe value of A whenstate 1 is to be transmitted, and the
value of o whenstate o is to be transmitted.

If the signals, having assumedthis form,are to be used for data transmis-
sion, it is important to know their spectral properties. The power spectral
density (PSD or spectrum,for short) of the NRZ signal can be computed on
the assumptionthat the signalstates consist of a statistically independentse-
quenceofvalues occurring with equal frequency. The PSD consists of one dis-
crete portion PSDg;, and one continuous portion PSD, [MORGENST]:
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Fig.7.1. Example of an NRZsignal with a symbolperiod ofTg °
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4 4 2

The discrete componentinthefirst part of(7.1) is limited to a single Dirac pulse
at a radian frequency w = o.It represents the continuousportionofthe signal,
which can also be seen in fig 7.1. The rectangular pulse shape of the time-
domain signal generates the continuous portion in the PSD. This rapidly di-
minishes with an increase in frequency. Ideally, in the caseof infinitely steep
signal edges there would result an infinitelywide PSD.Thisis plotted in fig.7.2.

The post-filter effect of the rectangular pulse shape is conspicuous
[ SCHONED1]. However, as a rule this does not suffice for a real transmission.

In mostcases the signal spectrum hasto be limitedto a finite value by an ad-
ditional filter to accountfor the finite bandwidth of the channel. The suppres-
sion of the high-frequency portionsof the signal results in a wideningof the
impulses in the time domain and causes temporal crosstalk between theindi-
vidual impulses. This behaviouris called “intersymbolinterference (ISI)”. In
accordancewiththefirst Nyquistcriterionit is sufficient for the signal to have
no ISI at the sampling points nT. The course of a single impulse traversing
the sampling points nT, should have the following sampling values:

 
Fig. 7.2. Power spectral density of the NRZ signal
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 Ny-2 Ny-1 Ny nyt Ny+2

Fig.7.3. Interference-free transmission due to ideal band limitation

Snrz (t-nTp)=A for N=No (7.2)
Snrz(t-nTz)=0 for n#no

This first Nyquist criterionis satisfied, amongothers, by the si-shaped course
of an impulse, which can be generated by an ideal band limitation at half the
clock frequency. The cut-off frequencyis referred to as the Nyquist frequency
fx. Figure 7.3 shows the curve represented by three consecutive si-impulses.
The resulting signal is interference-free at the sampling points because the
si-functions of all consecutive impulses are zero at these points.

In real systems, however, the ideal sampling accuracy required cannot be
maintained and, moreover,the filters used always havefinitely steep filter
slopes. Nyquist proved in his second theorem that, with a cosine-wavefre-
quency response H(f), the ISI on both consecutive impulses is limited. For
each of the individual impulses, an additional requirement — apart from the
first Nyquist criterion — is that the amplitude values whichare exactly midway
between the two consecutive samples have half the basic impulse amplitude
(in this case 0.5 A) [NYQUIST]:

supe (t-nTg)=" n=ngt*, (73)
2 2

A cosine-wave frequency responseis showninfigure 7.4 a. Figure 7.4 b shows
the corresponding eye diagram. The amplitude values can be clearly seen
from (7.2) and (7.3). The disadvantage resulting from adherenceto the second
Nyquist criterion is due to the doubling of the channel bandwidth required
for the transmission. For this reason the cosine-wave drop in frequencyre-
sponse is generally reduced to a narrowertransition band which is symmetri-
cal to the Nyquist frequency. The resulting frequency responses correspond
to (7.4), with the roll-off factor indicating the steepnessof the filter slope and
the ensuing extensionof the frequencyrange.Theroll-off factor can assume a
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Fig.7.5. a Frequency response, b Eye diagramsfor « = 0,35 (e.g. DVB satellite)
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Fig. 7.6. a Frequency response, b Eye diagrams for « = 0,15 (e.g. DVB cable)

value between 0 and 1. The frequency responses have a so-called “raised co-
sine” characteristic. Two examples with differingroll-off factors are shownin
figures 7.5 a and 7.6 a, which are usedfor the transmission of DVBsignals over
satellite (see chapter 9) and cable (see chapter10). It can be clearly seen by the
eye diagramsin figures 7.5 b and 7.6 b thatthe first Nyquist criterion is satis-
fied. The second Nyquist criterion, however,is infringed, as notall individual
impulses have the required amplitudevaluesat (n t0.5)Tz accordingto (7.3).

H(f)=1 for |fl< fyQ-a)

Heppys]F(A for fyQ-a)S|fls fyG+o) (7.4)2fn a

H(f)=0 for |f|> fry a+a)
In practice the required Nyquist signal frequency responseis generally ob-
tained by two subfilters, one connectedafter the other. Thefirst subfilteris at
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the transmitter output.It limits the signal spectrum to fy (1 + a) and shapes
the impulse. In the following it will be assumed that the data signal is dis-
turbed by additive white Gaussian noise (AWGN). The subfilter at the receiver
input has the task of minimising the noise power which was added during the
transmission and of maximisingthe signal-to-noise ratio S/N at the sampling
point. An arrangementin which the impulse responseofthefilter is identical
to the impulse response of the signal transmitted is called a matchedfilter
[NORTH]. Theeffect of the noise signal no longer depends on the wave-form
of the useful signal, but only on the average energy E, which is required per
bit. If the useful signal has no redundancy(e.g. no error-protection portion),
this results in a signal-to-noise ratio of

S Ey,
NN, (7.5)

[LUKE 1, KAMMEYER]at the optimal sampling point atthe filter output.
The changein the digital signal brought about by the AWGNsignal causes

the decoder to makea false decisionif the noise amplitude exceedsa given de-
cision threshold. In accordance with the above assumption the noise signal
has a Gaussian amplitude-density distribution [Gauss], also called “normal
distribution”

 
_ (ap)?

1 207
fla)= eo N (7.6)

On v2

with

amplitude a,
meanvalue U=0 for average-free noise, (7.6a)
variance Ov =N.

The curve of this function has been tabulated in various publications(e.g.
[BRONST]). Figure 7.7 shows the superposition of the two possible values (A
and o) in a symmetrical channel, each having the same Gaussian amplitude-
density function. The optimal decision threshold is marked by a brokenline
and is to be found at the amplitude o,),,, = 0.5 A.

The probability of a detection error can be calculated for each state from
the area below thatpart of the curve whichlies beyondthe decision threshold.
The primitive of this function necessary for this purpose is not available in
closed form. Hence, the so-called error function was introduced for the path
integral:

x

erf(x)=z e?dz. (77)
The probability of a false decisionis given by the so-called complementaryer-
ror function (erfc):
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erfc(x)=1—erf(x). (7.8)

A connection between the maximum amplitude of data signal A and noise
powerN results from the substitution of the variable z from (7.7) and by mak-
ing use of (7.6.a):

A
a-—a A-* A

z= thresh 3 xoo, ~ an ~ Ten (7.9)
In various publications(e.g. [LUKE 1]) an instantaneous powerS, = A”is de-
fined whichis used as a reference quantity for computingthe bit-errorrate. In
this section an average signal powerS shall serve as reference quantity(as, for
instance, in [KAMMEYER]). Assumingthat the transmitted states and the cor-
responding amplitude values A and 0 occur, on average, with equal frequency,
the average signal power S can be computedas follows:

A?
—=> A=V2s. (7.10)

2

Substituting (7.10) into (7.9) and making use of (7.5) we obtain:

E
x= bo (7.11)

\4N,
As the signal in accordance with figure 7.7 can only be invalidated in one di-
rection, the complementary error function must be multiplied by the value
0.5. Thusthe bit-error rate (BER) for the baseband transmission of a unipolar
NRZsignal results in the required dependency of E,/N,:

| EBER unipol -e| WN, ) (7.12)
In a bipolar baseband transmission,state 0 is mapped onto the value -A bya
negative excursion of the amplitude, which causes the mean signal powerto
increase to

S=1(A* +0)=

 

 

 
0 A A a

Fig. 7.7. Overlay of amplitudes of NRZ signal with Gaussian amplitude-density function of noise
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Fig. 7.8. Bit-error rate of a unipolar and a bipolar baseband transmission with NRZ signals

S =1(A? +A7)=A? > A=VS. (7.13)5

The decision threshold «,,0.), from (7.9) is shifted to the DC potential. If these
changes are taken into account, the result is the following bit-error rate for a
bipolar baseband transmission:

 BERpinot =tel st (7.14)
Both bit-error rates are shownin figure 7.8 as functions of E,/No.

Althoughin bipolar transmission, the distance of the amplitude range be-
tween the decision threshold and the two possible amplitude values has doub-
led as opposed to the unipolar transmission,this only results in a noise-ratio
improvementby 3 dB owingto the duplication of the average signal powerS.

In those publications which define the above-mentioned instantaneous
power S, as reference quantity, this gain increases to 6 dB.

7.2 Principles of the Digital Modulation of a SinusoidalCarrier Signal

Thereare various transmission systemsfor the distribution of broadcastsig-
nals. These includesatellite systems, cable networks andterrestrial channels,
whichare generally organised as frequency multiplex systems. Forthe trans-
mission ofuser data the available frequency ranges are divided into system-
specific channel spacings,a fact which requires an adaptation of the baseband
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signals to the particular channel conditions. This takes place by the modula-
tion of a carrier signal. Heed hasto be taken that the powerof the data signal
be concentrated as much as possible at the required position in the frequency
spectrum.For this reason sinusoidal carrier signals are chosen:

Scos(t) = amplitude: cos(2m- frequency-t + phase). (7.15)

Before the signals are converted, band limitation and impulse pre-shaping are
usually performedat the transmitter (see section 7.1). After transmission in
the high-frequency range, the signal must be down-converted to the base-
band andfiltered by the matchedfilter at the receiver. Usually each signal
which passes through one of the above-mentioned transmission media
would be processed in accordance with section 7.1 prior to modulation and
subsequent to demodulation. The previous considerations concerning the
basebandtransmission with regardto the filters used in the transmitter and
the receiver therefore retain their validity for the transmission in a real
band-pass channel. In this case, too, the useful signal is overlaid with an
AWGNsignal with noise-power density N, which is constant over the whole
frequency range. An optimal receiver synchronously demodulatesthe signal
and then calculates the real part of the baseband signal [KAMMEYER]. After
the signal has passed through the matchedfilter, sampling takes place with
the double Nyquist frequency 2fy, which provides discrete amplitude values
A’ as a result.

The abovefindings can be translated into the high-frequency range before
demodulation. On account of the band-pass character of the modulated sig-
nals we obtain, for each transmitted state, a defined amplitude andareference
state (or rather, a reference frequency for frequency shift keying) of the car-
rier signal used.If these states are plotted in a complex plane, the Euclidean
distance d is a measure of the resistance of this method against disturbances.
This complex amplitude planeis describedin the literature as a constellation
diagram. Moreover,to facilitate a comparison between the various modula-
tion techniquesit is commonpractice to scale to the value of1, resp. 2, the
smallest signal amplitude which differs from zero.

By analogy with what has been said about baseband transmission, the
probability of an erroneous band-pass transmission can be defined by substi-
tuting into (7.9) the Euclidean distance d for the transmitted amplitude A. On
this assumption the noise power N is equal to the real effective noise power.
Various publications, such as [LUKE 1], describe the modulation techniques
on thebasis of this approach. However,in our subsequentdiscussionthetotal
power which is added to the noise signal during transmission over a real
transmission channel will be referred to as N in accordance with [KAM-
MEYER]. This meansthat on account of the above-mentionedcalculation of

the real part of the signal in the receiver only half the noise powerN is effec-
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tive, so that, in addition, 0.5 N needsto be substituted for oj in (7.9). There-
fore the result for the argument of the complementary error function is:

_ de (7.16)
J4n

Accordingto (7.15) it is possible to modulate the information to be transmit-
ted onto the amplitude (amplitude shift keying - ASK), the frequency(fre-
quency shift keying - FSK), the phase (phase shift keying - PSK), or onto a
combination (e.g. quadrature amplitude modulation - QAM). In this way
symbols are generated whose feature-carrying information (e.g. the ampli-
tude in ASK) can assumedifferent states. As an introduction, the principles of
the digital modulation techniqueswill be explained by meansofthe three ba-
sic methods.This will be followed by a discussion of the techniques which are
intended for the transmission of DVBsignals.

x

7.2.1 Amplitude Shift Keying (2-ASK)

In 2-ASK the unipolar NRZ signal, discussed in section 7.1, will be fed to a
modulator. After its connection with the carrier, the NRZ signal switches the
modulator on whenits state is 1,and switchesit off when a0is to be transmit-

ted. Because of this keying modethe 2-ASKis also referred to as “on-off key-
ing”. It is very easy to implement by meansofa switch or, more generally, by a
multiplier. The block diagram of the modulator and the wave-formsof the
time-domain signals are shownin figure 7.9.

{|LIL. S0 nez(t)

]

» WLLL cos(coyt)t

-]

Fig. 7.9. Block diagram of the 2-ASK modulator and time graph of signals
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It can be clearly seen that the information transmitted is contained in the
envelopeof the signal. This phenomenonis typical of amplitude modulation
and also known from analogue technology.

Under the same conditionsas in section 7.1 (the same occurrence probabil-
ity andstatistical independenceof the two states) the temporal multiplication
of the unipolar NRZ signal by the sinusoidal carrier results in a PSD which
arises from a convolution of the PSDsof the two individual signals and con-
sists of one discrete portion and one continuousportion [JOHANN].

PSD 4_ asx (a) = PSD3j; (o) +PSDeon (a)

=“ [lor +@)+8(o; —@)| (7.17)

At Tp sito +@) 1B prst[or _@) 18 }16 2 2

Becauseofthe discrete signal portion of the carrier frequencyoa synchro-
nous demodulation in the receiver is possible without additional measures
being taken.

Figure 7.10 shows the one-dimensionalconstellation of 2-ASK. Also plot-
ted is the square root of the mean signal powerS so that the relationship be-
tween S and the Euclidean distance d can beread off. This results in:

 

d=V28. (7.18)

From (7.18), (7.16) and (7.5), we obtain the bit-error rate

Ey,
BER,_ =-erfc . (7.19)2-ASK 2 fe 2N > |

With 2-ASKit is not imperative to perform a synchronous demodulation.Fig-
ure 7.10 depicts the decision threshold by meansof a brokencircular line with
a radius of half the amplitude. As can beseen,it is also possible to perform a
demodulationof the envelope, independentlyofthe phase angle transmitted.

 
Fig. 7.10. Constellation diagram of 2-ASK andof the amplitude value which corresponds
to the mean ASK power
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Fig. 7.11. Block diagram of the 2-FSK modulator and time graph ofsignals

7.2.2 Frequency Shift Keying (2-FSK)

The findings from section 7.2.1 can be used to explain the 2-FSK techniqueif
the 2-FSK modulatoris conceived as two 2-ASK modulators connected in par-
allel (cf. figure 7.9). The two multiplier outputs are interconnected by means
of an adder. The unipolar NRZsignal discussed in section 7.1 is read into one
of the multiplier inputs. The inverted unipolar NRZsignalis fed into the other
multiplier as an input signal. The carrier signals used for the modulation have
two different frequencies. They are sampled by the input signals whose
wave-formsare in inverserelation to each other, so that the symbol occurring
at the outputof the adderalways differs from zero. This processresults in the
wave-form of a time-domainsignal with a constant envelope. The block dia-
gram of the 2-FSK modulator and the wave-forms are shownin figure 7.11.

The PSD ofthe 2-FSK techniqueresults from the addition of two PSD,_asx;
which, owing to the different carrier frequencies, are spectrally offset against
each other.

A more thorough treatmentof the 2-FSK techniqueis given, for example,
in [JOHANN].
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Fig. 7.12. Block diagram of the 2-PSK modulator and time graphofsignals

7.2.3 Phase Shift Keying (2-PSK)

A furtherpossibility of transmitting informationis to change the phase angle
of the carrier signal by 180°. By meansofthe relation

cos(wt +1) = —cos(m@t) (7.20)

the 2-PSK can also be interpreted as an ASK,although the amplitudeis not
switched on andoff, as is the case with amplitude keying, but is inverted.
When using a 2-ASK modulator, as shown in figure 7.9, this inversion of the
carrier can be achieved very simply by feeding a bipolar NRZ signal to thein-
put instead of a unipolar NRZ signal. The block diagram of the modulator
and the corresponding wave-formsof the time-domain signals can be seen in
figure 7.12.

The constant envelope of the 2-PSK can be clearly seen in the lowerpart of
figure 7.12. Furthermore, a comparison with the wave-form of 2-ASK (see bot-
tom part of figure 7.9) showsthat intervals during which thesignalis zero,
such as occurin 2-ASK,can befilled by inversion or by a 180° phaseshift of the
carrier. This causes the power of the 2-PSK signal to double compared with
the mean powerof a 2-ASKsignal. On the assumption that the two symbol
states are statistically independently distributed and occur, on average, with
equal frequency, the carrier, temporally averaged out over numerous symbol
states, must be absent from the spectrum. Hencethis is a modulation tech-
nique with carrier suppression. The PSD of 2-PSK can be obtained from the
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PSD of 2-ASK(see (7.17)) by suppressing the discrete componentand,on the
basis of the above-mentioned power balance, quadrupling the continuous
component. According to [JOHANN]:

PSD,psx (0) =4_T;io +0) 28. pse(er _~@) lB ] (21)4 2 2

The PSDin figure 7.13 represents the positive frequency range with w = w7if
T>> 2m/Tp.

The one-dimensional constellation of 2-PSK is shownin figure 7.14. The
decision threshold, whose course is orthogonal to the transmitted in-phase
component, passes exactly through the origin of the co-ordinates. Therela-
tion between the Euclidean distance d and the meansignal powerS is calcu-
lated as

d=2ws. (7.22)

As the signal has the same powerin both states a symboldecision can only be
carried outafter its synchronous demodulation. As opposed to 2-ASK,the re-
quired carrier has to be recovered by non-linear signal processing. The Co-
stas loop is a method whichis often used for the synchronous demodulation
of the PSK signals [costas].

Thebit-error rate for 2-PSK can be calculated from (7.22), (7.16) and (7.5):

[EBER ,_ psx =e ab | . (7.23)No
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1.0e-00

1.0e-01

1.0e-02

1.0e—03bit-errorrate(BER) 
Fig. 7.15. Bit-error rates for 2-PSK and 2-ASK transmission

Thebit-error rate BER for 2-ASK and 2-PSKis givenin figure 7.15 as a function
of E,/N,. A doubling of the mean signal powerresults in an improvementin
the signal-to-noise ratio of 3 dB for 2-PSK as comparedto 2-ASK.Several pub-
lications donotrelate the bit-error rate of 2-ASKto thetotal signal power,but
take the AC componentof the signal poweras a reference value [MAusL]. In
this way the bit-error rate curve of 2-ASKis shifted by 6 dB to highersignal-
to-noise ratios.

7.3 Quadrature Phase Shift Keying (QPSK)

The QPSK technique offers the possibility of simultaneously transmitting
two bits per symbol. This doubles the spectral efficiency (controlling the
numberofbits that can be transmitted per second per required bandwidth)
as opposed to the techniques dealt with up to now. Theserial data stream of
the NRZsignalis first split up into two parallel paths by meansof a demulti-
plexer. This process is shownin figure 7.16 for eight consecutivebits. After the
data stream has been transformedinto twoparallel ones, each twobits can be
processed simultaneously. These dibits are assigned the function of a com-
plex symbol with a real and an imaginarypart. The wave-formsofthe signals
are referred to as Re{spjp;,(t)} or Im{spjp;(t)}. The duration whichis available
for the processing of a complex symbolis referred to as symbol duration Ts.It
is double the bit duration Tp in the case of QPSK.
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Fig. 7.17. Block diagram of the QPSK modulatorand time graph ofsignals

Figure 7.17 showsthe block diagram of the QPSK modulator. The demulti-
plexer at the input divides the serial data stream into two parallel paths. The
scalar componentsare fed to one multiplier each. Two sinusoidalsignals, hav-
ing the same frequency wand being phase-shifted against each other by 90°,
serveas carriers. The two signal parts are then added together. This type ofsig-
nal processing,as shownin (7.24),can be expressedbyacomplex multiplication
ofboth quantities with the subsequentcalculationofthe real part of the signal.
Hence the QPSKsignalat the output ofthe modulator can be computedas:

Sapsk (t) = Refspinit (t)-ert\
= Retspipie Cf Cos(@rt) —Im{spinie Ofsin@rt).

From figure 7.17 it is apparent that the QPSKsignalresults from the addition
of two 2-PSK signals. The spectrum of the QPSKsignalis the outcomeof the

(7.24)
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Q , mean power: 2

 
Fig. 7.18. Constellation diagram of QPSK and of the amplitude

d value which corresponds to the mean QPSK power

addition of the two 2-PSK spectra. The symbol duration Ts must be used in
(7.21) instead of the bit duration Tz. Moreover, the signal poweris doubled by
the addition of the two 2-PSKsignals, whichleadsto the following expression:

PSDepsx (aw) = = Ts sito +a)=t pse(cr -a)8 ] . (7.25)
By substituting the relation T, = 2Tz onerealises that the required transmis-
sion bandwidth is halved as against that in 2-PSK.

A QPSK receiver separates the input signal into its in-phase and quadra-
ture components, where each can be regarded as an independent 2-PSKsig-
nal, as mentionedin the last paragraph. This can be clearly seen once again
when welook at the QPSK signal in the now two-dimensional constellation
diagram depictedin figure 7.18. Moreover,it can be seen thatthe signal power
S is equally distributed between the two components. Half the signal power
$/2 is effective for both bit decisions, in the direction of the in-phase compo-
nent Jas well as in the direction of the quadrature componentQ. Theresulting
amplitude value equals half the Euclidean distance, whichis illustrated in 7.18.

d=2=V25 (7.26)2

Thebit-error rate results from the substitution of the Euclidean distance into

(7.16). Using (7.5), we have to substitute the bit energy E, by the symbol energy
E, since the principle adopted in section 7.1 for the optimisation of the
signal-to-noise ratio by the matchedfilter in the receiver no longerrefers to
individual bits but to the transmitted symbols.

S _E,

N Ng

E, corresponds to the sum of the energy of the two signal components E,
which are required perbit:

(7.27)
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E, =2E,. (7.28)

For the bit-error rate we get:

BER gpsx =e Fo . (7.29)N,

As both the signal powerS and the noise power N are distributed between the
two components J and Q the sameconditions apply to each signal component
as in 2-PSK.Thereforeit is not surprising that the bit-error rate of a QPSKsig-
nal is the same as the meanvalueofthe bit-errorrates of its two signal parts
and thatit is thus identical with the bit-error rate of a 2-PSK signal. This state-
mentis valid as long as the bit-error rate is given as a function of E,/N).

Apart from the interpretation of the QPSK signal as a combination of two
2-PSK signals, QPSK can be conceived as a quadrature amplitude modulation
(QAM)with 4 states. That both interpretations are valid is shown by a com-
parison betweenthebit-error rate curvesin figure 7.15 (for 2-PSK) andfigure
7.23 (for 4-QAM).

Apart from the basic QPSK variant discussed above, other special forms
are discussed in the literature [e.g. KAMMEYER, JOHANN, MAUSL, PROAKIS] in
detail (i.e. Offset-QPSK, DPSK).

QPSKhaspractical applications in the transmissionofdigital signals over
satellite channels (see chapter 9) and in connection with the OFDM technique
(see section 7.6) in terrestrial transmissions (see chapter11).

7.4 Higher-level Amplitude Shift Keying (ASK) and Vestigial-Sideband
Modulation (VSB)

In television engineering, analogue vestigial-sideband modulation is to be
found in PAL colour codingas well as in television transmissions. Today’s ter-
restrial transmission channels which are used for radio broadcasting are de-
signed to accommodate VSB,just as are the cable networks, given that the
digital variant of the vestigial-sideband modulation only differs from the
analogue onein that a finite numberof discrete amplitude states have to be
transmitted. Therefore there are economic advantages in using the existing
systems for digital VSB without any changes having to be made.

The serial data stream at the input of the modulatoris first combined to
form data words of width m andthen allocated to the M possible discrete
symbol states by meansof a table, where

M=2". (7.30)

The required VSBsignal shape can be generated using ASK.As the modulated
signal contains no phase informationit will suffice for only one ofthe side-
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Fig. 7.19. Constellation diagram of 8-level ASK and of the amplitude value which corresponds to the mean
ASK power

bandsto be transmitted. After the modulation the second sidebandis there-

fore almost completely suppressed by post-filtering. This, however, produces
negative side effects. For example, the coherent carrier signal in the receiver
which is required for the synchronous demodulation cannot be recovered
from the transmitted VSB signal. Hence the modulator must not completely
suppress the carrier. The residual carrier becomes noticeable in the one-
dimensionalconstellation of the VSB by an additive DC componentand thus
increases the mean signal power. The one-dimensional constellation of an
eight-level ASK, as shownin figure7.19, differs from the eight-level VSB only
by the missing DC component. Asarule, the individual standardised ampli-
tude levels A; are indicated in the literature in accordance with (7.31):

A) =21-1-M_ for 1=1,2,...,M. (7.31)

At this point it should be mentionedthat the ASK techniquefor the value M =
2, as describedin this section, does not correspond with the 2-ASK technique
introduced in section 7.2.1, because in higher-level ASK the amplitude values
of (7.31) are modulated symmetrically to 0. The ASK with the value M = 2 cor-
responds to the 2-PSK introduced in section 7.2.3.

The mean powerS of the ASK signal is computed from the expected value
of the squaresof all possible signal amplitudes A;, assumingthat all ampli-
tudes occur with the same probability [JOHANN, PROAKIS]. For 8-ASK,the
amplitude value corresponding to the mean powerS is plotted in figure 7.19.

M/ 2
42 2 2 M —_

s=Efa ye — : (7.32)
The basic relationship between S and the Euclidean distance d follows from
figure 7.19, using (7.32):

d 2 3“-*_g [4- ‘S. (7.33)
VS|M?=1 M’-1

3

For higher-level modulation the bit-error rate (BER) can be estimated via the
symbol-error rate (SER). The symbol-error rate indicates the probability of
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an error occurringin the detection of a transmitted symbol. For the computa-
tion of the SER an additional correction factor needs to be taken into account,

which can be explained as follows: higher-level ASK techniques, as opposed to
the techniques discussed before, have more than two amplitudelevels. As a
consequence, eachlevel has two direct neighbours andtherefore two decision
thresholds beyond which it may be disturbed and found to be erroneous.
Hence, the error probability increases by the factor of 2. The two outer points
in the constellation which indicate the two peaksare the exceptions.Since the
SER constitutes the meanvalueofall error probabilities of the M individual
states, the correction factor is computedasfollows:

 

  

M-1

Ccor = 2° M : (7.34)
Hence, the M-level ASK has an SER of

M-i 3 E
SER = erfc — |, (7.35)ASK M fe M?-1 N. |

The transition from one double-sideband ASKsignal to a signal modulated in
accordance with the VSB techniqueis explained by the following simplified
model:

(1) As already discussed,for the transmission almost the whole of oneside-
bandis suppressed. Thereceiverfilter, as a result, has only half the noise
bandwidth.This results in a correction of the signal-to-noise ratio of 3 dB
to the advantage of the VSB signal.

(2) In the case of synchronous demodulation, the correlated amplitudesofthe
upper and the lower sidebandin the sampling point of an ASK signal are
vectorially superimposed.As the vector representing the lower sidebandis
missing in a VSB transmission,the Euclidean distancein the constellation
is reduced by half. This meansthat the signal-to-noise ratio is reduced by 6
dB as compared with the signal-to-noise ratio of an ASK signal.

(3) Furthermore, the disadvantage of additionally required power for the
transmission of the coherent carrier signal becomes noticeable. In the
U.S., where the GrandAlliance favours VSBas the transmission technique
for cable networks andterrestrial channels (see chapter 1), a powerin-
crease of 0.3 dB has been recommended [GRALLI].

Thetotal balance correspondsto a deterioration in the signal-to-noiseratio
by a factor of approx. 2.14, which correspondsto a logarithmic value of3.3 dB.
For the transition from ASK to VSB a reduction in the required transmission
bandwidth is exchangedfor a loss in immunity to interference. By the sup-
pression of one sidebandthe spectralefficiency is increased from the ideal
m/2 bit/s per Hz for ASK to the ideal m bit/s per Hz for VSB [scHGps].
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The symbol-error rate for VSB can be estimated from (7.35) by using the
above factor of 2.14:

3 E,1

erfe)_|—_3___. 25. |, (736)
214(M*-1) No

 SER ysp = M—

The dependenceonthebit energy E, is computed usingthe followingrelation
(see also (7.28) for QPSK):

E,=m-E,. (7.37)

The averagebit-error rate can be obtained by taking into accountthefact that
whenasymbolis transmitted correctly all m bits are transmitted error-free as
well. On the assumptionthat,firstly,all m bits are statistically independentof
each other and, secondly, that they are erroneously detected with the same
probability, the following approximation applies:

1—SER =(1—BER)” => BER =1—(1—SER)™ (7.38)

Therefore the bit-error rate of an ASK signal and of a VSB signal can be ex-
pressed as follows:

BER asx “pevereos(t=ae] (7.39)-1

? erfc 3mEy . (7.40)
214(M*-1) No

The bit-error rate for various VSB techniques is shownin figure 7.20. The
curves for ASK can be easily obtained by shifting the VSB curves by a value of
3.3 dB to lesser E,/N, values.

Different characteristics of VSB are to be found in table 7.1. It can be seen

that the meansignal powerincreases by approx. 6 dB perlevel towards higher
constellations, which results in a reduction of the Euclidean distance d andin

S|-
 BER ysp “pm

Table 7.1. Characteristics of the VSB techniques

 

Numberof Meansignal Ratio between Dynamic range
symbolstates power peak and mean
andbits per signal power
symbol

= Id (M) 10 log (4) +0,3dB  10log) 34aoa 20 log (M-1)
2,1 0.3 dB 0.0 dB 0.0 dB
4,2 7.3 dB 2.6 dB 9.5 dB
8,3 13.5 dB 3.7 dB 16.9 dB

16, 4 19.6 dB 4.2 dB 23.5 dB 
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Fig. 7.20. Bit-error rates of the VSB techniquesfor various M

the correlated reduction of the interference immunity. Theratio of the maxi-
mum signal power, which is represented by the outer constellation points, to
the mean signal powerS is important,if, for example, possible overdrive ef-
fects of amplifiers need to be avoided. The minimum signal poweris always
equal to 1 accordingto (7.31). A signal dynamicsof o dB signifies a constant
envelope.

7.5 Digital Quadrature Amplitude Modulation (QAM)

In section 7.3 it was shown how by demultiplexing the serial data stream into
two parallel branches a complex symbolcan be generated. In section 7.4 m
bits were combinedto a higher-level symbol. By both techniquesthe spectral
efficiency can be increased. Henceit is reasonable to combine the two tech-
niques in order to obtain a further improvement.

In digital QAM m bits are combined and mappedonto a complex symbol
word consisting ofa real part S,._; and an imaginary part Simgg. In figure 7.21
the mapperis shownat the input of the modulator. In contrast to figure 7.17,
the mapper does not necessarily generate binary signals any more but, de-
pending on the desired QAM,also multilevel ones. In QPSK the symbol word
represents the dibit. The combinationof the m bits results in the symbol dura-
tion T, increasing proportionally to the bit duration. The actual modulation
process that followsis identical to the technique described in section 7.3. The
real part of the QAM symbol word modulates a cosine-wavecarrier signal in
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the in-phase branch,while the imaginary part of the QAM symbol modulates
a sine-wave carrier of the same frequency in the quadrature branch of the
modulator. By this process two carrier-frequencyoscillations are generated
which can be conceived as independent ASKsignals. Once morethe similar-
ity to the QPSKsignal, which is composedof two 2-PSKsignals,is easily seen.
The required QAM signal results after adding the two components. The
wave-formsof the time-domain signals are shownin figure 7.21 by taking 16-
QAMas an example.It can be seen that the envelope of the QAM signalis not
constant. Therefore,the possibility of carrying out an envelope demodulation
in the demodulator cannotbe precludedat this stage. Againstthis, the fact has
to be borne in mindthat there are various symbol states which have the same
amplitude but different phase angles. For this reason only a synchronousde-
modulation is required. This can be demonstrated by using the two-
dimensional constellation shown in figure 7.22 which takes a 64-QAMas an
example. Thefirst of the four quadrants contains 16 of the 64 possible ampli-
tude and phase values. The scaling follows the general practice in the litera-
ture:

Aik =2k-1-J/M for k=1,2,...,.VM
Any =21-1-J/M for 1=1,2,...,.7M .

Using (7.41), the amplitude values marked along the negative axes correspond
to the amplitude of the in-phase component A}, and the amplitudeof the
quadrature component AQ, respectively. The signal powers in the fourth
quadrantresult from the pointsof the vectors.If all constellation points occur
with the same frequency, the mean powerof the transmitted signal is ob-
tained from the expected value of the squares of all amplitudelevels, as ex-
pressed by the following equation:

(7.41)

 VMJM _
S = BLA? b=— > (47, +Q0,) =a, (7.42)

M k=1 1=1 3

Applying the above example to 64-QAM andusing M = 64, the scaled mean
powerresults in 42. This value is plotted in the fourth quadrantoffigure 7.22.

The second quadrantin figure 7.22 showsthe phase values for the various
states. For convenience,these values have been so arranged as to mirror sym-
metrically those in the first quadrant, so that the zero phase angle results in
the absolute angle of 180°. In a mathematically negative sense of rotation the
phase angle increases. The actual values for the second quadrant can be com-
puted by subtracting the given angles from 180°.

The third quadrant contains the optimal decision thresholds.
The four points which are nearest to the origin of the system of co-

ordinates in figure 7.22 correspond to the QPSK values. Therefore QPSK can
also be referred to as 4-QAM.Thetransmission of 16 amplitude and phase
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Fig. 7.22. Constellation of the64-QAM with varying parameters: .
1° quadrant: vector diagram, 2” quadrant:relative phase angles, 3. quadrant: decision thresholds,
4 quadrant: powerof the individual symbol states and mean power

values, in accordance with a 16-QAM,results in a constellation which can be

described by the 16 values in figure 7.22 which are nearest to the origin.
The special cases of those QAM constellations which result from the

transmission of an odd number of m are not discussed in this section.

There are various approaches to arranging the amplitude and phase values
in the respective constellation. Some of the more frequently discussed solu-
tions are called cross constellations and are explained, among others, in
[LEE].

Onthebasis of (7.42), the general relation between the Euclidean distance
d and S can be deduced from figure 7.22.

d 2 3=d= [4—2—s (7.43)
vs [2M 2(M —1)

Similar to higher-level ASK the bit-error rate is obtained by computing the
SER. Accordingto the above findings an M-QAM symbolconsists of two sepa-
rate /M-ASK symbols. A complex QAM symbolis only correctly decoded
whennotonly the ASK symbolof the in-phase componentbutalso that of the
quadrature component have been correctly detected. As both componentsare
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statistically independent of each other, this results in the following SER for
the M-QAM technique:

2

SERgam =1—(1-SER pyg_asx ) =2SER sag_asx SER7asx . (7.44)
From (7.35), by substituting the numberof states M with M,one obtains the
error rate for one of two QAM components (in-phase or quadrature). Further,
it is to be noted that each componenthasonly half the QAM signal power, so
that in the denominator of the argument the factor 2 has to be added:

SER 19 = vM =Tet|e Es | (7.45) 

VM AM—1) Ny

The argument of the complementary error function in (7.45) can be com-
puted by substituting the Euclidean distance d from (7.43) and the matched-
filter condition from (7.27) into (7.16).

The expression of the symbol-error rate of an M-QAM symbolfollows
from (7.44) and (7.45):

_,¥M=1 EsSERgam = 2 JM vet a~M—) N.
| YM = fe _34s

VM 2M-1) Ny

After conversion of the symbolenergyE, into thebit energy E,, (see (7.37)) the
bit-error rate results in

BERoam =pa IM» ne |
a (7.47)

_ JM -1 3m E, °TM at AM oa)=|
in accordance with (7.38).

Thebit-error rates for various M are plotted in figure 7.23 as a function of
EpINo.

In the representation of the two-dimensional constellations of a 64-QAM
signal, which are shownas “snapshots”in figure 7.24, it can be seen how the
ideal positions of the transmitted values are invalidated by superimposed
noise. Each position represents one sampled complex amplitude value. With
E,/N, = 12 GB,the points, seemingly uncoordinated, appearto be distributed
over the whole constellation. With E,/N, = 17 dB the constellation pattern

   

(7.46)
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Fig. 7.23. Bit-error rates of the QAM techniquesfor various M

 
* mE 6 ft. ~ 2 so SM oer tee ro

me Coo .  ¢ “ wm & © wt

z edd ab es A 3 oe 4 PR & EB

C : “ So oat we ote ¢ - ee hb ho
* wR “Ach P oF s Ae RF 4 RF

- os » vo “ t 7 e * 7s ‘ ” “. : : . .
wy Bt, 3 2B Re rh Soe uN ey. i _— wos

. Moke Setetet, “ aa woke Ke

E,/Ny = 12 dB E,/No = 17 4B E,/No = 22 dB

Fig. 7.24. Constellations of a 64-QAM with E,/Ng = 12 dB, E,/No = 17 dB and E,/Ng = 22 dB

transmitted can already be clearly distinguished. From figure7.23 it can be de-
ducedthat the signal now hasa bit-error rate lower than 10+. When E;/N, =
22 dB the bit-error rate drops below 10°°.

Several characteristics of the QAM technique have been compiledin table
7.2. The mean powerincreases by about 3 dB perlevel. A comparison with
table 7.1 showsthat in the VSB technique, the one-dimensional expansion of
the constellation results in an average power increase of approx. 6 dB per
level. The ratio between maximum power- represented by the outer points in
the constellation - and mean poweris identical with the values of the VSB
technique,as is the signal dynamics. However,here the values increase, with
eachlevel, by the same amountas in the VSB technique, therefore increasing
the requirements for the level control of the amplifier used [FRIEDR].
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Table 7.2. Characteristics of the QAM techniques

Numberof Meansignal Ratio between Dynamic range
symbolstates power peak and mean
and bits per signal power
symbol

M, m= Id (M) 10 log (22) 10 log 3 Mae | 20 log (VM —1)
4, 2 3.0 dB 0.0 dB 0.0 dB
8,3 6.7dB see [PROAKIS]|

16, 4 10.0 dB 2.6 dB 9.5 dB
32,5 13.2 dB see [PROAKIS]
64, 6 16.2 dB 3.7 dB 16.9 dB

128, 7 19.2 dB see [PROAKIS]
256, 8 22.3 dB 4.2 dB 23.5 dB

The QAMtechniqueswill be used for the transmission of DVBsignals in
cable networks (see chapter 10) and also for terrestrial transmission (see
chapter 11) in connection with the OFDM technology(see section 7.6).

7.6 Orthogonal Frequency Division Multiplex (OFDM)

A terrestrial broadcasting channeldiffers from a satellite transmission link or
a cable transmission channelin thatit is prone to multipath propagation. Re-
flectionsof the transmitted signal from obstacles such as buildings or moun-
tains are superimposed asynchronouslyonthedirectly received signal. These
reflected signals are, of course, time-delayed and can cause harmfulinterfer-
ence. If the delay time of the echo signals approaches the symbol duration of
the transmitted signal, this circumstanceresults in a selective behaviour of
the frequency response [KAMMEYER]. Such a scenario is shownin figure 7.25,
whereit is aggravated by additional interference from a co-channel.

The individual echoes which successively arriveat the receiver, vary in am-
plitude and delay time. By superimposing themselves on the main signal they
cause fluctuations in the complex channel transfer function. A characteristic
value of such fading channelsis given bytheratio ofthe directly received sig-
nal powerto the total of the powerofall echo signals.

By using suitable equalisers it is possible to compensatefor the distortions
in the frequency domain. The time delays of the various echoes, however, of-
ten by far exceed the symbol duration. This means that a corresponding
numberof adjacent symbols affect each other. A filter for ISI reduction must
therefore be of a high order, which makesits implementation very expensive.

It is possible to minimise the number of symbols affecting each other by
lengthening the duration of the symbol transmitted. This can be doneby the
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Fig. 7.25. Transmission scenario of a possible multipath reception in one channel with co-channel
transmitter

parallel transmission of several symbols.If, for instance, the information to
be transmitted is simultaneously modulated onto 1000 symbols of different
carrier frequencies, then for each individual symbol(in the following re-
ferred to as subsymbol)thereis a time slot available, which, before changing
to parallel transmission,wasallottedto all the 1000 sequentially transmitted
symbols together. One of the basic criteria in communication engineering
implies that the values of the bandwidth and the transmission timeofan in-
formation can vary as a function of each other. In this way the frequency
range requiredfor the transmission of an individual subsymbolis reduced by
the correspondingvalue. The total bandwidth of all subsymbols remainsal-
most constant as compared with the bandwidth whenthesingle-carrier tech-
nique is used. Figure 7.26 showsthe block diagram of a multicarrier system at
the encoder. As with QAM or QPSK,first of all m bits from the serial data

elvat

 
 

Surat)
mapper

 
Fig.7.26. Block diagram of a multicarrier system
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stream are combined and mapped into complex subsymbols. Second,after a
combination of the subsymbols to obtain the desired numberto be transmit-
ted in parallel, a serial-parallel conversion takes place. At the transmitting
end,in each ofthe parallel branchesthereis a pre-filter (with the impulsere-
sponse h,(t)) as well as a modulator which modulates the respective subsym-
bol to the desired frequencyposition. Thereafter, these signals, which are of-
ten referred to as subcarriers, are added to a multicarrier symbol. The signal
path which exists in the case of a multicarrier symbol combining n subsym-
bols s;, (as illustrated in figure 7.26) can be expressed as:

n—-l .

sur (t)= S15, hy (t)-e/. (7.48)
k=o

As each individual subsymbols; can be modulated in amplitudeas wellas in
phase, the multicarrier technique nowalsousesthe third parameter- the fre-
quency -— for transmitting the information.

The complexity of this procedure increases to the extent that the number
of parallel branches augments as a consequenceofan increase in the number
of necessaryfilters and modulators, so that this kind of implementation can
very quickly lead to high costs.

A special case of the multicarrier technique is the OFDM system.Forthis a
prerequisiteis that all subcarrier frequencies «, be orthogonalto each other:

®, =20kf, where k=0,1,2,...,4—-1
and __f, as base frequency , (7.49)

In this case the parallel connection of the modulatorsin figure 7.27 exactly fol-
lows the rule for computing the inverse discrete Fourier transform (IDFT),
with a subsequent frequency conversion of the entire signal.

The IDFT is a block-oriented processing algorithm [OPPENHM]. It is ne-
cessary for a predetermined number of subsymbolsto be available simulta-
neously at the inputs of the IDFT unit. For this reason the sequentially re-
ceived data are temporarily stored, until the required numberof subsymbols
for parallel transmission have accumulated, and are then read outin parallel.
Figure 7.28 demonstrates by a simple example the principle of the signal pro-
cessing within the subsequent IDFTunit. In this example an OFDM symbolis

 
Fig. 7.27. Block diagram of an OFDM modulator
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shaped from five consecutive bits. The first diagram represents theserial data
stream.After the parallel transformation eachbit lies at one of the inputs of
the IDFT unit for the duration Ty = 5 Tz and generates a subsignal. Thefre-
quenciesof the individual subsignals result in integral multiples off = 1/Ty.
Theyare therefore orthogonalto one another. Thetotalofall five subsignals
results in the wave-form of the time-domain signal of an OFDM symbolafter
IDFT.

fo

Sorpo (t) = Ss ‘eV rect] —+- (7.50)
k=o Ty

Ti
jomk ¢—-¥

From (7.50) it can be seen that the impulse response of each subsignaltrans-
mitted is rectangular. By applying the Fourier transform the frequencyspec-
trum of an OFDM symbol can be computed.

Sorpm (f) = SIs, |-e3* sfen(s-7-]| (7.51)k=o0 u

In the example shownhere thethird bit has the valueo, so that a notchresults
at the respective position in the spectrum of the output symbol. This relation-
ship between the sequence of subsymbols before the IDFT in the transmitter
and the individual subcarriers facilitates the shaping of the transmitted sig-
nal spectrum by way of substituting predefined subsymbols.

The reason for introducinga parallel transmission of numerous subsym-
bols was less due to the possibility of simple spectrum shaping, than to the
fact that this solution satisfied the demand for the longest possible symbol
duration. The example givenin figure 7.28 results in an extension of the sym-
bol duration Ty by the numberof the temporarily stored subsymbolls.If this
figure is chosen to be very high, the number of adjacent OFDM symbols
which contribute to ISI can be reduced considerably. A total avoidanceofISI,
however, can only be accomplished by introducing a temporal guard interval
whose taskis to bridgethe transient effects of the transmitted signal in the re-
ceiver which are caused by the broadcasting channel. Hence, the duration of
the guard interval must be longer than the longest time delay of all echoes.It
is therefore adjusted directly to the broadcasting channel.

Theeffect of the guard interval can easily be explainedin the time domain
[RUELBG]. The binary data stream from figure 7.28 shall serve again as input
signal for the IDFT. For convenience, we here chooseits inverted form. This
meansthat all bits, except the third, have the value o and therefore do notaf-
fect the output signal. The third bit has the value 1. At the output of the IDFT
weget a purely sinusoidalsignal.It is plotted in figure 7.29 as the main signal.
During the period taken up by the guardinterval T, the transmitted OFDM
symbolis periodically prolonged in a forward direction. In the two diagrams
belowit there are two echosignals to be seen. They have the same shapeas the
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main signal

echo 1

echo 2

co-channel

resulting signal
in receiverafter

amplitude correction

 
Fig. 7.29. Representation of the guard interval

main signal. Their amplitudes, however, are attenuated and their phases have
been shifted due to the longer time delay. The fourth diagram showsa further
signal which overlays the main signal on the transmission path. This can oc-
cur when a second transmitter sends the samesignal on the same channel.
The attenuation of the amplitude and the temporaldifference to the main sig-
nal are relative to the distance between the transmitting stations. The co-
channel signal has the sameeffect as a normalecho. Thefifth diagram shows
the addition, performedin thereceiver,of all four consecutively received sig-
nals. The transients occur during the period taken up by the guardintervalT,.
Afterall transient effects have died out, the resulting symbol assumesa sta-
tionary state whichit retains throughoutthe entire period Ty. This periodis
used for the decoding of the transmitted information. In accordance with the
function of the channel transmission the amplitude of the symbol has
changedandits phase position differs from that of the signal transmitted.It is
therefore just as important for the synchronous demodulation of the OFDM
symbol to correct the effects of the channel asit is for broadband modulation
techniques. The demandfor an ISI-free transmissionis neverthelesssatisfied.

The OFDMtechniqueis used for the transmission of DVBsignalsoverter-
restrial broadcasting channels (see chapter 11).
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Symbols in Chapter 7
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amplitude in general
variable parameter for the amplitude
variable parameter for the amplitude boundary
bit-error rate
correction factor

Euclidean distance

expected value of x
energy perbit
error function

complementary error function
energy per symbol
frequency in general
Gaussian amplitude-density distribution (normal distribution)
Nyquist frequency
basic frequency in the OFDM technique
transfer function

impulse response of the pre-filter at the transmitting end
in-phase component
running variable (integer)

-1

running variable (integer)
running variable (integer)
amplitude states per symbol
bits per symbol
noise power
noise-power density in general
parameter (integer) or number of OFDM subcarriers
individual value of the parameter n
powerspectral density
quadrature component
mean signal power
Fourier-transformed function of s(t)
instantaneous power
symbol-errorrate
signal power
signal in time domain
(sin x)/x
k subsymbol in OFDM technique
duration of one bit

duration of guard interval
duration of useful interval = 1/f,
duration of one symbol
time in general
variable in general
variable in general
roll-off factor

6 (masking) function (Dirac impulse)
phaseshift of the k" OFDM subsymbol
standard deviation of a Gaussian noise signal
(i?) radian frequency
radian carrier frequency
k" radian subcarrier frequency in OFDM
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“Conditional access”(in the following referred to as CA)is a technique used to
protect a programmeora numberofprogrammesfrom unauthorisedviewing.
Its implementation requires avarietyoftechnical andcommercial system com-
ponents, whichserve the purpose of making the programmesavailable only to
those viewers authorised to receive them (pay TV). Viewers are usually re-
quired to pay a monthly or annualfee to gain access toa particular programme
channel (pay-per-channel)or, alternatively,a fee for an individual programme
(pay-per-view). CA is a technique which originated, and is widely used, in
English-language countries, which is why the English expressionsare interna-
tionally accepted.An overviewofacomplete CA system is showninfigure 8.1.

The programmesignal is processed in a scrambler before transmission.
Within the framework of the DVB Project it has been possible to develop a
so-called common scrambling system, which is supportedbyall CA provid-
ers. The specification describing this system is not published so that possible
“pirates” will have difficulty acquiring the knowledge needed for the con-
struction of illegal descramblers. Although the members of the DVB Project
are aware that an absolutely secure scrambling system cannotbe found,they
are satisfied that the commonscrambling system adoptedis as secure as pos-
sible. As long as the instructions for deciphering are missing in a receiver,it
will be impossible to view a scrambled programme.

The DVB Project has taken theinitiative to propose anti-piracy laws for
Europe andfor each individual country. These laws will complement the de-
velopment of the common scrambling system.

The concept of the commonscrambling system is based on the cascading
of two ciphering procedures.In the first system, data blocks of 8 bytes, each
consisting of8 bits, are scrambled, andin the second,the resulting data are re-
scrambledbit by bit [ETR 289].

The procedure used for scramblingis illustrated in figure 8.2. Firstofall a
decision is taken as to which data are to be scrambled.If, for example, scram-
bling is performedatthe level of the transport stream the header cannot be
included, because the header is necessary to synchronise the receiver. Fur-
thermoreit must be possible for the content provider to scramble only partof
the services.
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unscrambled (clear) data

 
 

 
  

block cipher
(8 bytes) control word 1

 
 control word 2

stream cipher

Fig. 8.2. Scrambling procedure for DVB

Thefirst step utilises a block-cipher procedure, a technique based on 8-
byte blocks. A first “control word” is required for the ciphering. The data
stream coded in that wayis then fed into a stream-cipher mechanism which
operates with a pseudo-random generator,i.e. it creates a period of pseudo-
random data out of another control word. This step can be implemented with
the aid of a feedback shift register which,at a given moment,is loaded with a
specified initialisation value. The bit stream whichis outputby this generator
is then added modulo-2 to the data to be scrambled.

In the MPEG-2 structure, two levels at which the ciphering can take place
are envisaged (see chapter5): the level of the packetised elementary stream
(hereafter referred to as PES) andthat of the transport stream (hereafterre-
ferred to as TS). Only oneof these levels should be used at any one time. The
respective header, which is never ciphered, contains special control bits which
have the same meaningat both levels (table 8.1): the first shows whether the
respective block is coded and the second which cipher (even or uneven)is
used for the packet. This differentiation is required for the following reason.
Thekey(i.e. the encrypted representation of the two code words) is changed
from timeto time. The new keyis transmitted with the MPEG-2 data stream,
and the second scrambling-control bit then showsthat everything following
the block to which the header belongs is subject to the changed cipher.

There are somerestrictions for scrambling at PES level [ETR 289] with re-
gard to the mapping of the PES onto the TS(see figure 8.3):

Table 8.1. Control bits for scrambling

Bit values Meaningin TS and PES headerrespectively

00 no scrambling
o1 (not used at the moment)
10 scrambled with even code word

11 scrambled with uneven code word 
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PH = PES header
TH = TS header

AF = adaptation field

  transport stream

  transport stream   TH]vr]
transport stream

 

Fig. 8.3. Mapping of a PES packet onto the transport stream (TS)

- The PES headershould notbe larger than 184 bytes, i.e. it must fit into the
useful data range of a TS packet.

- From the beginningofits header, the PES packet is divided into segments
of 184 bytes each, which are then mappedonto a TS packet. These TS pack-
ets can therefore have no adaptation fields. _

- If the last segment is smaller than 184 bytes,it will be preceded within the
' TS packet by an adaptationfield of the appropriate length.

- Should an adaptation field become necessary during the transmission of a
scrambled PES packet, a separate TS packet has to be inserted which con-
tains only this adaptationfield.

The aim of these limitations is to minimise the storage requirementat the re-
ceiver by simplifying the deciphering.

The two control words are required to enable the receiver to descramble
the programmeinformation. They are subjected to a separate encryption
procedure at the transmission end, which transforms them into entitlement
control messages(hereafter referred to as ECMs). The first ECM is usedto in-
form the descrambler in the receiver how the blockwise scrambling can be re-
voked. The second ECM enables the descrambling ofthe bit-by-bit scram-
bling.

In orderto transmit the information required for the descramblingin the
receiver a conditional-access table has been specified as part of the so-called
service information (SI) within the framework of the DVB Project. The en-
titlement management messages (hereafter referred to as EMMs) can be
transmitted in this tableas well as the ECMs. The EMMsoriginate from the
customer administration of the CA provider, i.e. from the subscriber manage-
ment system(SMS). Theyare attached to the programmestream via a deli-
very machine which, for example, ensures that each subscriber is supplied
hourly or daily with the new,individually valid EMM.If the pay-per-view pro-
cedure is to be applied to a programme, then the EMM hasto be madeavail-
able at short notice for each programmeas soonas access has been ordered
by the subscriber.

196



197

8 Conditional Accessfor Digital Television 185

The EMMisstoredin the receiver. In order to enable an unambiguousallo-
cation of the EMM toa particularreceiver(i.e. to the subscriber) each receiver
has to have an individual identity number, which, for example, is madeavail-
able by a memory card. Whenthereceiver has thus been authorised by EMM
and memorycard to receive a specific channel or programme, the control
words required for the deciphering are generated from the ECMs and loaded
into the descrambler, and the descrambling can commence.

The development of the common scrambling system, the use of which,as
mentioned before, has been agreed within the DVB Project, constitutes a uni-
que step towards a commonuserterminalfor all scrambled services. This sys-
tem has even been introduced into a European directive by the European
Commission.All user terminals, on condition that they have the right ECMs
and the correct EMM,will be in a position to descrambleall scrambled pro-
grammes.

The introduction of pay programmes using commonreceiver hardware
has thus been reducedto the question of whether the providers of scrambled
programmesare willing and able to accept a further degree of standardisa-
tion. The options for further agreements are as follows:

- All providers of pay programmesagree on a uniform CA system.This op-
tion has proved to be completely unrealistic for commercial reasons.

- Ifevery receiver were to have acommoninterface (CI) for an exchangeable
plug-in module, or something similar, then the provider-specific proces-
sing of ECMs and EMMaswell asall further steps in the CA procedure
could be integrated into such a module.All providers could then work with
their own CA systems without consideration of one another. This “multi-
crypt” possibility is generally regarded as viable. As a consequenceit was
possible to finalise the specification for a common interface which was
standardised by CENELECas [EN 50221]. The reason whythedefinition of
this interface proved to be very problematic wasthat the knowledgeofthe
specification,if it described an interface right inside a CA system at the re-
ceiver, would makeit considerably easier for “pirates” to build illegal hard-
ware. Moreover, the costs of such hardware might be so much reduced by
the utilisation of the commoninterface that the commercial threshold for

potential “pirates” would also be much lower. For this reason it was de-
cided that the commoninterface should be placed at the signallevel of the
MPEG-2 transport multiplex.This entails that the exchangeable hardware
must contain the whole CA system.

- Ifall providers of pay programmeswereto agreethat, although they each
want to market their own receiver whichis only suitable for their own CA
system XY, they are prepared, for a reasonablefee,to offer every other pro-
vider the opportunity of generating their own ECMs and EMMsby means
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of this CA system XY,then the objective of a uniform hardwarefor the sub-
scribers could be achieved.As a result of such an agreementit would also
be possible for potential providers to decide freely when, where and for
which group of subscribers the marketing of receivers and CA services
should commence. This option, named “simulcrypt”, was the subject of
considerable discussion within the DVB Project. Following lengthy media-
tion, a code of conduct has emerged which describes the contractual basis
for simulcrypt.It is expected that this code will becomeanintegral part of
Europeanlaw. The technicalities of simulcrypt are described in DVB speci-
fication [Ts 101 197-1].

If, in the future, a network operator wishes to offer his customers - who may,
for example, be cable subscribers - a uniform CA concept,then, before feed-
ing scrambled programmesinto his network, he must replace the ECMs and
EMMscontained,for instance,in the satellite-transmitted pay programmes
by data of his own CA system. This type of transformation has been desig-
nated as “transcontrol”. After holding yet more discussions, the membersof
the DVB Project have agreed to accept the principle of transcontrol.
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9 TheSatellite Standard and Its Decoding Technique

Apart from the distribution of broadcast signals by terrestrial stations and
cable networks, the transmissionviasatellite has gained considerable impor-
tance over the past few years. For DVB,satellite transmissionis also of great
significance. Thesatellite standard developed by the DVB Project was imple-
mented by ETSI as European standard ETS 300 421 and cameinto force on 1-
1-1995 [ETS 421, REIMERS3].

This chapter will first discuss signal transmissionvia satellite in general,
then look at the encoding and decoding techniques for the DVBsatellite
standardand,finally, introduce the most important characteristics of the sys-
tem.

9.1 The Basics of Satellite Transmission

9.1.1 Transmission Distance

Satellites for the distribution ofbroadcastsignals are located in geostationary
orbit, i.e.an orbit of about 36,000 km abovethe equator. The orbit durationis
exactly one star day, which meansthat, seen from the earth,the satellites ap-
pearto be stationary. Deviations from theorbit position, dueto the solar wind
or due to drifting caused by the unevengravitational pull of the earth, can be
corrected by the use of steering jets. The fuel supply for these steeringjets is
usually the component which determinesthe life of the satellite. Solar cells
provide the energy supply for the operation of the electronic equipment.
These do deliver permanent energy (during “daylight hours”), but the power
is relatively low. Therefore the satellite channel, at least the downlink,i.e. the
transmission from satellite to earth, must be regarded as a channel with very
limited power.

The consequencesresulting from this limitation will be discussed in detail
at a later point.

One of the resources which is available in great abundanceis the band-
width. Communication satellites for broadcasting transmit in a frequency
range between 10.7 and 12.75 GHzandin future the band from 21.4 to 22.0
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GHzwill possibly also be available. Satellites, therefore, have far more band-
width available than terrestrial transmitters. Moreover, the same frequencies
can be usedin different orbital positions. This is due to the distinctive direc-
tional characteristic of the receiving antennausedin satellite transmission.

9.1.2 Processing on Board a Satellite

Signals which pass throughasatellite are distributed to individual trans-
ponders. A transponderis the transmission channel placed betweenthere-
ceiving and the transmitting antennas of the satellite and consists of a
numberof functional units. The frequency range assigned to a transponder
has a typical transmission bandwidth of 26 to 36 MHz, but the size of the
bandwidth may be muchlarger in somesatellites.

The processing of the signals within thesatellite (figure 9.1) is briefly de-
scribed in the following.

The uplink signals received from the earth station by the receiving an-
tennaarefirst fed to a band-passfilter, which filters out the frequency range
for the particular satellite. Following a pre-amplification, the signals are
mixed to the downlink frequency range. There then follows a further amplifi-
cation. This arrangement with two amplifiers which function at different fre-
quencyranges prevents self-oscillation which would occur with a single am-
plifier [Roppy].ubsequently the broadbandsignalis divided into the various
frequency ranges by band-passfilters, the so-called input multiplex (IMUX)
filters. The signal of each of the frequency rangesis then fed into a travelling
wave tube amplifier (TWTA) with a characteristic curve which increases al-
mostlinearly in the lower range, then becomesflatter and finally reaches a
saturation point(figure 9.2). If the entire capacity of the amplifier tubeis to be

IMUX TWTA OMUX
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band-pass pre-amplifier mixer amplifier PafeBe vv
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R Re

 
 RR vv RR

local oscillator

Fig.9.1. Simplified block diagram of the payload on boarda satellite
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Fig. 9.2. Typical power-transfer characteristic of a travelling wave tube amplifier

used, the non-linearity has to be accepted, which has consequences for the
transmission scheme,i.e. the channel coding and modulation:

With amplitude modulation, the described non-linearity would lead to
signal distortion, which meansthat only frequency- or phase-modulated
signals are acceptable. Therefore frequency modulation, due to its immun-
ity to interfering, is chosen for analoguetelevision transmission, whereas
for DVB a digital phase modulation (QPSK) is used (see chapter7).
If several signals are transmitted by one transponder in the frequency
multiplex, intermodulation occurs, i.e. new frequency components are
formed by the non-linear componentsin the amplifier. To avoid these,the
operating point mustbein the linear part of the TWTA’s power-transfer
function. This can be achieved by reducing the input powerby a few dB,i.e.

-by applying a so-called input back-off (IBO). As a consequenceofthis, the
output power(output back-off [OBO]) is reduced. Since the maximising of
poweris the key requirement, the transmitted signal needsto be one single
carrier on which the payload is multiplexed in a time-division multiplex.
The potential existence of intermodulation products is another reason for
the necessity for each transponderto have its own amplifier and to trans-
mit one modulated carrier only.

At the output of the power amplifier the signal from each transponderisfil-
tered once again by an output multiplex filter (OMUX), during which process
the harmonics originating in the non-linear amplifier are suppressed. The
transpondersignals are then recombined and fed to the transmitting an-
tenna, downlinkingit to earth.
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Fig. 9.3. Example of a transponder arrangementwith polarisation decoupling

The transmitting antenna has a strong directional characteristic, which
causesa relatively high power density in the main direction of the transmis-
sion. The poweran isotropic radiator needs to have to uniformly generate a
maximum of powerdensity in all directionsis called “equivalent isotropically
radiated power” (EIRP) and constitutes an essential parameter for determin-
ing the characteristic features ofa satellite.

9.1.3 Polarisation Decoupling

Electromagnetic wavesoffer the possibility of linear or circular polarisation
[RODDY]:

Forlinear polarisation, a horizontally polarised wave anda vertically po-
larised wave of the same frequency may be modulated by two independent
signals. At the receiver the two signals can then,ideally, be completely sepa-
rated again (in practice, the crosstalk is <-18 dB). This methodis used,for ex-
ample, by Astra and Eutelsat. A circularly polarised wave consists of a hori-
zontally and a vertically polarised wave of the same amplitude with a phase
difference of +90°. The sign of the phase difference determines whether the
polarisation of the signal is left-handed or right-handed. Circular polarisa-
tion is used for example for TV-Sat.

Figure 9.3 shows a frequently used schemein which the horizontally and
vertically polarised transponders are staggered with respect to frequency.
This has the advantage that the centre frequency of a transponder, which in
analogue transmission typically has a maximum powerdensity, faces the
gapsin the otherpolarisation plane. Crosstalk can thus be minimisedby this
arrangement.
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9.1.4 Energy Dispersal

In general, it cannot be assumedthat the powerdensity of a digital television
signal will be distributed evenly within the transponder bandwidth.In the
case of a longer sequence of ones, for instance, as might occur in stuffing
packets, the power in a QPSK modulation concentrates on the carrier fre-
quency. Such peak powerin the spectrum can causea distortion in the recep-
tion of channels of neighbouringsatellites, when these transmit in the same
frequency range andthedirectional characteristic of the receiving antenna
on the earth is not narrow enough. Hence the aim is to achieve a power-
density spectrum of the modulated signal that is as even as possible.

In analoguetelevision, where these effects on the power-density concen-
tration also occur, the energy dispersal can be achieved by an additional fre-
quency modulation ofthe carrier with a triangular signal [Roppy]. To avoid
interference effects in the imagesignal, a basic frequency of 25 Hz (50fields
per second) is chosen for PAL transmissions. The carrier oscillates continu-
ously between two frequencies with a separation of one MHz and thereby
achieves a somewhat more even energy dispersal.

In DVBthe energydispersal occurs at the very level of the code. A scram-
bling technique, whichis described in detail further down,seesto it that the
data stream assumes a seemingly random structure, whichresults in an al-
most even energy dispersal.

The energy dispersal is then revoked by the same operation being per-
formedat the receiver.

9.1.5 Signal Reception

At the receiving end the signals transmitted from thesatellite in the giga-
hertz range are directed via a parabolic reflector to the actual antenna(figure
9.4). They are then pre-amplified in the low-noise block (LNB) and down-
mixedto thefirst intermediate frequency(IF). This lies in the range of 950 to
2150 MHz and enablesthe signalto be transferred via a reasonably priced co-
axial cable to the receiver. In the receiver there is an arrangement whichis
similar to that in the satellite: amplifier - mixer - amplifier. The mixingfre-
quencyis chosen suchthat the selected channel within the broadbandsatel-
lite signal lies in the band pass of the following filter which suppressesall
other channels (superheterodyne principle). Subsequently, the signal can be
demodulated.
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Fig. 9.4. Simplified block diagram ofa satellite receiver

9.1.6 Reference Data of a Television Satellite with Astra 1D as an Example

As an example of the order of magnitude of the technical details discussed
above, table 9.1 summarises the performanceofsatellite Astra 1D.

Table 9.1. Data of the Astra 1D satellite

Start: October 1994

Life expectancy: 13 years
Orbit position: 19.2° east
Total power: 3300 W
Numberof transponders: 18
Transponder bandwidths: 26 MHz (-3 dB) for FSS band (10.70-11.70 GHz)

33 MHz(-3 dB) for BSS band (11.70-12.07 GHz)
Transponder output power: 63 W
EIRP: 52 dBW = 160 kW

9.2 Requirementsof the Satellite Standard

The technical requirements of the transmission path on the one hand and the
user demandsonthe other constitute the parametersfor the definition of the
satellite standard.

The requirements concerning the transmission path can be deduced from
the following characteristics of satellite transmission:
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Due to the low-powercapacity of the satellite channel the travelling wave
tube should run in full saturation. Therefore modulating techniques in
which thecarrieris also subjected to an amplitude modulation (as for ex-
ample in the higher-order QAM)cannotbe considered.
To avoid intermodulation in the travelling wave tube, only time-division
multiplexing on a single carrier can be used.
There must be energydispersal in order to achieve a power density which
is distributed as evenly as possible within the transponder bandwidth.
The low carrier-to-noiseratio at the receiver, which is mainly due to the ex-
tremely low received power, makes a high-quality error protection neces-
sary. A quasi error-free (QEF) transmission whichis defined bya bit-error
rate of less than 10“ is envisaged. In practice, this corresponds to an aver-
age of about onefalse bit per hour per transponder.

The above requirements need to be contrasted with the demands made on the
system by the users:

For television broadcasting - as well as for other digital services - high
transmission rates are demanded.

The available transmission capacities must be usedflexibly,i.e. different
services with different data rates must be supported.
The quality of the error protection, too, must be able to be adapted in a
flexible way to the various requirements. For example, for a transmission
via a high-poweredsatellite, a lower-quality error protection than that re-
quired for a satellite with a lower transmitting powerwill suffice, so that
the net data rate(i.e. the rate of the effectively transmitted uncodeddata) is
higher although bandwidth and QEF requirement are the same.
The receiving antenna should have a reflector diameter as small as possi-
ble and should be as unobtrusive as possible when mountedonthewall of
a house. Furthermore,like the receiver as a whole, it should not be too ex-

pensive. However, a small receiving antenna also implies a low received
powerandtherefore a low carrier-to-noiseratio.

Beloware listed the basic characteristics of the satellite standard, which was

developed taking the above requirements into account [ETS 421]:

The source codingis carried out in accordance with the MPEG-2 standard,
which combinesanefficient data compression with a flexible system con-
cept (see chapters 4 and 5).
As already mentioned, energy dispersal at the encoding endis carried out
by scrambling with a pseudo-random sequence.
A concatenated error protection permitting various coderates is used.
The QPSK modulation, which guarantees a constant carrier signal ampli-
tude, was chosen for the DVB standard.
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- Only onecarrier per transponderis used in order to avoid intermodula-
tion.

— The combinationof various services in a “data container” for simultane-

ous transmission via one transpondertakes place in a time-division multi-
plex. The basis for this is the MPEG-2 transport stream.

9.3 Signal Processing at the Encoder

9.3.1 System Overview

In the following, the satellite standard will be explained on thebasis of a block
diagram representing the coding and modulation processat the transmitting
end (figure 9.5).

The main steps in the adaptation of the transport stream to thesatellite
transmission link are:

- energy dispersal by scrambling,
— concatenated error protection with interleaving,
- QPSK modulation.

The following two characteristics of the transport stream are of particular
significance for the coding and modulationin satellite transmission (cf. chap-
ter 5).

— The MPEG-2 transport stream is composedofindividual packets (hereaf-
ter referred to as frames) with a length of 188 bytes each. Thefirst four
bytes form the header, the first header byte being the synchronisation byte
(hereafter referred to as sync byte).

- The “transport-error indicator bit” is also defined in the header.If the
packetis no longer decodable due to too manychannelerrors, then this bit
is used to indicate an undecodable erroneouspacketfor the source decod-
ing.

206



207

9.3 Signal Processing atthe Encoder 195

initialisation sequence after each eighth frame
1 0 6 1 0 1 0 1 0 0 0 0 0 0 0
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(omits sync byte)

uncoded data coded data

EX-OR

Fig. 9.6. Diagram of the energy dispersalcircuit

9.3.2 Energy Dispersal

To generate a channel data stream with the most evenly distributed power-
density spectrum possible (see section 9.1.4) the signals are combinedbitwise
with the output stream of a pseudo-random generator, via an “EXCLUSIVE-
OR”operation (modulo-2 addition). This random generator is implemented
by a feedback shift register, whichis re-initialised at the start of every eighth
frame in accordance with a predeterminedbit pattern.It is only the sync byte
that remains unscrambled,so as to enable synchronisation of the removal of
the energy dispersal by the receiver.

Whenthe random generatoris re-initialised at the start of every eighth
frame, the current sync byteis inverted as a signal for the “energy-dispersal
remover”at the receiving end.

9.3.3 Error-protection Coding

The error protection coding follows the energy dispersal. This is a concaten-
ated coding which comprises a block code, an interleaver and a convolutional
coder (see chapter 6, [SWEENEY]).

The block code is an RS(204,188) code, which enlarges each block of 188
bytes (in other words, a complete transport-stream packet) by 16 correction
bytes to a gross length of 204 bytes and which can thuscorrect upto eight er-
roneousbytes.

The interleaver is designed as a convolutional interleaver with an inter-
leaving depth of I = 12. The base delayis 17, and therefore the block length of
the interleaver is n = I- M = 204 bytes - in other words, a complete RS-coded
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Fig. 9.7. Structure of a convolutional encoder

packet. Bytes which wouldoriginally have been contiguousin the data stream
are subsequently at least 205 bytes apart.

A convolutional encoder with the basic code rate 1/2 and the generator
polynomials G, = 1719cr7 and G, = 1339cr followsthe interleaver (figure 9.7).

Several possibilities for puncturing are envisaged in order for the coding
to be as flexible as possible, to adjust to the existing conditions of the channel
andto the requirements of the transmission. According to the DVB specifica-
tion the following coderates are possible: 1/2 (no puncturing), 2/3, 3/4, 5/6 and
7/8.

Figure 9.8 shows the arrangements which are used for each instance of
puncturing. Following the puncturing of some bits from the data streams X
andYdelivered by the encoder, the remaining bits must be rearrangedso that
the original order with two paths can be retained. These two pathsare re-
quired to supply the modulator with two bits simultaneously (J- and Q-sig-
nals).

puncturing rearrangement

on HII fl _, IIE
i [a|[eie fr)fe) Pr

pa)rate 3/4 _, bs] _, fale]
bn) fe) bn }[x2] in} ps)
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Fig.9.8. Procedure for puncturing convolutional codes
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9.3.4 Filtering

Subsequentto the error-protection coding, the data are pre-filtered and fed
into the modulator.

Thefiltering fulfils two purposes:

- Firstly, the signals must have a bandlimitation in orderto avoid the possi-
bility of crosstalk on adjacent channels.

- Secondly, the filtering serves to shape the signals in accordance with the
first Nyquist criterion (see section 7.1).

The Nyquist filter, introduced in section 7.1, with a raised-cosine edge and a
roll-off-factor of « = 0.35, has been chosenasthefilter characteristic for the
satellite standard. This filter characteristic is valid for the whole channel,

which meansthatit is the productofall filters in the transmission path. Apart
from the somewhat broader-band IMUX- and OMUX-filters in satellites this

characteristic applies especially to the pre-filter in the transmitter and to the
receiver inputfilter in the satellite tuner. In accordance with the standard, the
filters in the transmitter and in the receiver must have the sametransfer func-

tion, therefore this must be the square root of the total transfer function;
hence thesefilters are called “square-root raised-cosine”filters. A template
for the signal spectrum at the modulator outputis given in the appendix to
the satellite standard.

9.3.5 Modulation

The filtered signals of both paths are fed into a QPSK modulator [MAusL] as
in-phase and quadrature components(figure 9.9). The so-called Gray coding
allocates the bits to the respective constellation points.If, at demodulation -

 
Fig. 9.9. Constellation diagram of the QPSK

209



210

198 9 The Satellite Standard and Its Decoding Technique

owing, for example,to noise in the channel — a phase is decoded which passes
beyondoneof the two decision thresholds (= axis in figure 9.9), there will
only be one erroneousbit.

Before transmission,the IF signal is upconverted to radio frequency.
In this way two bits per symbol are transmitted; hence in ideal circum-

stances the utilisation of the bandwidth,referred to the gross bit rate, is B = 2
bit/(s - Hz). However, owing to the non-idealfilters (finite width of the filter
slopes) the bandwidth utilisation is actually smaller. Depending on the
configuration of the system, the ratio between bandwidth and symbolrate
(BW/Rs) would be in the range of about

BW Hz
—— = 127 ——___.. (9.1)
R, symbols/s

Hence the bandwidth utilisation would be about

_ bits per symbol _ 2 bits/symbol _ \ bit
BW/R, 1.27 Hz/ Symbols ‘ sHz

The bandwidth utilisation can also be referred to the net bit rate, i.e. to the

numberof informationbits only, without the error protection. In this case the
calculated value,as indicated above, must be multiplied with the coderates of
the outer and inner codes.

(9.2)
 

9.4 Decoding Technique

Onreception of the signals transmitted from thesatellite, the processing steps
that were carried out at the encoderhaveto be reversed.In particular,the er-
rors which occurred in the channel must be corrected. Moreover, it is neces-

sary to recover the synchronising information, which is required for the
channel decoding.

The decoder consists of the following components (figure 9.10):
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Fig. 9.10. Block diagram ofsignal processing at the receiving end
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-— demodulator,

— filter,

— clock recovery,
- sync-byte detector,
— decoderand interleaver for concatenated error protection,
- energy-dispersal removal,
— basebandinterface,
— control unit.

9.4.1 Demodulator

The QPSK demodulator mustfirst of all recover the carrier frequency from
the input signal. A particular problem is the phase uncertaintyofthe carrier,
which mustbe resolved in order to demodulate I and Q correctly. The input
signal can assumeoneoffour possible phase positions, each of which repre-
sents twobits (see figure 9.9) and can serve as a reference for the detection, so
that it is possible to have four carrier phasesat right angles to each other. As
the absolute phase position is unknownto thereceiver,it first chooses a phase
at random for use in the demodulation.

The demodulator can be implemented together with the carrier recovery
by means of a Costas loop [MAusL, costTas]. The carrier frequency for de-
modulation is created by a voltage-controlled oscillator (VCO). The VCO is
operated by a control signal whichis generated, in a control loop, from the two
demodulated basebandsignals.

The decision as to whetherthe right phase position is in use can only be
madelater, in two steps,in the decoder. A phase error of +90° can be resolved
in a first step, and in a secondstep the residual uncertainty of 180° can bere-
moved. The mechanismsrequired will be described later in the appropriate
sections.

The correction of the absolute carrier phase recognised as wrong generally
does not happen at the recovered carrieritself, because this would require
considerable expenditure. A correction of 90° can be obtained by exchanging
the Jand Q componentsafter demodulation and subsequently inverting one
of them. A phase error of 180° is compensated by an inversion of thebit
stream at the position in the decoder at which it was identified.

9.4.2 Filtering and Clock Recovery

Following demodulation, the basebandsignals are subjected to the square-
root raised-cosinefiltering, as was the case at the transmitting end (see sec-
tion 9.3.4). Thereafter crosstalk between adjacent symbols at the sampling
point is minimal.
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Thefilter can be implementedasa digital filter after an oversampling of
the demodulated basebandsignal or as an analogue band-passfilter before
the demodulator.

Theclock ofthe filtered basebandsignal can be recovered with the aid of a
PLL-circuit so that the signal can be sampled [LEE].

9.4.3 Viterbi Decoder

Thefirst step in error-correction is the decoding of the convolutional code,
performed by the Viterbi decoder, which is preceded by the depuncturing
(see section 6.3.4). Soft decision must be madeavailable to the Viterbi de-

coder by the demodulator. Soft decision improves the error-correction capa-
bility and makes possible the correct interpretation of depuncturedbits. In
mostcases 3 bits are implemented, which,in the case of a coderate of1/2, re-
sults in a reduction of the required signal-to-noise ratio by approx. 2 dB for a
residual bit-error rate of 2-104 (figure 9.11, cf. section 9.5.2). A resolution
higher than 3 bits is hardly an improvement and only increases the imple-
mentation requirement(see figure 9.11). However, 4-bit soft-decision quanti-
sation can be foundin state-of-the-art implementations.

During the processing, the Viterbi decoder counts the numberoferrors
that have been identified and transmits this numberto the control unit which

has the task of determining the as yet unknown transmission parameters:

— the reference phase for the demodulation (possible uncertainty of 90°),
- the puncturing scheme,
— the synchronisation of the depuncturing. Similar to the puncturing, the

depuncturing is a block-oriented periodic process (see figure 9.8). Com-

residual bit-error rate
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Fig.9.11. Effect of quantisation on bit-errorrate (simulation with DVB convolutional code at code rate 1/2)
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mencing at the wrongpoint,i.e. not at the beginningofa block,will result
in the depuncturedbits being also inserted at the wrong points.

The determination of these - as yet unknown ~ parameters is achieved by
meansof the control unit working throughall possible combinations. At the
output of the Viterbi decoderthe data are then recoded and punctured,in ac-
cordance with the parameters determinedat the decoding, and subsequently
comparedwith thosebits which wereoriginally available at the depuncturing
input. In this way the value of thebit-error rate can be computed. Should only
one of the above-mentioned parameters be wrong,then this rate would be
quite high, due to the fact that the redundancy generated in the encoder
would be wrongly interpreted.

It is only whenall the parametersare correct that a proper decodingis pos-
sible and that the measuredbit-error rate will assumea value whichis consi-

derably smaller and roughly correspondsto the actual bit-error rate of the
channel. The precondition for this is that the signal-to-noise ratio be high
enough,so that there is a sufficient distinction between a correct andafalse
choice of parameters.If the satellite link operatesat least close to the standard
operating point defined by DVB,the procedurewill lead to the desired result.
However, if the signal-to-noise ratio is not sufficient, so that the bit-error
probability is too high even if the parameters are correct, the decoderwill
carry on searching.If all possibilities have been exhausted a corresponding
signal will be supplied which informsthe user that reception is not possible.

A special case in the detection of the missing parameteris the shifting of
the reference phase in the demodulatorby 180°as against the reference phase
in the transmitter. This will result in a bit stream at the receiving end whichis
inverted compared with the bit stream that was transmitted. The Viterbi de-
coderwill then also emit a bit stream, which (apart from uncorrected errors)
is the inverse of the uncodedbit stream from the transmitter. The phase error
cannot be detected, hence the uncertainty of 180° remains andis only re-
solved in the subsequent module, which is the sync-byte detector.

9.4.4 Sync-byte Detector

Further decoding requires that the subdivision of the data stream into the
MPEG-2 TSpackets as well as the 8-packet structure for the energy dispersal
be detected. The sync byte at the beginning of each frameis requiredforthis.
At the transmitting end the sync byte remains unchangedby RS encoder,in-
terleaver and energy dispersal andis therefore available at the output of the
Viterbi decoder.

Thetask of the sync-byte detectoris to detect the regular occurrenceofthe
sync byte, orofits inversion, every 1632 bits (204 bytes) within the bit stream
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and from this to derive synchronising signals for the de-interleaver, the RS
decoderand the energy-dispersal remover.In the course ofthis operation the
last phase of uncertainty can now be removedfrom the decoding process:the
occurrence of seven inverted sync bytes and one non-inverted syncbyte indi-
cates an erroneousphaseshift of 180°, in which case the bit stream is simply
inverted at the output of the detector.

A byte clock is also derived so that, after a serial-to-parallel conversion,
further processing can take place at the byte level.

9.4.5 De-interleaver and RS Decoder

Thesatellite channelis essentially a Gaussian channel, which meansthat the
signal has been corrupted by additive white Gaussian noise, and thatbit er-
rors occursingly rather than in bursts. The convolutional codeis well-suited
for the correction of such errors. However,in the case of an accumulation of

bit errors the Viterbi decoderwill fail and supply a wrongly decodedsignal,
i.e. it will in its turn generate a burst error. To correct this burst error, inter-
leaving and outer error protection (Reed-Solomon code) are applied.If as a
result of a decreasing signal-to-noise ratio the numberofbit errors in the
transmission increases, the bursts becomelonger and morefrequent. Finally,
if more than eight erroneous bytes occurin one frameat the input of the RS
decoder, the error protection will fail. In most of these cases the decoderrec-
ognises that the data can no longerbe corrected andtransfers an appropriate
signal to the subsequentcircuits.

Uncorrected errors generally become apparent by distorted blocks ap-
pearing in the picture. When the signal-to-noise ratio reaches the critical
value at which even the outer coderstarts to fail, the number of errors in-

creasesvery fast in the eventof a further drop in the signal-to-noise ratio, un-
til at last even the synchronisation fails and a decoding of the picture is no
longer possible. This total breakdown occursin the rangeof a signal-to-noise
ratio of less than one dB.

9.4.6 Energy-dispersal Remover

Energy dispersal takes place at the transmitting end by means of the mo-
dulo-2 addition of a pseudo-random numbersequence(see section 9.3.2) and
is reversed in the receiver by the same operation.It follows from this that the
circuit in the receiver is the same as that in the transmitter. To initiate the

pseudo-random generator the energy-dispersal remover requires a signal
which indicates the start of the 8-packet sequence and is supplied by the
sync-byte detector.
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9.4.7 BasebandInterface

After the original MPEG-2 TS has been reconstructedit can be transferred to
the TS demultiplexer which feeds the various componentsof the data stream
into the respective source decoders. For the signalling of errors which have
occurred in the transmission channel and have been identified by the error
protection but which the error protection was unable to correct, MPEG-2 has
provided a specific signal: the “transport-error indicator bit”, which is the
first bit after the sync byte and will be set in such cases. This bit enables the
demultiplexer to identify the respective packets as erroneous and take the
necessary precautions.

9.5 Performance Characteristics of the Standard

9.5.1 Useful Bit Rates

The useful bit rate R,, can be computed from the symbolrate by

R, =Rs —*_R,R, (9.3)
symbol

whereR, = 188/204 = 0.922 is the coderate of the Reed-Solomoncode and R,
is the code rate of the convolutional code with or without puncturing.

Table 9.2 [REIMERS3] lists the possible useful bit rates for a system with
BW/Rs = 1.27 as a functionof the transponder bandwidth andthe coderate.

Several members of the Astra and Eutelsat satellite families have com-

menced transmission of DVB signals, for example via 36 MHz transponders
with BW/Rs = 1.309 and with a coderate R, of 3/4. This results in a symbol rate
of 27.5 Mbaud anda useful bit rate of 38.01 Mbit/s.

Table 9.2. Useful bit rate [Mbit/s] in the satellite channel

Channel Symbolrate Maximum usefulbit rate [Mbit/s]
bandwidth at a varying coderate R,
[MHz] {Mbaud] 1/2 2/3 3/4 5/6 7/8

54 42.5 39.2 52.2 58.8 65.3 68.5
46 36.2 33.4 44.5 59.0 55.6 58.4

40 31.5 29.0 38.7 43.5 48.4 50.8
36 28.3 26.1 34.8 39.1 43.5 45.6

33 26.0 24.0 31.9 35.9 39.9 41.9
30 23.6 21.7 29.0 32.6 36.2 38.1

27 21.3 19.6 26.2 29.4 32.7 34.4
26 20.5 18.9 25.2 28.3 31.5 33.1
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Table 9.3. Internal code rate and required carrier-to-noise ratio

Coderate R, Required E,/N, Corresponding C/N
(incl. 0.8 dB)

[dB] [dB]

1/2 4.5 4.1
2/3 5.0 5-9
3/4 5-5 6.9
5/6 6.0 7.9
7/18 6.4 8.5 

9.5.2 Required Carrier-to-noise Ratio in the Transmission Channel

As already explained in section 9.2, it is the aim of the error protection to
achievea bit-error rate of <10°"’ subsequentto the decoding. Forthis a bit-
error rate of <2 - 104 is required at the output of the Viterbi decoder.This in
turn dependson the coderate and the carrier-to-noiseratio at the receiverin-
put. Table 9.3 [REIMERS 3] shows the correspondingvaluesfor thesatellite
standard whichresult from a simulation, based on the assumptionof an addi-
tional loss of 0.8 dB throughthe practical implementation margin (of modu-
lator, demodulator and TWTA). This takes into accountthe fact that the hard-

ware components used in practice cannot perform as postulated in theory,
that for example the sampling points in the demodulatorareslightly changed
by the phase noise of the recovered carrier.

The following holds for the above values (see chapter 7):

E,/N, = energy per information bit/noise-power density
C/N = carrier-to-noiseratio.

The “information bits” are defined as the uncodedbits (i.e. before error-

protection processing) whicharesetin relation to the overall energy of the
codedbit stream.In this way thefact is taken into accountthat onlypart of the
transmitted data (all requiring transmission power) are useful data.

With QPSK andconcatenated codingat the rates R, and R,, the relation be-
tween E,/N, and C/Nis

CIN =E,/N, 2R,R, (9.4)

wherefactor 2 takes the numberof2 bits into account which are transmitted

within one symbol of the QPSK.
The value C/N is dependent on the following conditions for both the

uplink and the downlink:

— transmitting power,
— precision of the alignment of the transmission and reception antennas,
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Table 9.4. Required antenna diameterfor someselected system configurations

 

Channel Data rate Antenna diameter in cm

bandwidth for an average-year service continuity
{MHz] [Mbit/s] 99.7% 99.9% 99.99%

Coderate 2/3

54 52.2 50 58 88
33 31.9 39 45 69

26 25.2 35 40 61

Coderate 5/6

54 65.3 63 72 111

22 39,9 49 56 86

26 31.5 44 50 77

— diameter of the reception antennas,
- meteorological conditions,
- noise figure of receivers.

9.5.3 Antenna Diameter

Examples of the required antenna diameters are shownin table 9.4 [REIMERS
3]. The data are valid for the hydrometeorological zone E [cc1R 563, CCIR 564]
in which Germanyis located. Other zones have other parameters dueto vary-
ing climatic conditions. Further, a downlink frequency of 12 GHz and an EIRP
of 51 dBW have been assumed.Theservice continuity refers to 99.7%, 99.9%
and 99.99%respectively, for an average year. The last figure, for example,
stands for an averageloss of 53 minutes in one year during which timethere-
ceiving conditions, for instance due to a thunderstorm,are so poorthat the
error protection fails completely.

Due to the fact that in the case of a drop in the carrier-to-noise ratio the
image quality remains at first unchanged(see section 9.4.5), the breakdown
comesas a surprise and could be wrongly interpreted by the viewer as a de-
vice error, especially since manyorall channels mightbe affected at the same
time, depending on the error protection. For such cases special mechanisms
should be installed in the equipment to warn the viewer whenthecarrier-to-
noise ratio drops below thecritical level.

9.6 Local Terrestrial Transmission

Thesatellite standard introducedhereis not only conceivedforusein satellite
transmission,but also for the transmission of MMDSin the frequency band
above 10 GHz.
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MMDSis a microwave multichannel/multipoint distribution system and
operates as a local terrestrial transmission. A microwave transmitter at an
elevated point, such as a churchspire, covers a relatively small area within a
radius of less than 50 km.Receptionis possible with a small fixed antennain
line-of-sight with the transmitter. For this the frequency bands envisaged are
between 2 and 42.5 GHz, but these differ from country to country.

For transmissions below 10 GHz what matters mostis a full utilisation of

the available bandwidth, therefore the DVB cable standard (see chapter10) is
used for the transmission (DVB Microwave cable-based - DVB-MC [EN 749]).

Above 10 GHztheair causes the attenuation to increase considerably with in-
creasing frequency [Roppy], which calls for a higher robustness of the trans-
mission, as provided by the DVBsatellite standard (DVB Microwavesatel-
lite-based - DVB-MS[EN 748]).

Thefact that the two MMDSstandardsare based on the DVB-S and DVB-C

standards, respectively, ensures that the hardware developedforthe latter two
can be reused for demodulation and decoding; only the antenna and the
tuner need to be adapted.

Symbols in Chapter 9

b; bit stream no. i
B bandwidth utilisation

BW bandwidth

CIN carrier-to-noise ratio

E, energy per useful bit
frequency in general

G,(x) i” generator polynomial of a convolutional code
I interleaving depth or in-phase component

running variable, integerAYom. es) intermediate frequency
M interleaver delay
n integral control variable, code-word length of a block code
N, noise-powerdensity in general
Pout output power
Pi, input power
Pout saturation power
Q quadrature component
R; i’ code rate
Rg symbolrate
R, useful bit rate
t time in general
x 1" output branch of a convolutional encoder
x argument for a generator polynomial
X,, Xj. n™ bit of the 1™ output branch of a convolutional encoder
Y 2° output branch of a convolutional encoder
Yu Youn n'" bit of the 2” output branch of a convolutional encoder
a roll-off factor
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Thespecification for the transmission of DVBsignals in cable networks was
developed in the DVB Project between August 1993 and January 1994 [STEN-
GER]. Theresult wasthe draft of a baseline system. In the spring of 1994 this
was recommendedby ETSI as a European transmission standard and in No-
vember 1994 it became an ETSI standard, designated as ETS 300 429 [ETS
429]. The specification was also submitted to the International Telecommuni-
cation Union (ITU). In June 1995, ITU recommendedthat it be used as a

standard which should not only be valid for Europe.

10.1 Cable Transmission Based on the Example of a German
CATV Network

In Germanythe cable-based transmission of broadcasting signals from the
studio to the user equipmentis divided into four sections by the nationalref-
erence chain. A simplified structure of this chain is shownin figure 10.1.

The supraregional section connects the studios to each otheror feeds the
signals from a studio to a TV switching station of the public network.In the
regional section the signals are distributed to the feeding points of the CATV
networksin the cable head-ends. The local section 1 represents the CATVdis-
tribution network. The subsequent in-home network and private cable net-
worksare referred to as local section 2.

TV switching cable transition user
station head end point terminal 

networklevel1 networklevel 2 networklevel 3 networklevel 4

supraregional regional . .
section section local section 1 local section 2

signal signal generation connection to reception and
generation processing of high-frequency_in-homedistribution demodulation

composite signal network of the signals

Fig. 10.1. Simplified structure of the reference chain in Germany
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Fig. 10.2. Schematic representation of the CATV network
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The CATV network constitutes a tree-and-branch system whichis divided
into the 4 network levels A, B,C and D [KENTER]. Onebranchofthis structure

can be seen in figure 10.2. Networklevel A starts with its trunk line just after
the cable head-end. After a maximum cable length of 412 m an amplifier point
(TA)is installed, which basically consists of a cable equaliser and a trunk am-
plifier. Up to 20 trunk amplifier points can be connectedin series at network
level A andareall interconnected by a cable route. For the trunklines of net-
worklevel A this results in an upperlimit of approximately 8 km in length. At
each amplifier pointit is possible to decouple the signal from network level A
andfeedit to B (or also directly to C), in which processthe signal is attenuated
by 14 dB. Thefirst amplifier after the decoupling has the task of compensating
for the 14 dB of the decoupling attenuation. The adjacent network level B is
constructed similarly to network level A. Each third trunk amplifier point is
amplitude-controlled by a pilot signal with a frequency of 80.15 MHz.By this
means a temperature-dependent drifting of the amplification is avoided.
From networklevel B the signalis fitted to the C level via a C amplifier. This C
amplifier is the last active element in the CATV network. Withits high output
level it ensures that the signal, subsequent to passing through the passive C
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Table 10.1. Index of abbreviations used

Abbreviation Designation
HE head-end

TA trunk amplifier point
TA, trunk amplifier of network level A
TA, trunk amplifier of network level B
DA distribution amplifier
TP transition point

level and also the passive D level, has a guaranteedlevel at the transition point
(TP).

The requirements for the transmission quality of television and radio
broadcast FM signals are stated in [FTz 1] and [FTz 2] for each section in the
national reference chain. Noofficial specifications of requirementsfor digital
signals have so far been established. Therefore we will estimate in the fol-
lowing sections the effect of the overlay of intermodulation and random
noise signals on the digital signal.

10.1.1 Intermodulation

In general, transmissions via CATV networksare limited by intermodulation
products. In the case of non-linear processing these are caused mainly by the
interaction of the image carriers of the analogue TV signals transmitted in
different channels. Depending on the frequencyposition or the spectral dis-
tance of the disturbance from the imagecarrier, the resulting patterns in the
picture can produce very coarse structures, which moreover move randomly.
These disturbances can easily be perceived by the humaneye.Thisis the rea-
son that the reference chain ensures a signal-to-interference ratio of 60 dB at
the user outlets.

However, the digital signal is less sensitive to narrow-bandinterference.
The symbols received are corrupted by an intermodulation signal only if the
highest amplitudes of the disturbances exceed the decision thresholdsof the
symbol decision performedat the receiving end. The powerratio between
useful signals and unwanted signals in this case is of course dependent on
the type of modulation used.If the peak amplitude of the sinusoidal signal
is scaled to value 1, then, according to (7.42), the following expression results
if, for instance, a QAMsignalis used as the useful signal:

C Sam 2vo 4
=—2. =—(M-1). (10.1)

L S sin 3 3

Hencethe following holds for a 64-QAM with M = 64 symbolstates:
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C
10 log} — =10 log(84)=19.24 dB. (10.2)

I 64-QAM
If there were no further unwantedsignals in the cable network apart from the
intermodulation interferers, the signal-to-interference ratio C/I would beal-
lowed to be below 20 dBin the case of a 64-QAM.This also impliesthat, if the
values guaranteed by the FTZ guideline [FTz 1] were duly observed, the level
of the digital signal could be reduced by approximately 40 dB as compared to
the level specified for the analoguetelevision signal. Therefore intermodula-
tion disturbances will have no effect on the deterioration of the digital sig-
nals.

However,it is to be noted that additional signals fed into the existing net-
works present an increased burden to the cable amplifiers. Since analogue
services will be transmitted over cable networks for manyyears yet and since
the picture quality of these services must not noticeably deteriorate, the total
power of the high-frequency composite signal, particularly in the intensely
used networks, mustnot be unduly increasedbythe introduction of DVBsig-
nals. Field tests showed that this conditionis satisfied if the DVB signals are
fed into networksat a reducedlevel, whichis 10 to 13 dB belowthelevel speci-
fied for analoguetelevision signals [SCHAAF].

 

10.1.2 Thermal Noise

A further deterioration of the useful signal is caused by the superposition of
noise. The reference chain defines a signal-to-noise ratio of 44.5 dB atthe re-
ceiver inputfor the analogue videosignal. The noisefigure ofthis ratio relates
to the effective values of a baseband signal which is band-limited at 5 MHz
and shaped by a noise-weighting filter. The effect of various factors must be
taken into account whenconvertingthis data into a carrier-to-noise ratio C/N
[VELDERS], during which the correction of the signal power and the noise
powercan be dealt with separately.

The following characteristics are important for the signal: the carrierat-
tenuationat the point of 50% amplitude responsein thefilter at the receiving
end, the level control of the black-and-white range with 70% of the CVBSsig-
nal amplitude, a 90% depth of modulation, and the conversion from peak
value to effective value.

The powerof the noise signal is changedbythe IF filter at the receiving end
and by the noise-weightingfilter.

The multiplication of the two correction factors results in a factor of ap-
prox. -1.5 dB:

C10 log (<) = 44.5 dB-1.5 dB= 43 dB. (10.3)N 5 MHz 
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Let the signal-to-noise ratio of the digital signal apply to an 8-MHz channel.
Taking into account the aforementioned 13-dB difference value of the level,
the result is a power ratio between DVBsignal and noise of:

10 lo [5] =r010 ES) 10 lo 8 MHz& NI) 8 N & 5 MHz

Hence, at the introduction of DVB services, this carrier-frequent signal-to-
noise ratio is the least that can be expected in a broadband cable network.

For the estimation of the quality of digital signals one generally uses the
bit-error rate of the information bits. This can be computed as a function of
the ratio E,/N, as outlined in chapter 7,so that nowa connectionwill be estab-
lished between the C/N and E;/N, supplied by the transmission channel.

It is the matchedfilter in the receiver which has a mostdecisiveeffect on the

connection between these two ratios. The conditionsset by (7.27) and (7.37) on
the one hand,andtheidentity of the signal powerin transmission channel C
and in basebandS on the other hand,result in the following equation:

CE,—=—— HM

N Ng

As the noise bandwidth of the matched filter in the receiver is twice the

Nyquist frequency 2 fy, this results in a reduction ofthe effective noise power
subsequent to passing throughthefilter. On condition that the spectrum of
the transmission channelis optimally utilised this value can also be expressed
by the roll-off factor a:

2fn 1
=—_., 10.6B 1+ ( )

  } dB= 28 dB. (10.4)
5 MHz

(10.5)

Whendigital informationis transmitted in real systems the modulationis al-
ways supported by an error-correction algorithm (see chapter 6). The previ-
ously introduced redundancyR is, however, removed again from the signalin
the receiver, so that the effective signal poweris reduced accordingly.This re-
sults in the desired relation:

COE 2C Eypty
N Ng B

The following set of parameters which are used in the DVB standard(see sec-
tion 10.3) shall serve as an example:

(10.7)

m=6 for a 64-QAM,

R=188/204 fora Reed-Solomonerrorprotection with the coderate R,
2fy /B = 1/1.15 for a roll-off factor of 0.15 (see (10.6)).

The CATV network ensures an E,/N, of approx. 21 dB if these parameters are
chosen.
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10.1.3 Reflections

A cable connection between two network components(e.g. two splitters in a
passive network)is not generally ideally terminated. The signal travels along
the cable path,for instance fromafirst splitter to a second.It can be conceived
as a forward-travelling wave [UNGER]. At the connection point between the
cable and the secondsplitter a portion of the signal poweris reflected andre-
turns along the cable path. Hence this portion is also called backward-
travelling wave. The amplitude ratio between the go- and the return wave can
be indicated by the return loss. For the components used in a CATV networka
frequency-dependent quantity of 15-20 dB is required. Whentravelling
through the cable path the reflected signal undergoes a second attenuation.
Giventhat, as a rule, even the outputof thefirst splitter is not totally identical
with the characteristic impedance, a portion of the reflected signal poweris
reflected in its turn. The doublyreflected signal portion has a cumulativeef-
fect on the forward-travelling wave since it moves in the same direction as the
main signal.It is delayed by the amountoftimeit requires for travelling twice
through the cable path. Of course a portion ofits poweris again reflected at
the connection point betweenthe cable and the secondsplitter. The attenua-
tion that an echo undergoesat both connection points and while travelling
alongthe cable is generally so highthatreflections of a higher order,i.e. signal
portions which havetravelled forward and backward morethan once, can be
ignored. Theresult is a transfer function of the following form:

ito-e JM e120
H(f)= (10.8)

1+Q7
where

e@ amplitude of the echo,
f. carrier frequency,
t delay between echo and mainsignal,
© additional phase shift of the echo signal.

The returnloss of at least 15 dB of the componentsused, on the one hand, and
an assumedlow cable attenuation of only 2 dB, on the other,results in an am-
plitude of the echo of -34 dB,relative to the main-signal amplitude. Investiga-
tions [DIGISMATV] have shownthat with a 64-QAMtechniquereflections can
be neglected if the relative amplitude is smaller than -30 dB.

10.2 User Requirements of the Cable Standard

When the CATV network in Germany wasbuilt up in the 1970s the basic
supply of television signals to the public was by means of terrestrial
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transmission. The design of the network parameters for CATV wastherefore
based upon the parameters required for terrestrial systems. The chrono-
logical developmentof the various standards within the DVB Project began
with the drawing upofthe satellite specification [ETS 421]. The development
of the cable specification [ETS 429] did not begin until after the first results
of the satellite transmission emerged. There was a catalogue of user
requirements which had to be taken into account:

(1) The CATV network,in its conventional configuration, must be usable for
digital signals.

(2) The feeding of the DVB signals into the cable networks must not noticea-
bly impair the quality of the usual analogueservices.

(3) As manydata as possible should be transmitted on one cable channel so as
to ensure an adequate useful data rate which is compatible with all satellite
channels.

(4) Cost is a crucial parameterin the introduction of a new system.This ap-
plies not only to content providers but also to network operators. Most im-
portant, of course, are the costs to be borne by the consumer. Forthis rea-
son a highpriority in the developmentof systems was the reasonablepric-
ing of decoder hardware in the integrated receiver/decoder (IRD). The ca-
ble IRD,just as the IRD forterrestrial reception (see chapter 11), should be
as similar as possible to the satellite IRD.

(5) It should be possible for the cable IRDs to be introduced on the marketat
the same timeasthesatellite IRDs.

The conditions for the future transmission of DVB signals were established
by requirements1 and 2 above. The adaptationofthe signal to the existing ca-
ble channelis effected by a QAM technique which yields the best results in
terms of systems theory (see chapter7).

A study of the available network structures concerning master antenna
television systems revealed the coexistence of various network configura-
tions and quality classes. As the programmesdistributed in these systemsare
mainly received fromasatellite or satellites, the systemsare called satellite
master antennatelevision (SMATV).In accordance with the requirement ex-
pressed in point 5 it was decided to develop an additional standard [ETs 473]
which extended the CATV standard so as to makeit applicable to SMATVsys-
tems.

The modelling of the cable standard onthesatellite standard, as required
underpoints 3 and 4, is achieved by the input signal processing. From base-
band interface via energy dispersal and use of the outer error protection to
convolutioninterleaver, the signal processingis identical in both systems. For
the cable standard the application of an internal error protection is not re-
quired. There are two main reasonsforthis. Firstly, each additional process
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Fig. 10.3. Block diagram of a DVB cable encoder

that inserts redundancies into the data stream reduces the useful data rate,

which is contrary to requirement3. Secondly, the cable networksare of a high
quality (see section 10.1), so that the DVBsignal is sufficiently protected
against transmission errors by the use of the outer error protection.

10.3 Signal Processing at the Encoder

This section introduces the DVBcable specification as defined in the ETSI
standard [ETs 429]. As only the signal processing in the encoderis described
in this standard, the present section will be restricted to the discussion of the
processing blocksat the encoder. Moreover,the signal technique, from base-
bandinterface to convolution interleaver, will not be reiterated here, as these

were already discussed in the chapter dedicatedto the satellite standard. The
DVB cable encoder is shownas a block diagram in figure 10.3. The shaded
processing blocks are identical with those in the satellite standard (see sec-
tion 9.3).

The cable networks, contrary to the situation in the case ofsatellites, en-
sure a relatively constant and high transmission quality. For this reason the
cable standard provides for several bits to be combined to form a symbol
and to be transmitted by a higher-level quadrature amplitude modulation.
There is a choice between five variants. The modulation type with the low-
est efficiency provided in the standard, i.e. an efficiency of 4 bits per sym-
bol, is 16-QAM,followed by 32-QAM which combines5 bits per symbol.The
modulation type with the highest efficiency in the first version of the stan-
dard was the 64-QAM,which enabled a parallel transmission of 6 bits per
symbol. Thefirst revision of the standard provided for a transmission effi-
ciency of 7 and 8 bits per symbol with a 128-QAM and a 256-QAMrespec-
tively.
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sequential
bit stream
of 24 indi-
vidualbits

 
symbol n symbol n+1  symbol n-+2 symbol n+3  

Fig. 10.4. Conversion of the bytes to symbol words, taking the 64-QAM as an example

10.3.1 Conversion of Bytes to Symbol Words

After the 8-bit data words have passed through the channel coding they are
fed into a symbol-wordconverter(referred to as “byte-to-m-tuple converter”
in the standard). This has the task of combining the m bits which are to be
transmitted per symbolinto symbolwordsof a corresponding width. During
transmission with 16-QAM theindividual bytes are divided into two 4-bit
symbol words. The MPEG transport packets, which are augmented from 188
bytes to 204 bytes in the Reed-Solomon encoderby appending 16 redundancy
bytes (see section 6.4.3), have a length of 408 symbol wordsafter conversion
of the symbol words.For the conversion of the 8-bit data words to 6-bit sym-
bol words, as required when using 64-QAM,the individual bits mustbe reor-
dered beyond the byte boundaries. Four symbol words result from 3 data
words, so that 24 bits form one framework. The packet length following the
reordering increases to 272 symbol words. Figure 10.4 shows the conversion
of a 24-bit framework, using the example of a 64-QAM.

In the case of the 32-QAM thefixed frame length is augmentedto 40bits.
After the reordering of the 5-bit symbol words the 204 bytes of an extended
transport packet result in a frame length of 326.4. This means that a 204-byte
packet cannot be assigned to a whole-numberframelength.

10.3.2 Differential Coding of MSBs

Following the conversion of the 8-bit data words to symbol words, thelatter
are differentially pre-processed as described below. The reasonfor this meas-
ure is to be foundin theloss of absolute phase information by the suppression
of the carrier signal at the transmitter. The receiver can only recover therefer-
ence phase up to an uncertainty of n - 90°, due to the knownsignalstatistics
of the QAM technique(seefigure 7.22). In order to achieve this, a frequency-
synchronous demodulator separates the received signals into two compon-
ents which bear an orthogonalrelation to each other. Followingthis, the de-
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modulatorinterprets the positions of the symbols received and readjusts the
amplification and the signal phase until the mean values of the individual
symbolstates coincide as closely as possible with the desired values. This
leads to a constellation as describedin section 7.5, figure 7.24. The values of the
two subsignals correspondto the values of the in-phase and quadrature com-
ponents of the transmitted symbol. The informationrelating to the algebraic
sign of both componentsis, however, lost by the suppression of the carrier.
For this reason the informationis specially pre-processed in the transmitter,
firstly, by separating the two MSBsfrom therest of the actual symbol word
and, secondly,by differential coding of only these MSBs, which are given in
(10.9) by Ag and By:

Ix =((Ag ©Bx) (Ag Ix4))+ (Ax OBx) (Ax @Qx.))

Qe =(Ax @Bx )- (Be ®Qx..))+ (Ax Bx) (Be Olx..)).

Ix and Qy are referred to as the results of the Boolean operation,i.e. the differ-
entially encoded MSBs,and their temporal predecessors are Ip_, and Qx_,. AS
accordingto (10.9) the outputs of the processing block are fed back into the
inputs, this is a recursive algorithm. Thetruth table 10.2 illustrates the de-
pendence of the output variables on the input variables.

If, for example, the values Ay = 0 and By = o arevalid at the inputof the dif-
ferential encodingunit, at the output there result the same values I, and Qy as
the ones of the symbolpreviously transmitted. As both values have remained
unchanged,the actual symbolis transmitted in the same quadrantas the one
temporally preceding.

According to table 10.2, if the input occupancy of Ax = 0 and By = 1, Ix
assumes the value which wasallocated to the inverted Q-component in the
previous symbol, while Qy assumesthe value which the J-componentprevi-
ously had. This results in a 90° phaseshift in a mathematically positive direc-
tion. The constellation diagram knownfrom the chapter onsatellite trans-
mission (figure 9.9) shall serve as an example,as its allocation requirements
concerning bits and quadrantsalso apply to the cable standard.If I,_, is de-
fined as having hadthevalue of 0, and Qx_, the value of1, then the previously

(10.9)

Table 10.2. Truth table for differential encoding

Inputs Outputs Rotation
Ax Bx Ik Qk

Oo 9 Tk Qk 0°

oO 1 Qn, Tk +90°
1 oO Qk-1 Ta -9o0°
1 1 Ike Qk.1 180°
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transmitted symbol bad just been in the fourth quadrant. In the case under
consideration,i.e. Ax = 0 and Bx1, both Ix and Qx have the value o (see table
10.2). The actual symbol can be foundin thefirst quadrant in accordance with
figure 9.9. The phase shift from the centre of the fourth quadrantto that of the
first quadrantis identical with the +90° rotation as indicated.

The advantage resulting for the receiver from the differential pre-proces-
sing is that, for recovering the MSBs, the receiver only needsto evaluate the
changes in those quadrants in which a transmitted symbol is found. The
receiver carries out a subtraction,in which process the absolute phase infor-
mation is dropped. Hence the phase uncertainty of n - 90° as described above
suffices for the recovering of the MSBs.For the sake of completenessit should
be mentioned that the LSBs, which have not yet been discussed, possess the
information aboutthe state of the symbol within the quadrantselected by the
MSBs.Figure 7.22 showsthe constellation of a 64-QAM.Inthefirst quadrant
the 16 possibilities are drawn as vectors resulting from the four remaining
LSBs.

10.3.3 Modulation

The feeding of the symbol wordswith the differentially encoded MSBs into
the quadrature amplitude modulatoris the final step in the processing chain
of the encoder. The multiplication with a complex carrier signal results in a
band-pass signal, at the output of the modulator, whose centre frequencyis
equalto that of the carrier signal. This frequencyis referred to as intermedi-
ate frequency (IF). Concerning the modulation,it is particularly important
that the unequivocal allocation of the symbol words to the complex ampli-
tudes of the symbols to be transmitted be guaranteed. Depending on the
number m ofthe bits which are to be transmitted per symbol, a constellation
results in which a definite amplitude and phase position are modulated onto
the carrier by every possible bit combination (see chapter 7). Figure 10.5
showsthe allocation for the 16-QAM,the 32-QAM andthe 64-QAMasdefined

in the standard. The 16 amplitude phasestates of the 16-QAM havebeenplot-
ted as a proper subsetdirectly in the constellation diagram of the 64-QAM.In
the 6-bit symbol wordsof the 64-QAMit is necessary to delete only the two
middle bits b, and b, in orderto achieve an allocation of the 4-bit wordsto the
amplitude phase conditions of the 16-QAM.Here again it can be clearly seen
that the MSBs of the individual bit combinations never change within one
quadrant and therefore are of no relevance to any decision taken within a
quadrant.

The bit combinations of the symbol words for the 16-QAM andthe 64-
QAMhave been chosen such that if a symbolstate is alterated in a way that
causes it to take on a neighbouringvalue only onesingle bit is changed.This,
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Fig. 10.5. Constellation of the 16,32 and 64-QAM

however, only holdsfor those cases in which the invalidation causes no cross-
ing of quadrant borders. Within one and the same quadrant the symbol words
are thus coded in accordance with Gray [LUKE1]. If the transmitted symbol
has been invalidated so as to assumea state which lies in a neighbouring
quadrant, there can occur upto 5 bit errors per symbol in the DVBsignal.
Comparedto a system that is entirely Gray-codedthis results in a disadvan-
tage, which, however, cannot be avoided because of the introduction of the
differential coding. The decoding algorithm requires a rotationally symmet-
rical arrangementof the individual quadrants; however, within the quadrants
it enables the implementation of a Gray code.

The revised version of the standard includes a 128-QAM and a 256-QAM,

the constellation diagram of the latter being shownin figure 10.6.
The layout of the matchedfilter at the receiver is described in section 7.1.

The roll-off factor defined in the cable standard hasthe value:

@=0.15. (10.10)

The transfer function shown in figure 7.6a refers to the total transmission
path. Hence, in the pre-processing at the transmitting end there must be a
subfilter with a square-root raised-cosine characteristic.

There is a template in the annexe to the ETSI standard whichgivesthere-
quired frequency responseof the amplitudeofail filters used in the transmit-
ter (see figure 10.7). Apart from the matchedfilter, the effect of the D/A con-
version andthe transfer functionsofall furtherfilters need to be taken into

account. The resulting in-bandripple in the pass band may not exceed 0.4 dB,
while an out-of-bandrejection greater than 43 dB is required in the stop band.
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Fig. 10.6. Constellation of the 256-QAM

H(f)

MMMM tin= 0.4 dB

 
0.85fy fy 1.15 fy

fy

Fig. 10.7. Required overall frequency responseofthe signal

231



232

220 10 The Cable Standard and its Decoding Technique

The maximumvariation of the group delay in the pass bandis 10% referred to
the transmitted symbol duration Ts. In a channel of an 8-MHz bandwidth,
utilising the given roll-off factor from (10.10), the maximum transmittable
symbolrate will be:

Rs =2fny = BS = 6.96 Mbaud (10.11)
1+Q

which results in a symbol duration Ts of

Ts =aN143.75 ns. (10.12)
2fn B

The variation of the group delay shall therefore not exceed 14.4 ns. The in-
bandripple of the amplitude and the group-delay variation must be observed
up to the Nyquist frequency fy.

10.4 Decoding Technique

As the ETSI standard ETS300 429is limited to the description of the process-
ing algorithm in the encoderthere are variouspossibilities for the realisation
of the individual system units in the decoder. These sometimesdiffer funda-
mentally from one another, as the required signal processing can be carried
outin the digital as well as in the analogue domain.Theinputinterface of the
cable tuner and the cable tuneritself are basically similar to the structural
components used in conventional receivers for analogue television signals.
The inputsignal is converted from its RF range to a constant intermediate fre-
quency in accordance with the superheterodyneprinciple. At this point the
channels are separated with the aid of a steep-edged intermediatefilter. For
the subsequent quadrature amplitude demodulation the suppressed carrier
signal must be recovered. Furthermore, the sampling of the transmittedsig-
nal requires a recovering of the clock signal used at the transmitter.

10.4.1 Cable Tuner

The cable tuner convertsthe signals received,after a pre-filtering by meansof
a tunable selectionfilter, to a fixed intermediate frequency (IF) range. Hereit
is of no importance whetheran analoguetelevision signal or a DVBsignalis
concerned. For cost-saving reasons it seems sensible to use the samefre-
quency converter for the conversion of both kindsof signals. However,it has
to be borne in mind that the DVB signal cannot only be transmitted with a
bandwidth which differs from the commonly used channel spacing of 7 or 8
MHz,butin principle also with a bandwidthof, for instance, 2 MHz(see table
10.5).
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In order to achieve whatis generally knownin analoguetelevision as the IF
characteristic [SCHONFD 2] a VSB-modulated signal from the RF transmis-
sion channel must be down-converted with a sinusoidal signal ofa local os-
cillator whose frequency is 38.9 MHz above the image-carrier frequency.
Given that the upperas well as the lower sideband of the DVBsignal need to
be transmitted, the suppressedcarrierin this case is placed at the centre of the
transmission channel. Hence a difference of 2.75 MHzin frequencyresults be-
tweenthe twocarrier positions.If for both the analogue andthedigital signal
the sameoscillator is to be used for the conversion to the IF range, then the
difference in frequency between the imagecarrier of the analogue TV signal
and the imaginary DVB carrier remains unchanged,so that, underthe given
conditions, the following DVB IF ensues:

fir = 389 MHz-275 MHz= 36.15 MHz. (10.13)

The cable tuners used in conventional receivers are usually only adjustable to
frequencies whosevalueis an integral multiple of 62.5 MHz. That is why the
DVB IF will usually be 36 MHz.

Concerning this methodit has to be borne in mindthat the signal spec-
trum is inverted after the frequency conversion. This phenomenonis already
known from analoguetelevision. All portions of a signal which in the HF
range had frequencies above the carrier frequency,lie below the carrierfre-
quencyin the IF range and vice versa. Mathematically these changes can be
described as the inversion of the quadrature component. Thusthe constella-
tion of the complex-modulated QAM symbols (see figures 10.5 and 10.6) is
mirroredonits I-axis.In order to achieve an error-free decoding the necessity
of this new correspondence between the complex amplitudesof the received
symbols and their respective symbol words has to be taken into account.
However, if the transmitter also carries out a spectrum inversion,as is com-
mon in analoguetelevision, then the signal spectrum will be inverted twice
and will therefore be backin its original state.

10.4.2 IF Interface

The actual channelselection is carried out in the IF range, as already men-
tioned. The conventionalfilters used in this range are constructed as surface
acoustic-wave (SAW)filters. Owing to the required VSB Nyquist edge and the
suppression of the modulated audio signals,the IFfilter for the analogue TV
signal differs from the IF filter for the DVB signal, and thereforeit is indis-
pensable,at this point in the process, to separate the two signal paths. The IF
filter for the DVBreceiver can havehalf the Nyquist frequency response.Since
it may be implementedas a band-passfilter its transfer function needs to run
symmetrically to the carrier frequency position. Dueto the fixed distance be-
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tween the two points of 50% amplitude response, only a signal whose symbol
rate is exactly twice the Nyquist bandwidth can, as shownin (10.11), be opti-
mally filtered. The sameis true if after demodulation an analogue Nyquistfil-
tering is carried out in the baseband.It is only throughtheuseofa digitalfil-
ter that a flexible adaptation to various symbolrates is possible. In this case
the IF filter only serves to separate adjacent channels and should have a
steep-edged transfer function.

10.4.3 Recovery of the Carrier Signal

A synchronous demodulation process requires a coherentcarrier. This must
be regenerated byalocal oscillator in the receiver and synchronised with the
signal received. A possible situation would be a frequency- and phase-
selective control loop, on the principle of the phase-locked loop (PLL), work-
ing on a predeterminedIF level. The carrier signals which are orthogonal to
each other in phase are generated by meansof an oscillator. According to
whetherthe PLLis to be used for analogueordigital signals it would either be
a voltage-controlled oscillator (VCO) or a digitally-controlled oscillator
(DCO). The information about the phase difference between the carrier
which wasused in the transmitter for the modulation and the carrier which

was generatedin the receiver is obtained by a phase discriminator. This can be
realised as an analogue or a digital unit, exactly like the loopfilter.

An example of an analogue technique is shownin figure 10.8a. Non-linear
processing must ensure that a discrete line is originated in the spectrum of
the QAM signalat the carrier frequencyor an integral multiple of the carrier
frequency. However, a quadratic characteristic curve will not suffice, as
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Fig. 10.8. Example of a techniquefor carrier recovery by quadrupling the IF range.
a Block diagram, b Powerspectral density in the range of the quadruple IF
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Fig. 10.9. Example of a techniquefor carrier recovery by decision feedback of the symbolerror.
a Block diagram, b Effects of phase errorin the constellation of a 16-QAM

shownby the PSD in figure 10.10b. For this reason the signalis affected by a
non-linear characteristic curve of the fourth order which mayconsistof a se-
ries connection of two squarers. Besides the various sum anddifferencefre-
quencies this process yields the desired line at the quadruple carrier fre-
quency.This range of the PSD is shownin the diagram offigure 10.8b. The sig-
nal is then preselected by a band-passfilter and serves the subsequent PLL as
a reference variable input. With its quadruple frequencyit has a phase uncer-
tainty of n - 90°, which, however, is of no importance becauseof the differen-
tial coding of the DVBsignal(see section 10.3.2). The controlled variable is
generated by a quadruplingof the frequencyofthe outputsignalof the oscil-
lator. After a phase comparisonin the phase discriminator (PD)an errorsig-
nal results at the output. Subsequentto passing through theloopfilter this er-
ror signal is used to lock the oscillator.

The recoveryof the phase difference between the carrier signal suppressed
in the transmitter and the carrier signal generated in the receiver can alterna-
tively be performeddirectly in the baseband by meansofthe evaluationof the
complex signal amplitudes (see figure 10.9). For this the QAM signalis de-
modulated with two carrier signals which are orthogonal in phase. Atfirst
these have a random reference phaseposition. After sampling with double the
Nyquist frequency each symbolis compared with the M knownreferenceval-
ues in the decision unit and assigned to the reference value which has the
minimal Euclidean distance d. These reference values are then madeavailable

to the decoderfor further processing. Within the loop a comparatorfollows
the decision unit, which computes the sum and phaseof the minimal Euclid-
ean distance d. Besides the value for the phaseerror a value for the erroneous
amplitude results. This value can be fed to the automatic gain control (AGC)
as a reference signal. The phase error signal passes througha loopfilter and
then controls the DCO. Using the example of the 16-QAM,figure 10.9b shows
how a phaseerrorcauses the received symbols - indicated here by dots as ac-
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tual positions - to undergo a constantrotation in the complex constellation.
Each desired position is shown byanx. For reasons of symmetry this tech-
nique has a phase uncertainty of n- 90°. If the received QAM signal has not
been converted correctly to the desired frequency, the phase deviation accu-
mulates from sample to sample andthe constellation of the received signalro-
tates aroundits own centre. This error can be compensatedby the PLLas long
as the frequencyoffset is within the lock-in range.

10.4.4 Generating the Clock Signal

Apart from the carrier signal, the clock signal with which the digital symbols
in the transmitter are processed mustalso be generated in the receiver. The
information about the clock is present, for example, in the envelope of the
modulated QAMsignal and can be recovered by non-linearsignal processing.
Therefore similar laws apply as for the recoveringof the reference carrier (see
section 10.4.3). The basic block diagram of a technique whichrelies on purely
analogue signal processing is shownin figure 10.10a. A simple squarer in
front of the phase discriminator PD is sufficient as a non-linear pre-pro-
cessing block, as compared with that required for carrier recovery. The PSD of
the signal at the outputof the phase discriminatoris depicted in diagram b of
figure 10.10. The spectral ranges of the sum anddifference frequencies which
were generated by the multiplication of the IF signal with itself are easy to
identify. The envelope of the QAM signal additionally generates a discrete line
in the spectrum at the frequency which corresponds with the symbolrate
transmitted. Thislineis identical with the clock frequency usedat the trans-
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Fig. 10.10. Example of a technique for clock recovery. a Block diagram, b Powerspectral density
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mitting end. The synchronisation of the clock frequency generated atthe re-
ceiver is effected by meansof a band-passfilter and a subsequent PLL, where
the centre frequencyofthe oscillator corresponds with the clock frequency,
which in turn corresponds with the symbolrate. After an amplitudelimita-
tion the clock signal is ready for the digital signal processing.

There are further techniques described in the literature [LEE, PROAKIS,
KAMMEYER,MAUSL] whichgenerate the error signal for the oscillator within
the analogue as well as within the digital range.

10.4.5 Demodulation of the QAM Signal

The demodulator has the task of converting the QAM signalto the baseband
and simultaneously splitting it into its in-phase and quadrature components.
After the temporal multiplication with two carrier signals which are orthogo-
nal to each other in phase, the resulting sum-frequencysignals of the two
components mustbe suppressedby one low-passfilter each. If the multiplica-
tion and thefiltering are achieved by meansof analoguesignal processing,
then both components will subsequently be available for A/D conversion in
the baseband.

By using conventional analogue technology a reasonably priced demodu-
lator can be manufactured. The disadvantageofthis solution is to be found in
the two parallel paths through which the in-phase and quadrature compon-
ents have to pass before sampling as well as in the parallel samplingitself.

The parallel signal paths can be transferredto the digital level if the modu-
lated signalis fed into a single A/D converterinits entirety. In this case the de-
modulation is carried out by the multiplication with two digital carrier sig-
nals. The required samplingrate for the sampling of the QAM signalat the IF
level, in accordance with the sampling theorem,will have to be at least twice
that of the highest frequencyto be foundin thesignal. For transmission in an
8-MHz channelthe resulting minimal sampling frequency would be:

B 8 MHzfimin = afr +] = 2{ 36. Mitz+SS) = 80.3 MHz. (10.14)2. 2

The high clock rate has various disadvantages whenused in consumerreceiv-
ers (e.g. high cost, high power consumption), so that a totally digital solution
must be ruled out at this moment.

A demodulation alternative arises if the QAM signal from the IF range at
36.15 MHzis converted to a second IF range. The centre frequencyof the sig-
nal should be chosen so as to correspond to the transmitted symbol rate.
This technique offers the advantage that the converted QAM signal as a
whole can be oversampled by a clock signal of a frequency whichis exactly
four times the value of the transmitted symbol rate. In the case of a symbol
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Fig. 10.11. Time graphof signals during processingin a system with a lockage between the suppressed
carrier signal and the transmitted symbolrate with subsequent quadruple oversampling

rate of 6.875 Mbaud, as mentionedin section 10.5.1, this results in a clock fre-

quencyof:

fo= 7 =4Rs5 = 4-6.875 MHz= 27.5 MHz. (10.15)0

Hencethere are exactly four samples for each modulated symbol. Figure 10.11
showsidealised signal forms. Thefirst graph showsthe received QAMsignal
after oversampling, the vertical arrows indicating the oversampled amplitude
values. For better understanding it also shows the shape of the equivalent
analoguesignal. Two symbols of a16-QAMsignalare used as an example. The
digital carriers required for the demodulation can be seen in the second and
third graphs. These also have four samples per period: 1, 0, -1, o for the
cosine-wave oscillation, and 0,1, 0, -1 for the sine-wave oscillation, respec-
tively. Here, too, the cosine waves andsine wavesof the equivalent analogue
signals have been plotted. The in-phase and quadrature componentsare gen-
erated by multiplying the sampled QAMsignalwith oneofthe twodigital car-
riers. These can be seen in the middle diagram offigure 10.11. The sameresult
is achieved by replacing the multipliers with a simple inverter which inverts
the QAMsignal for the second half of each symbolperiod. A subsequent de-
multiplexer divides the signal into two partial data streams in which every
second sample equals zero.

It follows that an individual symbol, viewed in isolation from the data
stream, has a mean value not equal to zero and an AC componentwhosedi-
rect wave hasa period durationofhalf the length of the symbol duration. The
fundamental frequencyis therefore identical with the Nyquist frequency. The
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Fig. 10.12. Frequencyspectra of signals processed ina demodulatorif the sampling rate
- has the quadruplevalue of the symbolrate

digital representation of the signals also results in the corresponding har-
monic-wave spectra.

Thesignal processing described is shownagainin the frequency domainin
figure 10.12. The signal spectra here are rectangular templates. The signal
spectrum shownin the second diagram is generatedsubsequent to sampling
with the oversampling clock. The centre frequency of the QAM signalin the
useful spectrum isfT = “4. Apart from this the image frequenciesofthefirst
harmonic-wave spectrum are plotted atfT> = *4. Following the multiplication
with the digital carrier signals the useful spectrum shifts to the baseband.At
the same timeasecondsignalportionis formedat the frequencyfT, = 2 (see
third diagram). This portion of the spectrum,which consists of the sum of the
carrier frequencyand the frequencies of the QAM signal, causes every second
sample in the wave-form of the in-phase and the quadrature componentto be
equal to zero. Each second sample must therefore be suppressed by a subse-
quent digital low-passfilter. In the time domain,thefiltering results in an in-
terpolation ofthe missing samples.Utilisation of one of the four samplessuf-
fices for the subsequent amplitude decision. Therefore the signal is subsam-
pled by a factor of four. Since the oversampling washigherby a factor of four
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than that required according to Nyquist, this subsampling just satisfies the
first Nyquist criterion (see section 7.1).

In reality no rectangular-shaped wave-forms occur, so that the instants of
the subsampling - or rather, Nyquist-sampling - have to be carefully chosen.
Finally, the conversion to the transmitted bit combination, the demapping of
the symbol, is carried out with the help of a table.

10.4.6 Differential Decoding of MSBs

The transmitted m-bit symbol words mustbedifferentially decodedin there-
ceiver,i.e. the differential encoding of the symbol words(see section 10.3.2)
performed in the transmitter must be revoked in the receiver. For this, as a
first step, the two mostsignificant bits of each m-bit symbol word transmitted
are separated from therest of the symbol word. The actual values Ix and Qx
have resulted in the encoder by the combination of their temporal predeces-
sors Ix_, and Qx_, with the actual MSBsof the uncoded symbol words Ax and
Bx. These must now berecoveredin the decoder from the transmitted Ix and
Qx. The rule for computing this process is found by solving the system of
equations specified in the standard (see (10.9)) for Ay and Bx:

Ag =(Qx ®1x4)- Ux ®Qx.)) tk lx.) (Qk ®Qx.)) (10.16)
By =(Ux @Qx4) (Qk lx4))+(Ik Olk1) (Qk OQK+))-

In accordancewith (10.16) the values received for Ip and Qx are to be stored
for one clock period and are thus denoted as Ix_, and Qx_,. By a comparison
with those values of Ix and Qx whichare received with a one-symboldelay,in-
formation can be gathered as to whether the successively transmitted sym-
bols are located in the same quadrantor in different quadrants. The actual
values for Ay and By result from the rotation of the symbols.

10.4.7 Conversion of Symbol Wordsto Bytes

Before the information received can befed to the error-correction unit it has

to be reconvertedto its original form of 8-bit data words. Care must be taken
that the same data-packet structureis generated as existed in the transmitter
before the symbol-word conversion(see section 10.3.1). In the case of the 64-
QAM,for example,there are three different possibilities of performingthere-
quired allocation (see section 10.4). Information is required by which the
original byte boundaries are recognised. This information can be gained
from the MPEGsync bytes. Therefore each IRD requires a sync-byte detector
which searches the data stream for the required bit combination -47;;7 for
the sync byte, or B8;;py for the inverted sync-byte - and transfers the infor-
mation to the symbol-word converter at the receiving end.
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10.4.8 Detection of MPEG Sync Bytes

The detection of the MPEG syncbytesis carried out before the error correc-
tion, hence in the uncorrected data stream.At this point a typical maximum
bit-error rate (BER) would be 2 - 10-4. A sync-byte detectorwill search the in-
coming data stream for data wordswith the values 47;;¢y or B8;;7. In princi-
ple, two kindsoffalse decisions can occur. Firstly, thereis a certain probability
that the transmitted sync wordswill be invalidated by the superposition of
unwanted signals in the channel. Assumingthat, on average, the disturbances
affect all bits to the sameextent, then, by approximation,the following sync-
byte error rate holds:

P, sync =1-@Q-BER)* SRST10%. (10.17)
Secondly, there are data words within the transport packets which have the
above-mentioned sync-byte values as useful information. If all data words
have a pseudo-random character andif all values occur with the same regu-
larity, then an occurrence probability for a data byte of the value 47;;py or
B8y¢x can be established as follows:

Py =Pgg= 05° = Vaso= 3:91:107. (10.18)

While thefirst type of error prevents the detection of a transmitted packet,
the second type wrongly indicates to the detector the beginning of a packet.

The length ofthe packets before passing throughtheerrorcorrection is ex-
actly 204 bytes. Apart from the sync byte it comprises 187 useful bytes and 16
redundant bytes. Assuming that each one of the 203 useful and redundant
bytes can take on one of the two sync-word values independently of each
other, this will result in an occurrence probability of at least one value of
47ex OF B8p7x within one packet:

P2,Packet = 1 -(0 -P,, )?3 .(1-Ppg)? = 0.8. (10.19)

This implies that, through the second typeof error alone, approx. 8 out of 10
packets can be erroneously detected.

By exploiting the temporal redundancyin the periodic packet structure of
the MPEGdata this unacceptable numbercan be considerably reduced. The
detector output is then only activated if a random combination of the two
values 47ypyx OF B8y7x Occurs exactly n times during a packet length. The
probability of all 203 combinations occurring (as a function of n) is com-
puted as:

P, Packet =1 -Q -Pi, )7°3 , ( —P33) °°? . (10.20)

The probabilities for n = 2,3 and 4 are given in table 10.3.
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Table 10.3. Occurrence probability of data words
of the value 47ry or B8yry as a function of the number
of MPEG packets required for the detection

n 2 3 4

P 6.18-10° 2.42+10° 9,32:10°

 

e,Packet 

Thefirst type of error, however, leads to less favourable effects. The prob-
ability that with a non-ideal channelat least one erroneous sync byte will oc-
cur amongthe n consecutive ones increases with increasing n.

Pe syne =1-( ~BER)™ =n-16-10., (10.21)

When dimensioninga detector, which mightbe realised as a correlator, both
error probabilities must be taken into accountas a function of the numbern.
The whole of the following decoder processing relies on safe sync informa-
tion, which has already been described in sections 9.4.5 and 9.4.6 using the
example of the satellite decoder.

10.5 Performance Details of the Standard

Whenusing the DVBstandardfor the cable-based transmission of DVBsig-
nals there are two aspects of particular importance. Thefirst is to know how
much useful information can be transmitted, practically error-free, over a
transmission channel with a given bandwidth,andthe secondis to know the
amount of the required carrier-to-noise ratio.

10.5.1 Determination of Useful Data Rates

In accordancewith (10.11) the maximum symbolrate which can be transmit-
ted in an 8-MHz channelis limited to a value of 6.96 Mbaudbytheroll-off
factor « = 0.15 whichis specified in the standard. The grossbit rate results
from multiplying the numberof bits m transmitted per symbol. The gross
bit rates for various QAM techniques are given in table 10.4. To obtain the
useful data rate, the portion of the data rate provided for the error correction
mustfirst be deducted. The DVB standard uses a Reed-Solomonerror pro-
tection of code rate R ='®8/,, ,. Since the data rate can only be given in combi-
nation with a channel bandwidth,it is usual to divide the useful data rate by
the channel bandwidth. The resulting value is referred to as spectral effi-
ciency.Its unit is bit/s per Hz. The spectral efficiency, which is only theoreti-
cally possible, is identical with the number of bits transmitted per symbol.
Through the introduction of the error correction the values decrease by the
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Table 10.4. Performance details of various QAM techniques

QAM Numberof Grossbit rate Useful bit rate Bandwidth
technique bits per in one 8-MHz in one 8-MHz efficiency

symbol m channel channel
[Mbit/s] [Mbit/s] [bit/s per Hz]

256-QAM 8 55.65 51.28 6.4
64-QAM 6 41.73 38.45 4.8
32-QAM 5 34.78 32.05 4
16-QAM 4 27.82 25.63 3.2 

factor R, and throughtheutilisation of a matchedfilter they decrease by the
factor 1/(1 + a).

The original plan of Deutsche Telekom wasforthe signals to be fed into the
CATV network at a symbol rate of 6.875 Mbaud [scHaak]. A transmission
with 64-QAM would haveresulted in a gross data rate of 41.25 Mbit/s and, af-
ter deducting the error protection, a usefulbit rate of 38.01 Mbit/s. This is ex-
actly the bit rate transmitted in each transponder in DVBsatellite transmis-
sions (see section 9.5.1). Signals which are contributed to a head-endas de-
scribed above can generally be fed into the cable network in two ways. One
optionis to feed a complete data stream in its entirety into a cable channel af-
ter its having come from a transponder, subsequent to a QPSK demodulation,
a Viterbi decoding, and a QAM remodulation.In this case it is not necessary
to carry out de-interleaving, RS-decoding, energy dispersal, and the respec-
tive processing steps at the encoder. The other option is to combine new
MPEGtransport streams from various partial data streams, which in their
turn were transmitted in different transponders, and to subsequently feed
them into various cable channels. In this second case a complete decodingis
necessary. The simultaneousutilisation of at least two transponders must be
possible. The signals transmitted in the transponders are not generally in
synchronism with each other. The exact values of their actual data rates are
subject to the usualtolerances. As the multiplex units operate on a synchro-
nous timebase, the individual MPEGtransportstreamshaveto be adaptedto
the highest transmitted data rate. This can be achievedbyinserting stuffing
packets into the individual data streamsuntil the data rates of the varioussig-
nals are identical. For this reason Deutsche Telekom has increased the symbol
rate for a DVB transmission by cable from 6.875 Mbaudto 6.9 Mbaud.Thisre-
sults in a sufficient useful data rate of approximately 38.15 Mbit/s. The corre-
sponding gross data rate is 41.4 Mbit/s.

Table 10.5 is taken from appendixBofthe standard andgives further exam-
ples of a system configuration.It illustrates the flexibility of the DVB cable
standard. Becausethereis a possibility of combining the channel bandwidth
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Table 10.5. Examples of system configurations

Useful bit rate|Gross bitrate Symbolrate Bandwidthused Modulation
[Mbit/s] [Mbit/s] [Mbaud] [MHz] scheme

38.1 41.34 6.89 7.92 64 QAM
31.9 34.61 6.92 7.96 32 QAM
25.2 27.34 6.84 7.86 16 QAM

31.672 PDH 34.367 6.87 7.90 32 QAM

18.9 20.52 3.42 3.93 64 QAM
16.0 17.40 3.48 4.00 32 QAM
12.8 13.92 3.48 4.00 16 QAM

9.6 10.44 1.74 2.00 64 QAM
8.0 8.70 1.74 2.00 32 QAM
6.4 6.96 1.74 2.00 16 QAM

and the numberofbits transmitted per symbol, the useful data rate can be in-
creased from approx. 6 Mbit/s to more than 38 Mbit/s. With the DVB cable
standardit is possible to achieve a data rate of, for instance, 31.672 Mbit/s by
using at least a 32-QAM.Therefore the standard is also compatible with the
terrestrial PDH (plesiochronousdigital hierarchy) networks.

10.5.2 Carrier-to-noise Ratio Required in the Transmission Channel

The spectral efficiencies of the modulation types specified in the standard
can be seen in figure 10.13 (except for the 128-QAM), each as a function of the
required carrier-to-noise ratio. A bit-error rate of 2 - 1074 was chosenforthis
example. In this case the powerof the subsequenterror correction is just suf-
ficient for a practically error-free signal to be interfaced at the decoder output
(see section 6.2.6). The theoretical values for a redundancy-free transmission
in accordance with section 7.5 are markedin figure 10.13 as crosses. The con-
version of E,/N, to C/N wascarried out in accordance with (10.5). The posi-
tions of the DVBsignals are represented by dots, for which purpose (10.7) was
used to compute the C/N values. Each transfer from the theoretical signal to
the DVBsignal improvesthe carrier-to-noise ratio by approx. 1 dB. These im-
provements are mainly dueto the introduction of the matchedfilter in the re-
ceiver, which results in a decrease of the actually effective noise power (see
Section 10.1). This gain, however,is paid for by a reduction in the useful data
rate, which manifests itself in a lower bandwidth efficiency.

Furthermore, figure 10.13 shows the upper limit of possible C/N values,
which follows from (10.4) if the DVB signals are fed into the cable networks
with a power reduction of 13 dB.
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10.6 DVB Utilisation in Master AntennaTelevision Networks

In the RACE Project “DIGISMATV”extensive work was carried out on the
transmission of DVB signals in SMATVcable networks. Onthe basis of the
obtained results the standard for the transmission of DVB signals in CATV
networks[ETS 429] and that for the transmission of DVB signals in SMATV
systems [ETS 473] were both adapted by the DVB Project. The results intro-
duced here are based essentially on the findings by [picismaTv].

SMATV networks make available to their customers DVB signals which
can be decoded with commercial IRDs. These mustbe transparent from the
SMATVhead-endright up to the user outlet, without the signal being con-
verted to the baseband. Twodifferent systems were defined to perform this
task:

(1) System A includes the conversion of the DVBsatellite signal (in accord-
ance with [ETs 421]) into a DVB cable signal (in accordance with [ETs
429]). This conversion consists of a demodulation of the received QPSK

signal and its Viterbi decoding as well as a subsequent remodulation by
means of a quadrature amplitude modulator. The use of a de-interleaver,
an RS-decoder and a unit for the energy dispersal as well as the corre-
sponding processingsteps at the encoderare not absolutely necessary. In
[ETS 473] a differentiation is made between ‘full implementation’ and
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‘simplified implementation’. In both cases the customer requires a cable
IRD for the decoding of the signal provided.

(2) System B enables a direct distribution of the DVBsatellite signals in the
cable network.Here, too, there are two variants, which dependonthe in-
tended frequency ranges. For the SMATV-IF system the signals in the sat-
ellite IF range (i.e. above 950 MHz)arefed into the distribution network.
In this case the customer requires a satellite IRD in order to decode the
signals delivered. In the SMATV-S system thesatellite IF signal is down-
converted to a range within the frequency band between 230 MHz and 470
MHzfor distribution over cable. Before it can be decoded by a conven-
tional satellite IRD decoder, it must be reconverted to the regularsatellite
intermediate frequency.

An essential factor in the choice of a SMATV system is the cost-per-
formance balance. System B is the more economical solution. However, the
application of the QPSK technique and the high transmission bandwidth
that this technique entails exact a certain toll. The high frequency range of
the satellite IF used in the SMATV-IF system for transmission in cable net-
workshas the disadvantage of considerable cable attenuation, a fact which
limits the system to short cable lengths. This disadvantage can be partially
avoided by the SMATV-S system. However,in this case there is an additional
requirement for frequency converters, which drives up the costs. It is only
systems with a large numberof subscribers that justify the expenditure en-
tailed by the transmodulation, as recommended under(1). Numeroussys-
tems, however, do not attain the limit values for CATV networks discussed

in section 10.1 because of the costs involved. Of particular importance are
the differences in the domain of echo suppression. Investigations have
shown that in SMATV systems there can occur echoes whose amplitudes
differ considerably from those in CATV networks. Underadverse conditions
they can have an amplitude which is only 10 dB belowthat of the mainsig-
nal. Due to the cumulative effect of two time-shifted subsignals the fre-
quency response assumesa ripple characteristic. The ripple r,, is expressed
in logarithmic form as the ratio between maximum and minimum ampli-
tudes:

Fy = 20 los|2), (10.22)1-@

In the above case the ripple is approx. 6 dB.
The difference in delay time between the main signal and the echoresults

from the ratio of the echo path, whichis twice the cable length, to the velocity
of propagation of the wavein the cable. Depending onthe type of cable used,
the velocity of propagation is approx. 70%that of the speed of light, so that
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with a cable-connection length of 10 m the difference in delay time would be
approx. 100 ns.

The distortions caused by the effect of the echo on the main signal can be
cancelled by an equaliser at the receiver. Additional information is not re-
quired for the equalisation [BENVEN].

Simulations have shownthat the transmission of a 64-QAM signal makes
the use of an equaliser indispensable if the ripple exceeds 1 dB and if more
than tworipples are to be found within the transmission channel. The dete-
rioration of the signal as opposedto a transmission in an undistorted channel
can be equalised up to 1 dB. Equalisers which can simultaneously process nine
subsequent symbolswill be quite adequatefor this purpose. The equalisation
of the channel impairmentis mainly performed in the basebandso that the
corresponding equalisers have a complex structure. The forms of implemen-
tation can nevertheless vary. In the literature the various algorithmsare dis-
cussed in detail (e.g. [PROAKIS; LEE; KAMMEYER; GERDEN]).

10.7 Local Terrestrial Transmission (MMDS)

The DVBcable standardis intended notonly for the transmission of DVBsig-
nals over cable but alsofor local terrestrial transmission in the microwave do-

main below 10 GHz. The systems operating in this microwave domain are
called MMDS (microwave multichannel/multipoint distribution system,see
section 9.6) and differ fundamentally from the traditional terrestrial broad-
casting system by the designated frequency bands in which they operate and
the related propagation characteristics of the electromagnetic waves. Dis-
tances of more than 60 km betweentransmitter and receiver, which are quite
usual in traditional terrestrial broadcasting, are not possible in the micro-
wave domain. The future technique, which can operate in the UHF and VHF
bands in conventional transmission networks,is described in chapter 11. For
transmission in the microwave region there mustnot only be short transmis-
sion paths, but also a directline-of-sight from the transmitter to the receiver.

The DVB specification with the designation DVB-MC (DVB Microwave
cable-based), has beenratified as European standard EN 300 749 [EN 749]. An
importantreason for adopting the cable standard wasto ensurethatidentical
signal processing would be used in as many applications as possible. A
bandwidth-efficient and robust technique for modulation and channel cod-
ing was achieved with the cable standard andthis should also be suitable for
microwave distribution.
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Symbols used in Chapter 10

Ax
B

b;
Bx
Cll
CIN
E,
f
Tix
ty
H(f)
LI(t)
i

Ix

=a"
m

N
n

NoO

PSD,,

MSBbefore differential coding and after differential decoding
bandwidth

bit of value 27

MSB-1 before differential coding and after differential decoding
carrier-to-interference ratio (as defined)
carrier-to-noise ratio (as defined)
energyperbit
frequency in general
frequency (as defined)
Nyquist frequency
transfer function

in-phase componentofa signal
running variable, integer
MSB ofthe I-componentafter differential coding and before differential
decoding
I, delayed by one clock
number of constellation points of m bits which are transmitted per symbol,
M=2”

bits per symbolor running variable
noise power
running variable, integer
noise-power density
powerspectral density (as defined)
probability (as defined)Ix

Q,Q(t) quadrature componentof the signal
Qk

Qk
R

Tin

Rs
Sry
Thy

s

ADORH

MSBof the Q-componentafter differential coding and before differential
decoding
Q, delayed by one clock
code rate

in-bandripple
symbolrate, baud rate
signal power(as defined)
clock period (as defined)
symbol duration
roll-off factor

phase rotation of echo channel
amountof transfer function in the echo path
delay time of echo
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Its Decoding Technique

Of the standards for digital broadcasting via the “classical” media (cable,
satellite, terrestrial transmitters) the specification for terrestrial transmis-
sion (DVB-T) was developedlast. In the early days of the DVB project the
main priority for digital television was the transmission bysatellite and ca-
ble, so it was only after completion of these two standardsthata draft of the
specification for terrestrial transmission was prepared, which was adopted
in December1995. Terrestrial transmission is far more complex thansatellite
or cable transmission, from the point of view of user requirements, with re-
gard to the characteristics of the transmission path, and in view of the tech-
nical solutions that are called for. Furthermore, while the first two systems
were being developed it was possible to draw upon practical experience ac-
quired in the professional field, for instance with respect to modulation
techniques for QAM and QPSK.Inthefirst half of the 1990s, the terrestrial
transmission of digitised broadcasting signals had only beentested in digital
audio broadcasting (DAB), and here, too, without the experience of having
worked with large numbers of receivers. Only in November 1998, thefirst
DVB-T network became operational in the United Kingdom. During that
same period a network wasbuilt up in the northern part of Germany, which
by now includes some 20 operational transmitters. Since 1998 DVB-T has
been introduced in European countries like Finland, Sweden and Spain.
Over and above that, Australia, Singapore and Taiwan also decided on
DVB-T,especially since practical tests had proven that mobile reception of
DVB-Tis possible, and launched DVB-Tservices. In recentyears, the proven
ability of DVB-T to address mobile receivers has been an importantcriterion
in deciding on an ideal digital terrestrial system in several countries. Even
though mobile reception was not required whentheterrestrial standard was
developed, the robustness of the standard has attracted considerable inter-
est. Fostered by the rapid progress in the developmentof receivers, DVB-T
in the meanwhileoffers the possibility to address receiversin all kinds of en-
vironments, like stationary, portable and mobile reception.

The preparation of the specification presented here required the close co-
operation of many dedicated and expert partners from various European
countries. A prominent role was played not only by individual industrial
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companies, broadcasting corporations and network providers, but also by
the research consortia already mentionedin section 1.2.2.

11.1 Basics of Terrestrial Television Transmission

The distribution of television programmesby wayofterrestrial transmitters
is the “classical” technology of broadcasting. In contemporary analogue
television in Europe (PAL, PALplus, SECAM)a typical content provider as-
sumesthe responsibility to provide a single television programmefor the
greatest possible section of the population. For example, in Germanythis
meansthat a typical viewer in a metropolitan area requires up to three dif-
ferent rooftop antennas in order to receive - at a good quality level - six or
seven television programmesfrom upto three transmitting stations at dif-
ferent locations. “Quality” should be interpreted here as the overall effect,
the sum of variousinfluences including the manypossible disturbancescre-
ated by noise and interference. The concept of the provision of services to
viewers andthe extent of permissible disturbances are defined in the "guide-
lines for the assessment of the provision of TV services from the first and
second German public programmes and the Germanpostal services (now
Deutsche Telekom AG)" (Richtlinie fiir die Beurteilung der Fernsehver-
sorgung bei ARD/ZDF und DBP)[IRT].

A typical home receiver operates with a rooftop antenna, which should
have a gain of approx. 7 dB (VHF)or 10 dB (UHF). The considerable direc-
tivity of the rooftop antenna, apart from the inherent increase in the signal
powerobtained by the gain, can partially reduce echo impairments caused
by reflection from hills, buildings or suchlike.It is also possible to partially
reduce the harmful effects of other transmissions in the same channelor in

adjacent channels.
A good rooftop antenna guarantees television viewers in the service area

of a transmitter a satisfactory video and audio quality, although someidenti-
fiable disturbances in the form ofslight echoes, some noise and sporadic
sputter can occur.

The reception conditions within the service area can,ideally, be described
by the so-called Gaussian channel model, which is based on a direct signal
path from transmitter to receiver, overlaid with additive white Gaussian
noise (AWGN)which is mainly producedin the receiveritself.

In order to include the impairment caused by echoesit is necessary to
enlarge the channel model. The transmission path knownas “Ricean chan-
nel”, takes into account the effect of multipath signals in addition to noise
and to the dominating direct signal path between transmitter and receiver.
The statistics of these multipath signals are approximated by a Riceandistri-
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bution [LUKE 1]. As opposed to analoguetelevision, in which echoes are
moreorless visible in the form of double contours on the screen, echoesin

the case of DVB signal reception - when the delay time has exceededacer-
tain value - cause an increase in intersymbolinterference (ISI), which ulti-
mately results in an increase in the bit-error rate. This increase must then be
corrected, for example, by increasing the transmission power. A simulation
of the power requirements for the terrestrial DVB standard applied the fol-
lowing mathematical model to describe the Ricean channel, where 20 echoes
were taken into consideration [ETS 744]. The output signal y(t) of the chan-
nel modelis described as a function of the input signal x(t)

N
e ~ 7270,

Po x(t) + Dipje Vi x(t -7; )
i=l

y(t) = X. (11.1)
|> PF

i=0

where:

P. = attenuation in the direct signal path
N. = numberof echoes(here 20)

Pi = attenuation in echo path i
0; = phase rotation in echo pathi
t; = relative delay time in echo path i

The Ricean factor K = 06 /yp? denotes the ratio of the signal in the di-
rect path to the sum ofthe signals in all echo paths. K = 10 dB wasused for
the simulation.

In table 11.1 the values given for the simulation of the performance data
for terrestrial DVB standards are for attenuation, relative delay time, and
phase rotation. Figure 11.1 shows the attenuation of the 20 echo paths as a
function of the echo delay time.

A comparison of the results of simulations, in terms of carrier-to-noise
ratio (C/N) required for quasi error-free (QEF) reception of a DVBsignal in
the AWGNchannel, with the respective values in the Ricean channel shows,
as expected, that the Ricean channel has higher requirements. The addi-
tional requirement(see section 11.6) is actually in the range of 0.3 to 1.1 dB,
according to the choice of system parameters. This additional requirementis
valid for a system with non-hierarchical modulation (see section 11.5). An in-
crease in the transmission power by a maximum of 30%is therefore re-
quired to compensate the effect of echoes.

Reception with a rooftop antenna can be viewedas stationary reception
and the directivity of the antenna can be usedeitherfor the selection of the
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Table 11.1. Data for simulation of the terrestrial transmission channel.

The values relate to the parametersin (11.1) and (11.2) 

i Q, t, [ps] ©,[rad]
1 0.057662 1.003019 4.855121
2 0.176809 5.422091 3.419109

3 0.407163 0.518650 5.864470
4 0.303585 2.751772 2.215894

5 0.258782 0.602895 3.758058
6 0.061831 1.016585 5.430202

7 0.150340 0.143556 3.952093

8 0.051543 0.153832 1.093586

9 0.185074 3.324866 5.775198

10 0.400967 1.935570 0.154459
11 0.295723 0.429948 5.928383

12 0.350825 3.228872 3.053023

13 0.262909 0.848831 0.628578
14 0.225894 0.073883 2.128544

15 0.170996 0.203952 1.099463
16 0.149723 0.194207 3.462951
17 0.240140 0.924450 3.664773

18 0.116587 1.381320 2.833799

19 0.221155 0.640512 3.334290

20 0.259730 1.368671 0.393889

0,4

0,3

0,2

0,1

0 ] 2 3 4 5 6
—“ps

Fig. 11.1. Example of an echo profile used for the representation of the terrestrial transmission channel
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direct signal or at least for choosing a dominantechosignal as the main re-
ception signal. The situation changes in two main wayswith the transition to
a portable receiver. Firstly, the movementof the receiver during reception
can cause changes to the reception condition, particularly inside buildings.
Secondly, rod antennas on portable receivers bring no noticeable antenna
gain or directivity.

Thefirst version of the commercial and user requirementsfor terrestrial
digital television in Europe defines the “stationary reception with a portable
receiver” as one of its objectives. Mobile reception was thusdeliberately not
included as an objective. In comparison to the reception with a rooftop an-
tenna, however, this limitation means it can no longer be taken for granted
that a direct signal path would dominate. Consequently, for the simulation
of the channel model, which is representative of this case, the term which
describes the direct signal path was eliminated in (11.1). This leads to (11.2).

N, i? @_ 7220.

dpe x(t -1;)
y(t)= 4 (11.2)

 
The transmission channel modelled in this way, with echoes of moreorless
equalpriority, is called “Rayleigh channel” [LUKE1] since the distribution
of echoes correspondsto a Rayleigh distribution. Like the Ricean channel,
the Rayleigh channel - as compared to the AWGN channel - requires a
higher carrier-to-noise ratio. Section 11.6 presents simulation results which
showthatfor an error-free reception - according to the choice of parameters
in the standard- carrier-to-noise ratio is required which is up to 9 dB higher.
This ratio, too, is valid in the case of non-hierarchical modulation (see sec-

tion 11.5). An increase in the carrier-to-noise ratio by 9 dB would require an
eight times higher transmission power. Naturally, an increase of that magni-
tude hardly seemsrealistic.

The portable receiver therefore is affected by the lack of gain in the receiv-
ing antenna (for example, approx. 10 dB in the UHF band,whichis the band
most relevant to DVB), and bythe signal deterioration in the Rayleigh chan-
nel. Additionally, further losses occur due to the fact that the reception an-
tennais often inside a building and often close to groundlevel, while an an-
tenna height of 10 m from groundlevel is assumed in the calculation of the
coverage according to [IRT].

In 1997 the “Chester 1997 Multilateral Co-ordination Agreement” was de-
veloped to describe technical criteria, co-ordination principles and proce-
duresfor the introduction of DVB-T in Europe andcertain regions aroundit
[CHESTER]. It contains, amongother things, statements about the signal lev-
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els required for DVB-T and field strength values. This agreement is an
amendmentof the Stockholm agreement of 1961 and constitutes an interim
solution to define planning parameters for the protection ratios in the
course of the introduction of DVB-T. Therefore, it will be necessary to revise
the Stockholm agreement in a follow-up conference, which is planned in
2005. This conference needs to define coverage objectives and frequencyre-
quirements for DVB-T; existing determinations will be adapted to the ex-
periences gainedin real networksandto recent technical developments.

Three different receiving conditions were looked at in this new agree-
ment: fixed antenna reception, portable outdoor reception and portable in-
door reception at groundfloor. In the case of a portable receiver outside a
building the change of the antenna height from 10 m to 1.5 m results in a re-
duction in field strength of 12 dB. Taking this value as a basis, the result is a
requirementfor an overall increase by approx.30 dBinfield strength forsta-
tionary reception with a portable receiver outside buildings (7-8 dB due to
the Rayleigh channel, 10 dB loss in antenna gain, and 12 dB dueto a decrease
in height above groundlevel). With reception inside buildings the field-
strength loss is additionally increased owing to the attenuation caused by the
walls of the buildings. [CHESTER] recommendsusing a building penetration
loss of 7 dB with a standard deviation of 6 dB. In theory,the resulting overall
effect is an increase in field strength by up to 36 dB (approx. 7-8 dB + 10 dB
+ 19 dB), if stationary reception using a portable receiver on the ground
floor of a building is to be guaranteed. However, [CHESTER] does not take
into consideration the local environment but instead uses generalised as-
sumptions meaningthat in practice the theoretical increasein field strength
is not required. Besides, practical values highly depend onreception tech-
nology used. For instance, within the framework of [CHESTER] values were
based on a receiver noise figure of 7 dB. In the meantime, noise figures, in
the range of about 2 dB can be achieved using adapted antenna pre-
amplifiers (see section 11.4). Further improvements can be expected in fu-
ture.

The reception of DVB-T by portable receivers inside buildings was not a
planningcriterion in the United Kingdom.In countries like Germany, how-
ever, where the percentage of TV households equipped with cable orsatellite
receivers exceeds 90 % “portable indoor” is a must. Therefore the networks
will have to be planned accordingly. The latest investigations which are
based on topographical data have shownthatin the area considered, indoor
portable reception will be possible [REIMERS 6]. The investigations were car-
ried out for Schleswig-Holstein, a rather flat part of Germany based on the
existing transmitter locations. A reduction of the total transmitter power
currently in use for the broadcasting of one analogue TV programme by a
factor of 3.6 and the use of single frequency networks were assumed.
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In Berlin DVB-Tservices wereofficially launched in 2002. Other German
countries will take part in 2004. The coverage area for these services will be
defined in such a way that in the metropolitan areas portable indoorreceiv-
ers can be used whereasportable outdoorreception will be possible through-
out the rest of the country.

The hierarchical modulation described in section 11.5 will offer an option
for the terrestrial transmission of DVB signals by which the sudden disrup-
tion of the reception, at least for individual programmeswithin a data con-
tainer, can be mitigated.

11.2 User Requirements for a System for Terrestrial Transmission of DVB
Signals

For the first time in the history of television engineering, terrestrial trans-
missions were not introduced first, the initial services being delivered by
satellite or cable transmissions instead. Regarding the DVB Project, the sys-
tems for transmission bysatellite and for subsequent distribution over cable
have established manyof the conditions for the standardofterrestrial televi-
sion. The original user requirements of the system for terrestrial transmis-
sion of DVB signals have to be seen against this background. Only the most
importantcriteria are listed below from the catalogue of user requirements.

(1) The system for terrestrial transmission should have as much similarity
as possible with the systems for cable andsatellite. This will ensure that
the homereceiver technology will have as much similarity as possible
with that of cable andsatellite.

(2) DVB programmesshould be transmitted in data containers and their
capacities should be as large as possible. The channel bandwidth in
Europe should be chosen so that a channel spacing of 8 MHz can be
supported. Channels with 7 MHz spacing need not be supported, which
implies that the introduction of DVB is not intended for bandsI andIII
(VHFrange).

(3) The system should have optimum area coverage for stationary recep-
tion with a rooftop antenna. The support of stationary reception with
portable receivers is desirable; mobile reception is not a development
objective.

(4) It should be possible for DVB signals to be transmitted in terrestrial
single-frequency networks. Single-frequency networksconsist of trans-
mitters which transmit exactly identical data streams in synchronism
with each other, using the same transmission frequency. Neighbouring
transmitters support each otherin their coverage task. The topography
of the networkis essentially characterised by the maximum permissible
distance to the next transmitter.
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(5) The standard should allow the commencementofterrestrial transmis-
sion of DVB signals in 1997. The technology of the homereceiver must
be designed to enable the production of reasonably priced equipment
by 1997.

(6) Finally, “hierarchical modulation” should be included as an option.

For the technical layout of the system for the terrestrial transmission of
DVB, requirements 1 and 4 are of paramount importance. In order to
achieve the greatest possible similarity between the standardsforterrestrial
and satellite transmission the very same forwarderror correction was cho-
sen which had beenspecified forsatellite transmission, This comprises inner
and outer error protection as well as interleaving (see section 6.4 and 9.3).
The requirement for the support of single-frequency networksleads auto-
matically to the choice of an orthogonal frequency division multiplex
(OFDM) as a modulation technique (see section 7.6). The combination of
this modulation technique with the known methodsoferror protection has
been termed “coded orthogonal frequency division multiplex” (COFDM).

Changes which were later incorporated in the commercial and userre-
quirements were the result of non-European countries beginning to ask for
solutions to 6-MHz and 7-MHz channel spacing andof the growing demand
for mobile reception. As a consequence, DVB-T was eventually madeavail-
able in versions appropriate for 6-MHz, 7-MHz and 8-MHz channelspacing
and can evenbereceived by fast-movingreceivers.

For the design of a standard for the terrestrial transmission of DVBsig-
nals on the basis of COFDMit is the required maximum distance between
mutually supporting transmitters in a single-frequency network which pri-
marily decides what the minimum length of the required guard interval
should be (see section 7.6). In simplified terms it can be said, that the re-
quired duration of this guard interval can be computedif, for each receiver
location at which it becomes impossible to decode the signal of one of two
transmitters in the presence of signals from the other without the existence
of the guard interval, the time difference between the two signals has been
determined, which is computed by taking into account the distance from
transmitter to receiver and the velocity of propagation. The guard interval
should then be longer than the greatest time difference resulting from this
computation. In the United Kingdom,in particular, investigations into the
relationship between the chosen length of the guard interval and the per-
centage of the population that can be provided with DVB services were car-
ried out [LAFLIN]. According to these investigations, 97 % of the population
can be supplied with a national single-frequency networkif the length of the
guard interval is 500 ps, 91% at 250 Us, 76% at 125 ps, and 63% at 62,5 LIS.
This analysis provides a possible approach to the determination of the
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length of the guard interval. When national single frequency networks need
to be supported, the guard interval should beat least 200 us. This represents
a maximum difference of approx. 60 km in distances between neighbouring
transmitters and the reception point.

In the process of generating the specification for the terrestrial transmis-
sion of DVB, the determination of the guard interval led to a particularly
complex co-ordination problem betweenthe participating nations. Probably
none of the technical parameters with respect to DVB caused suchprolific
correspondence, even between the ministries responsible for broadcasting in
the various countries, as did the length of the guard interval. It will be shown
in section 11.3.2., that the choice of a guard interval length of 200 jis repre-
sents a decision in favour of a rather complex variant of COFDM (8K
COFDM). The adoption of this variant, particularly in the opinion of the
representatives from the United Kingdom, meant that the complexity of the
terrestrial receiver would be so great that the estimated costs for such
equipment would be too high and the introduction schedule (1997) could
never be met. Against the background of a White Paper published by the
government in London in 1995 (see chapter 1) the relevance, in the United
Kingdom,of a national single-frequency network seemedto have taken sec-
ond place to the importance of the adherence to the implementation sched-
ule. The representatives of other nations, such as Spain, strongly insisted on
the guard interval with a length of 200 1s becauseof the belief that only with
the introduction of national single-frequency networks terrestrial DVB
would be possible in their countries. The Spanish partners of the DVB Pro-
ject, as well as several others, attached less importanceto the possible intro-
duction of the system in 1997. As will be shown,it was possible to satisfy
both positions byfinally arriving at a specification which allowed fordiffer-
ent complexities and at the same time provided a choice of guard intervals
with different duration.

11.3 EncoderSignal Processing

Numerousparts pertaining to the system for the terrestrial transmission of
DVBsignals are identical with those of the other systems previously de-
scribed. Figure 11.2 depicts the block diagram of the encoder, in which the
shaded components are exactly the same as those usedin thesatellite stan-
dard andtherefore require no further explanation.

1.3.1. Inner Interleaver and Symbol Mapping

A first new processing elementis an inner interleaver, which follows the in-
ner error protection. Since OFDM is a multicarrier technique, which can,
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Fig. 11.2. Block diagram of an encoderfor terrestrial DVB with non-hierarchical modulation

among other things, be used to minimise the effects of frequency-selective
impairments as a result of either multipath-reception interference or exter-
nal sourcesof interference, the distribution of successive data over the large
numberof available carriers is suggested. The distribution pattern should
help disperse the effects of disturbances - even of a longer duration - affect-
ing individual neighbouring carriers or a whole group of these, such that a
correction will hopefully be achieved by the bitwise-functioning inner error
protection.

The interleaving takes place in two steps. As a first step, 126 successive
bits are combined into a block. Within this block the bits are then inter-

leaved (bit interleaver). Subsequently a large numberof blocks, generated
from interleaved data in this way, is defined as a new block, within which
whole groupsofbits (symbols) are then interleaved (symbol interleaver).

It will be shownin sections 11.3.2 and 11.3.3 that in the two variants of the

COFDMtechniqueeither 1512 (in 2K COFDM)or 6048 (in 8K COFDM)sin-
gle carriers each are simultaneously modulated with useful data, and com-
bined in an OFDM symbol. In addition to these 1512 or 6048 useful carriers
another193 or 769, respectively, are contained in the same OFDM symbolfor
synchronisation etc. The entire OFDM symboltherefore comprises either
1705 or 6817 single carriers. The process of interleaving refers to this struc-
ture of the OFDM symbolin various ways.

According to the choice of method for the modulation of the individual
useful carriers with useful data, each of the carriers requires several useful
bits. Alternative modulation procedures are QPSK, 16-QAM and 64-QAM.
For QPSK,2 bits are required for the modulation of each carrier(1 bit for the
real and 1 bit for the imaginary axis in accordance with 4 possible constella-
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tions), for 16-QAM,4 bits are required (2 bits for the real and 2 bits for the
imaginary axis in accordance with 16 possible constellations) and for 64-
QAM,6 bits are required (3 bits for the real and 3 bits for the imaginary axis
in accordance with 64 possible constellations). Consequently, for the crea-
tion of QPSK-modulated OFDM carriers two of the bitwise-functioning in-
terleavers will also be connected in parallel. For the 16-QAM thereare four,
andfor the 64-QAM there are six such interleavers. The interleaver structure

for 16-QAM is shownas an examplein figure 11.3. The choice of blocks of 126
bits for the bitwise interleaving makesit possible for a whole numberof such
blocks to be used in both COFDM variants (1512 = 12 - 126, 6048 = 48 - 126).

The secondlevel of the interleaver works on the basis of the symbolsre-
quired for the modulation of the useful carriers. In order to make room for
the already- mentioned193 or 769 carriers which are required for synchroni-
sation, the symbol interleaver generates no continuous stream of useful
symbols at its output, but outputs an intermittent stream, which hasinter-
vals at points at which the additional carriers can be inserted.

In view of the great numberofpossible variations of the inner interleav-
ing, which depend not only on the modulation technique but also on the
chosen COFDMvariant, the possible types of interleavers cannot be dealt
with at this point. For further details the readeris referred to [ETS 744].

Each of the individual useful carriers of the OFDM signal is therefore
separately modulated. A choice can be made between the modulation tech-
niques QPSK, 16-QAM and 64-QAM. Furthermore, for the hierarchical-
modulation technique (to be discussed in section 11.5) a so-called multireso-
lution QAM of type MR 16-QAM or type MR 64-QAM mayalso beselected.

The allocation of sequential bits to the symbols of the chosen modulation
technique is carried out in accordance with a method named after Gray
[LUKE 1]. The reason for the selection of this technique is that it produces
only one bit error in the case of the most probable transmissionerrors,i.e.
whenjust one of the decision thresholds between two neighbouring constel-

interleaver 0

serial input symbol
bit stream interleaver 
Fig. 11.3. Structure of an innerinterleaver for the generation of 16-QAM symbols
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Fig. 11.4. Constellation diagram for the modulation of the individualcarriers in the terrestrial DVB standard

lation points is crossed. Consequently, the ordering of the symbolsin the I/Q
plane mustbe effected in such a way that the symbols runningparallel to the
I-axis and the symbols running parallel to the Q-axis may only differ from
each other in one place. The result of the "Gray mapping" is shownin figure
11.4.

11.3.2 Choosing the OFDM Parameters

As already explained in section 7.6, various parameters in OFDM can be
chosenseparately to determine the performanceof the whole system. One of
the crucial parameters in the use of OFDM for DVBis the length of the guard
interval. If single-frequency networksare to be realised in which the maxi-
mum permissible difference in distance between neighbouring transmitters
and the correspondingreceiver locations (further referred to, rather impre-
cisely, as transmitter spacing) is, for example, approx. 60 km, then the
length of the guard interval T, can no longer be freely chosen. This must
then be at least 200 ps (200 us - 300,000 km/s = 60 km). Now, the duration
of the guard interval implies a reduction in the time available for the actual
data transfer, which reduces the available channel capacity. Therefore the
length of the guard interval is always kept relatively small as compared to
the symbol duration Ts. On the other hand, long symbol durations auto-
matically result in long durations of the useful part of the symbol Ty and
therefore in reduced spacing s between the individual carriers. Close carrier
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spacing, however, leads to complex circuitry in the receiver, which,afterall,
needsto be in a position to recover the information ofthe single carrier (see
section 11.4). Ts might actually be fixed, for example, at 5 - 200 jus = 1 ms, and
Ty would then be computed as 4 - 200 ps. Consequentially the spacing be-
tween the single carriers amounts to 1/800 ps = 1.25 KHz. On the basis of the
chosen assumptions, 6000 neighbouring single carriers are transmitted in a
UHFchannel with a bandwidth of 8 MHz, of which, after deduction of pro-
tection zones at the band limits, approximately 7.5 MHzare effectively us-
able. With the assumption that each of these carriers is modulated with a 64-
QAM,i.e. that 6 bits per carrier can be transmitted, the gross transmission
capacity can be computed as (6000- 6 bit per 1 ms =) 36 Mbit/s. From this
gross capacity, also containing the required redundancyfor the forwarder-
ror correction, some portions must be reserved for synchronisation re-
quirements, etc..

In manyapplications the assumed guardinterval of 200 ps is not appro-
priate. For example, if there is no necessity to create national single-
frequency networks with complete coverage of the whole nation, butif, in-
stead, only the coverage of a metropolitan area is required, it would be de-
sirable to be able to work with shorter guard intervals in order to save chan-
nel capacity. Even when a transmission networkis to be constructed whichis
based on conventional planning (an independent transmission frequency
per transmitter site) the utilisation of a long guard interval is not desirable.
Whenthe transmitter spacing only needsto be in the range of 15 km forin-
stance, a guard interval of 50 Us is sufficient such as in the case of the cover-
age of a metropolitan area by a single transmitter supplemented by low-
powertransmitters in the ,,canyons of houses“or on the outskirts of a cover-
age area. On the analogyof the previous analyses this example would lead to
a symbol duration Ts = 5 - 50 us = 250 ps. Ty is then computedas 4 - 50 ps.
Therefore the spacing between the single carriers results in 1/(200 ps) = 5
kHz. Within one UHF channel approx. 1500 single carriers can be transmit-
ted. When using 64-QAM for the modulation, the gross transmission capac-
ity for each carrier again computesto (1500 - 6 bit per 250 ps =) 36 Mbit/s. Of
this gross capacity, which, of course includes the redundancyrequired for
forward error correction, appreciable amounts must again be reserved for
synchronisation and other purposes.

The study of the required length of the guard interval has shownthat for
terrestrial DVB, large numbersof carriers are required, which in the case of
national single-frequency networks wouldbe in the range of 6000 andin the
case of regional single-frequency networks, in the range of 1500. Since
OFDMsignals (see section 7.6) are generated by meansof an IDFT,a solu-
tion would beto select, at the modulator, one-chip implementations of an
IFDT which can carry out such a Fourier transform. These components,
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however, are so designed that the numberof the samples used is equivalent
to some power of two. The next power of 2 greater than 6000is 2° = 8192
(8K). The next powerof 2 greater than 1500is 2" = 2048 (2K). The specifica-
tion for terrestrial DVB hadto be prepared for both types of SNFs dueto the
insurmountable differences of national interests explained in section 11.2.
Therefore it not only includes a variant based on an 8K-IDFT but also one
based on a 2K-IDFT. The working title chosen for this combination is
“Common 2K/8KSpecification".

Based on the two variants six possible values for T, were agreed: 224 ps,
112 US, 56 [s, 28 ps, 14 ps, and 7 us. The four longer guardintervals belong to
the 8K variants of the specification and the four shorter ones belong to the
2K variants. The reasonfor selecting precisely these values will be explained
in the following. In any case, the order of magnitude shows, that national
SFNscan berealised with the longest guard intervals (transmitter spacing
< 67 km) that the middle range of values is conceived for regional networks
(transmitter spacing 17 km or 33 km) and that the short guard intervals
(transmitter spacing 2 km, 4 km or 8 km) are aimedat local coverage, where
a master transmitter would, for instance, be supported by one or more gap-
filling transmitters.

There now remains the sampling frequency to be determined for per-
forming the IDFT. This was set at 64/7 MHz = 9.143 MHz. With this task
completed, the time Ty is now clearly defined.

For the 8K variant, Ty = 8192 - (1/[64/7] MHz) = 896 ps. The spacing be-
tween the individual OFDM carriers can be computed as (1/896 ps) = 1.116
kHz. Following from this numbernotall 8192 carriers can really be transmit-
ted. The actual bandwidth used has to be within the 8-MHz channel spacing
and must remain limited to approx. 7.5 MHz. 6817 carriers were actually
chosen within the limit of kyin = 0 and king, = 6816. The OFDMsignalthere-
fore occupies a total bandwidth of 6817- (1/896 ts) = 7.609 MHz.

For the 2K variant, Ty = 2048 - (1/[64/7] MHz) = 224 ps. The spacing be-
tween the individual OFDMcarriers can be calculated as (1/224 us) = 4.4643
kHz.It is logical that not all 2048 carriers can be transmitted, as the actual
bandwidth used for this variant also has to be within the 8-MHz channel

spacing and must remain limited to approximately 7.5 MHz. 1705 carriers
were chosen within the limit of kmig = 0 and Kyngx. = 1704. The OFDM signal
therefore occupies a total bandwidth of 1705 - (1/224 us) = 7.612 MHz.

The aim pursued in making the seemingly arbitrary choice of a sampling
frequency of 64/7 MHz can now beexplained. Forif this value is reduced to
(64/8 MHz) while retaining an 8K-IDFT, then this results in the parameters
Ty = 1.024 ms, carrier spacing 977 Hz, and bandwidth 6.66 MHz. This means
that after a simple change of the sampling frequencyit is possible to use a 7-
MHz channel if required. It goes without saying that another change to the
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appropriate value allows the use of DVB-T in 6-MHz channels (64/7 - 6/8
MHz, Ty = 1.19 ms, carrier spacing = 837 Hz, bandwidth = 5.71 MHz).

The three values for the length of the guard interval can now be deduced
from the time Ty (again only taking into accountthe specification for 8-MHz
channels). For the variants 8K and 2K, these values are each at a ratio of

A=(T,/ Ty ) = 1/4 or 1/8 or 1/16 or 1/32.
The total symbol duration Ts then originates from the sum of the duration

of the usable symbol and the duration of the guard interval, which in the
case of the 8K variantis 1120 Ls or 1008 [Ls or 952 Us or 924 Ls. In the case of
the 2K variant this results in 280 Ls, 252 Ls, 238 us or 231 us. With the above
assumption, that each single carrier is modulated with a 64-QAM,thuscar-
rying 6 bits per carrier, the gross transmission capacity can be calculated, for
example in the 8K variant and in the case A = 1/4, as (6817 - 6 bit per 1.120 ms
=) 36.52 Mbit/s.

11.3.3 Arrangementof the Transmission Frame

The transmission of a complex signal such as the OFDM signal described
above, comprising either 6817 or 1705 carriers modulated individually with
QPSK or QAM with a spacing of about 1.1 kHz or 4.4 kHz requires the addi-
tion of a considerable amount of synchronisation andsignalling data. It is
only due to this additional information that the receiver is enabled to utilise
algorithms for certain control functions in orderto realise an error-free de-
modulation of the signal. To keep the data rate sacrificed for the additional
data within limits, it is sensible to combine a certain amount of the OFDM

symbols and additional data to form a transmission frame.All the additional
data relevant to that frame can then be transmitted only once.In the follow-
ing, the term "symbol“ denotesall 6817 or 1705 carriers, which are transmit-
ted simultaneously for the symbol duration Ts.

In the case of the specification for the terrestrial transmission of OFDM
signals there are actually 68 symbols combined to form a transmission
frame. Four such frames are defined as a superframe. Figure 11.5 depicts a
section of the transmission-frame structure. The 6817 or 1705 subcarriers of

the OFDMsignal are shown next to each other in the horizontal direction.
The abscissa therefore represents the frequency axis. The succession of the
symbols is shownin the vertical direction.

Apart from the carriers, which are modulated with the actual useful in-
formation,three further types of carriers required for the synchronisation or
the transmission of additional information are used. Each of the carriers

used for the synchronisationis individually modulated. The rules for choos-
ing a modulation word for each one of these carriers are knownto the re-
ceiver.
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The "continual pilots“ are present in each symbolat the samecarrier posi-
tion (in the case of 2K, for instance, at the 45 positions 0, 48, 54, 87 ... 1323,
1377, 1491, 1683, 1704; in the case of 8K, for instance, at the 177 positions 0, 48,
54, 87 ... 6435, 6489, 6603, 6795, 6816). The distribution along the frequency
axis is chosen, so that within one channel no periodicities can occur. There-
fore the continual pilots can be used for the coarse adjustmentof the fre-
quencyofthe local oscillator in the receiver. In order to make the synchro-
nising information as robust as possible against transmission errors, the
continual pilots have an amplitude which, in comparisonto the carriers con-
taining useful information, is increased by the factor 4/3. That is why they
are also called boostedpilots.

The "scattered pilots" are scattered over the transmission frame according
to a definite plan. This plan can beeasily identified in figure 11.5. The aim of
the scatteringis, firstly, to make a large numberofpilots within each symbol
for the fine adjustmentof the receiver available. Secondly, the scattered pi-
lots can contribute to the temporal synchronisation. Thirdly, the receiver
will be able to perform a nearly continuous analysis of the frequency- and
the temporal plane, which can be used for the evaluation of the current
channel condition ("channel estimation“). The scattered pilots are also
transmitted with increased amplitude.

The "transmission-parameter signalling pilots“ (TPS pilots) permit a
transmission of additional information with which the temporal syn-
chronisation,i.e. the recognition of the beginning of the transmission frame,
can be ensured. Moreover, they provide the information about the transmis-
sion parameters used. Thedetails of this will be discussed in the following.
The TPS pilots, just as the continual pilots, can be found in precisely fixed
carrier positions (in the case of 2K, for instance at the 17 positions 34, 50,
209, 346, 413 ... 1262, 1286, 1469, 1594, 1687; in the case of 8K,at the 68 posi-
tions 34, 50, 209, 346, 413 ... 6374, 6398, 6581, 6706, 6799). TPS pilots are
transmitted with an amplitude, which represents the average amplitude of
all carriers transmitting useful information.

The numbersof the various types of pilots named per symbol cannotjust
be added to determine the channel capacities lost for the transmission of
use-ful information,as the possibility that a continual pilot may be at a posi-
tion intended for a scattered pilot cannot be ignored (see figure 11.5). On
closer examination it may be seen that each of the continual pilots is
co-located in every fourth symbolwith a scattered pilot. This results, on av-
erage, in 1512 carriers with useful information per symbolin the 2K case, and
in 6048 carriers with useful information in the 8K case, which meansthat

approximately 13% ofall carriers have to be utilised for synchronisation,etc.
Attention has already been drawnto the fact that the continual pilots and

the scattered pilots are individually modulated so that from an analysis of
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this modulation the receiver can, amongotherthings, derive information for
the tuning. The modulationis carried out in accordancewith the structure of
a maximum-length sequence, which is known to the transmitter and to the
receiver.

Maximum-length sequences (m-sequences) are often referred to as
pseudo-random sequences. They have some prominent features. One of
theseis the ideal, pulse-shaped, periodically recurring auto-correlation func-
tion, whichis of particular importancein this connection [LUKE2].

A maximum-length sequence can be generated by a shift register, in
which the positions indicated by the descriptive polynomial are linked by
means of EX-ORcircuits (see also section 9.3). The polynomial used here has
the form

g(X) = XP + X°+X.

X" represents the inputof the first cell; X° represents the outputof theshift
register. All sequences commencewiththeinitialisation condition X° = 1, in
such a waythatthe first bit at the output of the shift register coincides with
the first carrier of a symbol. Further shifting within the register takes place
such that thereis a shift step to each carrier, independently of whetherit is a
pilot or not. When the temporally coincidental carrier happensto be a con-
tinual pilot or a scattered pilot, a modulation symbolis allocated to the pilot
by the bit at the output of the shift register. Whenthis bit is o, then the pilot
is modulated with the positive real part +4/3, when thebit is 1, then the pilot
is modulated with the negative real part -4/3. The imaginary part of the
modulation symbol is always zero. If the adjacent carriers in figure 11.5
which form part of a symbol are examinedfrom left to right, ie. along the
frequency axis, a subsampled maximum sequencewill be detected at the 176
or 701 positions per symbolat which continual or scattered pilots are to be
found. This maximum sequence can now be usedfor fine-tuning in the re-
ceiver.

In every transmission frame the data denoted as TPS are transmitted
within each symbol. Basically, they constitute a special data channel, which
can carry important information for the duration of every transmission
frame. The receiver requires this information for the demodulation of the
subsequent transmission frame. The purpose of the TPS data is therefore
similar to that of the so-called fast-information channel of the DAB system
[ETS 401]. Within each transmission frame there are 68 successive symbols.
Each of these symbols contains one bit from a 68-bit TPS word. For the 2K
variant 17 carriers per symbol are made available for TPS, and for the 8K
variant 68 carriers. In each symbol these TPScarriersall transmit exactly the
same individualbits in parallel.
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The information prepared by the TPS refers to the modulation procedure
(QPSK, 16-QAM,64-QAM),the constellation model for the case of hierarchi-
cal modulation with the possible values a = 1 or a = 2 or a = 4 (see section
11.5), the coderate of the inner error protection (1/2, 2/3, 3/4, 5/6, 7/8), the du-
ration of the guard interval (A = 1/32, A = 1/16, A = 1/8, A = 1/4), the OFDM
variations (2K and 8K) and the position of the transmission framework
within the framework (1,2,3,4). In addition, a cell identifier is also transmit-
ted to identify the network cell from which the received signal is being
transmitted [LADEBUSCH].

In view of the importance of an error-free reception of the TPS data, these
are transmitted in parallel many times over and are also separately error
protected. A shortened BCH code (67, 53) is used. The individual bits are
modulated for the TPS carriers with differential 2-PSK (see section 7.2).

A maximum of 68 bits can be used for TPS. 31 bits are required for the
word recognition and error protection. 31 bits are used at the moment. The
remaining 6 bits are reservedfor furtheruse.

11.4 Decoding Technique

The DVB-T standard EN 300 744 only describes the transmitted signal and
thus does not specify the receiver side. So various possibilities for the reali-
sation of the units in the decoder are conceivable. The implementation
strongly depends on the reception environment. Basically, the processing
steps which were carried out at the encoder have to be reversed. In figure
11.6 the fundamental construction of the corresponding receiver is shown
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Fig. 11.6. Block diagram ofsignal processing at the receiving end
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[M@LLER]. During the introduction ofthe first regular DVB-T digital TV ser-
vice in the UK in November1998,the first integrated digital receiver chip set
was based on 3 chips and only supported the 2K mode. In the meantime sin-
gle-chip solutions combining A/D conversion, COFDM processing and
channel decodingare available and fully standard compliant.

A DVB-Treceiver needs to cope with several impairments that occur dur-
ing terrestrial transmissions(see section 11.1). In addition, the receiver front
end will add noise and phase noise to the signal [KLINKEN]. Receiver imple-
mentations maydiffer in the way they handle time and frequency synchroni-
sation and channel estimation. The pilots, which are spread in time andfre-
quency within the OFDM signal, have a known amplitude and phase.
Therefore, the measuring of the channel frequency response for attenuation
and phase can becarried out on the basis of the continual pilots and on the
scattered pilots. Knowing the amplitude and phaseofall the individual pilot
signals, the receiver is able to equalise each subcarrier. This ideally reverses
the effects of the transmission channel. Various so-called channel estimation

techniques have an important effect on the overall performance ofthe re-
ceiver [STRUBENH].

The stability of the oscillators required in the receiver is of great impor-
tance for the overall performance. On the one hand, the single carriers,
which are approx. 1.1 kHz or 4.4 kHz apart, can only be separated free of
crosstalk if it can be guaranteed that the sampling is carried out exactly at
the zero crossings ofall sin(x)/x functions not belonging to the desired car-
rier (see section 7.6). On the other hand, it must remain possible for the
phase information, which is integrated into the QPSK- or QAM-modulated
individual carriers, to be recovered. With the aid of the pilots described be-
fore, it is possible to accurately set the oscillator frequency andalso thestatic
phase ofthe local oscillator in the receiver. However, these static quantities
are superimposed byphase noise. This results, first of all, in a phase error
whichaffects all the individual carriers within a symbol in the same way, but
which showslittle correlation with the phase errors within the subsequent
symbols. Secondly, the phase noise can lead to phaseerrors, which affect dif-
ferent carriers within the same symbol in different ways. This is why both
the level and the spectral distribution of the phase noise in the local oscilla-
tor are of interest. Nowadayslocal oscillators of consumer type equipment
are able to master the problem of phase noise even using conventional tech-
nology [MUSCHALL].

In the following the implementation aspects of the network interface part
of DVB-T,i.e. the part from the "air interface“, the antenna, to the MPEG-2
transport stream generation are described. An overview of several types of
receivers is presented and their main requirements are outlined in thefirst
paragraph. For the development of reception techniques for DVB-T signals
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extensive experiences of the analogue TV reception can be used. The re-
quired components and their specific requirements for DVB-T signals are
explained in the next section, followed by some new technologies which
evolved with the developmentofdigital television.

11.4.1 Receiver Classes

With the focus on implementation aspects it is most importantto first de-
termine in which reception environment, namely stationary, portable, or
mobile, the receiver device will be operated. While the option "stationary“is
mostly associated with reception by a rooftop outdoor antenna anda device
whichis not very often moved from oneplace to another, "portable“ means
that the device can easily be carried or taken from one point to another.It
will contain a built-in omnidirectional antenna and will mostly be operated
in a nomadic mode;i.e. it will not be operated while moving fast. "Mobile“
meansreception while moving at high speeds in automobiles, buses,trains,
and so on.

In table 11.2 various DVB-T receivers and their main operational environ-
ment are outlined. For each of these devices a different reception conceptis
required. Some characteristic key points related to these devicesare:

- A high-end IDTVset will need a high-end reception system which gives
optimum reception underdifficult (but stationary, sometimes indoor)
receiving conditions. It may contain one antenna within the housing of
the whole IDTV but can also use an external indoor antennaas well as an

outdoor rooftop antenna.
- Set-top boxes are quite similar, maybe with less performance. Theywill

possibly contain an integrated antenna.

Table 11.2. General classification of DVB-T receivers

stationary portable mobile

Integrated Digital TV set (IDTV) X

Set-top Box (STB) X

Portable TV Xx

Personal Digital Assistant (PDA) X xX

Home-PC extension Xx

Notebook-PC extension X xX

Car receiver X
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- The emphasis of handhelds and PDAs is on a lowest possible power
consumption combined with smallest packaging. Nevertheless they will
be used under quasi-mobile receiving conditions. Also these receivers
often have to be "world receivers“, allowing reception in all possible
environments (frequency range, channel arrangement, bandwidth) and
they should be able to handle all possible DVB-T parameter
combinations. These devices have to work with simple rod antennas or
antennas integrated into the housing. Sensitivity and dynamic range of
their tuners will becomea classification and quality mark.

~- PC-Extensions (like PCI-cards) or USB-adapters will suffer from the
highest price pressure, Often manufacturers of these devices have a lim-
ited know-how of RF andIF design techniques and technologies, so they
have to buy ready developed modules (so-called NIM, see below). One
design aspect will be the interference of the PC environment emitting
into the DVB-T receiver device.

- Car receivers have to cope with the most difficult receiving conditions,
described by the mobile channel. They will use advanced technologies,
for instance antennadiversity. Technically they undoubtedly will be the
most sophisticated of all types of receivers. The advantage of a car re-
ceiver is that it can be adapted to the (most of the time) window-
integrated antenna and pre-amplifier system to get the best performance
out of DVB-T.This receiver also has to be a "world receiver“ (see above),

sometimes a receiver which also features other reception standards,like
analogue TV, ATSC or ISDB-T. Due to the requirementto integrate the
receiver into the infrastructure of an automobile, most of these devices

will be OEM devices. Aftermarket devices will probably only play a small
role.

Going deeperinto technical aspects of the different devices a furtherclassifi-
cation is possible. Important factors may be dynamic range, input sensitiv-
ity, channel adaptation speed, power requirements and EMC immunity(see
table 11.3).

11.4.2 Straight Forward Technology — the Classical Approach

For a first rough overview of a DVB-T reception system one can start with a
very “classical” approach of a receiver design. It contains a tuner for down-
conversion of the incoming RFsignalto the first IF, some IF processing like
filtering of the downconverted spectrum, maybea further down-conversion
to a secondIF, andfinally the DVB-T decoder for demodulating and decod-
ing the baseband signal to MPEG-2 data. Figure 11.7 summarises this ap-
proach.It is generally valid for mostreceivers.
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Table 11.3 Classification of receivers by important technical design goals

Dynamic Input Channel Importance of EMC
range sensitivity adaptation low power immunity

speed consumption

Integrated Low High Slow Low Low
Digital TV set
(IDTV)

Set-top Box Low Moderate Slow Moderate Low
(STB)

PortableTV Low Moderate Slow Moderate Low

Personal Digi- High High Moderate High Moderate
tal Assistant

(PDA)

Home-PC ex- Low Low Slow Low High
tension

Notebook-PC Moderate Moderate Moderate High High
extension

Carreceiver High High Fast Moderate High

 
  
 

 IF processing DVB-T decoder RFin
{from antenna)

MPEG2 TS out
(to MPEG decoder)

Fig. 11.7. Top-level block diagram ofsignal processing for DVB-T reception

In the following section, the main functional modules and components
needed for reception of DVB-T signals accordingto this top-level block dia-
gram are described in moredetail.

11.4.2.1 Antenna

While for IDTVs, STBs and Home-PC-Extensions the use of a directional

rooftop outdoor antenna with high gain in the direction of its main lobe may
be possible, a common case mayalso be a small antenna mountedin the de-
vice or nearby. This antenna should havethe following characteristics:

— non-directional, i.e. no main lobe and no notchesin the radiation dia-

gram,

- gain of approx. Go dB
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— dual polarised,i.e. ability to receive horizontally and vertically polarised
signals,

- broadband }

These are requirements that characterise the ideal antenna, which will not
exist. Small rod antennas, which can be found on handheld-, PDA- and USB-

card-receivers, have the disadvantage of a very restricted performance with
horizontal polarisation. They are to a certain extent broadband but not
broadband enoughto cover both the UHF bands and the VHF bandII. The
big advantage of these antennasis that they are easy to produce and asa re-
sult cost-effective. Classic indoor antennas like the common "rabbit ears“

may work well with a DVB-T receiver. However these are mostly active an-
tennasandaretraditionally optimised for analogue reception. The perform-
ance of the integrated amplifier may not be good enough for DVB-T. Active
indoor antennas optimised for DVB-T are emerging in the market. They
have a flat panel where an antennastructure is printed on a printed circuit
board (PCB) anda low noise amplifier is connected to the antenna.

11.4.2.2 Tuner

The tuner amplifies the RF signal, tuning a local oscillator in such a way that
the downconverted productfalls onto the fixed first IF, and finally amplifies
the IF signal for further signal processing. It is the only performance domi-
nating key component, since performancelossesin thefirst signal process-
ing stage cannotbe gainedbackatlater stages. For DVB-T reception scenar-
ios the performance of the tuner is even more important than that of the
DVB-T decoder.

Tuners available in the market which were designed for analogue TVtypi-
cally do not worksufficiently well with DVB-T signals due to mainly one rea-
son: the tuner's local oscillator introduces phase noiseto the received signal.
Phase noise is more critical for narrowband signals than for wideband
signals [MUSCHALL2]. Analogue TV signals are widebandsignals ( => 5 MHz)
and are hardly effected by tuner phase noise. DVB-T signals are wideband
signals as well, but due to the fact that the individual OFDMcarriers need to
be demodulated, which may have a bandwidth as low as 1 kHzin the 8K
mode, phase noise is extremely relevant for DVB-T. Characterisation of
tuner phase noise requires description of the noise spectrum adjacent to the
carrier of the local oscillator. Good tuners have phase noise valuesof:

~  >-7zodBc at 100Hz
— > -8o0dBc at 1kHz

- > -85dBc atiokHz

! The UHF band has a bandwidth factor of about 1:2. If the VHF bandIII is also to be included,
the bandwidth factor growsto about 1:5
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Another important tuner characteristic is the noise figure, i.e. the amount of
additive noise introduced by the tuner’s components. This noise source,
since it is the first noise source in the whole signal processing chain, is
mainly responsible for the overall carrier-to-noise ratio C/N of the received
signal. Hence, in order to improve tunersensitivity and therewith the overall
receiver’s sensitivity, the noise figure should be as low as possible. Low noise
tuners are most important during the migration phase from analogue to
digital TV since during this phase the digital TV transmitters are operated
with very limited power. Top-performing tuners have noise figures of about
5dB over the whole UHF band.
Further tuner parameters that need a closer look are

- sideband suppression,
— imagerejection,
- 1°IF suppression.

The manufacturers of tuners offer a wide range of different tuner concepts.
Someof these are outlined below:

- Single band tuner (UHF band IV/V only) with low noise amplifier (LNA),
phase locked loop (PLL) and mixerto 1° IF (standard 36.166 MHz). This
maybecalled the "classicaltuner.

- Three band tuner (VHF bandsI and III, UHF band IV/V).
- Tuner with integrated DVB-T compatible SAW-Filter at 1° IF and inte-

grated AGC.
- Combi tuner with integrated SAW-Filter for the digital signal and with

broadband outputfor analogue reception,
— Tuner with integrated SAW-Filter and down converterto 2" IF (typically

4.5714 MHzor7.225 MHz).
- NIM-Tunerwith integrated DVB-T decoder(see section 11.4.3.3).

Ali tuners are available in many mechanical versions (horizontal/vertical
mounting, different connectors, loop through input, phantom supply for ex-
ternal pre-amplifiers) and are controlledvia the I’C bus.

Figure 11.8 shows a standard product featuring a UHF-only tunerwith in-
tegrated SAW filter and compensation amplifier, AGC, narrowband output
for digital services and broadband outputfor analogueservices.

11.4.2.3 IF Processing

First generation DVB-T decoder chips required a very sophisticated IF signal
processing. They did not contain any input amplifier or internal AGC ampli-
fier and needed a "perfect“ spectrum shaping with a rather high input volt-
age. The internal sampling frequency used was the 2" IF. Despite the fact
that a classical tuner was required as the front end of the receiver the "bill of
material“ (BOM)for IF processing alone wasratherlong:
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tay 1eigio
a4/lH
B12 
Fig. 11.8. Tuner module TD 1344from Philips ‘

1 SAW filter,
- one-stage amplifier to compensate insertionloss of 1" SAWfilter,
- 2"* SAW filter for better sideband suppression (adjacent channel rejec-

tion) and spectrum forming,
- one-stage amplifier to compensate insertion loss of 2" SAW filter,
- AGCdetector and amplifier,
— down converter to 2"? IF,
~ converter to symmetrical output format.

With newer DVB-T decoder chips the IF can "collapse“ downto onestraight
connection between the tuner and the decoder chip. This is because the de-
coder can sample on the 1"IF, has an integrated input amplifier and a so-
phisticated sub-sampling concept accepting channel bandwidthsof6, 7, and
8 MHz without requiring re-timing or precise IF spectrum shaping. This
simplest concept requires a tuner with integrated AGC and one 8 MHz SAW
filter - irrespective of the channel bandwidth actually used.

More commonis the use of a "classical“ tuner (see above) followed by a
SAWfilter and, depending on the dynamic range needed, an external AGC
amplifier. Some possible IF concepts are shownin figures 11.9 to 11.11.

* With kind permission of Philips Components, Business Unit Tuners
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Fig. 11.9. Simplest configuration, using sophisticated tuner concept
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Fig. 11.10. Configuration using standard (“classical”) tuner
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(to MPEG decoder)

RFin
{fram antenna)

Fig. 11.11. Sameconfiguration as figure 11.9, but with different AGC implementation

Since the sub-sampling technique onthefirst IF is still sub-optimum com-
pared to the sampling on the second IF, some high performancereceivers
like measurement equipment maystill use the sampling on the second IF.
Also a second SAWfilter is useful to increase the adjacent channelrejection.
A very crucial point is the dimensioning of the AGC for difficult reception
conditions. It has to be adapted to the expected receiving conditions such as
the dynamic range acceptable for the input signal (stationary/mobile), the
dynamic range of the A/D conversion in the decoder chip, the expected
channelprofile, and the sensitivity of the tuner. Therefore two possible AGC
concepts are depicted in figures 11.10 and 11.11, respectively.

11.4.2.4 DVB-T Decoder Chip

Thefirst decoder solutions employed upto three chips: one for the A/D con-
version of the 2IF signal, one for the COFDMsignalprocessing, incl. FFT
(only the 2K mode was supported) and the third for FEC decoding and
MPEG-2 transport stream output processing. Current solutions are much
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more powerful. Figure 11.12 showsa basic block diagram of a typical DVB-T
decoderchip architecture.

Some key features found in the data sheets of products available in 2003
are:

— input of 1°IF (36.166 MHz), with direct sampling
- automatic identification of signal bandwidth (6, 7, or 8 MHz), processing

requires only one external crystal by internally adjusting clock frequency
— automatic identification of all possible DVB-T modes, including all pos-

sible 8k modes

— enhanced and adaptive filtering for co-channel interference (CCI) and
adjacent channelinterference (ACI) rejection

- packages as small as 40 pin LQFP (LowProfile Quad Flat Pack) with 0.13
micron technology

~ powerdissipation of less than 300 mW comparedto more than 1000 mW
of first generation solutions.

— prices starting at 6 US$, compared to more than 40 US$forfirst genera-
tion solutions.

In 2003 third generation decoder chips from approx. 10 chip suppliers were
available through distribution plus some estimated 2 or 3 chips were exclu-
sively developed and producedfor a closed group of CE-manufacturers. The
choice of products increased rapidly at the beginning of 2002. It is expected
that it will further grow.It is remarkable that many "young“ companiesare
amongthese chip manufacturers.

11.4.3 Enhanced Technologies for DVB-T Reception

Recently further technical developments and experiences gained from ana-
logue reception and adapted to digital receivers were used to increase the
quality of the DVB-T receiver. Various enhanced techniques have allowed
the optimisation of the reception quality not only for mobile applications of
DVB-T.In this section it will become clear that the performance limits of
DVB-T have not been reached. To the contrary, further optimisation can be
expected.

11.4.3.1 Antenna Pre-Amplifiers for DVB-T

Reception of DVB-T signals requires a certain minimum C/Nratio in order
to achieve QEF signals. This minimum value depends on the DVB-Ttrans-
mission parameters chosen by the broadcaster and on the current transmis-
sion channel. There are several ways to increase the C/N ratio at a givenre-
ceiver location and a givenfield strength at this location:
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(1) by optimising antennaposition and antennaorientation: the power den-
sity C, directly dependson the gain G of the receiving antennain the di-
rection towards the transmitter or towardsthe strongestsignal,

(2) by using RF pre-amplifiers: with a high gain and a low noise figure the
noise power can be minimised while maximising the signal input levelat
the decoderinput,

(3) by selecting IF SAW filters which closely match the frequency shape of
the received signal: in this way it can be assured that the noise band-
width is the same (and notlarger) as the signal bandwidth, thus mini-
mising N.

The antenna problem has been an issue for a while now. Practically all
knownreceivers use SAW filters adapted to the signal spectrum. Thefollow-
ing section explains the advantagesof installing an antenna preamplifier:

Let us assumea tuner noise figure of F, and a pre-amplifier with noise fig-
ure F, < F, and gain gy. Then the overall combined noise figure of the pre-
amplifier and tuner F,,) becomes(in linear notation) [UNGER2].

Fit =Fpt fl , (11.3)
Sp

 

Thusthe effective noise figure is reduced, and so is the noise entering the
decoder. Since the gain of the amplifier is the same for the noise andthesig-
nal, the advantage in C/N ratio achieved by introducing an antenna pre-
amplifier can be calculated directly by (in linear notation):

F F,-gC/ —_*t PSy =s
ptt

= —__-___ (11.4)
Fy Sp +F,-1

 

Assuming typical values of F, = 7 dB, F, = 0.9 dB and g, = 19 dB, AC/N is
5.9 GB.

Antenna pre-amplifiers are being built into active indoor antennas and
are used in conjunction with car antennas — especially those consisting of
elements integrated in the windowpanes.

11.4.3.2 One-ChipSilicon Tuner

With further advancesin silicon technology first solutions for one-chip tun-
ers have becomeavailable. These no longer require the integration of a "clas-
sical* tuner module into the DVB-T receiver, but consist of a single chip
which accepts the RF signal on one input, and outputs the first IF signal.
Only a minimum of external passive components are required (see figure
11.13).

278



279

11.4 Decoding Technique 267

 
Fig. 11.13 Microtune single-chip tuner integrated onto the receiver's main PCB ;

The advantages of this concept are the following: Tuners are small, light-
weight, are integrated in the receiver board andarecost-effective in produc-
tion (no manualplacementandsoldering of the tuner module). On the other
hand the disadvantages in comparison to the moreclassical tuners are the
following: the powerdissipation is higher, the performanceis slightly lower
and the cost of the componentsis higher - butthis list is from a snapshot
from the year 2002, and timewilltell.

11.4.3.3 Network Interface Module (NIM) Technology

One interesting technology for reception of DVB signals in general - beit
DVB-S, DVB-C, or DVB-T-is the implementation of a so-called Network In-
terface Module (NIM). A NIM integrates in one module all signal processing
from RF input to MPEG-2 transport stream output, containing the whole
tuner functionality, the IF processing and the DVB-T decoderchip. Thesize
of such a module is roughly double that of a standard tuner module. A NIM
shows a numberof advantagesfor the design of a DVB-T receiver:

- It has all the technology and the related know-how "on board“, in one
module. The receiver designer is therefore not forced to bother with RF
problemslike crosstalketc.

— The RF andIF processing and also the PCB layout are optimally adapted
to the integrated DVB-T decoderchip.

- NIMsfrom various manufactures can be interchanged. The control soft-
ware needs to be adapted, which usually is rather simply done by re-

3 With kind permission of Microtune (TEMIC-Tuners)
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designing the appropriate I’C bus routines, and a rather small PCB layout
adaptationis typically required.

~ Since NIMsare available for the different DVB transmission systems,
namelysatellite, cable, and terrestrial, they allow for the design of exactly
the samereceiver for all DVB systems.

Figure 11.14 showsa typical Network Interface Module (NIM).

 
Fig. 11.14 NetworkInterface Module (NIM) from Philips ‘ (top and bottom view)

Integrating a NIM into a receiver design is a good choice for PC-extension
cards andfor set-top boxes. If the performance is good enough they may be
used for IDTVs. But for other receiver classes, NIMs have two main disad-

vantages:

— Thesize of a NIM isstill quite large, so it may not be the perfect choice
for small receivers like in PDAs or USB card extensions.

- Itis not possible to control the RF- and IF-processing parameters, espe-
cially of the AGC from outside the NIM. These parameters, therefore,
cannotbe adaptedor optimisedfor difficult reception conditionslike the
mobile channel. The NIMis therefore less suited for automotive receivers

and PDAs

~ The designer has to take the module "asit is“. Exchangingparts, e.g. the
DVB-T decoder or the SAW filter, for a part from a different supplieris
not possible.

* With kind permission of Philips Components, Business Unit Tuners.
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11.4.3.4 AntennaDiversity

The basic idea underlying antennadiversity reception is that if two or more
independent antennasare installed, the signals delivered by the individual
antennaswill fade in an uncorrelated manner.It follows that a signal com-
posed of a suitable combination or selection of segments derived from the
various individual antennas will encounter muchless fading than anyindi-
vidual antennasignal. In this way, antenna diversity can cope with fading
problems in severe channel conditions. When employing antenna diversity
for DVB-T receivers, the processing of the received signals is conceivable on
different levels, for instance a choice of signal elements can be made onthe
transport stream level or on the OFDM subcarrierlevel [Liss].

For high-end IDTVs an antenna diversity solution can be conceived,
whereone or two antennasare integrated into the TV set and another con-
nector is implemented for an external antenna. For smaller devices like
PDAsor handheld receivers the antenna diversity approachis not as advan-
tageous, because a certain physical distance between the antennas whichis
normally in the order of one wavelength of the RF signal is needed to achieve
uncorrelated fading.

The antenna diversity strategies make most sense in the automotive mo-
bile receiver where severe channel fading conditions are pre-dominant.It
may even beinevitable for difficult reception environments while moving
fast. In such implementations, up to four antennas can be connected via a
switch matrix to the tuner input(s). Another advantage of multiple antennas
is that they help to cope with the non-omnidirectional single antenna pat-
terns of automobile integrated antenna systemscreating an omnidirectional
pattern with all single antenna patterns combined via antennadiversity. All
diversity concepts require that not only one reception path consisting of
tuner, IF processing, and decoder is implemented butat least two. If a car
travels through a DVB-T network it will be necessary to scan the frequency
spectrum for possible alternative RF channels which carry a transport
stream including the program whichis currently decoded bythereceiver. In
SFNs a change of RF channelis only required at the borders of the network.
In MENssuch a changeis required more frequently. DVB has developed a
set of technologies, which assist in such changes [LADEBUSCH]. Mobile re-
ceivers may require a third reception part only devoted to scanningthe fre-
quency spectrum.

Although diversity decoder ICs are available, diversity receptionis still a
very complex andcostly architecture, which is only useful for automotive
mobile reception.
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11.5 Hierarchical Modulation

It is a fact that all DVB transmission systems exhibit an abruptfailure char-
acteristic. A variation in the carrier-to-noise ratio of only a fraction of a dB
can cause a complete breakdownofthe transmission path. Thiseffect is, of
course, of less importance in cable systems. A signalof sufficient quality can
always be guaranteed in cable networks whenthefailure criteria have been
taken into account during the planning of the network. A fluctuation of the
reception conditions is not to be expected.In satellite transmission, fluctua-
tions in the carrier-to-noise ratio can be caused by changes in the meteoro-
logical conditions. The use of sufficiently-sized reception dishes (diameter =
60 cm) directed exactly at the satellite, should ensure that there are very few
moments of breakdownin the course of a year (see chapter 9). Weather con-
ditions can affect a wide area causing widespread failure. A storm front
traversing a region, for instance, can cause a breakdown in manyplaces at
the same time. During good weather conditions and with a suitable receiving
installation, every viewer can receive the offered programmes,free of trans-
mission errors. This possibility only exists, of course, if the antennais in-
stalled in line-of-sight with the satellite.

Similar conditions to those describedforsatellite reception will prevail for
the reception of terrestrially transmitted DVB signals with a rooftop an-
tenna. Those viewers, whoare able to receive sufficiently high-poweredsig-
nals, either directly or as echoes, will receive their choice of programmesfree
of transmissionerrors. Fluctuations in the carrier-to-noise ratio can also oc-

cur in terrestrial transmissions, for instance due to seasonal changesin the
echo impairments or due to aeroplanes flying past. However, these are far
less drastic than the meteorologically induced disturbancesin satellite sys-
tems. Thereal difference betweenterrestrial andsatellite reception is charac-
terised, on the one hand, by the objective for terrestrial transmitters to also
facilitate, within certain limits, the coverage of stationary portable receivers
with a rod antennaand, on the other hand, by the expectations of the view-
ers. The viewer of analogue TV programmesis used to, and will therefore
expect, a flawless reception of at least the main television programmes,pro-
vided that certain rules are observed concerning the type and height of the
rooftop antenna required at the place of residence. Reception on portable
receivers equipped with set-top aerials is regarded as a bonus. These viewer
expectations can only be met with considerable expenditure on the part of
the broadcasters, even allowing for the "graceful degradation“ of analogue
signals. DVB signals with their abrupt failure behaviour complicate the
situation considerably. For example, it is conceivable that while large areas
of a city might be well served with terrestrial DVB signals, one district might
be situated on lowerlying ground where no reception whatsoeveris possible.
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To supply this district, a general increase in the transmission power would
of course be possible, and/or instead of each single carrier being modulated
with 64 QAM, a QPSK modulation could be applied and/or a lower coderate
for the inner error protection could be utilised. The reception could also be
improved by usingfill-in transmitters. All these procedures have one dis-
tinct disadvantage; they would result in a less efficient use of the available
channel capacity while at the same time only few viewers might profit from
the above measures.

The hierarchical transmission technique is based on the division of the
television channels used for the terrestrial transmission of DVB signals into
two parts. Thefirst part enables relatively low data rates (a few Mbit/s) to be
transmitted in such a waythat they canstill be received in the case ofrela-
tively poor carrier-to-noise ratios. Parallel to this, the second part enables
the transmission of considerably higher data rates, however with highercar-
rier-to-noise ratio requirements. The concept of the "data container“ can be
maintained if a “hierarchical transmission technique“ is understood as di-
viding the data container into a robust and a fragile portion. Both “subcon-
tainers” are nevertheless transmitted in the same channel. Within the robust

portion of the data container, for example, some basic (public) programmes
could be transmitted (although with a somewhat more modest audio and
video quality) and the less robust portion could accommodate new, addi-
tional programmes. Alternatively, the basic programmescould be transmit-
ted once again, but with a considerably improved audio and video quality.
Due to the commercial and user requirements described in section 11.2 the
standardfor terrestrial transmission of DVB signals does not include any
mechanismsfor the so-called hierarchical source coding. Had that been im-
plemented, the robust portion of the data container could be usedto trans-
mit a programmein modestquality, while the less robust portion of the con-
tainer could transmit additional data for the same programme. This could in
turn exploit all the data of the entire container in order to enhancethat pro-
grammeto, for example, HDTV quality.

A concept for the hierarchical transmission is easily defined. Whilst re-
taining the normal transmission frameit should be possible to transmit two
data streamsat the same time; one modulated with QPSK and with a lower
code rate for the inner error protection, the other modulated with either 16-
QAM or 64-QAM but with a higher code rate for the inner error protection.
The necessary interleaving of the two data streams could either be designed
as a temporal multiplex or a frequency multiplex or even as a modulation
multiplex. The hierarchical modulation in the intended form utilises the
modulation-multiplex method. This means that each single carrier in the
transmission frame transmits two data words simultaneously, of which one
comprises a high-priority data stream, which needsto be specially protected,
andthe other a lower-priority data stream with less need for protection.

283



284

272 11 The Standard for Terrestrial Transmission and Its Decoding Technique

punctured
convolutional code 

 
 
 
 

 

further

signal-pro-
cessing as
in the case
of non-
hierarchical
modulation

\

  
FsorcSsore

 
 
 
data RS

data stream distribution symbol
(splitter) mapping 
 

clock

 
  
 

baseband
interface;
synchron:

 
RS (204, 188) punctured

processing for low-priority data convolutional code

Fig. 11.15 Block diagram of an encoderfor terrestrial DVB with hierarchical modulation

Figure 11.15 showsa partof the block diagram of an encoderforterrestrial
DVBwith hierarchical modulation. A splitter divides the input data stream.
Both partial streams subsequently pass through identical processing steps;
however, the inner error protection is chosen differently in each case. Sub-
sequent to the inner interleaver the two partial streams are reunited in the
inner interleaver and then further processed as shownin figure 11.2.

The reuniting of the partial streamsis outlined in figure 11.16. The case of
the generation of a 64-QAM symbolwith six bits per symbol is shown as an
example. Two of the six bits come from the high-priority data stream and
the other fourbits are from the low-priority data stream. As an alternative,it
would also be possible to generate a 16-QAM symbolwith four bits per sym-
bol, with two of the four bits coming from the high-priority data stream and
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two from the low-priority data stream. In both cases the essence of the map-
pinglies in the fact that the two bits which come from the high-priority data
stream (y,, y,) define the quadrant in which the symbols are found (figure
11.17). Hence it could be said that hierarchical modulation enables the em-
bedding of a QPSK symbol, as defined by the high-priority data, in either a
16-QAM or a 64-QAM symbol. The term "multiresolution QAM"adequately
describesthis situation.

Figure 11.17 could be found puzzling in that the constellation points within
each quadrant have a different spacing from the constellation points in
neighbouring quadrants. The spacing measureis defined by the characteris-
tic quantity a, the value of which can also be transmitted within the TPS (see
section 11.3). The values1, 2, and 4 are given for a. Figure 11.4 showsthe con-
dition for a = 1. In figure 11.17 the constellation for a = 4 is shown.It can be
seen by a comparison of the two diagrams that a represents the ratio be-
tween the spacing of two adjacent constellation points of two neighbouring
quadrants andthe spacing of the constellation points within one quadrant.

For a given type of QAM,anincrease in a leads, on the one hand,to an
increase in the average transmission power, which follows from the exten-
sion of the length of the vector between the origin of the ordinates and the
mean constellation point. For given transmission power, on the other hand,
an increase in a leads to an increase in the required carrier-to-noiseratio for
the demodulation of the QAM symbols, namely to an increase by some 4 dB
at each doubling of a. Moreover, from figure 11.17 it is obvious that the per-
missible noise for an error-free demodulation of the QPSK componentin-
creases with a. Henceit can be said that an increase in a renders the robust
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Fig. 11.17 Constellation diagram for the hierarchical modulation (a =4)
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portion of the data container even more robust, while at the same time the
less robust portion becomes moreerror-prone.

The implementation of a receiver which is able to process hierarchical
modulation can be carried out in two ways. A simple receiver differs from a
receiver for non-hierarchical transmission only in that the demodulator/
demapper must be able to split off either a high-priority data stream or a
low-priority data stream, in accordance with the information about the type
of modulation (that is, the value of a and the inner code rate continuously
transmitted in the TPS), and must then forward the data stream to the (sin-

gle-channel) channel decoder. The disadvantage of using this simple receiver
technologyis that in the case of a deterioration of the reception conditions,
the receiver needs to switch from the low-priority data stream over to the
high-priority data stream, and this causes a short-term disruption in the
continuity of the audio and video. This disruption is caused by the fact that
the receiver needs to adaptto the new reception parameters. Alternatively, a
more expensive receiver is conceivable, which is designed with two channels
after the demodulator/demapperand which enables an immediate switching
of at least the channel decoder. Theeffects of the switching of the source de-
coder, however, can only be avoided if two such components are operated in
parallel.

11.6 Features of the Standard

The performance of the system for the terrestrial transmission of DVB sig-
nals can be analysed according to twocriteria: (1) the available useful data
rate and (2) the carrier-to-noise ratio in the transmission channel required
for QEF reception.

However, the analysis of the performance data can lead to very intricate
results. This is due to the vast numberof parameters that can be chosen.It
should be rememberedthatall of the following parameters can be selected
independently of one another: the 2K and the 8K variant, the coderate of the
inner error protection, the type of modulation of each single carrier (with
the further option of a choice of either hierarchical or non-hierarchical
modulation), the length of the guard interval, andfinally, in the case of hier-
archical modulation, the value of a. The required carrier-to-noise ratio in
the transmission channel hasto be investigated for the three channel models
(Gaussian, Ricean and Rayleigh). It is evident from the above that in this
paragraph a limitation to just a few important combinationsis unavoidable.

In recent years, mobile reception of DVB-T has attracted considerable in-
terest despite the fact that DVB-T had originally been designedfor fixed and
portable reception. Mobile reception of DVB-T has often been demon-
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strated, for instance, within the DVB-T field trial in northern Germany
(Modellversuch DVB-T Norddeutschland) and is even used for regular ser-
vices in Singapore. Therefore various aspects on mobile reception of DVB-T
also will be described in the following section.

11.6.1 Determination of Useful Data Rates

The basis for the determination of the useful data rates is the determination

of the numberof packets of the MPEG-2 transport stream that can be ac-
commodatedin a transmission frame. The fact must be taken into account

that the outer error protection turns 188-byte packets into 204-byte packets
by the addition of 16 bytes redundancy.The innererror protection then adds
further redundancy according to the code rate. One should think thatit is
impossible to accommodate a whole numberof transport packets in one
transmission frame for all possible code rates and all possible types of
modulation. Stuffing data seems to be unavoidable. But in fact it was possi-
ble to define the capacity remaining for useful data within a transmission
frame suchthatforall conceivable combinations complete transport packets
can be accommodated in a remaining superframe consisting of four trans-
mission frames. The numerical background has already been considered in
section 11.3. It was shown that for the 2K variant, 1512 carriers per symbol
remain for the useful data, and for the 8K variant, 6048. In a superframethis
would be 272 - 1512 = 411,264 carriers and 272 - 6048 = 1,645,056 carriers re-

spectively. Since, depending on the chosen kind of modulation of the single
carriers, 2 bits per carrier (QPSK), 4 bits per carrier (16-QAM),or 6 bits per
carrier (64-QAM)are transmitted, at least 272 - 1512 - 2 = 822,528 bits willfit
into a superframe.If this "elementary quantity“ is divided by (8 - 204 =) 1632
(the numberofbits of a transport packet with error protection), the result is
504, which is a multiple of8, 6, 4, 3, 2, i.e. of the divisors of the puncturing
rates of the innererror protection.

Table 11.4 Numberof transport packets in one superframe 

QPSK 16-QAM 64-QAM

Coderate2k" S8KPBKKBK”
1/2 252 1008 504 2016 756 3024
2/3 336 1344 672 2688 1008 4032
3/4 378 1512 756 3024 1134 4536
5/6 420 1680 840 3360 1260 5040
7/8 441 1764 882 3528 1323 5292

287



288

276 11 The Standard for Terrestrial Transmission and Its Decoding Technique

Table 11.4 documents the numberof 204-byte packets in both variants as a
function of the coderate of the innererror protection and the chosen modu-
lation.

It can easily be seen that, for 16-QAM, the numberoftransport packets
per transmission frameis always double that for QPSK,andthat for 64-QAM
it is three times that for QPSK. In the case of QPSK a grosstotal of 822,528
bits, including the bits for the outer error protection - as already computed
using the numberofcarriers available for the transport of useful data in a
superframe - can be conveyed per superframe with the 2K mode. This value
is computed in the case of code rate 1/2, from the relation (204 bytes per
transport packet) - (8 bits/byte) - (1/code rate) - 252 packets = 822,528bits.
With this methodit is easy to compute the net data rates if the duration of
the superframe is known. The net data rates should be interpreted asrefer-
ring to the 188 net bytes in each transport packet. Of course, such a calcula-
tion includes the respective symbol duration Ts and therefore the length of
the chosen guard interval. Let the data rate be calculated by way of an exam-
ple (2K, QPSK,code rate 1/2, A = 1/4 corresponding to Ts = 280 us). Thecal-
culation leads to 822,528 bit - (1/2) - (188/204) - [1/(4 - 68 - 280 Lus)] = 4.98
Mbit/s. If this is changed to the 8K mode (8K, QPSK,coderate 1/2, A = 1/4
corresponding to Ts = 1120 |s), the calculation of the data rate leads to (204
byte per transport packet) - (8 bit/byte) - (1/code rate) - 1008 packets- (1/2)-
(188/204) - (1/(4 - 68 - 1120 ps)) = 4.98 Mbit/s. In other words, the datarate is
identical to that in the 2K mode.This result, which is somewhatsurprising at
first glance, is explained by the fact that for the 8K mode four times the
numberof transport packets are transmitted as for the 2K mode(seealso ta-
ble 11.4), whereas at the same time the symbol duration is also exactly four
times as long with the same relative guard interval (A). All possible data
rates are given in table 11.5.

Using table 11.5 it is also possible to determineall the various useful data
rates for the different variants of the hierarchical modulation. For example,
to determine which useful data rate results from hierarchical modulation in

the case of "QPSK embeddedin 16-QAM“,the data rate for the high-priority
data stream can be found in the correspondingline of the block of figures
relative to QPSK, in accordance with the chosen error protection and the A
used. The data rate for the low-priority data stream can also be found in the
correspondingline of the block of figures relative to QPSK, in accordance
with the chosen error protection and the A used. In the case of hierarchical
modulation of the type "QPSK embedded in 64-QAM*“,the data rate for the
high-priority data stream can be found in the QPSK block offigures for the
relevant combination of code rate and A, and the data rate for the low-
priority data stream, in the 16-QAM blockoffigures for the relevant combi-
nation of code rate and A. If in this last example, for instance, the high-
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Table 11.5 Useful data rates for non-hierarchical modulation [Mbit/s]

Relative length of guard interval (A)
Modulation Code rate 1/4 1/8 1/16 1/32

QPSK 1/2 4.98 5.53 5.85 6.03
2/3 6.64 7.37 7.81 8.04
3/4 7.46 8.29 8.78 9.05
5/6 8.29 9.22 9.76 10,05
7/8 8.71 9.68 10.25 10.56

16-QAM 1/2 9.95 11.06 11.71 12.06
2/3 13.27 14.75 15.61 16.09
3/4 14.93 16.59 17.56 18.10
5/6 16.59 18.43 19.52 20.11
718 17.42 19.35 20.49 21.11

64-QAM 1/2 14.93 16.59 17.56 18.10
2/3 19.91 22.12 23.42 24.13
3/4 22.39 24.88 26.35 27.14
5/6 24.88 27.65 29.27 30.16
718 26.13 29.03 30.74 31.67

priority data stream is protected by an innererror protection with the code
rate 1/2, and the low-priority data stream is protected by an innererror pro-
tection with the code rate 5/6, then the data rate for the high-priority data
stream is 4.98 Mbit/s. To this value, for the accompanying low-priority data
stream, a data rate of 16.59 Mbit/s is added. Theresult is a total data rate of
21.57 Mbit/s.

It might be instructive to calculate the limits of the values possible for the
bandwidth efficiency introducedin the standard. Forthis the respective data
rate is divided by the channel bandwidth (8 MHz). This results in values in
the form of bit/s per Hz. In table 11.6 these values are represented for A = 1/4.

Furthermore it can be seen from table 11.5 that a decrease in therelative
guard interval leads to a correspondingincrease in the data rate. Consider-
ing the bandwidth efficiency, this means that, taking the example of a 64-
QAM modulation and a code rate of 7/8, the bandwidth efficiency increases
from 3.27 bit/s per Hz in the case of A = 1/4 to 3.96 bit/s per Hz in the case of

Table 11.6 Bandwidth efficiency for non-hierarchical modulation in the case A = 4

Coderate QPSK 16-QAM 64-QAM
[bit/s per Hz] [bit/s per Hz] [bit/s per Hz]

1/2 0.62 1.24 1.87
2/3 0.83 1.66 2.49
3/4 0.93 1.87 2.80
5/6 1.04 2.07 3.11
718 1.09 2.18 3.27 
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A = 1/32. Regarding these values for the bandwidth efficiency, it should be
noted thatthe lossofefficiency caused by the unavoidable bandwidth limita-
tion and bytheinsertion of reference signals, TPS data, error protection,etc.
has been fully taken into account.

11.6.2 Required Carrier-to-noise Ratio in the Transmission Channel

The values given in the following are based on simulationsof the system be-
haviour. They were computed on the assumption that a perfect correction of
the channel frequency response has taken place in termsof attenuation and
phase rotation. Phase noise, as a source of errors within the receiver, was
considered to be non-existent in these simulations. As a result of these ideal-

ised assumptions the behaviourof the 2K variant no longerdiffers from that
of the 8K variant. As with the investigations into the characteristics of the
standards for transmission over satellite and cable, a carrier-to-noise ratio

(C/N) was determined at which the bit-error rate - after decoding the inner
error protection — is equal to or less than 2-10. As explainedin section 6.3.5,
this condition leads to practically error-free signals (QEF) after the Reed-
Solomon decoder. A compilation of the required C/N ratio (in dB) for all
possible combinations of modulation procedures and coderates of the inner
error protection is given in table 11.7. The data refer to non-hierarchical
modulation.

A close analysis of the numerical values in table 11.7 leads to the following
conclusions. A change from QPSK to 16-QAM with a constant coderate re-
sults in an increase in the required C/N by approx. 6 dB. The same applies to
the change from 16-QAM to 64-QAM.Thetransition from the Gaussian
channel to the Ricean channel, with the same type of modulation and con-
stant coderate, results in a necessary increase in the C/N by a maximum of
1.1 dB. As explained in section 11.1, the simulation of the Ricean channel
given by (11.1) represents an approximation of the actual conditions when
receiving DVB signals via a rooftop antenna with high directivity. The tran-
sition from the Gaussian channel to the Rayleigh channel, with the same
modulation type and the same coderate, results in a necessary increase in
the required C/N by a maximum of 8.9 dB. The Rayleigh channel given by
(11.2) is used to model the actual conditions when receiving DVBsignals via
stationary receivers, which have a rod antenna.

In the case of hierarchical modulation it is necessary to supply details of
the required C/N not only for the QPSK portion, but also for the QAM por-
tion. From the vast numberof possible options table 11.8 showsonly the data
for the example “QPSK embedded in 64-QAM”,with a = 2.
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Table 11.7 Minimum C/N ratio in the transmission channelin the case of non-hierarchical modulation re-

quired for QEF reception.

Type of Coderate Gaussian Ricean Rayleigh
modulation channel channel channel

[dB] [dB] [dB]

QPSK 1/2 3.1 3.6 5.4
2/3 4.9 5-7 8.4
3/4 5.9 6.8 10.7
5/6 6.9 8.0 13.1
7/8 7.7 8.7 16.3

16-QAM 1/2 8.8 9.6 11.2
2/3 11.1 11.6 14.2
3/4 12.5 13.0 16.7
5/6 13.5 14.4 19.3
7/8 13.9 15.0 22.8

64-QAM 1/2 14.4 14.7 16.0
2/3 16.5 17.1 19.3
3/4 18.0 18.6 21.7
5/6 19.3 20.0 25.3
7/8 20.1 21.0 27.9

When comparing the data in table 11.8 with the corresponding informa-
tion in table 11.7, one notices that the C/N required for QEF reception of the
high-priority data stream transmitted in the QPSK constellation points,
must be 3.3 dB to 4.9 dB higher than in the case of non-hierarchical modula-
tion. Hence, the hierarchical modulation reduces the robustness of the QPSK

portion. This finding should not be surprising, as the QAM constellation
points lead to an actual decrease in the spacing between the apparent QPSK
constellation point (the cloud of 16 points in one quadrant) and the decision
thresholds. The greater the value of a the less important the effect becomes;
since an increase © results in a smaller relative size of the clouds forming the
apparent QPSK constellation points.

For QEF reception of the low-priority data stream transmitted in the
QAM constellation, a higher C/N is again required than for the non-
hierarchical 64-QAM. The differences are between 1.7 dB and 3 dB. Asal-

ready explained in section 11.5 these differences are mainly due to the in-
crease in average transmission power described by a. In the case of a = 1
there are, in fact, only minordifferences between the required C/N for non-
hierarchical and hierarchical modulation (maximum 1.2 dB).

In conclusion, the total effect of the introduction of the hierarchical

modulation shall be discussed on the basis of a practical example (A = 1/4).
Let the hierarchical modulation be given in the form of “QPSK embedded in
64-QAM”, with a = 2. The total data stream should be receivable with a roof
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Table 11.8 Minimum C/N in the transmission channel for hierarchical modulation in the form QPSK em-

bedded in 64-QAM (c = 2) required for QEF reception.

Type of Coderate Gaussian Ricean Rayleigh
modulation channel channel channel

[dB] {dB] [dB]

QPSK 1/2 6.5 7.1 8.7
2/3 9.0 9.9 11.7
3/4 10.8 11.5 14.5

in

64-QAM 1/2 16.3 16.7 18.2
2/3 18.9 19.5 21.7
3/4 21.0 21.6 24.5
5/6 21.9 22.7 27.3
7/8 22.9 23.8 29.6

top antenna (Ricean channel), while the high-priority data stream should be
receivable on a stationary receiver with a rod antenna (Rayleigh channel).
For the high-priority data stream,let the coderate of the inner error protec-
tion be chosenat 2/3, while for the low- priority data stream the coderate of
the inner error protection be assumedto be 5/6. The data rate of 6.64 Mbit/s
for the high-priority data stream can be taken from table 11.6. The required
C/N is 11.7 dB. The low-priority data stream transmits 16.59 Mbit/s. and for
its reception a minimum C/N of 22.7 dB is required. For example, if suffi-
cient C/N is provided in the transmission channel, a receiver with the rod
antenna could receive one television programme,and a receiver with a roof-
top antenna,three or four.

11.6.3 Features Relevant for Mobile Reception

Mobile reception suffers from all the impairments relevant for portable re-
ception. In addition, Doppler shift is experienced and the properties of the
transmission channel change over time. Doppler shift results in a frequency
shift of the received OFDMcarriers as a function of the speed andthe direc-
tion of the movement.In the simplest case the receiver moves away from the
transmitter at a speed v. The frequencyshift, which is described by the Dop-
pler frequencyfp can then be calculated as

fp =~ Jo
c

Assuming appropriate signal processing in the receiver also the fast channel
variations associated with mobile reception can be tracked. To achieve suc-
cessful mobile DVB-T reception, a numberof factors need to be observed:

fo : carrier frequency c: speed of light
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- The receiver has to track channel variations in time and frequency. In
addition, correct channel estimation needs to be provided. The density of
the pilots in the DVB-T signal givesa theoretical limitation.It defines the
theoretical maximum Doppler frequency fpmax = 1/(8:Ts) which is be-
tween 446 and 541 Hz for the 2K mode.At carrier frequencyf, = 626 MHz
(UHF channel 40) this corresponds to a maximum speed of about
770 km/h - 930 km/h. For the 8K mode these values are exactly 4 times
lower. This (theoretical) limit depends on FFT size and guard interval
length but not on modulation and coderate. In practice, the performance
is extremely dependenton the quality of the interpolationfilters used. To
achieve performancesufficient for mobile receivers, 2-dimensional inter-
polation filters need to be employed.

- The receiver has to handle noise-like distortions called FFT leakage
which are caused by non-orthogonality of the DVB-T subcarriers due to a
time varying channel.

- The receiver has to be correctly synchronised in time and frequency in a
mobile channel. As explained in section 11.3, for synchronisation pur-
poses the receiver may use the guard interval for coarse timing, the scat-
tered pilots for fine timing and the continual pilots for frequency syn-
chronisation.

— Thereceived field strength and consequently the C/N ratio have to be suf-
ficiently high at a sufficiently high numberof locations to permitareli-
able mobile service.

In recentyears, several investigations, comparative tests of various DTV sys-
tems andfield trials have looked into the performance of DVB-T for mobile
reception. The DVB-Tfield trial in northern Germany demonstratestheeffi-
ciency of DVB-T especially for mobile users. Mobile reception of DVB-T
proved a practical reality even in very densely built-up urban areas. Wher-
ever the field strength surpassed a certain level, a perfect mobile reception
was achieved. The measurements have shownthat the requiredfield strength
for portable indoorreception is definitely higher than that needed for mo-
bile reception [DVBTNORD].

The design of mobile receivers takes into account the fact that multiple
antennasare usedto receive radio and TVsignals in cars. In consequence a
RF pre-amplifier is used to combine these antennas andthe effective noise
figure of a mobile receiver is significantly lower than that typical for con-
sumertype TV sets.

Significant gain in Quality of Service for mobile reception can be accom-
plished with the introduction of antenna diversity. Figure 11.18 showsthe re-
sult of a simulation on the effect of antenna diversity (8K mode, 16-QAM,
rate 2/3, A=1/4). These simulations were carried out using a very critical
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channel, which is referred to as the Rural Area (RA) profile defined in
[COST 207]. A receiver with only one antenna already requires a C/N of
approx. 21 dB for perfect reception. The usage of diversity lowers the re-
quired C/N by approx.12 dB for this reception scenario.

In figure 11.18, SC stands for the selection combining, a rather simple
method, whereas MRC describes the more complex but moreefficient maxi-

11 The Standard for Terrestrial Transmission and Its Decoding Technique

mum ratio-combining algorithm.
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Fig. 11.18 Gain ofdiversity for the Rural Area profile

Symbols in Chapter 11

Cy spectral signal power density
C signal power
C/N signal to noise ratio
F, pre-amplifier noise figure
F, tunernoise figure
Fisy combined noise figure of tuner and pre-amplifier
G antenna gain
Bp pre-amplifier gain factor
g(X)—generator polynomial defined in the time domain
I in-phase component
i runningvariable, integer
K Ricean factor

Kinax maximum value of the OFDMcarrier index
Kmnin minimum valueof the OFDM carrier index
N Noise power
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numberof echoes in a channel model

quadrature component
duration of guard interval
duration of useful interval

duration of a symbol
time in general
polynomial argumentdefined in the time domain
input signal of a channel model
output signal of a channel model
complex-valued argument
distance measurefor constellation points
relative length of the OFDM guardinterval
phase angle in echo path i
attenuation in thedirect signal path
attenuation in echo path i
relative time delay in echo path i
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12 DVB Data Broadcasting

In analogue television we can find auxiliary information being broadcasted
parallel to video and audio components. This information is in many cases
connected to the actual programme and mostly transmitted via the teletext-
mechanism.Teletext offers a preview of future events in the programme and
other information like news or weather forecasts. This feature had to bere-

tained by the digital TV system and possibly be enhancedtofit the increased
need for data transmission. But over and above Teletext DVB nowprovides
the meansfor a large variety of data services like software download,recep-
tion of Internet services or interactive TV.

12.1 Basics of Data Broadcasting

Usage of the MPEG-2 Transport Stream makesit possible to transmit not
only video and audio data but also any other digitally coded information
over the DVB distribution channels. To denote this, the picture of the Data
Container(figure 12.1) is often used. The Data Container is conveyed inside
the DVB multiplex or can even be seen as an alternative representation of
the multiplex. Depending on the usable data rate of the broadcast channel,
the size of the container varies and it can include data services in addition to

PSI, SI, video and audio.

These data services can be either programmerelated ortotally independ-
ent of any other service in the multiplex. Examples of programmerelated
data services are teletext or other applications, which give further informa-
tion about the presently received programme.In addition to this kind ofser-
vices there are those services which are not linked to a specific programme
and thus form an independentpart of the multiplex. Possible areas of use are
software download, MHP applications, information services or Electronic
Programme Guides (EPG).

No matter, which kind of service the digital data represents, it can be in-
serted into the MPEG-2 Transport Stream (TS). But depending on the needs
of the application (e.g. exact timing of presentations, synchronisation with
other services), additional provisions have to be made in order to ensure a
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Fig. 12.1. Components inside the DVB data container

correct transmission and enable that the receiver understands the transmit-

ted service. In consequence, four ways of transmission were defined in
[EN 192]: Data Piping, Data Streaming, use of a Data/Object Carousel and
Multiprotocol Encapsulation. The following four sections describe each of
them:

12.2 Data Piping

Data Piping (figure 12.2), the simplest of the transport mechanismsofdata in
DVB, enables the user to send any non-synchronised data over the DVB
channels.

DVB

transmission

system 
Fig. 12.2. Data Piping
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The channel can be seen as a simple tube, where data is poured into one
end and pours out at the other end. In technical terms this meansthat the
data is directly inserted into the payload of the TS. In orderto enable there-
ceiver to understand the data pouring out at the end it is necessary that
additional arrangements be made between senderandreceiver prior to the
transmission. I.e. the receiver has to be informed about how the data was

distributed into the 184 Byte long payload packets and howit will needto re-
assemble them. The aim of defining Data Piping is to provide a very simple
mechanism suitable for any data service. Data Piping has the advantage that
it is possible to include only the additional information absolutely necessary
for the receiver to decode the transmitted data. An overhead caused by un-
used but mandatory contents of a specific protocol does not occur because
no fixed protocol is used. On the otherside it is necessary that the receiver
knows how to handle the data. Practically, Data Piping is not usedalot.It
exists in certain broadcast environments, which are governed by proprietary
technology and may be completely replaced by the more complex schemes
described in 12.4 and 12.5

12.3 Data Streaming

Data Streaming(figure 12.2) can be classified into three areas of usage:

12.3.1 AsynchronousData Streaming

Transmission can be made without the need of special synchronisation by
using AsynchronousData Streaming. This mechanism is similar to Data Pip-
ing, but here the data is already packetised into segments 64 kBytes long.
These segments are then inserted into PES packets which themselvesare di-
vided into units of 184 Bytes in orderto fit into the payload of MPEG TS
packets (s. Chapter 5). A possible usage of this streaming method could be
the transmitting of data that is already existent in the form oflargefiles.

12.3.2 SynchronousData Streaming

In cases where a highly constant data rate is required, Synchronous Data
Streaming can be used. A constantdata rate is accomplished by transmitting
the clock reference of the encoder, which is then used to synchronise the sys-
tem clock of the receiver. In addition time stamps are provided within the
data stream from which the data rate is directly connected to the system
clock (s. Chapter 5.3). Different from the time stampsin the case of video
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DVB

transmission

system 
Fig. 12.3. Synchronous/Synchronised Data Streaming

transmission, these time stamps are extended by 9 additional bits
(“PTS_extension”) in order to reach a higher accuracy of the synchronisa-
tion. Also the presentation of the data rate (“ES_rate”) is extended by an op-
tional field “output_data_rate” which enhances the resolution of the data
rate denotation from 400bits/sec to 1 bit/sec. If applications require a syn-
chronous output of data even after a loss of packets or when several decod-
ers have to be synchronised, Synchronous Data Streaming is the right
choice.

12.3.3 Synchronised Data Streaming

Some applications make it necessary to couple two elementary streams
(PES) with each other. The classical example for this is the relationship be-
tween video and audio data where the presentation of both has to ensure
synchronisation of the display of lip movements with the audio material. But
also data other than audio may need accurate synchronisation to the video
stream. Possible applications are for example subtitling, information for the
hearing impaired anddistribution of Karaoke song texts. Nevertheless, syn-
chronisation to lip movement maynot put such extremelystrict demands on
the accuracy of the data rate as in certain cases, the coupling of two data
streams, (which is done by synchronous data streaming). Thus the field
“output_data_rate” is not used and the field ”PTS_extension” is only op-
tional, because the highly precise time stamps offered in this field are not
necessary in most cases.

299



300

12.4 Data/Object Carousel 289

12.4 Data/Object Carousel

Carousel mechanisms are well known to the users of teletext services ac-

companying analogue television programmes. The user selects a teletext
page via a three-digit number, which onedials on their remote control and
then waits for a certain period of time until the page is displayed. He or she
therefore experiences a certain level of interactivity, which systematically
would be called “local interactivity”. The teletext pages are repeatedly played
out of a data carousel, which the teletext provider operates and whichall
teletext pages are placed on. The operator can choose the numberof pages
on the carousel, the cycle period of the carousel and they can place certain
pages on the carousel more than once - thereby reducing the maximum time
the user will have to wait for these pages. The receiver does not haveto store
the teletext pages locally because they will be repeatedly madeavailable. The
user is not able to control the contents of the carousel butis able to locally
select the teletext page displayed on his screen.

DVB data and object carousels offer comparable functionality - but in-
stead of teletext pages, data files can be transmitted. In addition to the data a
“table of contents” can be presented to the user. Two main groupsof carou-
sels are defined: the Data Carousel and the Object Carousel.

12.4.1 Data Carousel

The Data Carousel specified within DVB is based on the DSM-CC (Digital
Storage Media - Command and Control) standard [ISO 13818-6]. Thefiles
belonging to one software program form one group andeachfile corre-
sponds to one module. The identification of a module is unique for the
whole carousel. It is not necessary that the numbering of the modulesis con-
tinuous, the modules on the server can be numbered and then only the nec-
essary modules can besent. In figure 12.4 this results in a carousel including
only the modules2,3 and 8. For transport purposes the modulesare split up
into blocks of equal size. Solely the last block of a module may be smaller
than this block size. Several related modules (forming a software applica-
tion) build up a group. For each group a “DownloadInfoIndication” (DII) is
inserted, referencing and describing the modules that belong together. This
structure constitutes a one-layer Data Carousel(figure 12.4).
The one-layer structure is often not sufficient. In case different versions of
files or programsfor different platforms are to be transmitted, each version
needs to be placed into an own group andthus within an own data carousel,
even though the transmitted data may differ only slightly. Another case
where the one-layered structure reaches its limits is the description of
groupswith very large modules. Soon the description can reach a size where
one single DII is not enough to containit.
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| DownloadInfo Indication | — 
Fig. 12.4. Structure of a one-layer Data Carousel

These cases can be coped with by using a two-layer Data Carousel (figure
12.5) which combines several groups to one supergroup. The data field
“DownloadServerInitiate” (DSI) includesa list of affiliated groups andtheir
descriptions.

In case different groups contain similar files (= similar modules) these
modules can be referenced even by different groups (one module can belong
to different groups).

| DsI |
ownload ServerInitiate | 

Fig. 12.5. Structure of a two-layer Data Carousel
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The functional data structures used for Data Carousels are “DSM-CC sec-

tions” which are fragmented and inserted into the transport stream. These
sections have the samestructure as the sections described in chapter 5.4
(figure 5.12). The table_id of the section denotes whether it carries data
(“Download Data Message”, table_id ox3B) or controls information
(“Download Control Message”, table_id 0x3C).

The only kind of “Download Data Message”used in a Data Carouselis the
“DownloadDataBlock (DDB) Message” which carries exactly one block of a
module. It also includes additional information about the block such as

block number, version number, and identification number of the module to

which the block belongs. A “downloadId”within the header makesit possi-
ble to assign the message to the respective carousel in the network (figure
12.6).

The “Download Control Messages” are the “DSI Message”, the “DII Mes-
sage” and the “DownloadCancel (DC) Message”.

The “DSI Message”, only used in Two-layer Data Carousels, lists the
groups, which are included in the carousel. Each group is identified by a
“groupld”, and its size is given by the “groupSize”. The list of descriptors
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Fig. 12.6. DSM-CC Messages
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includes the name, data type and further descriptions of the group. Fur-
thermore, a “group_link_descriptor” provides the possibility to join groups
together into units. If a groupis to be sent in TS packets with a different PID,
the "location_descriptor" can be found in the DSI. It provides a "compo-
nent_tag" which can be resolved into the according PID by using the
"stream_identifier_descriptor" in the corresponding PMT.

The “DII Message”lists the modules of each group. Again, for each mod-
ule an identification (“moduleID”) and size (“moduleSize”) are indicated. In

addition, the DII includes a version number. The descriptors in the DII have
the same functionality as in the DSI, except for the “group_link_descriptor”
whichis here replaced by the “module_link_descriptor”for linking modules
together into a unit. An additional “CRC_32”-word, calculated across the
whole module enables error detection.

The “DC Message” only signals the cancellation of the download with no
further structures to be presented here. The data carousel organises the con-
trol information and the data itself in the form of messages. No matter, in
which order the data blocks are sent, the receiver is always able to recon-
struct the right order by using the module numbersor block numbers. In
consequence, only one cycle of the carousel rotation is necessary to collect
all required data of one given module(all necessary data blocks) irrespective
of the point in time at which the user requests the data. The time needed to
collect the data is dependent on the speed of which the carousel rotates and
on the position of the individual data blocks on the carousel. The usage of
sections also enables the content provider to transmit more importantsec-
tions more often, for example the DII or DSI messagesin order to keep the
receiver informed about the structure of the whole carousel without too

muchidle time. Thereby the access to certain groups and modulescan beac-
celerated. (For each access to a module in a two-layer carousel the DSI and
the corresponding DII have to be read out before acquiring the wanted
module)

12.4.2 Object Carousel

While the data carousel supports the cyclic transmissionoffiles only, the ob-
ject carousel can also carry directories, file streams and other events, sum-
marised as objects (figure 12.7). Directories provide a list of associated ob-
jects comparable to the directories known from computers. In case infor-
mation has to be coupled to a specific stream in the broadcast (e.g.
connecting additional information to a TV programme) a reference can be
transmitted in the carousel (in figure 12.7 depicted by the block “stream (ref-
erence)”). Reference to a specific event in a stream (e.g. a TV show)can also
be provided. Transporting objects is similar to that provided by the data
carousel.
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service [ste|

stream events stream

( reference) ( reference) 
Fig. 12.7. Structure of an Object Carousel

The modules are separated into “Download Data Blocks” and inserted
into “DSM-CC sections” (figure 12.8). The modules no longer include only
the original data of the files but rather assemble themselves from “BIOP
(Broadcast Inter ORB Protocol / ORB = Object Request Broker) messages”.

The “BIOP messages” can have a variable length and include a header, an
extended header and a payload. The headersignals different characteristics
of the message, such as the length. The extended headerincludes the “ob-
jectKey”i.e. the identification numberof the object, and - depending on the
object type - a list of attributes, which further describe the object.

The directory structure of the carousel is shown in figure 12.9. The root
directory granting initial access to the carousel is called the “Service Gate-
way”. Sub-directories are included in the service gatewaybylisting the ob-
jects of the lower layers. When the objectis a file, the file data is inserted di-
rectly into the payload of the “BIOP message”. “Stream” objects do not
directly consist of data streams but include a link. This link can guide to
elementary streamsof the presently received service, of anotherservice or to
a service assembled from several elementary streams. Even services on dif-
ferent transport streams can be referenced (via original_network_id, trans-
port_strema_id andservice_id).
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Attributes Data Attributes Data Attributes Data

BIOP

Messages

Modules

Block 1 Block 2 Block 5 Download
DataBlocks

DSM-CC
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Fig. 12.8. Insertion of Objects into DSM-CC Sections

 
Fig. 12.9. Transmission of directories via the Object Carousel

In order to access the directories of the carousel, the receiver hasto filter

the DSI message, which points at a DII describing the group that contains
the service gateway. Here the description of the module containing the ser-
vice gateway can be found. After downloading the complete module, the
“objectKey” within this module links to the BIOP message, which contains
the service gateway.
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The service gatewayitself and any otherdirectory includelinks to the objects
belonging to this directory. Each link points at a DII message whichitself
denotes the affiliated module and the BIOP message embeddedinside. To
download the whole carouselit is thus necessary to go through the cycle “DII
message - Module - BIOP message” repeatedly until all objects have been
downloaded.

The Object Carousel as an extension of the carousel structures covers ap-
plication areas that are broader than the ones of the Data Carousel. By add-
ing the possibility of organising data in directories, data services beyond the
possibilities of the Data Carousel can be implemented. One example in
which data streams play an importantrole is the distribution of advertise-
ments for large department store chains. From a central server, displays in
all of the stores can be fed with information describing special offers, latest
lists for pricing or even background music. Other examples are MHPappli-
cations transmitted by object carousels because of the need for complex di-
rectory structures andlinking broadcast streams and programs.

Furthermore, the Object Carousel is an integral part of the specification
for the network independent protocol stack for interactive services
[ETS 802]. Using an interaction channel an even broaderarea for applica-
tions of the Object Carouselis created.

12.5 Multiprotocol Encapsulation

The transport mechanism termed Multiprotocol Encapsulation (MPE) opens
the possibility to transport packets originating from a variety of communi-
cation protocols via DVB broadcast channels. MPE was optimised for the
use of the Internet Protocol (IP), but the usage of the LLC/SNAP (Logical
Link Control/SubNetwork Attachment Point) method [ISO 8802-2] makesit
possible to include data from other and even future network protocols. MPE
provides the meansto addresssingle receivers ("unicast“), groups of receiv-
ers ("multicast“) and alsoall receivers ("broadcast“) in the network.

The transport of the datagrams is based on DSM-CC sections
[ISO 13818-6], which are compatible to the private sections defined in chap-
ter 5. The DSM-CCstandard includes a method for transmitting communi-
cation protocols based on MPEG-2transport streams, but this methodis not
used within DVB, because it does not meet the DVB requirements,especially
regarding security of the data.

Instead, DVB uses the semantics of a DSM-CC section with a DVB-specific
interpretation of the header (s. table 12.1, showing the section structure in
form of a table similar to the tables in chapter 5). The header of suchasec-
tion (s. chapter 5.4) is denoted by the table_id 0x3E. In contrast to the sec-
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tions used for transmission of the PSI/SI-tables, the section_syn-
tax_indicator of a DSM_CC datagram section (following the table_id) indi-
cates whether the common “CRC_32”-word or a checksum is used for

Table 12.1. Syntax of a datagram section

Syntax Size (bits) Unit

Datagram_section() {

table_id 8 Uimsbf

section_syntax_indicator 1 Bslbf
private_indicator 1 Bslbf
reserved 2 Bslbf

section_length 12 uimsbf
MACaddress6 8 uimsbf

MAC_address_5 8 uimsbf
reserved 2 Bslbf

payload_scramblingcontrol 2 Bslbf
address_scramblingcontrol 2 Bslbf
LLC_SNAP_flag 1 Bslbf
current_next_indicator 1 Bslbf

section_number 8 uimsbf

last_section_number 8 uimsbf

MAC_address_4 8 uimsbf

MAC_address_3 8 uimsbf
MACaddress2 8 uimsbf

MAC._address_1 8 uimsbf

if (LLC_SNAP_flag == "1") {
LLC_SNAP()

} else {

for (j=03;}<N1;j++) {
IP_datagram_data_byte 8 Bslbf

}

}

if (section_number == last_section_number)
for (j=0;j<N2;j++) {

stuffingbyte 8 Bslbf
}

}

if (section_syntax_indicator =="0"){
checksum 32 uimsbf

} else {

CRC_32 32 rpchof
}
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error detection. Addressing of the datagrams is done by a 48 bit long MAC-
(Medium Access Control) address allocated to each receiver. The last two

bytes of the MAC-address, which mostlikely distinguish between different
receivers, are carried in the position of the header, which is normally used
by MPEGfor the “table_id_extension”. The rest of the address follows be-
hind the “last_section_number’”, ie. outside of the header. By splitting up
the address into two parts of which oneis located in the headerof a section,
the demultiplexer is enabled to do thefiltering of the more significant part of
the MAC-addresses in hardware.

Transmission of protocols other than IP is signalled by the
LLC_SNAP_flag which also indicates that the datagram starts after the
LLC_SNAP-header(in table 12.1 denoted by “LLC_SNAP()”). The signalling
within the PSI/SI-structures is done by the data_broadcast_descriptor(s.
chapter 5.4.3.2). In the case of MPEit includes four additional fields: the
MAC_address_range, indicating how many bytes of the MAC-address are
significant for the filtering by the receiver, the MAC_IP_mapping_flag,indi-
cating in which way the MAC-addresses are derived from the IP-addresses,
the alignment_indicator, informing about an alignmentof the data along 32-
bit borders and a value giving the numberofsections carrying the present
datagram. This additional information is necessary for protocols other than
IP to estimate the over-all length of the datagram prior to decoding in order
to assign enough memory.

12.5.1IP over DVB

One usage of the MPE mechanism is the transmission of IP packets over
DVB broadcast networks. It is based on an extended form of Multiprotocol
Encapsulation. The extension was required to solve some problems, which
occurred in large networks where IP services are offered. Insertion of the
Internet Protocol (IPv4 or IPv6) datagramsis donedirectly into the payload
of the sections. In DVBthe length of IP-datagramsis limited to 4086 byte, so
that one datagram fits exactly into the payload of one section, without the
need to fragmentit over several sections. Accordingly, the additional infor-
mation within the LLCSNAP header, such as_ section_number,

last_section_numberandthe over-all numberof sections mentioned in con-

junction with other protocols can be eliminated.
The DVBtransport is used to convey all types of IP-based services from

multicastfile delivery, via multicast streaming, high speed Internet services
to webcasting services. All these services are sometimes integrated into a
single platform, running IP/DVB multiplexed services over DVB transports.
Thefirst version of the data broadcast specification was finalised in 1996.It
did not provide a wayto specify the location where IP/MACaddressescan be
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found on a DVB network. Therefore it was not easy for a receiverto find the
traffic relevant to its IP-MAC address on a DVB network, providing an
IP/DVBstream aspart of a whole multiplex, carrying different kindsof ser-
vices, and/or allocating more than one DVB transport stream for IP/DVB
services. In order to solve this problem, a table was constructed which pro-
vides a possibility to link to a data stream within a DVB network. The re-
vised data broadcasting specification [EN 192] introduces the IP/MACplat-
form concept. An IP/MACplatform represents a set of IP/MAC streams
and/orreceiver devices. Such a platform consists of a single IP network with
unambiguous addresses in order to prevent address conflicts. It can include
several transport streams within one or multiple DVB networksandthusal-
lows operation of several data platforms on the same DVB network with
overlapping address ranges in the respective platforms withoutclashes.

Table 12.2 represents the syntax of the INT.

Table 12.2. Syntax of the INT (IP/MAC Notification Table)

Syntax Size (bits) Unit
IP/MAC notification section() {

table_id 8 uimsbf

section_syntax_indicator 1 bslbf
reserved_for_future_use 1 bslbf

Reserved 2 bslbf

section_length 12 uimsbf
action_type 8 uimsbf
platform_id_hash 8 uimsbf
Reserved 2 bslbf

version_number 5 uimsbf
current_next_indicator 1 bslbf

section_number 8 uimsbf

last_section_number 8 uimsbf

platform_id 24 uimsbf
processing_order 8 uimsbf
platform_descriptor_loop()
for (i=o, i<N1, i++) {

target_descriptor_loop()
operational_descriptor_loop()

}

CRC_32 32 rpchof
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Most of the entries from table_id to last_section_number are already
known from sections of other tables (s. chapter 5.4). Additionally, the ac-
tion_type identifies the action to be performed. The only action specified in
this context so far is the locating of IP/MAC streams in DVB networks (ac-
tion_type oxo1). In orderto assist receiver devices with limited filter capa-
bilities in locating the appropriate INT, the platform_id_hashis transmitted.
It is derived from the platform_id by a simple XOR-function forminga sin-
gle byte value out of the three byte long platform_id. The platform_iditself
labels a given IP/MACplatform in orderto identify it.

The following part of the INT is divided into two independentloops. The
first loop (platform_descriptor_loop) is used to describe the IP/MACplat-
form identified by the platform_id. The descriptors used here denote the
name of the IP/MAC platform, the name of the platform provider, locate
streams in the DVB TS whichare valid for all devices, describe the access

mode (e.g. dial-up) and convey the necessary telephone numberfor dial-
ups.

The second loop itself is again composed of two loops, the target
_descriptor_loop and the operational_descriptor_loop.

The target_descriptor_loop contains zero or more descriptors, which are
used exclusively for targeting. The target_serial_number_descriptorin this
loop for example is intendedto target devices based on some manufacturing
id, the target_smartcard_descriptoris able to target devices based upontheir
smartcard identifier. Descriptors are also defined for targeting MAC ad-
dresses, MAC address ranges and IP addresses in different notations(e.g.
shortform slash format, IPv4/v6 notation).

The operational_descriptor_loop mostly contains descriptors relating to
the localisation or assignment process, similar to the platform_descriptor
_loop. Someof the descriptors are used in both, platform_descriptor_loop
and operational_descriptor_loop. The IP/MAC stream_location_descriptor
for example locates the IP/MAC stream in DVB transmissions and can be
used within both loops. But in the operational_descriptor_loop it can over-
ride the descriptors of the platform_descriptor_loop and can give special in-
formation for the directly targeted devices.

12.6 System Software Update

For various reasons, manufacturers need to be able to update the receiver's
software, of products which are already on the market. The specification for
System Software Update (SSU) providesthe tools to do this.

The specification includes two profiles. The "simple profile“ describes the
signalling of either a proprietary data transfer format or a standardised DVB
data carousel. The secondprofile defines a new table, the Update Notifica-
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tion Table (UNT), which provides a standard mechanism for carrying addi-
tional data, e.g. update scheduling information, extensive selection andtar-
geting information orfiltering descriptors. Both the simple profile and the
UNTbasedprofile are described in one single document[TS 006].

The UNT hasa similar structure as the INT. The OUI_hash in the UNT

then replaces the platform_id_hash known from the INT. The OUIis the Or-
ganisation Unique Identifier as defined by the “Institute of Electrical and
Electronics Engineers (IEEE)”, identifying which organisation is providing
the update. By this, a platform similar to the one in the INT case is defined,
this time distinguishing the targeted devices and the provider, which runs
the download. The hash value again (as with the INT) facilitates the han-
dling of the OUIfor receivers with limited filter capabilities.

Table 12.3. Syntax of the UNT (Update Notification Table)

Name Size (bits) Unit

Update_Notification_Table() {

table_id 8 Uimsbf

section_syntax_indicator 1 Bslbf
reserved for future use 1 bslbf

Reserved 2 bslbf

section_length 12 uimsbf
action_type 8 uimsbf
OUI_hash 8 uimsbf
Reserved 2 bslbf

version_number 5 uimsbf
current_next_indicator 1 bslbf

section_number 8 uimsbf

last_section_number 8 uimsbf

OUI 24 uimsbf

processingorder 8 uimsbf
common_descr_loop()
for (I=o, I<N1, I++){

CompatibilityDe-
platform_loop_length 16 uimsbf

for (i=0, i<N2, i++) {

target_desc_loop()
operational_desc_loop()
}
}

}

CRC_32 32 rpchof
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The UNTshows5 hierarchical loops (table 12.3). The first loop, the com-
mon_descriptor_loop containsalist of descriptors which, unless overridden
in the operational_descriptor_loop, apply to all SSUs in this section. De-
scriptors here might for example be the update_descriptor, denoting if the
update has to be doneat once or uponthe nextrestart of the receiver, or the
SSU_location_descriptor, locating the software update service within the
DVBtransmission.

The second loop, the Ni loop, provides a mechanism by which manyre-
ceiver devices may be addressed by a single sub-table section.It targets the
devices by describing the receiver's system hardware and software rather
than theiraffiliation to single update services.

The N2 or platform_loop associates an operational_descriptor_loop with
a target_descriptor_loop, allowing multiple targeted and untargeted SSUsto
be associated with a platform.

As in the INTcase, the target_descriptor_loop contains zero or more de-
scriptors used exclusively for targeting. The samedescriptors as in the INT
can be used,with slightly different functionalities.

The usage of the operational_descriptor_loop is also similar to the INT
case, with descriptors like SSU_location_descriptor or scheduling
_descriptor, overriding the same descriptors within the common
_descriptor_loopfor single targeted devices.

Thus the UNT enables receiver manufacturers to download new software

with different versions to different groups of receivers by defining targeted
groupsof end devices.
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In digital television, video and audio signals are acquired, transmitted and
presented as a sequence of numerical values. The techniques in processing
the stream of digital data in the various components of the transmission
chain have been described in the previous chapters. However, only the dis-
tribution of digital signals from the broadcasting service provider to the
user, i.e. in one direction has been considered so far. With the increasing
availability of digital transmission systems a desire emerged to augment
classical broadcasting services with services providing a certain level of in-
teractivity. The user would be able to react to information presented by the
service provider or even to contribute to the information exchange. To
achieve interactivity, a return channel needsto be addedto the transmission
system enabling data to travel from the user back to the service provider.

The solution for interactive services proposed by the DVB Projectis pre-
sented in this chapter. It consists of a whole set of specifications describing
protocols, and interfaces for all kinds of transmission media and network
scenarios. After a short description of the service environment, protocols
commonto all types of interaction channels are explained in detail. In the
following sections the interaction channels for individual types of networks
are analysed. Two groups of networks have been identified that are able to
provide interaction channel services. The first section is concerned with
telecommunication networks used to enhance broadcasting networks with
an interaction channel. In the secondsection, interaction channels specific
to the various types of broadcasting networksare described.

13.1 Interactive Services

The term ‘interactive services' may describe a whole range of different types
of service offerings that require a varying level of interaction between the
user and the service provider or the network operator. The most basic form
of interactivity called ‘local interactivity’ can be achieved within the user
terminal. For local interactivity, data belonging to certain interactive ser-
vices is transmitted andstored in the terminal. That terminal can react to the
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inputs of the user without requiring further exchange of data acrossthe net-
work.This basic form ofinteractivity is not covered in this chapter.

The requirement of providing an interaction channelacrossthe transmis-
sion network wasestablished by the desire to enable the user to respondin
some way to the interactive service and by the necessity of the service pro-
vider or network operatorto listen and possibly react to that response. The
user's response may take the form of some simple commands,like in 'voting’
in favour of a particular participant in a game show orfor ‘purchasing’
goodsadvertised in a shopping programme.In thatcase, it may be sufficient
for the interaction channelto consist of a one-way, narrow-band path from
the userto the service provider.

With a higherlevel of interactivity the user, who has made a response to
an interactive service, will expect an acknowledgement. This maybe the case
if for example the 'purchase’ involves a credit card transaction that must be
accepted by the service provider. The consumerwill require to receive notice
of the result of the transaction. To transmit the acceptance note it will be
necessary for the interaction channel to include a narrow-band path in the
forward direction from the service provider to the individual user. The
broadcast channelwill not be sufficient since a single user is not individually
addressable.

If the information expected or requested by the user of the interactive
service is more complex or requires high transmission capacity, a further
level of interactivity is reached. The shopping programme mayfor instance
offer to provide upon request an additional presentation of a particular
product. In this case, the forward interaction channel will need to be broad-
band. Applications are conceivable where even the user contributes to the
interactive service with content that requires a broadbandreverse path. At
this point, the interactive service resembles two-way communication with
similar requirements for transmission capacity and transmission quality in
the forwardas well as in the return channel.

Adding interactivity to the DVB infrastructure requires the system set-up
to be extended by components providing communication means between
the end user andthe provider of the interactive service. The interactive ser-
vice provider can berelated to the broadcast service provider or even be the
same organisation. In any case, it can make use of the high bit-rate DVB
broadcast channels in delivering information to the user of the interactive
service at typical rates of up to 20 Mbit/s per channelin terrestrial broadcast
networks, and up to 38 Mbit/s per channelin broadcast networksviasatellite
or cable. The transmission capacity of the interaction channel depends
largely on the type of network thatis used. It may range from a few kbit/sif a
simple telephone modem is used (DVB-RCP) to 12 Mbit/s via the CATV
interaction channel (DVB-RCC).

314



315

13.2 Network-IndependentProtocols for DVB Interactive Services 305

Table 13.1. Set of specificationsfor interaction channels in DVB

DVB acronym Standard Implementa-
tion guidelines

Network-independent DVB-NIP ETS 300 802 TR 101194
protocols for interactive
services

Interaction channels

e PSTN/ISDN DVB-RCP ETS 300 801

e DECT DVB-RCD EN 301 193

e GSM DVB-RCG EN 301195

e CATV DVB-RCC ETS300 800, TR 101 196
ES 200 800

e LMDS DVB-RCL EN 301 199 TR 101 205

e Satellite DVB-RCS EN 301 790 TR 101 790

e SMATV DVB-RCCS TR 101 201

e- Terrestrial DVB-RCT EN 301 958

The current set of DVB specifications for interactive services describes solu-
tions for a variety of possible network configurations covering the specified
DVB broadcast options as well as interaction networks that are capable to
provide interaction channel services to DVB systems. Table 13.1 summarises
the technical areas that are specified and the appropriate references to ETSI
deliverables. The tools enabling interactivity in DVB consist in general of a
common part (DVB-NIP [ETS 802]) that is independent of the underlying
transport network and a network-specific part.

13.2 Network-Independent Protocols for DVB Interactive Services

Network-specific solutions for the provision of interactive services across
transmission channels based on DVBare described in sections 13.3 to 13.4.

To enable the use of identical interactive applications over different physical
return channels the higher layer protocols are network-independent. The
concept of distinguishing between network-dependent and -independent
protocols is explained in this section. The reference modelandthe definition
of higher layer protocols specified in [ETS 802] are the commonbasis forbi-
directional communications.

13.2.1 Protocol Stack

DVBuses a protocol stack which consists of the physical layer, the medium
access control layer, the higher medium layers and the application layer.
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Fig. 13.1. Protocol stack for DVB interactive services

The physical layer contains the specification of the modulation scheme,
channel coding, frequencyrange,filtering, equalisation and transmit power.
The medium access control (MAC) protocol, which runs on the medium
access controllayer provides the interface to higher layer protocols in order
to transmit and receive data transparently and independently of the physical
layer. Both the physical and the MAC layer are network-dependent and,
thus, differ for each technical solution. Protocols managing layers residing
on top of the MAClayerare the network-independentprotocols which can
be used in any interactive system defined by the DVBset of specifications.
The goal of this approach is to be able to develop interactive applications,
which can be used commonly with different interactivity-enabled network
solutions.

13.2.2 System Model

The system reference model describes the conceptof interactive services for
DVB. Two channels are established between the user and the service pro-
vider. The network adapter provides connectivity between the service pro-
vider and the network while the interface unit connects the network to the

end-user. The broadcast service provider distributes the MPEG-2 transport
stream over the unidirectional broadcast channel to the set-top box of the
end-user. The interactive service provider offers an interaction channel for
bi-directional communication which, in turn, is divided into a forwardin-

teraction path for the downstream direction and a return interaction path
for the upstream direction. To offer high-speed services towards the end-
user the interactive service provider can choose the broadcast link to embed
data into the MPEG-2 transport stream. In this case, the broadcast channel
may contain application control or communication data in order to connect
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Fig. 13.2. Generic system reference model for interactive services

to the distribution network. The user may for example utilise a cable modem
instead of a set-top box as a terminal device. A bi-directional application
control and communication channel will also be required between the dif-
ferent service providers for synchronisation purposes.

13.2.3 Higher Layer Protocols

With the higher layer protocols a unified interface for interactive servicesis
provided which is independentof the underlying network configuration. To
limit the number of network-independent protocols, DVB focused on the
definition of a certain class of protocol stacks. These protocol stacks send
data from the broadcast or interactive service provider to the end-user'sset-
top box via the broadcast channel employing the DVB/MPEG-2 data trans-
mission system or send data from the interactive service provider to the
customer's terminal via the interaction channel and vice versa. The data

packets processed by the higher layer protocols can contain audio, video or
general computer data content as well as application control or application
communication data. They may furthermore optionally be used to control
data download andinteractive sessions, and to implement a remote diagnos-
tic service and network management.

The basis for the network independent definition of higher layer proto-
cols is formed by the adoption of DSM-CC (Digital Storage Media - Com-
mandand Control) [ISO 13818-6]. It is complemented bythe Internet Proto-
col (IP) with appropriate transport protocols in the interaction channel and
by the MPEG-2 Data Carousel [EN 192] in the broadcast channel. Details of
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the application of DSM-CC in the DVB system for data communication are
provided in section 12.5 of this book. Two sets of network-independentpro-
tocols have been specified.

Thefirst set applies to the transmission of audio, video and data content.
The media maybe delivered using the broadcast or the interaction channel.
Onthe broadcast channel it can be transmitted in its native format as speci-
fied in the DVB transmission system. Alternatively, media packets may be
encapsulated in IP using MPEG-2 private sections (DSM-CC sections) as
defined in [EN 192]. When TCP/IP is carried over the broadcast channel, an
interaction channelshall be established to accommodate the flow of return

acknowledgements.In the interaction channel, IP is used with the point-to-
point protocol (PPP).

The second set of protocols describes the download of data across the
broadcast or the interaction channel from the interactive service providerto
the set-top box.It is also concerned with user-to-user interaction. Thelatter
may take place likewise using the broadcast or the interaction channel. In
the case of a broadcast channel, the data is organised in DSM-CC data and
object carousels that are in turn transmitted as MPEG-2 private sections. In
the interaction channel, DSM-CCis used overIP.

Session control signalling is usually not necessary in set-top boxes. How-
ever, to accommodate DVB interactive services requiring support for ses-
sions (e.g. when traversing multiple networks), an optional protocol stack
has been defined. This logical channel providesa bi-directional flow used for
the exchange of session information between a set-top unit or service pro-
vider and a session control entity in a network. A core subset of the MPEG-2
Digital Storage Media-Command and Control User-to-Network Interface
(DSM-CC U-N)is utilised.

A uni-directional flow is used to implement optional network manage-
ment capabilities via the interaction channel. With this feature, set-top unit
remote diagnostics are possible. The Simple Network ManagementProtocol
(SNMP) was chosen as a means to exchange managementinformation en-
capsulated in IP across the interaction channel.

13.3 Network-DependentSolutions for PSTN, ISDN, DECT, GSM

A straightforward way to add interactivity to the communication system
defined by DVB is to make use of the two-way capabilities of traditional
telecommunication networkslike the Public Switched Telephone Network
(PSTN). By specifying an interface between the DVB broadcast system and a
telecommunication network a narrow-band, bi-directional interaction

channel becomes immediately available. Since telecommunication networks
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exhibit a widely available infrastructure, their application is sufficient in
providing a basic level of interactivity without requiring additional invest-
ments in upgrading a broadcast network with a specific return channel.

Interaction channels using telecommunication networksare explained in
the following sub-sections. The implicit advantage of the use of telecommu-
nication networksfor interactive services is that they are independent from
the broadcast network(e.g. cable, satellite, terrestrial networks). The disad-
vantage is the fact that in a private homethe telephone socket may be far
away from where the broadcast network ends. The forward direction of the
interaction channel might be embeddedin the broadcast channel and deliv-
ered across the broadcast network or might be delivered through thetele-
communication network. The return channel, i.e. the reverse direction of the

interaction channel, is provided by the telecommunication network.

13.3.1 Interaction Channel through PSTN/ISDN

The interaction channel for both, Public Switched Telephone Network
(PSTN) and Integrated Services Digital Network (ISDN)is specified in [ETS
801]. These systems use the existing telephone line. Depending on whether
the local telephone connection is an analogueora digital line, the interac-
tion channel is established via the PSTN or the ISDN.

In order to allow access to the PSTN, the user terminal needs to be

equipped with a modem,which can be internal to the device or external. An
external modem is connected to the DVB user terminal with commonly used
cables like serial, USB or Ethernet connectors. The network side of the mo-

dem is connected to the existing telephoneline. Therefore, it shares the line
with other telecommunication equipmentthat is already present at the cus-
tomer's premises, e.g. telephones, fax machines, computer modems. Theset-
up of a bi-directional interaction channel via the PSTN is alwaysinitiated by
the modem in order to avoid unsolicited calls by service providers. The in-
terface between the modem and the PSTN network must be compliant to the
national requirements for the attachmentof terminal equipmentto an ana-
logue subscriber interface of the PSTN as described in [EN 001]. Calling
procedures applied by the modem,including dialling, call set-up and call
maintenance are described in [EN 001]. A detailed explanation would go
well beyond the scope of this chapter. The modem uses DTMFtones for
dialling. Optionally, a pulse-dialling mode may be implemented. The line
status (‘on-hook'or'off-hook’) is recognised by the modem in order to be
able to perform a call repetition process if desired. The same applies for
multiple call attempts if the called line of the interactive service provideris
busy. Multiple calls to the same service provider need to observe a certain
distribution in time as specified in [EN 001]. In some European countries,it
is required to give absolute priority to emergencycalls. For this reason, the
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modem hasto force the disconnection of the line and the teardownof the

interaction channel if the user picks up any other communication equip-
mentsharing the sameline with the modem.

The ISDN infrastructure can as well support the implementation of an in-
teraction channel for the DVB system. The Basic Rate Access interface as
specified in [EN 012] provides a bi-directional communication path with two
payload (B-) channels at 64 kbit/s each and a signalling (D-) channelat 16
kbit/s. The calling proceduresare specified in [ETS 402] and [EN 403]. Simi-
lar rules as for the PSTN interaction channel apply with regard to emergency
services. However, as a digital signalling system, features can be imple-
mented using upperlayer protocols,

Obviously, the role of the DVB Project in specifying the use of PSTN and
ISDN asthe interaction channel was limited. The specification [ETS 801],
therefore, is mainly a collection of references to the relevant telecommunica-
tion standards. The addedvaluelies in the selection of profiles and/or com-
ponents of these standards to meet the requirements of interactive services
in the DVB environment.

13.3.2 Interaction Channel through DECT

The interaction channel for Digital Enhanced Cordless Telecommunications
(DECT) is specified in [EN 193]. DECT provides a local, wireless, bi-
directional access technology to a further network infrastructure connecting
the user to the service provider. Figure 13.3 shows an adaptation of the gen-
eral reference architecture for DVB interactive services as described in sec-

tion 13.2. as it would be used, when the interaction channel is implemented
through DECT. The DECT portable part (PP) constitutes the interactive
interface unit of the network interface unit. Likewise it connects the user

terminal to the interaction channel. It may be internal or external to the user
terminal. With DECT covering the local access rather than the complete
network, the DECTfixed part (FP) is part of the functional componentses-
tablishing the interaction channel. The DECT FP is connected by the DECT
fixed terminal (FT) to the local access portion of the network and provides
an interface to the infrastructure extending the bi-directional connection to
the service provider via the DECT interworking unit (IWV).

The connection of DECTto different networks at the FP, the operation of
the DECTair interface and the signalling protocols for specific services and
applicationsare all described in the DECTprofiles. The default implementa-
tion for using DECTin the DVB interaction channelthat is described hereis
based on the Radio in the Local Loop Access Profile (RAP) [EN 765] and the
Data Services Profile (DSP) PPP interworking [EN 240]. However, since the
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Fig. 13.3. System reference model with an interaction channel through DECT

DECTstandard offers various additional options, several other possibilities
for the implementation of an interaction channel based on DECT exist.
Nonetheless, the chosen profiles have been evaluated against the require-
ments of interactive services in the DVB system. Even though there is no
restriction for using one or another implementation variant, DVB strongly
recommendsabiding to the described solution.

In the default implementation two scenarios can be distinguished. If the
DECTFP is external to the home, protocols defined in the RAP are used to
implement a DSP PPP interworking in the local loop. In this case, the DECT
PP communicates across a RAP data service infrastructure comprised of
DECTFPsand possibly wireless relay stations (WRS). The WRSrelays DECT
signals between DECT FPs and DECT PPs. DECT can also be used in the
homeas a wireless interface to the network. The DECT PP recognises that
the home FP does not support RAPfeatures and will not, therefore, use RAP
procedures to establish a DSP PPP interworking data service. Similar to the
case when PSTN is used as the interaction channel in DVB, national re-

quirements on the prioritisation of emergencycalls need to be observed.
As already pointed out in the previous section, [EN 193] similarly focuses

on the collection of references to the relevant telecommunication standards

and on the selection of appropriate profiles and/or components of these
standards. As such, the DVB Project conducted an importantprocessfor the
implementation of DECTasan interaction channel.

13.3.3 Interaction Channel through GSM

The interaction channel through the Global System for Mobile
Communication (GSM)is specified in [EN 195]. GSM providesa wireless,bi-
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directional access technology connecting the user to the service provider.
The GSM wireless network may form a complete DVBinteraction channel or
may be complementedbya further infrastructure such as the PSTN or the
ISDNin orderto provide a complete transmission path. Figure 13.4 shows an
adaptation of the general reference architecture for DVB interactive services
as described in section 13.2 as it would be used for an interaction channel

implemented through GSM. A GSM mobile station (MS) constitutes the in-
teractive interface unit of the network interface unit, which provides access
to the GSM network for the user terminal. It may be internal or external to
the user terminal. General requirements and signalling protocols for the
interface between the MS and the GSM networkas well as between the GSM

network and a complementing network like the PSTN are described in the
appropriate ETSI specifications. An overviewis given in [ETS 500]. Depend-
ing on the network linked to the GSM system, the MS must be configured to
support the correct bearer capabilities to provide the complete interaction
channel. Wheneverpossible it is preferred to implement GSM-ISDNinter-
working which provides an end-to-enddigital link between the user terminal
and the interactive service provider.

Concerningthe role of the DVB Project in specifying the use of GSM asin-
teraction channel, the situation is similar to what has been described in the

previous sections. DVB's main contribution is the selection of appropriate
profiles and/or components from the variety of available options. New data
services are becoming available with the evolution of GSM towardsthe third
generation of mobile communications. Particularly, the General Packet Ra-
dio Service (GPRS) will provide a suitable interaction channel for the DVB
service scenario with a similar reference model as shownin figure 13.4.
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13.4 Network-DependentSolutions for DVB-C, DVB-S and DVB-T

In contrast to establishing a return channel using telecommunication net-
works, here the forward andreverse directionsof the interaction channelare

created inside the broadcasting network.In this case, the broadcasting net-
work must be equipped with additional components to allow for the trans-
mission in the backward direction. Such solutions are defined for cable

(DVB-C), satellite (DVB-S) andterrestrial (DVB-T) broadcast networks.

13.4.1 Interaction Channel for Cable TV Distribution Systems

Cable TV networksare widely deployed in many countries for distribution
of broadcast programs. The upgrade with a return channel enables addi-
tional interactive services on the existing infrastructure. Due to the fact that
many customers are connected to the same coaxial cable, many users must
share the available bandwidth. For the assignment of the resources a me-
dium access control protocol is needed. [ES 800] specifies the medium ac-
cess control layer and the physical parameters. Thus, the standard estab-
lishes a DVB Return Channel for Cable (DVB-RCC).

13.4.1.1 System Concept

The system concept follows from the reference model shownin figure 13.2.
The interactive system consists of a forward interaction path in downstream
direction and a return interaction path in upstream direction that are added
to the existing broadcast system. The interactive network adapter (INA) at
the service provider's side and the network interface unit (NIU) residing in
the user terminal terminate the interaction channel. The underlying concept
is to use the downstream transmission to provide synchronisation andin-
formationto all units. Two alternatives are defined to achieve that goal. They
are called in-band (IB) and out-of-band (OOB) downstream signalling, re-
spectively. IB signalling denotes the embedding of the control information
into the MPEG-2 transport stream of a DVB-C channel, in contrast to trans-
mitting control information in a forward interaction path separate from the
broadcasting channel. The IB modeis most suitable for cable modem usage.
It can offer an asymmetric data connection with a higher data rate in down-
stream than in upstream direction, which matchesthetraffic characteristics
of many Internet applications. The OOB mode is more applicable to the
operation of interactive set-top boxes. With the broadcast channel used for
the reception of TV programs,the set-top box can establish additional con-
nections to exploit interactive services. Both types of systems may exist on
the same network under the condition that different frequency ranges are
used for each system.
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13.4.1.2 Physical Layer and Framing

Figure 13.5 indicates the possible spectrum allocation for broadcast andin-
teractive channels. The frequency bandfor broadcast channels ranges from
60 to 862 MHzandis the same as for DVB-C.It is recommendedto use parts
of the frequency range from 70 to 130 MHz or from 300 to 862 MHzfor the
OOB forwardinteraction path. Frequencies from 5 to 65 MHzare assigned to
the return interaction path. Due to ingress from external sources and in
order to avoid interference with the intermediate frequency range used by
set-top boxes or cable modemsas well as analogue receivers in the same
network, it may be necessary to leave out someparts ofthe total range.

The IB forward interaction path must use an MPEG-2 transport stream
with a modulated QAM channel as defined in [EN 429] and described in

chapter 10. The interaction channels have a bandwidth of 1 or 2 MHz for the
downstream signals andof0.2, 1, 2 or 4 MHzfor the upstream signals.
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Fig. 13.5. Frequency spectrum assignmentofinteractive channels

Table 13.2 showsthe possible data rates depending on the bandwidth and
the chosen modulation scheme. With a QPSK modulation the OOB down-
stream channel has a transmission bit rate of 1.544 Mbit/s or 3.088 Mbit/s.
The support of 3.088 Mbit/s is mandatory, 1.544 Mbit/s is optional for both
INA and NIU. For upstream transmission, the INA can use a QPSKor a 16-
QAM modulation. Therefore, six types of transmission rates are possible,
specifically 12.352 Mbit/s, 6.176 Mbit/s, 3.088 Mbit/s, 1.544 Mbit/s, 512 kbit/s
and 256 kbit/s. The support of 3.088 Mbit/s is mandatory, other rates are
optional for INA and NIU. The INAis responsible of indicating which rate
NIUs mayuse.
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Table 13.2. Supported bit-rates on interactive channels

Bandwidth

Modulation 200 kHz 1 MHz 2 MHz 4 MHz

QPSK 256 kbit/s 1.544 Mbit/s 3.088 Mbit/s 6.176 Mbit/s

16-QAM 512 kbit/s 3.088 Mbit/s 6.176 Mbit/s 12.352 Mbit/s

The system supports the use of several upstream channels operated in
parallel. The MAC protocol uses one downstream channelfor the control of
up to 8 upstream channels. In instances where multiple downstream chan-
nels are used at least one channel must support the provisioning functional-
ity. Within this channel, designated as the MAC control channel, the NIU
receives basic parameters for sign-on and link management. For the com-
munication during the initialisation and provisioning procedures a dedi-
cated service channelis used in upstream direction.

In a cable TV network downstream information is sent in a broadcast

modeto all connected users. Therefore, an address assignmentis needed to
identify different users. The address scheme of the cable return channel
defined by DVB uses a MAC address. The MAC address is a 48-bit value,
which may be hard-coded in the device or may be provided by external
sources.

Figure 13.6 explains the signal processing for OOB downstream transmis-
sion in the INA.Fordata transport ATM cells with a size of 53 bytes are used.
For the forward error correction two Reed-Solomonbytes are added. An
interleaver prevents the occurrence of burst errors that would not be cor-
rectable at reception. Ten ATM cells are combined with additional signalling
information to a structure called Signalling Link Extended Superframe. The
signalling information allowsthe user terminals to adapt to the network and
send synchronised information back via the upstream. After the creation of
a frame, the bytes are mappedtoaserial bit stream, randomised, differen-
tially encoded and QPSK modulated. The receiver within the modem has to
apply the inverse procedure.
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Fig. 13.6. Signal processing for OOB downstream transmission in the INA
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Fig. 13.7. Signal processing for upstream transmission in the NIU

The upstream channelis split into time slots, which can be assigned to
different users. The technique is called time-division multiple access
(TDMA). Figure 13.7 depicts the block diagram for the signal processing of
upstream transmission in the NIU. The transmission is based on ATMcells.
Due to higher interference risk in the upstream, 6 bytes Reed-Solomonfor-
ward error correction is used for each ATM cell. Interleaving is not suitable
since the transmission takes place in bursts originating from different users.
The bytes are mappedtoaserial bit stream, randomised and differentially
encoded. Before the modulator a 4 bytes unique word is inserted. This en-
ables the INA to synchronise the receiver on the bursts. To increase the
numberof available upstream slots it is possible to replace an ATM cell by 3
minislots. A minislot contains 20 bytes including the 4 bytes unique word
and 2 bytes Reed-Solomonforwarderrorcorrection.

To synchronise the transmission of different users the downstream pro-
vides a commontime base transmitted every 3 ms. At a data rate of 1.544
Mbit/s it describes the beginning of a new superframe. In the IB case this
marker must be embedded every 3 ms into the MPEG-2 transport stream.
The upstream is also divided into a3 ms raster. Depending on the data rate a
fixed numberofslots is available. From the individual receiving time of the
markerthe receiver is able to derive the exact point in time of whento start
the transmission of a burst.

13.4.1.3 MAC Layer Protocol

As mentioned in section 13.2 the MAC protocol provides tools for higher
layer protocols in order to transmit data transparently and independently of
the physical layer. The main objective is to control the access to the trans-
mission channel. Other tasks are initialisation, provisioning and sign-on
management, connection management, link managementandsecurity.

The MACprotocol exchanges information among the functional compo-
nents using MAC messages. These messages can besent in a broadcast and a
unicast mode. MAC messages are embeddedin the packet structure of the
channels.
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The MACprotocol provides three different access modes and a modefor
power and timingcalibration of the user terminals. These modesare called
contention, reservation, fixed-rate and ranging. Within upstream channels
users send packets with a TDMA-type access scheme. This means that each
channel is shared by manydifferent users, that can either send packets at an
arbitrary time with a resulting possibility of collisions or request the alloca-
tion of exclusive transmission opportunities and use the slots assigned by
the INA. The distribution of time slots assigned to a particular access mode
is organised in access regions. The location of each access region is provided
to the NIUs by information contained in the slot boundary fields of the
downstream signalling messages. Knowledge about the limits between access
regions allows users to decide when to send data in contention slots with a
risk of collision or in individually allocated reservation or fixed-rate regions.

e Contention based techniques are used for multiple subscribers that have
equal access to the signalling channel. It is possible that simultaneous
transmissionsoccurin a single slot, which then results in a so-called col-
lision. The specification has been designed to support cable roundtrip
delays of up to 800 pts, which correspondsto a cable length of approxi-
mately 80 km.It is not possible for a NIU to detect a collision by listen-
ing to the channel like on an Ethernet network. The INA utilises a recep-
tion indicator to inform the NIUs whether ATM cells were received suc-

cessfully. To reduce the risk of new collisions, contention resolution al-
gorithms are employed.

e Fixed-rate access requires data to be sent in slots assigned to the fixed-
rate access region in the upstream channel. Theseslots are uniquelyal-
located to a connection by the INA.

e Reservation access implies that data is sent in the slots assigned to the
reservation access region in the upstream channel. These slots are
uniquely allocated to a connection for one-time usage by the INA.This
assignmentis madeat the request of the NIU for a given connection.

e Ranging access meansthat the data is sent in a slot preceded and fol-
lowed byslots not used by other users. Theseslots allow users to adjust
their clock depending on their distance to the INA sothattheir slot tim-
ing is correctly synchronisedto the timing determined by the INA.

13.4.1.4 Mid Layer Protocols

To provide an interface between the MAClayer and the higher layers, [ES
800] defines three ways to encapsulate IP packets: Direct IP, Ethernet MAC
Bridging and PPP. Support of Direct IP is mandatory for INA and NIU and
the other two methods are optional. In the IB downstream channel the IP
datagramsare carried using DVB multiprotocol encapsulation. In the OOB
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downstream and upstream channels the IP datagramsare carried in ATM
AAL-s.

13.4.1.5 DOCSIS® - the Alternative Cable Return Channel

The considerable interest of the market in providing interactive services
across cable TV networksandthe large potential they offer in termsof infra-
structure and available transmission capacity led to the parallel development
of alternative solutionsfor the interaction channel for cable. The Data-Over-

Cable Service Interface Specification (DOCSIS®) developed particularly in
the United States has reached a significant market penetration. With some
adaptationstofit into the European system of cable networksit also became
an ETSI standard [ES 488].

DOCSIS andits European variant known as Euro-DOCSISoffer a trans-
parent bi-directional transmission platform for IP based data traffic across
the cable television network. The system does not inter-operate with the
DVBReturn Channelfor Cable, i.e. a user terminal compliant to DOCSIS can
not communicate with an interactive network adapter running the DVB-
RCC MACprotocol and vice versa. The reference architecture for the DOC-
SIS system is depicted in figure 13.8.

The transmission path extends from the cable modem termination system
(CMTS) equivalent to the interactive network adapter in the DVB reference
model as shownin figure 13.2 to the cable modem (CM)in the user's prem-
ises incorporating a specific type of network interface unit. The downstream
from the CMTS to the CM consists of a continuous flow of MPEG-2 packets.
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The PID in the headeridentifies the payload as DOCSIS(see also chapter 5
for details on multiplexing an MPEG-2 transport stream). Modulation,error
correction and physical channel parameters accord to the ITU-T Recom-
mendation J.83 Annex B [ITU J.83B] with a channel width of 6 MHz. The
Euro-DOCSIS variant adopts the 8 MHz wide modulated QAM channel as
defined in [EN 429] and described in chapter 10. The downstream channel
has a gross transmission rate between 30.3 and 41.4 Mbit/s with 64-QAM and
between 42.9 and 55.2 Mbit/s with 256-QAM dependingonthe type of modu-
lation, the symbol rate and the channel width. The upstream uses a combi-
nation of frequency-division multiple access (FDMA) and time-division
multiple access (TDMA). In the upstream frequency range of 5 to 42 MHz
(DOCSIS) or 5 to 65 MHz (Euro-DOCSIS) several channels are allocated,
each of which is either 200, 400, 800, 1600 or 3200 kHz wide. Within one

frequency channel bursts of minislots with variable length are modulated
with QPSK or 16-QAM.Mostof the transmission parameters such as modu-
lation scheme,error correction parameters and burst length are configurable
burst by burst through the CMTS.This results in a considerable flexibility in
available data rates. With QPSK they range from 320 kbit/s to 5.12 Mbit/s and
with 16-QAM a datarate of up to 10.24 Mbit/sis possible.

Similar to the DVB solution the DOCSIS MACprotocolis responsible for
the dynamic configuration of the communication system andthe allocation
of upstream resources. Other tasks include functions such as timing and
synchronisation, security of the data link and support of Quality of Service.
The upstream is divided into minislots, which are time-units with variable
length. By transmitting MAC management messages in the downstream the
CMTSassigns each interval of minislots to a particular purpose and/orto a
particular cable modem.Six types of usage for an interval of minislots are
defined:

e Initial Ranging: Cable modemssend their first message in this interval
to establish the initial contact to the CMTS. All new cable modemsare

allowed to use that transmission opportunity concurrently.It is not ex-
pected that the messages are sent synchronously, and the transmission
parameters are chosento be very robust.

e Periodic Ranging: Intervals of this usage type are assigned to individual
cable modemsto fine tune synchronisation and powerlevels.

e Request: All modemsrequiring transmission opportunities can request
them in minislots allocated to this type of usage. Requests are subject to
collisions.

e Request/data: Modems can send requests for the allocation of band-
width and datain this interval. All transmissions may suffer from colli-
sions.
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e Short data: An interval of minislots assigned to this usage typeis re-
served for a single cable modem andis intended for the transmission of
a small amountof payload data.

e Long data: This interval has the same purposeas intervals of type 'short
data’. However, certain transmission parameters are optimised for a
longer duration of the burst.

The basic data transport service provided by the MACprotocolis ‘best ef-
fort’. Simple mechanismsallow the assignment of some fundamentalclasses
of service to particular cable modemsand,thus, enhance their performance.
In DOCSIS1.1 sophisticated upstream scheduling services were included that
enable dynamic guarantees of Quality of Service for individual flows of
packets. Packet fragmentation and payload header suppression complement
these measuresto increase the efficiency of the upstream bandwidth utilisa-
tion. For further details the readeris referred to [ES 488].

13.4.2 Interaction Channel for LMDS

LMDSis the acronym for Local Multipoint Distribution System and de-
scribes a wireless technology, which is able to transmit a large amountof
data at very high frequencies using microwave radio. LMDSsolutions oper-
ate in frequency bands between 10 and 66 GHz. The usable spectrum is sub-
ject to licensing and mustbe allocated by the local regulatory bodies.

The term ‘local’ in the nameof the system denotes the fact that propaga-
tion characteristics of signals in this frequency range limit the potential cov-
erage area to a single cell site. Recent systems have bridged up to 10 km at
lower frequencies, while at higher frequencies the distance is smaller. LMDS
is a ‘multipoint’ distribution system, which indicates that signals are trans-
mitted in a point-to-multipoint or broadcast method; the wireless return
path, from an individual subscriber to the base station, is a point-to-point
transmission. A microwave transceiveris for example installed onto a build-
ing at the subscriber site and another oneat the LMDSbasestation. LMDSis
used to distribute data, which may consist of simultaneous voice, data,
Internet, and video traffic. The great advantage in comparison to the cable
TV networkis the simple installation of wireless links.

DVBdefined an LMDSinteraction system [EN 199], which is based on the
specification of the return channel for cable [ES 800]. The main difference
between cable and LMDSis the usage of different frequency bands. Thein-
termediate frequencies could for compatibility reasons even be the same as
on cable. These frequencies are then modulated and transformed to the
higher frequency band. Alternatively, intermediate frequencies of up to 2
GHzare defined.
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13.4.3 Interaction Channelfor Satellite Distribution Systems

The specification [EN 790] documents the baseline for the provision of the
interaction channel for geostationary satellite interactive networks with
fixed return channel satellite terminals (DVB Return Channel Satellite
(DVB-RCS)). Currently, the scope of such services is in a business-to-
business environment, butit is envisaged that with growth of the market the
satellite interactive terminal will become viable as a consumerproduct in a
domestic environment.

The system model for an interactive satellite network is shown in figure
13.9. It is an extension to the DVB reference model for interactive services,

which is described in chapter 13.2. Three main functional blocks can be iden-
tified, the feeder station, the gateway station and the network control centre
(NCC). The feeder station transmits the forward link signal, which is the
standard DVB-Ssignal [EN 421], provided by a broadcast service provider.
Onthis link the user data, and the control and timing signals, which are
needed for the synchronisation between uplink and downlink, are multi-
plexed. The reference model showsa clear separation between the downlink
transmission (SAT FW) and the return channel uplink transmission (SAT
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Fig. 13.9. System reference modelfor the satellite interactive network
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RT). In reality, this separation does not needto exist. Instead, the samesat-
ellite may be used for uplink and downlink. Then for example, the downlink
may use the 12 GHz band (Ku) whereasthe uplink is installed using the 20
GHz band (Ka). The gateway station receives the return signals from the
return channelsatellite terminal (RCST) and provides access to other net-
works. The network control centre generates control and timing signals for
the operation of the satellite interactive network to be transmitted by one or
several feeder stations, and monitoring functionsare also provided.

For the forward link the RCSTis able to receive digital signals conforming
to [EN 421]. The return channel uses specific physical layer and medium
access contro] functions. The signal processing for each RCST transmitter
contains burst formatting, energy dispersal, channel coding and burst
modulation. An important feature is the synchronisation of the RCST to the
satellite interactive network. The synchronisation schemeis based on a net-
workclock reference (NCR) and onsignalling messages in DVB/MPEG-2-TS
private sections. The NCR is distributed with a specific PID within the
MPEG-2 transport stream. The RCST reconstructs the reference clock from
the received NCR and compensatesthe carrier frequency.

Data is transmitted in bursts on the upstream. Four types of bursts are
specified. They create a traffic, acquisition, synchronisation or common
signalling channel. Thetraffic bursts are used for carrying payload data from
the RCST to the gateway. These bursts may be based on ATM cells or
MPEG-2-TS. Synchronisation and acquisition bursts are required to accu-
rately position RCST's burst transmissions during and after logon. Common
signalling channel bursts are only used by an RCSTto identify itself during
logon. Each burst is followed by a guard time allowing the RCST to ignore
transients and system timing errors. The length of the guard time depends
on the network. No general value has been specified.

The serial data stream of a burst is randomised by a specific pseudo-
random sequence. Forwarderror correction is applied for all burst types. A
turbo coding and a concatenated coding scheme are described. Both
schemes are mandatory for the RCST. Modulation is done by a Gray-coded
QPSK with absolute mapping and the signals shall be square root raised
cosinefiltered.

A set of MAC messages has been defined to enable RCSTs to request
transmission capacity and to support synchronisation, control and man-
agement. The transmission capacity needs to be managed by the NCC since
the satellite link is a shared medium that is used concurrently by all RCSTs.
The satellite access scheme is a multi-frequency time-division multiple ac-
cess (MF-TDMA)technique. It allows a group of RCSTs to communicate
with a gateway using a set of multiple carrier frequencies, each of which is
divided into time slots. The allocation of transmission capacity to an indi-

332



333

13.4 Network-Dependent Solutions for DVB-C, DVB-S and DVB-T 323

vidual active RCST containsa series of bursts each characterised by a carrier
frequency, a bandwidth, a start time and a duration in terms of the number
of subsequent time slots the burst may occupyin this particular frequency
channel. There are two mechanismsto distribute the available transmission

capacity among the active return channel terminals. In the Fixed-Slot MF-
TDMAthe bandwidth and duration of successive traffic bursts assigned to
an RCST is fixed. Thus, the only variable from burst to burst is the fre-
quency. Optionally, a Dynamic-Slot MF-TDMAschemecan be implemented
using additional RCST flexibility to vary the bandwidth and duration of
successive slots allocated to an RCST. The RCST mayalso changethe rate of
transmission and coding between successive bursts. A resulting advantageis
the moreefficient adaptation to the widely varying transmission require-
ments of multimedia services.

The return link ofa satellite interactive network is organised in time slots
as the smallest unit of resource allocation. A collection of time slots in dif-

ferent frequency channels with possibly varying characteristics forms a
frame. Framesare, in turn, combined as superframes. The timeslot alloca-
tion process supports five categories of transmission capacity. In general,
transmission capacity is requested by the RCST based on a desired datarate,
i.e. a certain volume of data to be transmitted in a defined amountof time,
or based on a desired data volume without indication of time constraints.

With continuous rate assignment, a number oftimeslots is allocated to a
particular RCST in each superframe without individual requests. The size of
the assignmentis sufficient to accommodate a constant data rate that has
been previously negotiated between the RCST and the NCC. Rate based dy-
namic capacity is transmission capacity which is requested dynamically by
the RCSTindicating the desired data rate to be transmitted. Similarly result-
ing from individual requests by the RCSTis the assignment of volume based
dynamic capacity. In this case, however, the RCST indicates its required
transmission capacity as a cumulative or absolute data volume. A free capac-
ity assignmentis performedto allocate transmission capacity to RCSTs that
would otherwise remain unused. Such a capacity assignment starts auto-
matically and doesnot involve any exchangeof signalling messages.

Control and management purposesare addressed in the MAC protocolto
allow an RCSTto log on to the network. This involves identification, power
control and a logon procedure. An extensive set of messages and descriptors
is defined to supportthis.

13.4.4 Interaction Channelfor Satellite Master Antenna TV

The Satellite Master Antenna TV (SMATV) system is defined as a system
intended to distribute television, sound and multimedia signals to users
located in one or more adjacent buildings by sharing the reception re-
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sources. Thesignals received by the satellite antenna and possibly combined
with terrestrial signals are further distributed through a coaxial network. As
a result, the network connecting a user to the service provider consists of a
satellite section most likely based on DVB-S and a coaxial section that may
amongotheralternatives be based on DVB-C. The primary consideration for
the specification of an SMATVsystem is the transparency of the interface
betweenthesatellite and the cable section for the transmitted signals. In that
way, the SMATV headend would remain simple and cost effective as re-
quired for the targeted consumerelectronics market segment.

To enable interactive services across the SMATVinfrastructure, [TR 201]
defines an interaction channel system through the seamless concatenation of
the return channel systems in the satellite and the coaxial section. The rec-
ommendedsolutions to enable the satellite and the coaxial networkforbi-

directional data communication are DVB-RCS and DVB-RCC,respectively,
as described in the previous sections. However, the interface between the
two sections allows inter-operability irrespective of which combination of
interactive solutions is implemented. Figure 13.10 showsan adaptation ofthe
general reference architecture for DVB interactive services as described in
section 13.2 as it would be used for an interaction channel implemented with
an SMATVinfrastructure. The forward interaction path may or may not be
embedded in the broadcasting channelofthe satellite and cable distribution
systems. Depending on the SMATV system approachthe signals are trans-
modulated from thesatellite QPSK modulation scheme to the QAM modula-

tion scheme used in DVB-C (system A), or the satellite signal is directly
transmitted across the cable network after a simple frequency conversion
(system B). Traffic in the reverse interaction path of the coaxial section is
collected at the SMATV head-endby the grouping terminal (GT). Thesatel-
lite interactive terminal (SIT) enables forwarding of the signals to the service
provideracross the satellite section.
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It is expected that the SMATV coaxial distribution network is smaller
than general cable TV systems in orders of magnitude, both in size and in
the numberofusers. Therefore, somesignificant simplifications can be ap-
plied to DVB-RCC. Those simplifications can reduce the cost of the SMATV
headend, while the possibility to use off-the-shelf DVB-RCC set-top boxes
and cable modemsasuser terminals can be retained. The simplificationsare:

e Use of the out-of-band option defined in DVB-RCC with a unique car-
rier in each direction, thus, reducing the complexity of the radio fre-
quencyinterface of the headend.

e Restriction of the upstream to a single carrier shared amongall users.
e Reduction of the frequency range for the reverse interaction path (e.g.

15-35 MHz).
e Dueto the short distances and the rather constant conditions in the

small coaxial network, omission of power and time ranging, which can
lead to a vastly simplified MACprotocol.

e Use of a fixed slot allocation to each terminal further simplifying the
MACprotocol.

The crucial factor for seamless integration of satellite and coaxial return
channel systems is an interface that provides interoperability between the
sub-systems and transparencyfor the transmitted signals. A very low-cost,
serial interface is recommended as a generic solution. The definition is
based on RS-232 with the grouping terminal being designated as a datater-
minal equipmentand the SIT as a data control equipment. The data rate is
configurable up to 119 200 kbit/s. Alternative types of interfaces including
Ethernet or X.25 based solutions have been proposed as well.

13.4.5 Interaction Channelfor Digital Terrestrial Television

Amongthe broadcast systems that are defined in the DVB family of specifi-
cationsthe terrestrial transmission system wasthelast to be equipped with a
return channel. The emergence of commercial requirements for bi-
directional data communication acrossterrestrial networksled to the devel-

opmentof specification [EN 958] and, thus, to the most current memberof
the set of DVB return channel systems [FARIA].

The DVB Return Channel Terrestrial (DVB-RCT) system is able to pro-
vide interactive services using the existing infrastructure for digital terres-
trial TV. It is based on an interaction channel that connects return channel

terrestrial terminals (RCTT) to an interactive network adapter (INA). The
forward interaction path is always embeddedin the broadcast channel. As a
consequence, the terrestrial interactive network consists of two unidirec-
tional physical layers with the downstream direction comprising the broad-
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cast as well as the forward interaction paths and the upstream direction pro-
viding the return interaction path. The downstream makesuseofthe terres-
trial digital broadcast system DVB-T as specified in [EN 744] and described
in chapter 11 of this book. It is based on an MPEG-2 transport stream. A
specific PID was assigned to indicate signalling messages for interactive
services. Application data and signalling messagesin the reverse interaction
path are encapsulated into ATM cells that, in turn, are mapped onto physical
bursts of a VHF/UHFtransmission system. A typical DVB-RCT system is
depicted in figure 13.11.

The downstream transmission from the base station (INA) provides syn-
chronisation and managementinformationto all RCTTs. With that informa-
tion RCTTs are able to access the upstream channel synchronously and
transmit information to the base station. A single antennais sufficient for
receiving the broadcast and the forwardinteraction channels andfor trans-
mitting in the reverse interaction channel. To allow access by multiple users,
the VHF/UHFfrequency band used for reverse path transmission is parti-
tioned into sub-channels in the frequency domain andintoslots in the time
domain. The frequency synchronisation is derived from global DVB-T tim-
ing signals in the broadcast channel, while time synchronisation results from
the transmission of MAC managementpackets in the forward interaction
path.

user terminal (RCTT) 
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Fig. 13.11. System reference modelwith an interaction channelfordigital terrestrial television
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13.4.5.1 Physical Layer and Framing

The physical transmission channel for the return interaction path of the
DVB-RCT system is formed by a dedicated radio frequency channel in the
VHF/UHFband that is organised to allow concurrent access from many
individual RCTTs. For that purpose, the available transmission channel is
split in time and frequency to formagrid of time-frequency slots with each
slot usable by an individual RCTT. The partition method wasinspired by the
DVB-T system and is based on OFDM.A slot in time contains an OFDM
symbol which is made up of 1024 (1K mode) or 2048 (2K mode)individually
modulated sub-carriers. DVB-RCT defines three targeted inter-carrier dis-
tances of approximately 1, 2 and 4 kHz. The inter-carrier distance deter-
mines the guard space between individual sub-carriers in the frequency
domain and governs the robustness of the transmission system with regard
to possible misalignment of a RCTT. Each value implies a maximum size of
the area that can be served byasingle base station as well as the resistance to
the Doppler shift resulting from a RCTT in motion. The bandwidth of the
DVB-RCT channelis a function of the numberof sub-carriers and the car-

rier spacing. If the DVB-RCTsystem is used in conjunction with an 8 MHz
DVB-Tsystem,it is in the range of approximately 900 kHz for 1K mode and
1 kHz inter-carrier spacing to 7.6 MHz in 2K mode with 4 kHz sub-carrier
spacing. To provide immunity against inter-carrier and inter-symbol
interference as well as protection against other disturbing effects, each sub-
carrier is either Nyquist or rectangularly shaped in the time domain. The
numberof sub-carriers and a specific inter-carrier distance define one of a
total of six possible transmission modes. Transmission mode and sub-
carrier shaping are to be exclusively chosen for an individual radio trans-
mission channel in a particulartimeslot.

The time-frequency slots provided by the DVB-RCT radio frequency
channel are organised in transmission frames defining a repetitive structure
in which eachslot is assigned a specific purpose. In addition to data symbols
carrying the payload sub-carriers are dedicated to null symbols, ranging
symbols andpilot symbols. These dedicated symbols provide the meansfor
synchronisation and transmission management. There are two types of
transmission frames (TF). TF1 contains a single null symbol, a series of 6, 12,
24 or 48 ranging symbols and a numberof data symbols.It is used to carry
one burst structure of type 1 (BS1) or four consecutive burst structures of
type 2 (BS2). TF2 is made up ofa set of general purpose OFDM symbols,
which can contain either data or ranging symbols.It is suitable to carry eight
burst structures of type 3 (BS3) or one BS2 stuffed with 4 null symbols to
equal the duration of eight BS3. Figure 13.12 shows an example ofthe alloca-
tion of time-frequencyslots in a TF1 in 1K mode.
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Fig. 13.12. Structure of a transmission frame type 1 (TF1) in 1K mode

An important feature of the DVB-RCT system is synchronisation. Con-
straints are imposed on the RCTTs to minimise interference between users.
A two-step synchronisation scheme is employed comprising a coarse (ini-
tial) synchronisation based on timing information contained in the down-

338



339

13.4 Network-DependentSolutions for DVB-C, DVB-S and DVB-T 329

stream and a subsequent fine synchronisation based on the ranging proce-
dure defined by the MAC protocol.

Before the data can be transmitted the physical DVB-RCTsignalhas to be
constructed by the RCTT.The following functions are involved:

e avariable data randomisation procedure,
e anerror correction encoding using a Turbo codeor the concatenation of

a Reed-Solomon and a punctured convolutional code (underthe control
of the base station, a given RCTT can produce successive bursts with dif-
ferent encoding rates; this variable encoding capability providesflexible
adaptation to the individual transmission channel conditions for the
RCTT),

e bit interleaving,
e formatting, where the data bursts are organised into one of three pre-

defined burst structures and where the pilot symbols are inserted,
e a QPSK, 16-QAM or 64-QAM modulation with a subsequent mapping of

the modulated symbolsto the allocated sub-carriers,
e aNyquist or rectangular shapingin time.

The basic transmissionslot allocated to a RCTTis called a burst. Independ-
ent from the encoding scheme and pulse shaping a burst carries 144 data
symbols. The three burst structures defined in DVB-RCT define the alloca-
tion of modulated data and pilot symbols to time-frequency slots in the
transmission frames. They offer various combinationsof time and frequency
diversity, thereby providing various degrees of robustness, burst duration
and a wide range of bit-rate capacity of the system. The set of sub-carriers
occupied bya single burst is called a sub-channel. Sub-channels can beallo-
cated to an individual RCTT by the MACprocess.

e Burst structure 1 (BS1) uses a unique sub-carrier in each OFDM symbol
to carry the total burst over time. An optional frequency hopping law
may be applied within the duration of the burst.

e Burst structure 2 (BS2) simultaneously occupies four sub-carriers in a
single OFDM symboleach carrying a quarterofthe total burst over time.

e Burst structure 3 (BS3) carries 1/29 of the total data burst in one OFDM
symbolusing 29 sub-carriers.

The definition of the burst structures includes a pilot allocation scheme to
enable coherent detection in the base station. The pilot insertion ratio is
approximately 1:6, which means that approximately one carrier in six is as-
signed a pilot symbol and not a data symbol.

With the three burst structures and the two types of transmission frames
a mapping schemeis required to define the allocation of one or more bursts
to a particular transmission frame. In DVB-RCT three medium access
schemes (MAS)are defined.
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e MaAS1is used exclusively to map BSi onto TFi. When rectangular shap-
ing is used, there are 144 data symbols and 36 pilot symbols in a burst.
This total of 180 symbols including a null symbol and 6, 12, 24 or 48
ranging symbols is mapped onto a single sub-carrier in 187, 193, 205 or
229 subsequent OFDM symbols.
MASzis used exclusively to map BS2 onto TF1.
MAS;is used to map BS3 and, optionally, BS2 onto TF2.

With the various options for transmitting data across the DVB-RCTreturn
interaction path a wide range of transmission capacity from about 500bit/s
up to about15 kbit/s is available. The bit rate depends on the numberof sub-
carriers in use, the order of the modulation scheme and the coderate. The

length of the guard interval in rectangular shaping andtheroll-off factor in
Nyquist shaping also affect the bit rate.

13.4.5.2 MAC LayerProtocol

Since all RCTTs use the same transmission media, a MAC protocolis re-
quired to control access to the network andto ensure fair distribution of
resources according to individual demand. The MAC protocol of DVB-RCT
is based on DVB-RCC [ES800] with specific modifications to suit the par-
ticular characteristics of the DVB-RCT physical layer. The MAC layer of
DVB-RCCis described in detail in section 13.4.1. Thus, this section is re-
stricted to give an overview of modifications required for DVB-RCT.

As described in the previous section the upstream physical layer divides
the radio frequency channelinto slots in the time domain. Each timeslotis
then split in the frequency domain into several sub-carriers. The group of
sub-carriers that is used to transport a single burst according to the defini-
tion of the burst structure (BS1, BS2, and BS3) is called a sub-channel. The

MAClayer controls the assignment of sub-channels and timeslots to the
individual RCTT. The central control instance is located in the base station

(INA). Similar to the mechanism in DVB-RCC RCTTsare able to request
resourcesat the INA and have them granted. Thesignalling takes place using
a dedicated bi-directional connection that is initially set up when a RCTT
becomesactive. All connections of a particular RCTT are maintained on the
same pair of upstream and downstream frequencies. For the exchange of
MAC messages and data contention, reservation, fixed-rate and ranging
access modesare available. They are defined in [ES 800] andtheir functions
are described in section 13.4.1. Sign-on and ranging proceduresare based on
concepts developed for DVB-RCCaswell.

340



341

14 The Multimedia Home Platform (MHP)

The previous chapters of this book primarily dealt with various DVB
specifications describing source coding and transmission. In the time of
converging media the DVB Project determined that the specification of a
transport platform alone was not sufficient for the next generation of
services and interoperable user terminals. Based on the experience in the
Internet world, the demand grewforinteractive services offered to TV users.
With the Internet various platforms and user terminals render services
differently and provide varying functionality although all main functionsare
based on widely accepted and deployed standards - one example would be
browsers. Such behaviour is not acceptable for TV based services where
viewers expect a consistent look, feel and behaviour of applications. The
word “application” stands for something, which would becalled a software
“program” in the PC world. Since the word programmeis used for TV
content in the world of broadcasting a new term needed to be defined:
application. Therefore, the DVB consortium started the work with the goal
to specify a technical solution for the user terminal enabling the reception
and presentation of applications in an environment that is independent of
specific equipment vendors, application authors and broadcast service
providers.

14.1 The Role of Software Platformsin the Receiver

To enable interactive services at all, it is necessary to define a common
execution environment (middleware) for the applications that are received
by the user terminals via a broadcast channelorvia an interaction channel.
The term “Middleware” was introduced to denote a new software layer
located between the classical operating system and the application - see
figure 14.1. A so-called API (Application Programming Interface) offers a set
of functions that is available to each application. The interfaces hide all
underlying components like hardware or the operating system from the
application and offer functionality only via standardised method calls.
However, a middlewarespecification needs to go far beyondthe definition of
an API. General aspects such as the presentation of colours, fonts, graphics
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and pictures as well as mechanisms for downloading, synchronisation,
applicationlife cycling and resource managementneedto be specified.

The advantage of such a middleware specification is the interoperability
of various applications andall compliant user terminals. A service developer
using an API function to create an application can be sure that this
application will be executed in the same way on every user terminal
implementing this API.

An API implementation consists roughly of three layers (figure 14.1).
Hardware layer: Besides the set of components that are required to enable

the fundamental functionality of a set-top box, like an MPEG-decoder and
RF front-end, additional components like CPU, hard disc and memory are
necessary to implement an API. Modernset-top boxes and integrated digital
television sets (iDTV) usually contain those components andare, thus, ready
in principal to provide interactive TV services.

Operating system layer: As in personal computers, this software layer
makes hardware functions available to applications. Software programs in
the PC world are usually optimised for a special operating system andare, at
least, aware of the underlying hardware.

Middleware: The middleware decouples services and executing hardware/
system software. This means that an application designed for a particular
API will run in the same way on every implementation of this API. The
software layer is implemented specifically for the operating system running
on the receiver. It presents a consistent interface (API) to the applications
that is completely independent from hardware and operating system. The
middleware controls the incoming and outgoing events as wellas life cycling
and resource management.

 

application application

application programming interface (API)

middleware implemented for a specific operating system

operating system including specific device drivers
   

hardware

 
 

Fig. 14.1. General structure of a middleware software stack

14.2 Some Non-MHP Solutions

The introduction of digital transmission standards for TV services in the
middle of the 1990s enabled the broadcasters to add interactive services to

video and audio content. At the beginning,electronic program guides,or so-
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called EPGs, were the main services added to the classic (video, audio and

possibly teletext) broadcast stream. In most cases, an EPG evaluates the data
contained in the service information (SI) tables of the DVB/MPEG 2

transport streams. Information related to the TV service like bouquet and
channel nameas well as details about the current content can be displayed.

To enable the TV viewer to use such EPGsas well as other interactive

applications, appropriate hardware and software is required in the receiver.
Thefirst interactive TV platforms using DVB transmission standards were
all offered in vertical market operations, where one institution had control
of the whole chain, including the set-top boxes, the software and the
conditional access (CA) systems. A few years later DVB members became
more and more aware of the potential benefits of a universal API offered
under the same termsthat pertain to other DVB specifications. But what was
later becoming available under the DVB name Multimedia HomePlatform
(MHP) took several years to develop. Only in 2001 were the first MHP
applications launched (in Finland). Many markets, for example the U.K.,
could not wait that long and therefore decided to introduce other
proprietary or publicly available systems (e.g. MHEG-5). Some of these
systemswill be described in the following sections.

This listing (in alphabetic order) does not claim to be complete, but it is
intended to show the history and the progress in the middleware
development.

14.2.1 ATVEF

The Advanced Television Enhancement Forum (ATVEF)is a cross-industry
group formed to specify a standard for delivering interactive television
applications that can be authored one time using a variety of tools and
deployedto a varietyof televisionsets, set-top boxes and PC-basedreceivers.
The Enhanced Content Specification defines the fundamentals necessary to
enable a creation of hypertext mark-up language (HTML)-enhanced
television content so that it can be reliably broadcasted across different
networksto different compliant receivers.

The ATVEFspecification basically describes HTML 4.0 and delivers TV
programming over both analogue and digital video systems. The ATVEF
specification consists of three parts:

1. Content specifications to establish minimum requirements for
receivers.

2. Delivery specifications for transport of enhanced TV content.
3. A set of specific bindings.
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Up to now just a few broadcasters have worked with experimental ATVEF
prototypes (applications and set-top boxes). Although for the time being a
migration to MHP markets has not been envisioned, creating some kind of
an HTML browser as an MHPplug-in to execute ATVEF applications on
MHPboxes would be a reasonable option.

14.2.2 Betanova

Betanova 1.xx

This middleware was developed by the German company Beta Research.It
opened the software environment of the so-called d-box to C/C++
programmers. With Betanova 1.xx, it is possible to develop interactive
applications.

Betanova 2.xx

Betanova 2.xx is a Java-compliant software platform that simplifies the
adaptation of existing applications to the d-box. In addition, the use of Java
simplifies the development of applications for the d-box. With the
implementation of Java, Betanova took its first step towards a possible
migration path to MHP. At the time of writing it is unclear whether or not
Betanova 2.xx will be introduced by the German Pay-TV broadcaster
Premiere.

14.2.3 Liberate

Liberate Technologies is a provider of platforms for delivering enhanced
content andservices to television viewers. Interactive digital services include
enhanced TV broadcasts, video-on-demand,personalised content, TV chat,
instant messaging, digital video recording, and others.
The Java based Liberate software engineis called TV Navigator Standard. TV
Navigator is customisable to reflect the individual identity of the network
operator, the capabilities of the set-top box and the available interactive TV
services.

14.2.4 Mediahighway

Established in 1993, Canal+ R & D began to developa digital interactive pay-
TV system called Mediahighway, which first debuted in 1995.
In its current version, Mediahighway supports Java as a programming
language. The Mediahighway Virtual Machine is hardware independent and
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implements the Mediahighway API in compliance with the specifications
provided by Canal+ Technologies.

Since the Mediahighway Virtual Machine has the capability of
incorporating various interpreters to read applications created in different
languages, such as Java, HTML, MHEG-s, and so on,it can make use of a
wide variety of existing applications.

The latest release of Mediahighway, marketed under the brand name
Mediahighway+ is said to comply with the open specifications for a
Multimedia Home Platform (MHP). Based on the MHEG-5 and DAVIC
specifications the platform allows the consumer to connect digital devices
such as DVD, DVHSand PCto the set-top box.

14.2.5 MHEG

MHEG-5

MHEG[ISO 13522-5] is an acronym for the Multimedia and Hypermedia
information coding Experts Group. This group developed, within the
International Standardisation Organisation (ISO), several standards, which
deal with the coded representation of multimedia/hypermedia information.

MHEGdefined the term multimediaas a representation of information by
several media types, such as audio, video, text, and graphics. MHEG uses
specialised links that enhance multimedia services by allowing digital TV
subscribers to navigate through a screen of objects. Besides defining
hypermedia and multimedia objects, the MHEGstandard is also concerned
with the interchange of these objects between storage devices,
telecommunication and broadcast networks.

The set of MHEGspecifications is composedofa total of seven parts.
MHEG-s5 was designed to be supported by systems with minimal

resources, which makesit a suitable middleware product for low-enddigital
set-top boxes. An MHEG-5 application, which is basically a set of
multimedia and hypermedia objects that reside on a computer at the TV
operators’ head-end, is converted into a bit stream format and is
broadcasted over a broadband network. On the receiving end,a digital set-
top box with a software componentcalled a MHEG-5 engine extracts the
multimedia/hypermedia from the incoming digital stream, interprets the
data, and displaysit on the viewers television screen. In addition to handling
incoming data, the MHEG-5 engineis also responsible for synchronisation
and supportoflocal interactivity with the subscriber.

During the definition phase of the MHP specification, the MHEG
consortium provided considerable input. Actually, DAVIC (Digital Audio
Visual Council) proposed that MHEG-5 be chosenas the presentation engine
with an optional Java virtual machine for advanced applications. After a
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serious discussion the DVB Steering Board made the decision to develop a
Java-only solution, but nevertheless MHEG-s5 and MHP share many common
technologies, such as:

e DSMCC

e "Plug-in" concept
e Font & graphics formats

MHEG-5 was published as a European standard by ETSI (European
Telecommunication StandardInstitute) in 1997 [ETS 777].

Currently MHEG-5 content is provided in the UK via DVB-T by several
British broadcasters — the most prominent among them is the BBC (British
Broadcasting Corporation). Applications like EPGs, tickers, Superteletext
andinteractive gamesare onair.

Using the plug-in mechanism of the MHP, an MHEG-5 browser can
potentially be integrated into an MHP software stack, which enables a set-
top box to execute MHEG-5services as well as MHPservices.

MHEG-6

MHEG-6 [ISO 13522-6] extends the functionality of MHEG-5 by providing
the necessary components of a Java environment to allow complex
processing of multimedia/hypermedia information in a relatively efficient
manner. The users of MHEG-5 requested such a capability, especially for
sophisticated set-top boxes, near video-on-demand offerings, distributed
network games, and other highly interactive applications.

MHEG-7

MHEG-7[ISO 13522-7] defines a test suite that can be used to test an MHEG-

5 engine’s conformance to a specific application domain. It also defines a
format for test cases that can be usedto extend thetest suite either for more

detailed testing or for extensions defined by the application domain.

MHEG-8 (MHEG-XML)

MHEG-8 is an ISO/IEC Standard [ISO 13522-8], which provides XML
encoding for MHEG-5.

14.2.6 OpenTV

The American Company OpenTVInc.is a leading supplier of middleware
solutions for broadcasters in many countries.
The core middleware architecture developed by OpenTV is said to be
hardware-independent, modular, and extensible. The execution layer
provides compatibility with applications authored in C, HTML and Java
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code. The C-code execution engine is provided as part of the basic
middleware package, and allows for execution of C-code applications.
HTMLandJava execution enginesare offered as options.

14.2.7 Migration Concepts

Broadcasters and network operators who started broadcasting interactive
content before the MHP becameavailable may want to migrate to the MHP
in the future. A migration concept has to solve the problemsof different
transport protocols, content formats, application code and receiver
capabilities. The migration concepts can be coarsely distinguished into four
options, which all have advantagesas well as disadvantages.

Simulcasting means that the service provider broadcasts a legacy as well
as an MHP-basedservice. This allows for a smooth transition with a variety
of receivers in the market but it is necessary to design and broadcast the
same application for the two systemsin parallel.

Shared broadcast using MHP content formats is similar to the above
scenario with the advantage that content (pictures, sounds, etc.) is shared.
The legacy system has to be able to understand the MHP content formats
and hasto haveaccessto the transport protocols.

Plug-in for the legacy system operating in a MHPreceiver:
During the development of the MHP, “plug-ins” for legacy systems were

often discussed. The concept of plug-ins is described in 14.4.1. A MHP
implementation is enhanced by software running on top of the MHP API or
directly on top of the operating system which is able to interpret legacy
applications. This unavoidably adds to the complexity of the receiver. The
idea promises that legacy content can be broadcast, which is used even by
the population of MHP receivers. Eventually, though, migration from the
legacy system to the MHPwill have to be managed.

A Clean-cut is a hard switch from the legacy system to the MHP system at
a determined date. After this deadline all legacy API boxes will be unable to
execute applications because there will no longer be any corresponding
applicationsonair.

In somecases it may be possible to update the software in the legacy
receivers “over night” using the system software update (SSU) mechanisms
described in chapter 12.6.

14.3 MHP 1.0

The MHPspecification version 1.0 was finalised by the DVB Project in
February 2000 and was published by ETSI in July 2000. A thorough
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corrigenda process removing many errors and ambiguities resulted in
version MHP1.0.3., which wasfinalised in June 2003 [ES 812].

To enable different terminal classes, the MHP specification defines three
profiles. MHP 1.0 includes the enhanced television and the interactive
television profiles. They allow for local interactivity as well as the use of a
return or interaction channel. The interaction channel opens the door for
personalised services on the TV screen.

The most enhanced third MHP profile - Internet access profile - is
covered by the MHPversion 1.1 which is described in chapter 14.4.

The MHPserves as a neatly defined Java-based middleware layer that
hides the specifics of the hardware and the operating system from the
application, The MHPspecification describes an API. The functions of this
API are so generally designed that they can be implemented ona largeset of
different hardware devices and operating systems. This abstraction has the
consequence that an MHP-compliant application runs on all kinds of
hardware devices, as long as these devices fully implement the MHP
specification.

14.3.1 Basic Architecture

The basic MHParchitecture is shownin figure 14.2. It is very similar to the
general structure of a middleware stack as shown in figure 14.1. The
operating system layer resides on top of the hardwarelayer. One of the main
tasks of the operating system is the integration of all hardware drivers(e.g.
for the DVB front end). All implementation specific software components
which are necessary to connect the lowerlayers, e.g. the supported transport
protocols or file access with the MHP API, can berealised within the
operating system. On top of the operating system,a Java Virtual Machineis
responsible for the abstraction of the hardware and operating system layer.
The MHPAPIlayer is implemented on top of the Java Virtual Machine and
includes for example the “core” Java APIs (Personal Java), Digital TV APIs
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or user input/output APIs. The sum of all MHP Java functions will be
referred to in the following as DVB-Java (DVB-J). The interoperable
applications running on the DVB-J are called DVB-J applications. In
contrast to DVB-J applications, also DVB-HTMLapplications are defined
within MHP, which do not need to run on Java, but on an HTML-engine.

The control application (also referred to as navigator) serves as the basic
interface for the user. Due to the fact that this is a pre-installed, vendor
specific software it can work directly on the operating system. The main task
of the control application is to enable the service selection and the
monitoring and controlof the services. The implementation of an additional
control application as an interoperable Java application is possible.

In figure 14.3 the relations between an MHP application and the main
functions implemented in the terminal are shown. These functions provide
access to the digital broadcast network and the interaction channel, to the
audio- and video-output andto the user input. The application can accessall
these functionsas if the hardware executing the requested task was within
one single physical device. This means that even if the hardware resources
are physically spread over different devices, it is the task of the MHP
implementation to logically bundle them for the application.

In the next sections some of these functions will be described in greater
detail. That description includes the access of the MHP terminal to the
broadcast and interaction channels, the way an application is transported
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into the terminal (using Service Information and the data carouselof Digital
Storage Media- Commandand Control (DSM-CC)) as well as the signalling
of applications and the control of theirlife-cycles. Media control, graphics
and userinteraction are reflected in the section about content formats and

graphics capabilities. Finally, the security architecture of the MHP is
explained. Other elements like protocols or hardware modules, which are
needed by an MHP implementation, are considered in other parts of this
book.

14.3.2 Transport Protocols

The MHPsupports a large numberof different transport protocols in order
to access the DVB broadcasting channelas well as the interaction channel. In
MHPversion 1.0 the only way to download an application together with its
accompanying data into the terminal is through the broadcasting channel.
The interaction channel is optional for the enhanced broadcasting profile
and mandatory for all higher profiles. If available, it can be used by an
application for all kinds of remote server interaction or Internet access.

14.3.2.1 Broadcast Channel Protocols

Figure 14.4 showsthe protocol stack of the broadcast channel. The MPEG-2-
transport stream is the transport medium for different kinds of digital data
such as video, audio and applications. In order to distinguish between the
different data types the first information that a terminal evaluates is the
service information (SI). SI also describes the applications contained (e.g.
application name,signalling of the application). MHP applications as wellas
the related resources are transmitted via an object carousel. This object
carouselis an extension of the MPEG-2 DSM-CCuserto user object carousel
which supports nested directory structures like on a PC-file system. The
content of the object carousel is cached within the receiver, and an
application can be executed as soonasthe relevantfiles are available.

An alternative protocol stack, mandatory only for the Internet access
profile (described in MHP 1.1), builds on the MPEG-2 layer with DVB
multiprotocol encapsulation which can be used for various kinds of
protocols, but in this case it is used for the transport of IP packets. The user
datagram protocol (UDP)is selected as the upperlayer of the stack.

The interested reader is referred to chapter 12 for further details on DVB
data broadcasting.

350



351

14.3 MHP 1.0 341

application

[ooneonsmeneame |
 

application programming interface

|__|
 

   
 
 
 

DVB object
carousel

DSM-CC user-to

user object
carousel

DSM-CC data
carousel

 

 
 
 

DVB multiprotocol
encapsulation

MPEG-2 sections (DSM-CC sections)

MPEG-2 transport stream

broadcast channel
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14.3.2.2 Interaction ChannelProtocols

As shown in figure 14.5 the interaction channel protocol stack is mainly
based on the Internet Protocol (IP) which may be used to transmit data
across various kinds of network dependent protocols. The reason for
choosing IP is that it is widely accepted and that its application is
independentof the available return channel, as for example the cable return
channel or the return channel via the telephone line. On top of IP, UDP
(User Datagram Protocol) and TCP (Transmission Control Protocol)
packets can be transmitted to an MHP terminal. As a further option the
application can access the DSM-CC user-to-user carousel which is
encapsulated using the Universal Networked Object-Remote Procedure Call
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Fig. 14.5. Interaction channel protocol stack
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