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Burst-Correcting Codes for the Classic Bursty Channel 

Abstract-The  purpose of this paper is to  organize  and clarify 
the work  of the past decade  on  burst-correcting  codes. Our method 
is, first,  to  define an idealized  model,  called  the  classic  bursty 
channel,  toward  which  most  burst-correcting  schemes  are  explicitly 
or implicitly  aimed;  next,  to b o y d  the  best  possible performance 
on  this  channel;  and,  finally,  to  exhibit  classes of schemes  which 
are  asymptotically  optimum  and  serve as archetypes of the  burst- 
correcting  codes  actually in use. In this  light  we  survey  and  cat- 
egorize  previous work on  burst-correcting  codes.  Finally,  we  discuss 
qualitatively  the  ways in which  real  channels  fail  to  satisfy’  the 
assumptions of the  classic  bursty  channel,  and  the  effects of such 
failqres  on  the  various  types of burst-correcting  schemes.  We 
conclude  by  comparing  forward-error-correction  to the popular 
alternative of automatic  repeat-request (ARQ). 

INTRODUCTION 

OST WORK  in coding  theory  has been addressed 
to  efficient communication  over  memoryless 
channels.  While  this  work  has been directly 

applicable  to  space  channels [ 13, it   has been of little use 
on all  other  real  channels,  where  errors  tend  to  occur  in 
bursts. The use of interleaving  to  adapt  random-error- 
correcting codes to  bursty  channels  is  frequently pro- 
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posed, but  turns  out  to be a  rather inefficient method of 
burst  correction. 

Of the  work  that  has gone into  burst-correcting codes, 
the  bulk  has been devoted  to  finding codes capable of 
correcting all bursts of length B separated  by  guard 
spaces of length G. We  call  these zero-error burst- 
correcting  codes. It has been  realized  in  the  past few 
years  that  this  work  too  has been somewhat  misdirected ; 
for on channels  for which  such  codes are  suited, called 
in  this  paper classic  bursty  channels, much  more efficient 
communication  is  possiblk if  we require  pnly  that practi- 
cally  all bursts of length B be  correctible. 

The principal  purpose of this  paper is tutorial.  In  order 
to  clarify  the issues  involved  in the design of burst- 
correcting  codes, we examine an idealized  model, the 
classic bursty  channel, on which bursts  are never  longer 
than B nor  guard  spaces  shorter  than G. We see that  the 
inefficiency of zero-error  codes  is  due to  their  operating 
at   the zero-error  capacity of the  channel,  approximately 
(G - B )  / (G + B )  , rather  than  at  the  true  capacity, 
which i s  more  like G / ( G  + B ) .  Operation at   the  true 
capacity  is  possible,  however, if bursts  can be treated  as 
erasures;  that  is, if their  locations  can be  identified. By 
the  construction of some archetypal  schemes in  which 
short Reed-Solomon (RS) codes are used with  inter- 
leavers, we arrive  at  asymptotically  optimal codes of 
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either  the  burst-locating  or  zero-error  type.  (The  useful- 
ness of RS codes in  this  situation is seen t,o be due  to 
their  being  optimal in a  sense  similar  to  that  in  which 
optimal  burst-correcting codes are  optimal.)  Finally, we 
note that  the  sensitivity  to  errors  in  the  guard  space 
which  characterizes  most  known  Ilurst-locating  schemes 
is avoidable a t  a  minor  cost in guard-space-to-burst  ratio. 

When we turn  to  typical  real  channels,  however,  the 
superiority of one  error-correcting  scheme  over  another 
is much  harder  to  assert.  We  discuss  qualitatively  what 
may be  expected  with  various  schemes when the  channel 
does  not fit the idealized  model. Finally, we compare  for- 
ward  error  correction  to  the  more  widely used method 
of automatic  repeat-request (ARQ). 

CLASSIC BURSTY CHANNEL 
The classic, hursty  channel is an  idealization of the  cx- 

perimental  fact  that on most  channels  transmission  is 
poorer a t  some  times  than a t  others. In  this  paper  a 
classic  bursty  channel  is defined as  one  having  the  fol- 
lowing  properties. 

1) The  channel  (like  the  girl  with  the  curl)  has  two 
modes of behavior:  “When  she  was good, she  was  very, 
very good, but when she  was  bad,  she  was  horrid.” We 
call  these  two  states burst and gmrd  space. In  the  burst 
state,  channel  outputs  carry  no  information  about  the 
inputs.  In  the  guard  space, we shall  initially  assume  that 
channel  outputs  are  error-free;  later we shall  allow  some 
small  background  error  probability p .  We  further  dis- 
tinguish between the cases where  the  c,hannel  state  is  un- 
known at  the receiver (the  usual  case),  and  where  the 
channel  state is known,  when  bursts  may  be  regarded  as 
erasure  bursts.  In  the  latter  case we speak of  a classic 
erasure-burst  channel. 

2) The  channel  never  stays  in  burst  mode  for  more 
than B symbols,  nor does i t  ever  stay’  in  the  guard  space 
mode  for  fewer than G symbols. 

The  two-state  assumption [2] ,  while  artificial, is not  a 
crippling  idealization of most  actual  channels,  especially 
when the ’possibility of guard  space  errors is encom- 
passed. It is the second assumption that  is  the Achilles 
heel of this  model;  yet,  as we shall see later,  the  making 
of this  assumption is in a sense unavoidable. 

CAPACITY THE~REMS 
The  capacity C of a  channel is defined as  the  maxi- 

mum  continuous  rate of transnlission  for which arbi- 
trarily low error  probability is achievable. Its zero-error 
capacity C , ,  is  defined as  the  maximum  rate  for which 
zero-error  probability  is  achievable. We recall that on all 
memoryless  channels  except  erasure-type  channels, C,, 
is strictly less than C ;  and  in  fact  that  usually  (on  any 
completely  connected channel) C,, is  zero. 

It is  clear  intuitively  that,  since  the  classic  bursty 
channel  may wipe out B out of every G‘ + B transmitted 
symbols, its capacity  in  symbols  per  transmitted  symbol 
must be bounded  by G/ (G! + B ) . Furthermore, it is evi- 
dent  that  this  capacity bound  retains  its  validity  even 

773 

when feedback is permitted. An information-theoretic 
proof of these  facts is easily  constructed. 

In  this section we shall  derive  bounds  on  zero-error 
capacity  under  the  sole  restriction  that  infinite  buffering 
not he allowed at   the  encoder.  We  encourage the  reader 
not  to be intimidated  by  the  theorem-proof  format, which 
we have  adopted  for  brevity  and  for  conceptual  clarity; 
the  theorems  are  simple  (and  old),  and  the  proofs  are 
elementary.  We  have  organized  the  argument  to  show 
that  there is  a  fundamental  relationship  between  opti- 
mum codes for  the  classic  bursty  channel  and  the  maxi- 
mum  distance  separable codes [3] ,  [4] ,  such as  the RS 
codes [ 5 ] .  We  have  also  centered  our  attention on burst- 
c r a k e  c,orrection ;% not  only dbes this  approach 1eacI 
easily  and  naturally  to  the usua! hurst-error-correction 
results,  but  it  also  clarifies  what is going on in  burst- 
locating codes. 

We consider  two  different  types of codes. In  order  to 
show the  relation between these  capacity  theorems  and 
well-known  block  code  results, we first  consider (n,  k )  
block  codes, in which k information  symbols  determine n 
encoded symbols.  (All  symbols  ill he taken  as  q-ary 
for  some  integer q ;  one  notable  aspect of the  major  re- 
sults  is  their  independence of q.) The  rated R of a block 
code is k / n .  Second,  in  order to show how general  these 
theorelns are, we consider any encoder of finite  memory, 
say v y-ary memory;elements, and we allow the  number 
of inputs k ( t )  accepted  and  outputs n ( t )  put.  out on the 
channel  in t time  units  to be any monotonic  functions 
of t ,  providing  only  that  the  limit 

exists. We call  this  limit  the code rate R ,  and we call the 
code an ( R ,  v )  finite-memory code. We  then  appeal  to 
the following  simple  lemmas. 

Lemma 1 :  In  an (n,  k )  block  code,  for any  set of k - T 

code  positions,  there  are at  least qr  code  words  all  of 
which  have  identical  symbols  in  those  positions. 

Proof: There  &re q I i  words  in the code, but  only 
qk-r possibilities  for the  symbols  in  any k - T positions, 
so a t  least  one  possibility must be repeated  qr  or  more 
times. 

Le,tnma 1 ( a )  : In  an.(E, Y) finite-memory  code,  for any 
set of k ( t )  - T - v positions  among the n ( t )  outputs be- 
fore  time t ,  there  are  at  least qr  code  words  all of which 
leave  the  encoder  memory  in  the  same  state a t  time t ,  
and  all of which have  identical  symbols in those posi- 
tions. 

Proof: There  are qJict) code words of length n ( t )  and 
- < q u  encoder  memory states, so there  must be at  least 
q J i ( t ) - v  code  sequences  all of which leave  the  encoder  in 
some  identical  state.  There  are  only Q’~(~)-”--? possibilities 
for  the  symbols  in  any k ( t )  - v - T positions, so at  least 
one  possibility  must  be  repeated at  least q7 times  among 
any set’ of at  least q 7 < ; t t ) - v  code  words. 

The minimum distance d of a  block  code is defined as 
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the  minimum  number of positions  in which two  words 
differ; we also define the 7nini,mu.71~ span S of a  code as 
the  minimum  number of consecutive  positions  outside  of 
which two  words  are  the  same.  Trivially d 5 S. Lemma 
1 immediately  yields  the following corollary. 

Corollary 1: In   an  (n, k )  block  code, d I S L n - 
k + 1. 

Proof: By  Lemma 1 there  are  at  least  two words 
which are  the  same in the  first k - 1 positions. 

Block codes for which d = n - k + 1 are called maxi- 
'mum distance  separable  codes. The  only  known  general 
class of such codes is the RS codes. These  are q-ayy  codes 
with  blocklengths q or less,  where qJs a  prime power [6, 
pp. 21-29] ; hence  only the  nonbinary RS codes are non- 
trivial,  Singleton [3] refers  to  constructions which  give 
codes of length q + 1, for q a  prime  power,  and  proves 
that  k I q - 1, n .- k I q - 1 for any  maximum  dis- 
tance  separable code. 

The class of block codes for which S = n - k + 1 is 
much  greater.  The RS codes of course  satisfy  this 
equality;  but, more  generally,  any  cyclic  block code sat- 
isfies S = n - k + 1 (because  any n - k consecutive 
erasures  can  always be cyclically  permuted  .into  the 
check positions). 

Now consider  erasure  correction. A pattern of erasures 
is  called correctible if no  two code  words  have  the  same 
symbols  in  all  positions  outside  the  erasure  pattern. 

Corollary 2:  I n   a n  (n, k) block  code  no pattern of 
more  than n - k erasures  is  correctible. 

That  is ,  every  erasure  to be corrected  requires one 
check  symbol. For example,  a  rate-1/2  block code can 
correct  no  more  than n/2 erasures. 

Theorem 1 :  Any ( E ,  V )  finite-memory code capable of 
correcting  erasure  bursts of length B separated  by  guard 
spaces of length G has  rate R .  5 G / ( G  + B )  . That  is, 
the  'zero-error  capacity of the classic erasure-burst  chan- 
nel is  bounded  by Co 5 G/ (G + B )  . 

Proof: By  Lemma 1 ( a ) ,  if there  are  more  than 
n ( t )  - k ( t )  + v burst  symbols  in  the  first n ( t )  received 
symbols,  then  there  are at least  two code  words  which 
are identical  in  the k ( t )  - v - 1 or fewer  guard  space 
symbols  and  which  leave  the  encoder  in  the  same  state. 
These  two  words  therefore  cannot be distinguished on 
the basis of the  first n ( t )  received symbols,  and  since 
they  both  leave  the  encoder  in  the  same  state  no  informa- 
tion  from  future  received  symbols  can  help to distinguish 
them.  Thus a  decoding  error will occur  for  one or the 
other of these  code  words if the  number N,( t )  of burst 
symbols  in  the  first n ( t )  symbols exceeds n ( t )  - k ( t )  + 
V, or if the  burst  density N ,  ( t )  /n  ( t )  satisfies 
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there  is  a t large  enough that  the  inequality is  satisfied. 
Hence we must  have B, / (G  + B )  5 1 - R to  guarantee 
zero errors. 

Q.E.D. 

For example,  no  rate-1/2  finite-memory code can  have 
a  guard-space-to-burst  ratio of better  than  one-to-one. 

We now take  up  error correction. Twp  patterns of er- 
rors are called sinrultaneously  correctible i f  no  two code 
words  differ  only  in  the  positions covered  by the  union 
of  the  two  error  patterns. For if this  condition  holds,  then 
there is no  common  received  word  into  which'  two  dif- 
ferent code  words can be transformed  by  changing  the 
first code  word  in  some 'of the positions of the  first  error 
pattern  and  the second in some of the positions of the 
second; while if it does  not  hold,  there  is  such  a  common 
received  word. (Note  that  not  every position  in an  error 
pattern  is  required  'actually  to be in  error.)  The close 
relation of error  correction to  erasure  correction  is  shown 
by  the following lemma. 

L e n m a  2: Any  partition of an  uncorrectible  erasure 
pattern  results  in  two  disjoint  error  patterns which are 
not  simultaneously  correctible. 

Proof :  From  the definition of an  uncorrectible  era- 
sure  pattern  there  are  two code  words  identical  outside 
the union o f  the  two  error  patterns. 

This is the  reason  why  it  always  takes  twice as much 
redundancy  to  correct  errors  as  erasures.  For  example, 
in  block codes we need  two  check symbols  for  every 
error  to be corrected. 

Corollary 3': In   any  (n, k )  block  code there  are  two 
error  patterns of L(n - k) /2 j  + I or fewer  positions 
which are not  simultaneously  correctible;  that is, we can 
guarantee  correction of no  more  than L ( n  - k)/2J errors. 

Note: rz1 is the  least  integer  not less than z, and Lz] 
is the  greatest  integer  not  greater  than x. 

Proof: By  Corollary 2 there is an  uncorrectible 
erasure  pattern of n - k + 1 erasures,  which  may  be 
partitioned  'into  two  subsets of r(n - k + l)/27  and 
L(n - k + 1)/2 J positions  which are  not  simultaneously 
correctible, by  Lemma 2.  The proof is  completed  by 
noting  that 

Let  the  channel  alternate forever  between B burst  bits 
and G guard  space  bits;  then  as t 4 CL, the  burst  density 
approaches B / ( G  + B )  , while the  right  side  approaches 
1 - R for  any  finite V, so that  if B / ( G  + B )  > 1 -' R 

1 2  
n - k + 2 ] + k + , ,  - 2 

For example, a rate-l/2 block  code  can  correct  no 
more  than n/4 symbol  errors.  For  burst  correction, we 
have  the following  corollary. 

Corollary 4: If some pattern of erasure  bursts of length B 
separated  by  guard  spaces of length ' G' is uncorrectible, 
then  there  are at least  two  patterns of error  bursts of 
length 5 rB/21  separated  by  guard  spaces of length 
2 G + LB/2J which are  not  simultaneously  correctible. 

Proof: Partition  the  uncorrectible  erasure  bursts 
into  error  bursts of sizes rB/21  and 'LB/2J separated  by 
guard ' spaces of size G + LB/2_( and G + rB/27, as 
shown  in  Fig. 1, and  apply  Lemma 2. 
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Fig. 1. (a) Uncorrectible  erasure burst  pattern. (b) Two error 
burst  patterns  that  are not, simultaneously correctible. 

Consequently we have  the  following  Theorem. 
Theorem 2: Any ( R ,  Y )  finite-memory code capable  of 

correcting  all  error  bursts of length  B  separated  by  guard 
spaces of length G has R 2 (G  - B )  / (G + B )  . That  is, 
the zero-error  capacity of the classic bursty  channel  is 
bounded  by Co I (G - B ) / ( G  + B )  . 

Proof: By Corollary 4 a  code  satisfying  the  assump- 
tion  is  capable of correcting  all  erasure  bursts of length 
2B  separated  by  guard  spaces of length G - B. But  then 
Theorem 1 implies that R 5 (G  - B )  / ( G  - B + 2B). 

For  example, no rate-1/2  finite-memory code can  cor- 
rect  all  bursts of length  B  unless  they  are  separated  by 
guard  spaces of a t  least  3B. 

Theorem 2 is  known  as  the  Gallager  bound.  S’imilar 
theorems were  proved  by  Reiger [7] ,  for  linear  block 
codes of length B + G, and  by  Wyner  and Ash [8],  for 
convolutional codes with  a  decoding  constraint  length of 
R t- G. Gallager 19, pp. 289-2901 first  proved  the  result 
in  general,  assuming  only  finite  decoding  delay.  Our 
alternate  assumption  here of finite  encoder  memory  is 
possibly  more to  the  point, since i t  shows that  the  limita- 
tions  are  inherent  in  any  realizable code, apart  from  the 
realizability of the decoder.  Massey [ lo]  sketched  a  still 
more  general  proof  showing that  an  error-free decision 
on the  entire  (perhaps  infinite)  transmitted  sequence on 
the  basis of the  entire received  sequence was  possible 
only if R I (G - B ) / ( G  + B ) .  

To summarize, we have shown that  the  capacity of the 
classic  bursty  channel  is  bounded  by C 5 G/(G + B)  , 
that  the zero-error  capacity of the  classic  erasure-burst 
channel  is  bounded  by  the  same  quantity,  but  that  the 
zero-error  capacity of the  classic  bursty  channel  is 
bounded  by Co i (G - B )  / (  G + B ) .  The difference 
between  signaling at  arbitrarily low probability of error 
and a t  zero probability of error  on  the  classic  bursty 
channel  can  therefore be quite  large;  the  guard-space- 
to-burst  ratio  must exceed 

G 1 + R  - > -  B - 1 - R  

for zero error,  but  only 

G‘ R - > -  
B - I - R  

for  arbitrarily low error. For R = 1/2,  for  example, G 2 
3B for zero error,  whereas G 2 B for arbitrarily  small 
error.  We  shall see in  the  next  section that these  bounds 
can  be  effectively  achieved  when G and  B  are  large  and 
there  are no errors in the  guard  space. ,. 

ARCHETYPAL CODING SCHEMES 
We  shall now exhibit some  coding  schemes  which  ap- 

proximately  meet  the  bounds of the  previous  section 
when the  guaM  space  is  error-free.  These schemes are 
offered as  theoretical  archetypes of various  classes of 
schemes of practical  interest,  rather  than  as  practical 
techniques  directly  applicable  to  real  channels.  We  do 
feel that  they  bring  out  clearly  the  important  issues  in 
burst  correction. 

It is evident  from  intuitive  capacity  arguments that 
any code  must  introduce  constraints  over  a  number of 
channel  symbols of the  order of B + G, since  only  over 
this  time  span  can we be  sure of channel  behavior  not 
too  much worse than  average. 

Interleaving  is  the  most  obvious  method of obtaining 
long  code constraint  lengths.  Sophisticated  designers  have 
commonly  avoided it, since the  usual  interleaving 
schemes  proposed  by  unsophisticated  designers  are  rather 
poor  burst  correctors.  However, i t  is still  more  sophisti- 
cated  to  observe  (with [SI) that  there is  nothing  objec- 
tionable  per  se  in  schemes which  combine  short codes 
with  interleaving,  as  long  as  the  decoder  operates 
sensibly. 

The  usual  type of interleaver  is  a block interleaver,  in 
which, for example,  bits  are  laid down in  the rows of a 
B x N matrix,  and  read  out  from  the  columns. In  this 
paper we shall  use  a  somewhat  simpler  and  more effec- 
tive  type of interleaver,  which we have  called [ 111 a 
periodic (or convolutional)  interleaver.  (Similar  inter- 
leavers were independently  proposed  by Cowell and  Bur- 
ton [ 121 and  Ramsey [ 131 .) Schematically,  as  illustrated 
in  Fig. 2, symbols  to be interleaved  are  arranged  in 
blocks of N (by  a  serial/parallel  conversion, if neces- 
sary).  The  ith  symbol  in each  block  is delayed  by (i - 
1)NB’  time  units  through  a (i - 1) B’ stage  shift  register 
clocked  once every N symbol  times,  where B’ = B / N .  
( A  time  unit  thus  corresponds  to  the  transmission of a 
block of N symbols.)  Output  bits  may be serialized  for 
channel  transmission.  At  the  receiver,  groups of N sym- 
bols are reblocked, and  the  ith  symbol in  each  block  is 
delayed  by ( N  - i)NB’ time  units  through  an ( N  - 1) B’ 
stage  shift  register. 

We  call  this  a B X N interleaver.  Correspondingly 
there  exists  a  similar  but  inverse B X N deinterleaver, 
also  illustrated  in  Fig. 2. The combination  has  the  fol- 
lowing properties. 

1) All symbols  receive  a  total  delay of ( N  - 1)B’ 
time  units, or N ( N  - 1)B” = ( N  - l ) B  symbol  times 
(plus l;he channel  delay). 
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2)  The  memory  requirements  at  transmitter  and re- 
ceiver are N ( N  - 1)B’/2, or N ( N  - l)B/ = ( N  - l ) B  
total. 

3 )  A single  channel  burst  affecting B’ or fewer  blocks 
( B  - N + 1 or fewer  symbols)  passes  through  the  dein- 
terleaver  in  such  a  way  as  to  affect  only  one of the N 
deinterleaver  output  streams  at  a  time. See Fig.  3.  Re- 
peated  bursts  separated by guard  spaces of ( N  - l )B’  
or more  blocks ( ( N  - 1) B + N - 1 symbols)  also af- 
fect  only  one of the N output  streams at a  time. 

4)  A  channel  burst  affecting kB’ or fewer  blocks  af- 
fects  no  more  than k of the N deinterleaver  output 
streams  at  a  time.  Repeated  bursts  separated  by  guard 
spaces of ( N  - k )  B’ or more  blocks  affect  only k of the 
output  streams at a  time. See  Fig.’ 4. 

The unsophisticated  approach  would now  be to  let  the 
input  symbols  in  any  one  block  be  a  code  word  from  a 
block  code of length N capable of correcting  up  to t 
symbol  errors. For example,  the  rate-112  binary  (24,  12) 
Golay code corrects  up  to 3 bit  errors.  With  this  code 
and a B X 24 interleaver we can  correct  all  bursts of 
length  approximately 3B separated  by  guard  spaces of 
approximately  21B.  This  7-to-1  guard-space-to-burst 
ratio  is  far  inferior  to  even  the  3-to-1  ratio  required  for 
zero-error  capacity. 

We  should  note,  however, that  if the  location of bursts 
can  be  detected,  then  use of a cyclic  symbol-erasure-cor- 
recting  code  is  perfectly  respectable. For example,  the 
(24,  12)  Golay code can  correct  any  12  cyclically con- 
secutive  erasures.  We  see that  with  this  code  and  a B X 
24 interleaver we can  correct  all  bursts of length  ap- 
proximately  12B  separated  by  guard  spaces of approxi- 
mately  12B,  which  is  the  best we can  hope  for. The rea- 
son  this  technique  works well for  burst-erasure  correction 
but  not  for  burst-error  correction  is  that  a  cyclic  binary 
code  achieves  the  bound X < n - k + 1 but  generally 
falls  far  short of the  bound d 5 n - k + 1. 

These  observations  lead  us  to  look  for  a  maximum 
distance  separable  code  for  burst-error  correction.  Let q 
be a prime  power  and  let b be an  integer  such  that qb 2 
N ;  then  there  exists  an RS code of length N with  super- 
symbols  consisting of b q-ary  symbols.  Then  on  each of 
K input  streams we take consecutive  segments of b sym- 
bols as  the  information  supersymbols  in  an ( N ,  K )  RS 
code, and  generate N code supersymbols,  which  then 
form  the  input  streams  to  the  interleaver.  At  the  decoder 
we perform  error-correction on the N deinterleaver  out- 

Fig. 3. Appearance of bursts of B blocks separated  by  guard 
spaces of ( N  - 1)B’ blocks  in N deinterleaver  output,  streams. 

I- 4 
Fig. 4. Appearance of bursts of k B  blocks  separated  by  guard 

spaces of ( N  - k)B’ blocks  in N deinterleaver output streams. 

puts  after  reblocking  into  supersymbols,  as  illustrated  in 
Fig. 5.  

We  can  correct  up  to ( N  - K)J2  errors  with  this  code; 
therefore if  we use B X N interleavers we can  correct 
bursts of length  approximately ( N  - K)B,/2  separated 
by  guard  spaces of approximately ( N  + K)B/2.  (The 
approximation comes from  the  blocking of input  data 
into code blocks of length bN symbols,  and  clearly be- 
comes insignificant if B is  substantially  larger  than bN.)  
Hence we obtain  guaranteed  burst  correction  with a 
guard-space-to-burst  ratio of nearly ( N  + K ) / (  N - 
K) = (1 + R ) / (  1 - R ) ,  in  agreement  with  the zero- 
error-capacity  bound  for  the  classic  bursty  channel. I n  
other  words,  for B >> N log, N ,  there  is  a code of rate 
R = K/N which  meets the  bound, so the bound  is  asymp- 
totically  tight.  (Burton  has  recently come upon  a  similar 
scheme,  with N - K = 2, from  a  different  direction  [14]. 
Peterson [15, pp. 198-1991 suggested  using  very  long 
noninterleaved RS codes  for burst  correction;  such codes 
are  asymptotically  optimum  but  more  complex  and  less 
related  to  other  burst-correction  schemes  than  those 
described  here.) 

I n  exactly  the  same  way,  the  use of an  erasure-correct- 
ing ( N ,  K )   R S  code with  a B x N interleaver on the 
classic  erasure-burst  .channel  succeeds  in  correcting  all 
erasure  bursts of length  approximately ( N  - K ) B  sepa- 
rated  by  guard  spaces of approximately KB,  for  a  guard- 
space-to-burst  ratio of nearly K / ( N  - K )  = R/ (1 - 
R )  , which  is the  zero-error-capacity  bound  for  the  classic 
erasure-burst  channel. 

Since the  erasure  zero-error-capacity  bound  equals  the 
capacity  bound,  this  suggests that  we could  approach 
the  capacity of the classic bursty  channel  with  a  similar 
scheme if the  decoder  could  only  tell  with  high  proba- 
bility  where  the  bursts  were.  But  this  is  really  not SO 

difficult. Again we suppose  an ( N ,  K )  RS code  used with 
a B X N interleaver.  We  suppose  initially  there  has been 
no  burst  for  some  time.  When  a  burst  begins,  as soon as 
an  error  appears  in  the  bottommost  stream i t  is  detected, 
since  an ( N ,  K )  RS code can  detect  up  to ( N  - K )  
symbol  errors.  At  this  point  the start  of the  burst  has 
been located  with  probability (1 - qwL) to be within  the 
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