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Preface

adery cesar verst sasnad |
wt wer dat faare faqs arafhcad

sarva-dvaresu dehe ’smin
Prakasa upajayate

jJnranam yada tada vidyad
vivrddham sattvam ity uta

The manifestations of the mode of goodness can be experienced whenall
the gates of the body are illuminated by knowledge

The Bhagavad Gita (14.11)

During the joint supervision of a Master’s thesis “The Peak-to-Average Power Ratio of
OFDM,” of Arnout de Wild from Delft University of Technology, The Netherlands, we
realized that there was a shortage of technical information on orthogonal frequency division
multiplexing (OFDM) in a single reference. Therefore, we decided to write a
comprehensive introduction to OFDM. This is the first book to give a broad treatmentto
OFDM for mobile multimedia communications. Until now, no such book was available in

the market. We have attemptedto fill this gap in the literature.

Currently, OFDM is of great interest by the researchers in the Universities and
research laboratories all over the world. OFDM has already been accepted for the new
wireless local area network standards from IEEE 802.11, High Performance Local Area
Network type 2 (HIPERLAN/2) and Mobile Multimedia Access Communication (MMAC)
Systems. Also, it is expected to be used for the wireless broadband multimedia
communications.
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OFDM for Wireless Multimedia Communications is thefirst book to take a
comprehensive look at OFDM, providing the design guidelines one needs to maximize
benefits from this important new technology. The book gives engineers a solid base for
assessing the performance of wireless OFDM systems. It describes the new OFDM-based
wireless LAN standards; examines the basics of direct-sequence and frequency-hopping
CDMA, helpful in understanding combinations of OFDM and CDMA.It also looks at
applications of OFDM,including digital audio and video broadcasting, and wireless ATM.
Loaded with essential figures and equations, it is a must-have for practicing
communications engineers, researchers, academics, and students of communications
technology.

Chapter 1 presents a general introduction to wireless broadband multimedia
communication systems (WBMCS), multipath propagation, and the history of OFDM. A
part of this chapter is based on the contributions of Luis Correia from the Technical
University of Lisbon, Portugal, Anand Raghawa Prasad from Lucent Technologies, and
Hiroshi Harada from the Communications Research Laboratory, Ministry of Posts and
Telecommunications, Yokosuka, Japan.

Chapters 2 to 5 deal with the basic knowledge of OFDM including modulation and
coding, synchronization, and channel estimation, that every post-graduate student as well as
practicing engineers must learn. Chapter 2 contains contributions of Rob Kopmeiners from
Lucent Technologies on the FFT design. -

Chapter 6 describes the peak-to-average power problem, as well as several solutions
to it. It is partly based on the contribution of Arnout de Wild.

Basic principles of CDMA are discussed in Chapter 7 to understand multi carrier
CDMAand frequency-hopping OFDMA, which are described in Chapters 8 and 9. Chapter
8 is based on the research contributions from Shinsuke Hara from the University of Osaka,
Japan, a postdoctoral student at Delft University of Technology during 1995—96. Chapter 9
is based on a UMTS proposal, with main contributions of Ralf Béhnke from Sony,
Germany, David Bhatoolaul and Magnus Sandell from Lucent Technologies, Matthias
Wahlquist from Telia Research, Sweden, and Jan-Jaap van de Beek from Lulea University,
Sweden.

Chapter 10 was witten from the viewpoint of top technocrats from industries,
government departments, and policy-making bodies. It describes several applications of
OFDM,with the main focus on wireless ATM in the Magic WANDproject, and the new
wireless LAN standards for the 5 GHz band from IEEE 802.11, HIPERLAN/2 and MMAC.

It is partly based on contributions from Geert Awater from Lucent Technologies, and
Masahiro Morikura and Hitoshi Takanashi from NTT in Japan and California, respectively.



XV  

We havetried our best to make each chapter quite complete in itself. This book will
help generate many new research problems and solutions for future mobile multimedia
communications. We cannot claim that this book is errorless. Any remarks to improve the
text and correct any errors would be highly appreciated.
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Chapter 1

Introduction

The spectacular growth of video, voice, and data communication over the Internet, and
the equally rapid pervasion of mobile telephony, justify great expectations for mobile
multimedia. Research and developmentare taking place all over the world to define the
next generation of wireless broadband multimedia communications systems (WBMCS)
that may create the “global information village.”’ Figure 1.1 illustrates the basic concept
of the global information village, which consists of various components at different,
scales ranging from global to picocellular size. As we know, the demand for wireless
(mobile) communications and Internet/multimedia communications is growing
exponentially. Therefore, it is imperative that both wireless and Internet/multimedia
should be brought together. Thus, in the near future, wireless Internet Protocol (IP) and
wireless asynchronous transfer mode (ATM) will play an important role in the
development of WBMCS.

While present communications systems are primarily designed for one specific
application, such as speech on a mobile telephone or high-rate data in a wireless local
area network (LAN), the next generation of WBMCSwill integrate various functions
and applications. WBMCSis expected to provide its users with customer premises
services that have information rates exceeding 2 Mbps. Supporting such large data rates
with sufficient robustness to radio channel impairments, requires careful choosing of
modulation technique. The most suitable modulation choice seems to be orthogonal
frequency division multiplexing (OFDM). Before going into the details of OFDM,
however, first we give some background information on the systems that will be using
it.

The theme of WBMCSis to provide its users a means of radio access to
broadband services supported on customer premises networks or offered directly by
public fixed networks. WBMCSwill provide a mobile/movable wireless extension to
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Figure 1.1 Global information village.

WBMCSis under investigation in North America, Europe, and Japan in the
microwave and millimeter-wave bands to accommodate the necessary bandwidth. The
research in the field of WBMCShas drawn muchattention because of the increasing role
of multimedia and computer applications in communications. There is a major thrust in
three research areas: (1) microwave and millimeter-wave bands for fixed access in
outdoor, public commercial networks, (2) evolution of WLAN for inbuilding systems,
and (3) use of LAN technology outdoors rather than indoors. In short, WBMCS will
provide novel multimedia and video mobile communications services, also related to
wireless customer premises network (WCPN)and wireless local loop (WLL).

To implement the wireless broadband communication systems, the following
challenges must be considered:

Frequency allocation and selection;
Channel characterization;

Application and environment recognition, including health hazard issues;
Technology development;
Air interface multiple access techniques;
Protocols and networks; and

Systems development with efficient modulation, coding, and smart antenna
techniques.



° Protocols and networks; and

° Systems development with efficient modulation, coding, and smart antenna
techniques.

A significant number of research and development (R&D) projects are set up in
the area of WBMCS. Within the European Advanced Communication Technologies
and Services (ACTS) program are four European Union-funded R&D projects, namely
Magic Wand (Wireless ATM Network Demonstrator), ATM Wireless Access
Communication System (AWACS), System for Advanced Mobile Broadband
Applications (SAMBA), and wireless broadband CPN/LAN for professional and
residential multimedia applications (MEDIAN) [1-17]. Table 1.1 summarizes the
European projects [11].

In the United States, seamless wireless network (SWAN) and broadband
adaptive homing ATM architecture (BAHAMA),as well as two major projects in Bell
Laboratories and a wireless ATM network (WATMnhnet), are being developed in the
computer and communications (C&C) research laboratories of Nippon Electric
Company (NEC) in the United States [2—6].

In Japan, Communication Research Laboratory (CRL) is working on several
R&D projects, such as a broadband mobile communication system in the super high
frequency (SHF) band (from 3 to 10 GHz) with a channel bit rate up to 10 Mbps and an
indoor high speed WLAN in SHF band with a target bit rate of up to 155 Mbps[12].

In the Netherlands, Delft University of Technology has been busy with a multi-
disciplinary research project, “Mobile Multimedia Communication (MMC),” since
April 1996. The team consists of experts from the telecommunications and_traffic
control and information theory groups of the department of Electrical Engineering, the
Product Ergonomics group of the department of Industrial Design Engineering, and the
Organizational Psychology group of the department of Technology and Society.

The MMChasthe following objectives to achieve at 60 GHz:

e Wireless access of 155 Mbps using OFDM;

e Both indoor and outdooruse;

e Less complex, inexpensive mobile stations by moving most functionality to
the access points;

° Modified OFDM;and

e Constant bit rate (CBR), variable bit rate (VBR), and available bit rate
(ABR)services.



Table 1.1

Summary of European ACTSProjects.

ACTSproject WAND AWACS SAMBA MEDIAN
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1.1 STANDARDIZATION AND FREQUENCY BANDS

There are three main forums for the standardization of wireless broadband

communication systems; namely, IEEE 802.11 [18], European Telecommunication
Standards Institute Broadband Radio Access Networks (ETSI BRAN) [19], and
Multimedia Mobile Access Communications (MMAC) [20]. IEEE 802.11 made the
first WLAN standard for the 2.4-GHz Industrial, Scientific, and Medical bandSM).It
specifies the medium access control and three different physical layers—direct-
sequence spread spectrum, frequency hopping, and infrared—which give a data rate of
2 Mbps. Products based on this standard becameavailable in 1998. Figure 1.2 shows an
example of an IEEE 802.11 modem in a PCMCIA card. Following theinitial 1- and 2-
Mbpsstandard, IEEE 802.11 developed two new physical layer standards. One delivers
data rates of up to 11 Mbpsin the 2.4-GHz band, using complementary code keying
[21,22]. Products based on this standard—with the old 1 and 2 Mbpsasfallback rates—
are available since mid 1999. An industry alliance called the Wireless Ethernet
Compatibility Alliance (WECA) has been established to promote the high rate IEEE



available since mid 1999. An industry alliance called the Wireless Ethernet Compatibility
Alliance (WECA) has been established to promote the high rate IEEE 802.11
technology and to certify interoperability of products from different vendors [23]. The
second IEEE 802.11 standard extension targets a range of data rates from 6 up to 54
Mbps using OFDM in the 5-GHz band [24]. The OFDM standard was developed jointly
with ETSI BRAN and MMAC, making OFDM effectively a worldwide standard for the
5-GHz band.

Table 1.2 lists the main characteristics of the IEEE 802.11 and the ETSI High
Performance Local Area Network type 2 (HIPERLAN/2) standards. More details about
these standards can be found in Chapter10.

 
Figure 1.2 [EEE 802.11 modem for the 2.4-GHz band (WaveLAN™from Lucent Technologies [25]).

Figure 1.3 shows that 2-, 5- and 60-GHz are the commercially important
frequency bands because of geographically wide spectrum allocations in Europe, the
United States (U.S.), and Japan for the wireless broadband multimedia communications
networks. The 2.4-GHz band is an ISM band, which can be used for many types of
transmission systems as long as they obey certain power, spectral density, and spreading
gain requirements. The 5-GHz band is designated specifically for WBMCS.In Europe,
only HIPERLAN devices are currently allowed in this band. HIPERLAN actually
consists of a family of standards, one of which is an OFDM-based standard that is very
similar to the IEEE 802.11 5-GHz standard. In Japan, MMACsupports both the IEEE
802.11 and the HIPERLAWN standards. Notice that Japan only has 100 MHz available in
the 5-GHz band, while the United States and Europe provide 300 and 455 MHz,
repectively. In Europe, extra spectrum for HIPERLAN is available in the 17-GHz band,
while Japan has allocated spectrum from 10- to 16-GHz to mobile broadband systems
(MBS). An analysis of the propagation aspects at the bands foreseen for WBMCS
microwaves, millimeterwaves, and infrared is presented in [26—31].



IEEE 802.11 2 GHz

Configurations

Channel access

Frequency
bands

Duplexing

2.40 2.4835

Table 1.2

Comparison of IEEE and HIPERLANstandards,

Centralized system with
access points connected to
wired network, or peer-to-
peer networking

Up to 60m at 11 Mbps and
up to 100m at 2 Mbps with
omnidirectional antennas

CSMA/CA, variable size

data packets (up to 8192
bytes)

TDD

1,2 Mbps (BPSK/QPSEK)
5.5, 11 Mbps (CCK)

 

IEEE 802.11 5 GHz

Centralized system with
access points connected to

wired network, or peer-to-
peer networking

Up to 30m at 24 Mbps and
up to 60m at 6 Mbps with
omnidirectional antennas

CSMA/CA, variable size

data packets (up to 8192
bytes)

HIPERLAN/2

Centralized system with
access points connected to
wired network

Up to 30m at 24 Mbps and
up to 60m at 6 Mbps with
omnidirectional antennas

Reservation based access,

scheduled by access point.
Contention slots for making
slot reservations

2.4-2.4835 GHz 5.150—5.350 GHz; 5.150-5.350 GHz;
5.725—5 .825 GHz 5.470—5.725 GHz;

6,9 Mbps (BPSK)
12, 18 Mbps (QPSK)
24, 36 Mbps (16-QAM)
54 Mbps (64-QAM)
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59

Figure 1.3 Frequency band for wireless broadband communications.



 

1.2 MULTIMEDIA COMMUNICATIONS

Multimedia and computer communications are playing an increasing role in today’s
society, creating new challenges to those working in the development of
telecommunications systems. Besides that, telecommunications is increasingly relying
upon wireless links. Thus, the pressure for wireless systems to cope with increasing
data rates is enormous, and WBMCSswith data rates higher than 2 Mbps are emerging
rapidly, even if at this moment applications for very high transmission rates do, not
exist.

Several WBMCSsare being considered for different users with different needs.
They may accommodate data rates ranging between 2 and 155 Mbps; terminals can be
mobile (moving while communicating) or portable (static while communicating);
moving speeds can beas high asthat of a fast train; users may or may not be allowed to
use more than one channelif their application requires so; the system bandwidth may be
fixed, or dynamically allocated according to the user’s needs; communication between
terminals may be direct or must go through a base station; possible ATM technology
use; and so on. Many other cases can be listed as making the difference between various
perspectives of a WBMCS,but two major approaches are emerging: WLANsdirected
to communication among computers, from which IEEE 802.11 [16, 18] and
HIPERLAN [19, 20] are examples, with MBS [17] intended as a cellular system
providing full mobility to B-ISDN users. .

The different requirements imposed by the various approaches to WBMCSs
have consequences on system design and development. The tradeoffs between
maximum flexibility on one hand and complexity and cost on the other are always
difficult to decide, as they have an impact not only on the deployment of a system, but
also on its future evolution and market acceptance. GSM is a good example of a system
foreseen to accommodate additional services and capacities to those initially offered,
and the fact that operators are already implementing phase 2+ is proofof that.

This means that many decisions must be made on the several WBMCSsthat
will appear on the market. For IEEE 802.11, for example, those decisions have already
been made, as the system will be commercialized in the very near future, but for other
systems there are still many undecided aspects. Of course this depends on whatare the
applications intended to be supported by the systems, and whether these applications
are targeted to the mass market or only to some niches. The former (from which mobile
telephones are a good example) will certainly include WLANs, because the expansion
of personal computers will dictate this application as a great success in WBMCSs;the
latter will possibly have television broadcasters among their users (to establish links
between HDTV cameras and the central control room).

Not only are market aspects at stake in the development and deployment of
WBMCSs,but many technical challenges are posed as well. The transmission of such
high data rates over radio in a mobile environment creates additional difficulties,



compared with that of existing systems; these difficulties are augmented by the fact that
frequencies higher than UHF are needed to support the corresponding bandwidths, thus
pushing mobile technology challenges (size and weight among other things) to
frequencies where these aspects were not much considered until now. However,
additional challenges are posed to those involved in WBMCSs development: in today’s
world, where consumers are in the habit of using a communications system that is
available in different places (e.g., GSM roaming capability, because users can make and
receive telephonecalls in an increasing number of countries worldwide), or being able
to exchange information among different systems (e.g., the exchange of files between
different computer applications and systems), for future use it does not make sense to
consider systems that offer a high data rate but do not support these capabilities to som
extent. :

1.2.1 Need for High Data Rates

Data rate is really what broadband is about. For example, the new IEEE and
HIPERLAWNstandards specify bit rates of up to 54 Mbps, although 24 Mbpswill be the
typical rate used in most applications. Such high data rates impose large bandwidths,
thus pushing carrier frequencies for values higher than the UHF band: HIPERLAN has
frequencies allocated in the 5- and 17-GHz bands; MBS will occupy the 40- and
60-GHz bands; and even the infrared band is being considered for broadband WLANs.
Many people argue whether there is a need for such high-capacity systems, however,
bearing in mind all the compression algorithms developed and the type of applications
that do require tens of megabits per second. We can examine this issue from another
perspective.

The need for high-capacity systems is recognized by the “Visionary Group”
[32], put together by the European Commission, to give a perspective of what should be
the hot topics in the telecommunications for research in the next European programs
(folowing R&D in Advanced Communications Technologies for Europe (RACE) and
ACTS). In this visionary perspective, to meet the needs of society in the years to come
as far as communications is concerned, capacity is one of the major issues to be
developed because of the foreseen increase in demand for new services (especially
those based on multimedia). Along with this, mobility will impose new challenges to
the development of new personal and mobile communications systems.

Wecan conclude the following: even if at a certain point it may look academic
to develop a system for a capacity much higher than what seems reasonable (in the
sense that there are no applications requiring such high capacity), it is worthwhile to do
so, as almost certainly in the future (which may be not very far off) applications will
need those capacities and even more. The story of fiber optics is an example.



1.2.2 Services and Applications

The system concept of a WLAN such as IEEE 802.11 and of a mobile broadband
cellular system such as MBSistotally different: each is directed to services and
applications that differ in many aspects. A comparison of several systems, based on two
of the key features (mobility and data rate), is shown in Figure 1.4 [33], whereit is clear
that no competition exists between the different approaches.

The applications and services of the various systems are also different. IEEE
802.11 is mainly intended for communications between computers (thus being an
extension of wired LANS); nevertheless, it can support real-time voice and image
signals, and users are allowed some mobility and can have access to public networks.

User mobility 
 

Fast mobile

Slow mobile IEEE 802.11
HIPERLAN 
 

Moveable

Fixed

9.6k 64k 128k 2M 20M 155M

Data rate (bps)

Figure 1.4 Comparison of mobility and data rates for several systems.

1.2.3. Antennas and Batteries

Antennas and batteries play a key role in wireless systems. With the advent of
microelectronics and signal processing, antennas and batteries tend to impose the size
and weight of mobile terminals. Of course, the higher one goes in frequency, the less
developed the technology, and many problemsarestill found in size and weight at the
millimeter-wave band. Power consumption is one example. Though these are likely to
be solved in the near future. The number of hours battery-powered equipment can work
or operate on stand by, and the percentage of its weight corresponding to the battery, is



not a specific problem of WBMCS. Laptop computers and cellular telephones are the
most common terminals relying on batteries these days. This technology continues to
demand huge R&D, to extend working time and reduce weight. Although a 100g
mobile telephone battery corresponding to several hours of continuous work and a few
days on standby is already on the market, users still want more. Mobile multimedia
terminals, certainly those to be used in some applications of WBMCSs, will be an
extension of the current cellular telephones. Therefore, we foresee that the current
problems associated with batteries will be transposed on WBMCSterminals; the same
applies to laptops.

Antennas (size, type, technology, etc.) are not a specific problem of WBMCSs
as well, but again they are very muchrelated to the type of systems that will be made
available for users. It does not make sense to imposerestrictions (e.g., pointing in a
certain direction or avoiding someone to pass in between) on the type of mobility a
mobile terminal can have. Even for portable terminals (e.g., computers), these
restrictions make no sense. Hence, there are only two options as far as antennas are
concerned: either an omnidirectional antenna (dipole type) or an adaptive array antenna
is used. Either way, patch antennas seem a very promising solution for general use in
WBMCS.For the frequency bands we consider, isolated patches or adaptive arrays
(with many elements) can be made with a small size (e.g., a credit card), thus enabling
the terminal not to be limited in size by the antenna system.

The role of antenna radiation patterns is not negligible when discussing system
performance, nor is their influence on parameters associated with wave propagation.
Although the tradeoff between an omnidirectional and a narrowbeam antenna is not
particular of WBMCS,it assumes particular importance at microwave and millimeter
waves because of the characteristics of wave propagation at these bands. Using an
omnidirectional antenna means a lowergain, but also the possibility of receiving signals
from various directions, without the requirement for knowing where the base station is,
and allowing the received rays coming from reflections on the propagation scenario. On
the other hand, the use of a very directive antenna provides a higher gain, but it must be
pointed at the base station and does not receive reflected waves coming from directions
very different from the one to which it is pointed. The need for pointing it can be very
discouraging, if not a drawback, whenaline of sight does not exist. On the other hand,
omnidirectional antennas lead to high values of delay spread, but they may ensurethat
the link still exists, relying onreflections if the line of sightis lost.

1.2.4 Safety Considerations

Until a few years ago, the analysis of possible harmful effects of electromagnetic
radiation on people was devoted mainly to powerlines and radars, because of the huge
powerlevels involved in those systems. Even when mobile telephone systems appeared,
there was no major concern, as the antennas were installed on the roofs of cars. With



 

the development of personal communication systems, in which users carry mobile
telephones inside their coat pockets, and the antenna radiates a few centimeters from
the head, safety issues gained great importance and a new perspective. Much research in
the literature focuses not only on the absorption of power inside the head, but also on
the influence of the head on the antenna’s radiation pattern and input impedance.
However, these works have addressed only the frequency bands used in today’s
systems; that is, up to 2-GHz (mainly on the 900- and 1,800-MHz bands), and only very
few references are made to systems working at higher frequencies, as it is in the case of
WBMCSs.

The problems associated with infrared are different from those posed by
microwaves and millimeter waves. Eye safety, rather than powerabsorption inside the
head,is the issue here, because the eye acts as a filter to the electromagnetic radiation,
allowing only light and near-frequency radiation to enter into it, and the amount of
power absorption inside the human body is negligible. Exposure of the eye to high
levels of infrared radiation may cause cataractlike diseases, and the maximum allowed
transmitter power seemsto limit the range to a few meters [31]. If this is the case, safety
restrictions will pose severe limitations to the use of infrared in WBMCSs,as far as
general applications are concerned. The question in this case is not that there are always
problems during system operation (e.g., mobile telephones), but the damage that may be
caused if someonelooksat the transmitter during operation.

Microwaves and millimeter waves have no special effect on eyes, other than
power absorption. In WLANs,antennas do notradiate very near (1 or 2 cm) to the user
as in the mobile telephone case, thus enabling powerlimitations to be less restrictive;
also if mobile multimedia terminals are used as they are in PDAs. Butif terminals are
used in the same form as mobile telephones, then maximum transmitter powers have to
be established, similar to those for the current personal communication systems. The
standards for safety levels have already been set in the United States and Europe, as the
ones used for UHF extend up to 300 MHz (UEEE/ANSI and CENELEC
recommendations are the references). Thus,it is left to researchers in this area to extend

their work to higherfrequencies, by evaluating SAR (the amount of power dissipated
per unit of mass) levels inside the head (or other parts of the human body very near the
radiating system), from which maximum transmitter powers will be established. This
may not be as straightforward as it seems, however, because the calculation of SARis
usually done by solving integral or differential equations using numerical methods
(method of moments orfinite difference), which require models of the head made of
small elements (e.g., cubes) with dimensions of the order of a tenth of the wavelength.
This already requires powerful computer resources (in memory and CPU time) for
frequencies in the high UHF band, and maylimit the possibility of analyzing
frequencies much higher than UHF. On the other hand, the higher the frequency, the
smaller the penetration of radio waves into the human body, hence making it possible to
have models of only some centimeters deep. This is an area for further research.



1.2.5 ATM-Based Wireless (Mobile) Broadband Multimedia Systems

Recent study of MBS, ATM, and ATM-oriented MBS has drawn the attention of

several researchers [34—44]. With enormous complexity of managing and operating the
many different types of networks now in use, the door is open for finding a common
platform-——a network on whichall established services can be supported and which will
allow new services to be introduced without needing new networks on which to run
them. The answer seems to be ATM. This is the technology being defined and
standardized for B-ISDN. Thus, ATM, when adequately modified, is also an answer for
the future mobile wireless broadband multimedia systems.

ATM is a packet-oriented transmission scheme. The transmission path of the
packets of constant length, the so-called ATM cells, is established during connection
setup between the two endpoints by assigning a virtual channel. At this time, the
necessary resources are provided and the logical channels are assigned. All packets of a
virtual channel are carried over the same path. The transmission capacity of the virtual
channel is characterized by the parameters, mean bit rate and peak bit rate during
connection setup. ATM cells are generated according to the need of the data source.
Thus, ATM is a very good method to meet the dynamic requirements of connections
with variable data rates.

MBSis the interface between the fixed ATM netat the base station side and

mobile ATM net at the mobile station side. Normally, the ATM net at the mobile
station side only consists of one end system. For every end station, it is possible to
operate several virtual channels with different data rates at the same time.

A conceptual view of the ATM-type broadband communications network is
shown in Figure 1.5. The most important benefit of ATM is its flexibility; it is used for
the new highbit rate services, which are either VBR or bursttraffic. Several factors that
tend to favorthe use of ATM cell transport in MBSare as follows:

e Flexible bandwidth allocation and service-type selection for a range of
applications;

e Efficient multiplexing of traffic from bursty data and multimedia sources;

e End-to-end provisioning of broadband services over wired and wireless
networks;

e Suitability of available ATM switching for intercell switching;

e Improvedservice reliability with packet-switching techniques; and

e Easeof interfacing with wired B-ISDN systems.
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Figure 1.5 Conceptual view of MBS.

Taking the above points into consideration, adoption of ATM-compatible,
fixed-length, cell-relay format for MBS is recommended. A possible ATM-compatible
MBS approach is shown in Figure 1.6. With this approach, the 48-byte ATM cell
payload becomesthe basic unit of data within the MBS network. Within MBS, specific
protocol layers (e.g., data link and medium-access control layer) are added to the ATM
payload as required, and replaced by ATM headers before entering the fixed network
[41]. The use of ATM switching for intercell traffic also avoids the crucial problem of
developing a new backbone network with sufficient throughput to support
intercommunication among large numbers of small cells. ATM multiplexers are used to
combinetraffic from several base stations into a single ATM port.

For a seamless internetworking mechanism with the wired broadband network,
it is vital to have the MBSprotocol layering harmonized with the ATM stack. Figure
1.7 shows a protocol reference model. In this approach, new wireless channel-specific
physical, medium-access control, and data link layers are added below the ATM
network layer. This means that regular network layer and control services such ascall
setup, virtual channel identifier/virtual path identifier (VCI/VPD addressing, cell
prioritization, and flow-control indication will continue to be used by mobile services.
The baseline ATM network and signaling protocol are specified to particular mobility-
related functions, such as address registration (roaming), broadcasting, handoff, and so
forth.
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Figure 1.8 Conceptual view of an ATM-compatible air interface.

The payload of an ATM cell consists of 48 octets, meaning that without any
segmentation, packet lengths of 384 bits would have to be transmitted over the mobile
radio channel. Higher throughput levels over a fading mobile radio channel are
achieved when using a packet of smaller lengths. So a suitable integer submultiple of a
cell is chosen as the basic unit of data over the wireless radio medium. Based on the

system parameters, a submultiple cell size of 16 octets or 128 bits is used as an
appropriate value.

Theair interface is terminated directly at the base station, as illustrated in Figure
1.8. Also shown is the segmentation of an ATM cell into its three subcells and the
addition of an extra wireless ATM header.

j MULTIPATH PROPAGATION

One of the basic reasons to use OFDM is the efficient way it can handle multipath
propagation. To understand the effects of multipath fading, this section contains an
overview of the most relevant parameters and models.



1.3.1 Multipath Channel Models

Fundamental work on modeling of the indoor radio channel is published in [45, 46].
One of the results of this work, which is also supported by many other measurements
reported in the literature, is that the average received multipath power is an
exponentially decaying function of the excess delay. Further, the amplitudes of
individual multipath components are Rayleigh distributed. This observation has led to
simplified channel models as used in [47, 48]. These models assumea fixed numberof
paths with equidistant delays. The path amplitudes are independent Rayleigh variables,
while the path phases are uniformly distributed. Figure 1.9 shows an example of an
average and an instantaneous power delay profile that were generated using this
approach.

Compared to the more extensive models in [45, 46], the simplified model of
[47, 48] may give somewhat optimistic results because the number of multipath
components is fixed to the maximum possible amount. In the models of [45, 46], the
number of paths is random. Paths arrive in clusters with Poisson distributed arrival
times. Within a cluster, the path amplitudes are independent Rayleigh variables. The
average power delay profile, averaged over a large number of channels, is an
exponentially decaying function, just as for the models in [47, 48]. Thus, the only
difference between the models is that the instantaneous power delay profiles have a
slightly different shape, and channels generated by the method of [47, 48] generally
show more multipath components than channels generated according to [45, 46]. This
may give a somewhatoptimistic diversity effect, because diversity is proportional to the
numberof paths. It probably does not make a difference when the models are used to
determine the delay spread tolerance of a particular transmission system, however,
because that is not depending on the number of paths, but rather on the amount of
power in paths exceeding a certain excess delay. So, the channel models of [47, 48]
seem a good basis to determine the delay spread tolerance of different modulation
schemes. An additional advantageis that the simulation complexity is much lower than
that of the models of [45, 46].

One of the key parameters in the design of a transmission system is the
maximum delay spread value that it has to tolerate. For an idea of what typical delay
spread figures are, the next section presents some measurement results obtained from
the literature [49- 63].
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Figure 1.9 Example of generated average and instantaneous power delay profiles for
a delay spread of 10 samplingintervals.

1.3.2 Delay Spread Values

Tables 1.3 to 1.5 summarize some delay spread results obtained from literature for
frequencies from 800 MHz to 6 GHz. Two delay spread values are given; the median
delay spread is the 50% value, meaning that 50% of all channels has a delay spread that
is lower than the median value. Clearly, the median value is not so interesting for
designing a wireless link, because there you want to guarantee that the link worksforat
least 90% or 99% of all channels. Therefore, the second column gives the measured
maximum delay spread values. The reason to use maximum delay spread instead of a
90% or 99% value is that many papers only mention the maximum value. From the
papers that do present cumulative distribution functions of their measured delay
spreads, we can deduce that the 99% value is only a few percent smaller than the
maximum measured delay spread.



Table 1.3

Measured delay spreads in frequency range of 800 MHzto 1.5 GHz.
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Measured delay spreads in frequency range of 1.8 to 2.4 GHz
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fable 1.5

Measured delay spreads in frequency range of 4 to 6 GHz

delay spread [ns] [ns]

Exchange)

[52] Office building
Meeting room (5m x 5m)
with metal walls

Single room with stone walls

[51] Office building

[53] Indoor sports arena
Factory
Office building

onl

Interesting results that can be derived from the reported measurementsare:

 
e Measurements done simultaneously on different frequencies show that there is no

significant difference in delay spread in the frequency range of 800 MHz to 6 GHz.

e The delay spread is related to the building size; largest delay spreads (up to 270 ns)
were measuredin large buildings like shopping centers and factories. The reason for
this phenomenonis that reflections can have larger delays if the distances between
transmitter and reflectors (walls or other objects) are larger.

e For most office buildings, the maximum delay spread is in the range of 40 to 70 ns.
Smaller delay spreads around 30 ns occur when both transmitter and receiver are
within the same room. Delay spreads of 100 ns or more are seen only in office
buildings with large roomsthat are some tens of meters in diameter.

e Even small rooms (5m by 5m) can give significant delay spreads around 50 ns when
there are metal walls [52]. The reason for this is that reflections from a metal wall

only experience a small attenuation, so multiple reflections with significant delays
still have considerable power, which increases the delay spread.

1.4 TIME VARIATION OF THE CHANNEL

To classify the time characteristics of the channel [1], the coherence time and Doppler
spread are important parameters. The coherence time is the duration over which the
channel characteristics do not change significantly. The time variations of the channel
are evidenced as a Doppler spread in the frequency domain, which is determined as the
width of the spectrum whena single sinusoid (constant envelope) is transmitted. Both
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the time correlation function @,(At) and the Doppler power spectrum S,(f) can be related
to each other by applying the Fourier transform.

The range of values of the frequencyfover which S,(/) is essentially nonzero is
called the Doppler spread Bg of the channel. Because S,(f) is related to @,(Ar) by the
Fourier transform, the reciprocal of Bg is a measure of the coherence time (Af), of the
channel; that is, 1/Bg.

The coherence time (Af), is a measure of the width of the time correlation
function. Clearly, a slow-changing channel has a large coherence time, or equivalently,
a small Doppler spread. The rapidity of the fading can now be determined either from
the correlation function @,(Ar) or from the Doppler power spectrum S,(f). This implies
that either the channel] parameters (Ar), or Bg can be used to characterize the rapidity of
the fading. If the bit time 7, is large compared with the coherence time, then the
channel is subject to fast fading. When selecting a bit duration that is smaller than the
coherence time of the channel, the channel attenuation and phase shift are essentially
fixed for the duration of at least one signaling interval. In this case, the channel is
slowly fading or quasistatic. Like coherence bandwidth, there is no exact relationship
between coherence time and Doppler spread. If the coherence time (Ar), is defined as
the time over which the time correlation function is above 0.5, (Afr), is approximately
given by 9/(167B,) [79, 80].

Doppler spread is caused by the differences in Doppler shifts of different
components of the received signal, if either the transmitter or receiver is in motion. The
frequency shift is related to the spatial angle between the direction of arrival of that
componentand the direction of vehicular motion. If a vehicle is moving at a constant
speed V along the X axis, the Doppler shift f,, of the mth plane-wave componentis
given by fin = (V/A)cos(a,,) [81], where a, is the arrival angle of the mth plane-wave
componentrelative to the direction of movement of the vehicle. It is worth noting here
that wavesarriving from ahead of the vehicle experience a positive Doppler shift, while
those arriving from behind the vehicle have a negative shift. The maximum Doppler
shift occurs at @,, = 0, assuming 7; >> (Af). for fast-fading channel and 7); << (Afr), for
slow-fading channel.

Indoor measurements [82] show that in any fixed location, temporal variations
in the received signal envelope caused by movement of personnel and machinery are
slow, having a maximum Dopplerspread of about 6 Hz.

1.5 HISTORY OF OFDM

OFDM is a special case of multicarrier transmission, where a single datastream is
transmitted over a number of lower rate subcarriers. It is worth mentioning here that
OFDM can be seen as either a modulation technique or a multiplexing technique. One
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of the main reasons to use OFDM is to increase the robustness against frequency
selective fading or narrowbandinterference. In a single carrier system, a single fade or
interferer can cause the entire link to fail, but in a multicarrier system, only a small
percentage of the subcarriers will be affected. Error correction coding can then be used
to correct for the few erroneous subcarriers. The concept of using parallel data
transmission and frequency division multiplexing was published in the mid-1960s [64,
65]. Some early developmentis traced back to the 1950s [66]. A U.S. patent was filed
and issued in January, 1970 [67].

In a classical parallel data system, the total signal frequency band is divided into
N nonoverlapping frequency subchannels. Each subchannel is modulated with a
separate symbol and then the N subchannels are frequency-multiplexed. It seems good
to avoid spectral overlap of channels to eliminate interchannel interference. However,
this leads to inefficient use of the available spectrum. To cope with the inefficiency, the
ideas proposed from the mid-1960s were to use parallel data and FDM with
overlapping subchannels, in which each carrying a signaling rate b is spaced b apart in
frequency to avoid the use of high-speed equalization and to combat impulsive noise
and multipath distortion, as well as to fully use the available bandwidth.

Figure 1.10 illustrates the difference between the conventional nonoverlapping .
multicarrier technique and the overlapping multicarrier modulation technique. As
shown in Figure 1.10, by using the overlapping multicarrier modulation technique, we
save almost 50% of bandwidth. To realize the overlapping multicarrier technique,
however we need to reduce crosstalk between subcarriers, which means that we want
orthogonality between the different modulatedcarriers.

The word orthogonal indicates that there is a precise mathematical relationship
between the frequencies of the carriers in the system. In a normal frequency-division
multiplex system, many carriers are spaced apart in such a waythat the signals can be
received using conventional filters and demodulators. In such receivers, guard bandsare
introduced between the different carriers and in the frequency domain whichresults in a
lowering of spectrum efficiency.
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Figure 1.10 Concept of OFDM signal: (a) Conventional multicarrier technique, and (b) orthogonal
multicarrier modulation technique.

It is possible, however, to arrange the carriers in an OFDM signal so that the
sidebands of the individual carriers overlap and the signals are still received without
adjacent carrier interference. To do this the carriers must be mathematically orthogonal.
The receiver acts as a bank of demodulators, translating each carrier down to DC, with
the resulting signal integrated over a symbol period to recover the raw data. If the other
carriers all beat down the frequencies that, in the time domain, have a whole number of
cycles in the symbol period 7, then the integration process results in zero contribution
from all these other carriers. Thus, the carriers are linearly independent (i.e.,
orthogonal) if the carrier spacing is a multiple of 1/7. Chapter 2 presents in detail the
basic principle of OFDM.

Much of the research focuses on the high efficient multicarrier transmission
scheme based on “orthogonal frequency” carriers. In 1971, Weinstein and Ebert [68]
applied the discrete Fourier transform (DFT) to parallel data transmission systems as
part of the modulation and demodulation process. Figure 1.11 (a) shows the spectrum
of the individual data of the subchannel. The OFDM signal, multiplexed in the
individual spectra with a frequency spacing b equal to the transmission speed of each
subcarrier, is shownin Figure 1.11(b). Figure 1.11 showsthat at the center frequency of
each subcarrier, there is no crosstalks from other channels. Therefore, if we use DFT at

the receiver and calculate correlation values with the center of frequency of each
subcarrier, we recover the transmitted data with no crosstalk. In addition, using the
DFT-based multicarrier technique, frequency-division multiplex is achieved not by
bandpassfiltering but by baseband processing.
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Figure 1.11 Spectra of (a) an ORFDM subchannel and (b) an OFDMsignal.

Moreover, to eliminate the banks of subcarrier oscillators and coherent

demodulators required by  frequency-division multiplex, completely digital
implementations could be built around special-purpose hardware performing the fast
Fourier transform (FFT), which is an efficient implementation of the DFT. Recent
advances in very-large-scale integration (VLSI) technology make high-speed, large-size
FFT chips commercially affordable. Using this method, both transmitter and receiver
are implemented using efficient FFT techniques that reduce the number of operations
from N* in DFT downto MlogN [69].

In the 1960s, the OFDM technique was used in several high-frequency military
systems such as KINEPLEX [66], ANDEFT [70], and KATHRYN [71]. For example,
the variable-rate data modem in KATHRYNwasbuilt for the high-frequency band. It
used up to 34 parallel low-rate phase-modulated channels with a spacing of 82 Hz.

In the 1980s, OFDM was studied for high-speed modems, digital mobile
communications, and high-density recording. One of the systems realized the OFDM
techniques for multiplexed QAM using DFT [72], and by using pilot tone, stabilizing
carrier and clock frequency control and implementing trellis coding are also
implemented [73]. Moreover, various-speed modems were developed for telephone
networks [74].

In the 1990s, OFDM was exploited for wideband data communications over
mobile radio FM channels, high-bit-rate digital subscriber lines (HDSL; 1.6 Mbps),
asymmetric digital subscriber lines (ADSL; up to 6 Mbps), very-high-speed digital
subscriber lines (VDSL; 100 Mbps), digital audio broadcasting (DAB), and high-
definition television (HDTV)terrestrial broadcasting [75—80].

The OFDM transmission schemehas the following key advantages:

e OFDMis an efficient way to deal with multipath; for a given delay spread, the
implementation complexity is significantly lower than that of a single carrier
system with an equalizer.

e In relatively slow time-varying channels, it is possible to significantly enhance
the capacity by adapting the data rate per subcarrier according to the signal-to-
noise ratio of that particular subcarrier.
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e OFDM is robust against narrowband interference, because such interference
affects only a small percentage of the subcarriers.

e OFDM makes single-frequency networks possible, which is especially
attractive for broadcasting applications.

On the other hand, OFDM also has some drawbacks compared with single-
carrier modulation:

e OFDM is moresensitive to frequency offset and phase noise.
OFDM has a relatively large peak-to-average power ratio, which tends to
reduce the powerefficiency of the RF amplifier.

1.6 PREVIEW OF THE BOOK

This book consists of 10 chapters. It covers all the necessary elements to achieve the
OFDM-based WBMCS. In Chapter 2, the basics of OFDM are presented. It is
explained how an OFDMsignal is formed using the inverse fast Fourier transform, how
the cyclic extension helps to mitigate the effects of multipath, and how windowing can
limit the out-of-band radiation. Basic design rules are given how to choose the OFDM
parameters, given a required bandwidth, multipath delay spread, and maximum Doppler
spread. ,

In Chapter 3, we explain how coding and interleaving can be used to mitigate
the effects of frequency-selective fading channels. Quadrature amplitude modulation is
introduced as an appropriate modulation technique for the OFDM subcarriers.

Synchronization of the symbol clock and carrier frequency is the subject of
Chapter 4. First, we discuss the sensitivity of OFDM to synchronization errors. Then,
we describe different sychronization techniques. Special attention is given to packet
transmission, which requires rapid synchronization at the beginning of each packet with
a minimum oftraining overhead.

Chapter 5 describes channel estimation; that is, estimating the reference phases
and amplitudes of all subcarriers. Various coherent and differential techniques are
explained in conjunction with their relative merits on signal-to-noise ratio performance,
overhead, and buffering delay.

The relatively large peak-to-average power (PAP) ratio of OFDM is the subject
of Chapter 6. The distribution of the PAP ratio is shown, and various methods to reduce
the PAP ratio are explained. This chapter demonstrates that for an arbitrary number of
subcarriers, the PAP ratio can be reduced to about 5 dB without a significant loss in
performance. This means that the required backoff—and hence the efficiency—of an
RF power amplifier for an OFDM system is not much different from that for a single-
carrier QPSK system.
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In Chapter 7, we explain the basics of direct-sequence and frequency-hopping
CDMA, which is especially helpful in understanding the following chapters on
combinations of OFDM and CDMA.

Chapter 8 describes multicarrier CDMA. Different techniques with their

transmitter and receiver architectures are introduced. Advantages and disadvantages
compared with other CDMAtechniquesare discussed.

Orthogonal FDMA and frequency-hopping CDMAare the subjects of Chapter
9. It shows how OFDM and frequency hopping can be combined to get a multiple-
access system with similar advantages as direct-sequence CDMA.

Finally, some applications of OFDM systems are described in Chapter 10:
digital audio broadcasting, digital video broadcasting, wireless ATM in the Magic
WANDproject, and the new IEEE 802.11 and ETSI BRAN OFDMstandards.
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Chapter 2

OFDM Basics

2.1 INTRODUCTION

The basic principle of OFDM isto split a high-rate datastream into a number of lower
rate streams that are transmitted simultaneously over a number of subcarriers. Because
the symbol duration increases for the lower rate parallel subcarriers, the relative amount
of dispersion in time caused by multipath delay spread is decreased. Intersymbol
interference is eliminated almost completely by introducing a guard time in every
OFDM symbol. In the guard time, the OFDM symbolis cyclically extended to avoid
intercarrier interference. This whole process of generating an OFDM signal and the
reasoning behind it are described in detail in sections 2.2 to 2.4.

In OFDM system design, a number of parameters are up for consideration, such
as the number of subcarriers, guard time, symbol duration, subcarrier spacing,
modulation type per subcarrier, and the type of forward error correction coding. The
choice of parametersis influenced by system requirements such as available bandwidth,
required bit rate, tolerable delay spread, and Doppler values. Some requirements are
conflicting. For instance, to get a good delay spread tolerance, a large number of
subcarriers with a small subcarrier spacing is desirable, but the opposite is true for a
good tolerance against Doppler spread and phase noise. These design issues are
discussed in Section 2.5. Section 2.6 gives an overview of OFDM signal processing
functions, while Section 2. ends this chapter with a complexity comparison of OFDM
versus Single-carrier systems.

2.2 GENERATION OF SUBCARRIERS USING THEIFFT

An OFDMsignal consists of a sum of subcarriers that are modulated by using phase
shift keying (PSK) or quadrature amplitude modulation (QAM). If d; are the complex
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QAM symbols, N, is the numberof subcarriers, T the symbol duration, and f, the carrier
frequency, then one OFDM symbolstarting at f = ¢, can be written as

i]2

s(t) =Re os din. 72 exp( j22(f, —5
i=—-—

 

1+0.5

T

 

W-L yy .t. StS+T (2.1)

S()=0, txt, A tot, +T

In the literature, often the equivalent complex baseband notation is used, which
is given by (2.2). In this representation, the real and imaginary parts correspond to the
in-phase and quadrature parts of the OFDM signal, which have to be multiplied by a
cosine and sine of the desired carrier frequency to produce the final OFDM signal.
Figure 2.1 shows the operation of the OFDM modulator in a block diagram.
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Figure 2.1 OFDM modulator.

As an example, Figure 2.2 shows four subcarriers from one OFDM signal. In
this example, all subcarriers have the same phase and amplitude, but in practice the
amplitudes and phases may be modulated differently for each subcarrier. Note that each
subcarrier has exactly an integer number of cycles in the interval 7, and the numberof
cycles between adjacent subcarriers differs by exactly one. This property accounts for
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the orthogonality between the subcarriers. For instance, if the jth subcarrier from (2.2)
is demodulated by downconverting the signal with a frequency of j/T and then
integrating the signal over T seconds, the result is as written in (2.3). By looking at the
intermediate result, it can be seen that a complex carrier is integrated over T seconds.
For the demodulated subcarrier 7, this integration gives the desired output dj.
(multiplied by a constant factor 7), which is the QAM value for that particular
subcarrier. For all other subcarriers, the integration is zero, because the frequency
difference (i-j)/T produces an integer number of cycles within the integration interval 7,
such that the integration result is always zero.

Ng
t,+T 1

J exp(—j2m F(t—1,)) Ss di.w,12 €XD(J2H = -1,)) dtzaf 5
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Figure 2.2 Example of four subcarriers within one OFDM symbol.

The orthogonality of the different OFDM subcarriers can also be demonstrated
in another way. According to (2.1), each OFDM symbol contains subcarriers that are
nonzero over a 7J-second interval. Hence, the spectrum of a single symbol is a
convolution of a group of Dirac pulses located at the subcarrier frequencies with the
spectrum of a square pulse that is one for a T-second period and zero otherwise. The
amplitude spectrum of the square pulse is equal to sinc(mf7), which has zeros for all
frequencies f that are an integer multiple of 1/7. This effect is shown in Figure 2.2,
which showsthe overlapping sinc spectra of individual subcarriers. At the maximum of
each subcarrier spectrum, all other subcarrier spectra are zero. Because an OFDM
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receiver essentially calculates the spectrum valuesat those points that correspond to the
maxima of individual subcarriers, it can demodulate each subcarrier free from any
interference from the other subcarriers. Basically, Figure 2.3 shows that the OFDM
spectrum fulfills Nyquist’s criterium for an intersymbol interference free pulse shape.
Notice that the pulse shape is present in the frequency domain and not in the time
domain, for which the Nyquist criterium usually is applied. Therefore, instead of inter-
symbol interference (ISI), it is intercarrier interference (ICI) that is avoided by having
the maximum of one subcarrier spectrum correspondto zero crossings of all the others.

The complex baseband OFDMsignal as defined by (2.2) is in fact nothing more
than the inverse Fourier transform of N,; QAM input symbols. The time discrete
equivalent is the inverse discrete Fourier transform (IDFT), which is given by (2.4),
where the time ¢ is replaced by a sample numbern.In practice, this transform can be

implemented very efficiently by the inverse fast Fourier transform (IFFT). An N point
IDFT requires a total of N~ complex multiplications—-which are actually only phase
rotations. Of course, there are also additions necessary to do an IDFT, but since the
hardware complexity of an adderis significantly lower than that of a multiplier or phase
rotator, only the multiplications are used here for comparison. The IFFT drastically
reduces the amount of calculations by exploiting the regularity of the operations in the
IDFT. Using the radix-2 algorithm, an N-point IFFT requires only (N/2)-logo(V)
complex multiplications [1]. For a 16-point transform, for instance, the difference is
256 multiplications for the IDFT versus 32 for the IFFT—a reduction by a factor of 8!
This difference grows for larger numbers of subcarriers, as the IDFT complexity grows
quadratically with N, while the IFFT complexity only growsslightly faster than linear.

Nn,-1 "

s(n) = ¥d, exp(jan) (2.4)i=0

   
Figure 2.3 Spectra of individual subcarriers.
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The numberof multiplications in the IFFT can be reduced even further by using
a radix-4 algorithm. This technique makes use of the fact that in a four-point IFFT,
there are only multiplications by {1,-1l,j.—j}, which actually do not need to be
implemented by a full multiplier, but rather by a simple add or subtract and a switch of
real and imaginary parts in the case of multiplications by j or —j. In the radix-4
algorithm, the transform is split into a number of these trivial four-point transforms,
and non-trivial multiplications only have to be performed between stages of these four-
point transforms. In this way, an N-point FFT using the radix-4 algorithm requires only
(3/8)N(0og2N-2) complex multiplications or phase rotations and Nlog,NV complex
additions [1]. For a 64-point FFT, for example, this means 96 rotations and 384
additions, or 1.5 and 6 rotations and additions per sample, respectively.

0 Yo

x ‘1

— 7 7

% Ys

 
Figure 2.4 The radix-4 butterfly.

Figure 2.4 shows the four-point IFFT, which is knownas the radix-4 butterfly
that forms the basis for constructing larger IFFT sizes [1]. Four input values xo to x; are
transformed into output values yo to y3; by simple additions and trivial phase rotations.
For instance, y; is given by xo + jx; — x2 — jx3, which can be calculated by doing four
additions plus a few additional I/Q swappings and inversions to account for the
multiplications by j and —/.

The radix-4 butterfly can be used to efficiently build an IFFT with a largersize.
For instance, a 16-point IFFT is depicted in Figure 2.5. The 16-point IFFT contains two
stages with four radix-4 butterflies, separated by an intermediate stage where the 16
intermediate results are phase rotated by the twiddle factor w, which is defined as
exp(j2ni/N). Notice that for N=16, rotation by the twiddle factor a@reduces toatrivial
operation for i=0, 4, 8 and 12, where @ is 1, j, —1 and —j, respectively. Taking this into
account, the 16-point IFFT actually contains only eight non-trivial phase rotations,
which is a factor of 32 smaller than the amountof phase rotations for the IDFT. These
non-trivial phase rotations largely determine the implementation complexity, because
the complexity of a phase rotation or complex multiplication is an order of magnitude
larger than the complexity of an addition.
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Figure 2.5 16-point IFFT using the radix-4 algorithm.

As an example of how to generate an OFDM symbol, Jet us assume that we
want to transmit eight binary values {1 1 1-1 1 1 —1 1} on eight subcarriers. The IDFT
or IFFT thenhasto calculate:
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The left-hand side of (2.5) contains the IDFT matrix, where every column
corresponds to a complex subcarrier with a normalized frequency ranging from -4 to
+3. The right-hand side of (2.5) gives the eight IFFT output samples that form one
OFDM symbol. In practice, however, these samples are not enough to makea real
OFDM signal. The reason is that there is no oversampling present, which would
introduce intolerable aliasing if one would pass these samples though a digital-to-
analog converter. To introduce oversampling, a number of zeros can be addedto the
input data. For instance, eight zeros could be added to the eight input samples of the
previous example, after which a 16-point IFFT can be performed to get 16 output
samples of a twice-oversampled OFDM signal. Notice that in the complex IFFT as in
(2.5), the first half of the rows correspond to positive frequencies while the last half
correspond to negative frequencies. Hence, if oversampling is used, the zeros should be
added in the middle of the data vector rather than appending them at the end. This
ensures the zero data values are mapped onto frequencies close to plus and minushalf
the sampling rate, while the nonzero data values are mapped onto the subcarriers
around 0 Hz. For the data of the previous example, the oversampled input vector would
become {1 11-10000000011-1 1}.

2.3 GUARD TIME AND CYCLIC EXTENSION

One of the most important reasons to do OFDM isthe efficient way it deals with
multipath delay spread. By dividing the input datastream in N, subcarriers, the symbol
duration is made N, times smaller, which also reduces the relative multipath delay
spread, relative to the symbol time, by the same factor. To eliminate intersymbol
interference almost completely, a guard time is introduced for each OFDM symbol. The
guard time is chosen larger than the expected delay spread, such that multipath
components from one symbol cannot interfere with the next symbol. The guard time
could consist of no signal at all. In that case, however, the problem of intercarrier
interference (ICI) would arise. ICI is crosstalk between different subcarriers, which

means they are no longer orthogonal. This effect is illustrated in Figure 2.6. In this
example, a subcarrier 1 and a delayed subcarrier 2 are shown.. When an OFDM receiver
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tries to demodulate the first subcarrier, it will encounter some interference from the

second subcarrier, because within the FFT interval, there is no integer numberof cycles
difference between subcarrier 1 and 2. At the same time, there will be crosstalk from
the first to the second subcarrier for the same reason.

Part of subcarrier #2 causing
ICI on subcarrier #1

 
Guardtime FFT integration time = 1/Carrier spacing
 

OFDM symbol time

Figure 2.6 Effect of multipath with zero signal in the guard time; the delayed subcarrier 2 causes ICI on
subcarrier 1 and vice versa.

To eliminate ICI, the OFDM symbolis cyclically extended in the guard time, as
shown in Figure 2.7. This ensures that delayed replicas of the OFDM symbol always
have an integer number of cycles within the FFT interval, as long as the delay is
smaller than the guard time. As a result, multipath signals with delays smaller than the
guard time cannotcause ICI.

As an example of how multipath affects OFDM, Figure 2.8 shows received
signals for a two-ray channel, where the dotted curve is a delayed replica of the solid
curve. Three separate subcarriers are shown during three symbolintervals. In reality, an
OFDM receiver only sees the sum of all these signals, but showing the separate
components makes it more clear what the effect of multipath is. From the figure, we
can see that the OFDM subcarriers are BPSK modulated, which means that there can be

180-degree phase jumps at the symbol boundaries. For the dotted curve, these phase
jumps occur at a certain delay after the first path. In this particular example, this
multipath delay is smaller than the guard time, which means there are no phase
transitions during the FFT interval. Hence, an OFDM receiver “sees” the sum of pure
sine waves with some phase offsets. This summation does not destroy the orthogonality
between the subcarriers, it only introduces a different phase shift for each subcarrier.
The orthogonality does become lost if the multipath delay becomes larger than the
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guard time. In that case, the phase transitions of the delayed path fall within the FFT
interval of the receiver. The summation of the sine waves of the first path with the
phase modulated waves of the delayed path no longer gives a set of orthogonal pure
sine waves, resulting in a certain level of interference.

 
Guard time / cyclic prefix FFT integration time = 1/carrier spacing
$e

OFDM symbol time

Figure 2.7 OFDM symbol with cyclic extension.

First arriving path

ve Reflection OFDM symbol time

 
—_—>

Reflection delay Guard time FFT integration time Phase transitions

Figure 2.8 Example of an OFDM signal with three subcarriers in a two-ray multipath channel. The
dashed line represents a delayed multipath component.

To get an idea what level of interference is introduced when the multipath delay
exceeds the guard time, Figure 2.9 depicts three constellation diagrams that were
derived from a simulation of an OFDM link with 48 subcarriers, each modulated by
using 16-QAM.Figure 2.9(a) shows the undistorted 16-QAM constellation, which is
observed whenever the multipath delay is below the guard time. In Figure 2.9(b), the
multipath delay exceeds the guard time by a small 3% fraction of the FFT interval.



42

Hence, the subcarriers are not orthogonal anymore, but the interference is still small
enough to get a reasonable received constellation. In Figure 2.9(c), the multipath delay
exceeds the guard time by 10% of the FFT interval. The interference is now so large
that the constellation is seriously blurred, causing an unacceptableerrorrate.
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(a) (b) (c)

Figure 2.9 16-QAMconstellation for a 48-subcarrier OFDM link with a two-ray multipath channel, the
second ray being 6 dB lower than the first one. (a) delay < guard time; (b) delay exceeds
guard time by 3% of the FFT interval; (c) delay exceeds guard time by 10% of the FFT
interval.

2.4 WINDOWING

In the previous sections, it was explained how an OFDM symbol is formed by
performing an IFFT and adding a cyclic extension. Looking at an example OFDM
signal like in Figure 2.8, sharp phase transitions caused by the modulation can be seen
at the symbol boundaries. Essentially, an OFDM signallike the one depicted in Figure
2.8 consists of a number of unfiltered QAM subcarriers. As a result, the out-of-band
spectrum decreases rather slowly, according to a sinc function. As an example ofthis,
the spectra for 16, 64, and 256 subcarriers are plotted in Figure 2.10. For larger number
of subcarriers, the spectrum goes down more rapidly in the beginning, which is caused
by the fact that the sidelobes are closer together. However, even the spectrum for 256
subcarriers has a relatively large -40-dB bandwidth that is almost four times the —3-dB
bandwidth.
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Figure 2.10 Power spectral density (PSD) without windowing for 16, 64, and 256 subcarriers.

To make the spectrum go down more rapidly, windowing can be applied to the
individual OFDM symbols. Windowing an OFDM symbol makes the amplitude go
smoothly to zero at the symbol boundaries. A commonly used window type is the
raised cosine window,whichis defined as

0.54+0.5 cos(z + tz/(BT, )) Ost s ff,
w(t) = 1.0 BT,< t < T, (2.6)

0.5+0.5 cos((t-T,)/ (BT, )) T, < t < (1+ P)7,

Here, 7, is the symbol interval, which is shorter than the total symbol duration
because we allow adjacent symbols to partially overlap in the roll-off region. The time
structure of the OFDM signal nowlookslike Figure 2.11.

In equation form, an OFDM symbolstarting at time t = t,= kT, is defined as

Ny

_ S, (0) = Rey wt —7,) ign, (+112) exp(j27(f,. —
j=-—

2

S,(=0, t<t, A tet, +T,d+ 8)

 i+0.5

7 Minty Tog D> ge St S totT+ B)

(2.7)
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In practice, the OFDM signal is generated as follows: first, N. input QAM
values are padded with zeros to get N input samples that are used to calculate an IFFT.
Then, the last T;,e4, samples of the IFFT output are inserted at the start of the OFDM
symbol, and the first Tposyix samples are appended at the end. The OFDM symbolis
then multiplied by a raised cosine window w(t) to more quickly reduce the power of
out-of-band subcarriers. The OFDM symbolis then addedto the output of the previous
OFDM symbol with a delay of 7,, such that there is an overlap region of BT,, where B
is the rolloff factor of the raised cosine window.

 

 

= T
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————

BTs

Figure 2.11 OFDM cyclic extension and windowing. 7, is the symbol time, JT the FFT interval, J, the

guard time, T,,ef, the preguard interval, 7;,,s,;, the postguard interval, and P is the rolloff
factor.

Figure 2.12 shows spectra for 64 subcarriers and different values of the rolloff
factor B. It can be seen that a rolloff factor of 0.025—-so the rolloff region is only 2.5%
of the symbol interval—already makes a large improvement in the out-of-band
spectrum. For instance, the —40-dB bandwidth is more than halved to about twice the
—3-dB bandwidth. Larger rolloff factors improve the spectrum further, at the cost,
however, of a decreased delay spread tolerance. The latter effect is demonstrated in
Figure 2.13, which shows the signal structure of an OFDM signal for a two-ray
multipath channel. The receiver demodulates the subcarriers by taking an FFT over the
T-second interval between the dotted lines. Although the relative delay between the two
multipath signals is smaller than the guard time, ICI and ISI are introduced because of
the amplitude modulation in the gray part of the delayed OFDM symbol. The
orthogonality between subcarriers as proved by (2.3) only holds when amplitude and
phase of the subcarriers are constant during the entire 7-second interval. Hence, a
rolloff factor of B reduces the effective guard time by B7,.
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Figure 2.12 Spectra for raised cosine windowing with rolloff factors of 0 (rectangular window),
0.025, 0.05, and 0.1.

Instead of windowing,it is also possible to use conventional filtering techniques
to reduce the out-of-band spectrum. Windowing and filtering are dual techniques;
multiplying an OFDM symbol by a window means the spectrum is going to be a
convolution of the spectrum of the window function with a set of impulses at the
subcarrier frequencies. When filtering is applied, a convolution is done in the time
domain and the OFDM spectrum is multiplied by the frequency response ofthefilter.
When using filters, care has to be taken not to introduce rippling effects on the
envelope of the OFDM symbols over a timespan thatis larger than the rolloff region of
the windowing approach. Too much rippling means the undistorted part of the OFDM
envelope is smaller, and this directly translates into less delay spread tolerance. Notice
that digital filtering techniques are more complex to implement than windowing. A
digital filter requires at least a few multiplications per sample, while windowing only
requires a few multiplications per symbol, for those samples whichfall into the rolloff
region. Hence, because only a few percent of the samples are in the rolloff region,
windowingis an order of magnitude less complex thandigital filtering.
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Figure 2.13 OFDM symbol windowsfor a two-ray multipath channel, showing ICI and ISI, because in
the gray part, the amplitude of the delayed subcarriers is not constant.

2:5 CHOICE OF OFDM PARAMETERS

The choice of various OFDM parameters is a tradeoff between various, often
conflicting requirements. Usually, there are three main requirements to start with:
bandwidth, bit rate, and delay spread. The delay spread directly dictates the guard time.
As a rule, the guard time should be about two to four times the root-mean-squared
delay spread. This value depends on the type of coding and QAM modulation. Higher
order QAM (like 64-QAM) is more sensitive to ICI and ISI than QPSK; while heavier
coding obviously reduces the sensitivity to such interference.

Now that the guard time has been set, the symbol duration can be fixed. To
minimize the signal-to-noise ratio (SNR) loss caused by the guard time, it is desirable
to have the symbol duration much larger than the guard time. It cannot be arbitrarily
large, however, because a larger symbol duration means more subcarriers with a
smaller subcarrier spacing, a larger implementation complexity, and more sensitivity to
phase noise and frequency offset [2], as well as an increased peak-to-average power
ratio [3, 4]. Hence, a practical design choice is to make the symbolduration at least five
times the guard time, which implies a 1-dB SNRloss because of the guard time.

After the symbol duration and guard time are fixed, the number of subcarriers
follows directly as the required —3-dB bandwidth divided by the subcarrier spacing,
which is the inverse of the symbol duration less the guard time. Alternatively, the
number of subcarriers may be determined by the required bit rate divided bythe bit rate
per subcarrier. The bit rate per subcarrier is defined by the modulation type (e.g., 16-
QAM), coding rate, and symbolrate.

As an example, suppose we want to design a system with the following
requirements:

e Bit rate: 20 Mbps
e Tolerable delay spread: 200 ns
e Bandwidth: < 15 MHz



47 

The delay-spread requirement of 200 ns suggests that 800 nsis a safe value for
the guard time. By choosing the OFDM symbol duration 6 times the guard time
(4.8 us), the guard time loss is made smaller than 1 dB. The subcarrier spacing is now
the inverse of 4.8 — 0.8 = 4 us, which gives 250 kHz. To determine the number of
subcarriers needed, we can look at the ratio of the required bit rate and the OFDM
symbol rate. To achieve 20 Mbps, each OFDM symbol has to carry 96 bits of
information (96/4.8 us = 20 Mbps). To do this, there are several options. One is to use
16-QAMtogether with rate ¥2 coding to get 2 bits per symbol per subcarrier. In this
case, 48 subcarriers are needed to get the required 96 bits per symbol. Another option is
to use QPSKwith rate %4 coding, which gives 1.5 bits per symbol per subcarrier. In this
case, 64 subcarriers are needed to reach the 96 bits per symbol. However, 64
subcarriers means a bandwidth of 64-250 kHz = 16 MHz, whichis larger than the target
bandwidth. To achieve a bandwidth smaller than 15 MHz, the number of subcarriers

needs to be smaller than 60. Hence, the first option with 48 subcarriers and 16-QAM
fulfills all the requirements. It has the additional advantage that an efficient 64-point
radix-4 FFT/IFFT can be used, leaving 16 zero subcarriers to provide oversampling
necessary to avoid aliasing.

An additional requirement that can affect the chosen parameters is the demand
for an integer number of samples both within the FFT/IFFT interval and in the symbol
interval. For instance, in the above example we want to have exactly 64 samples in the
FFT/IFFT interval to preserve orthogonality among the subcarriers. This can be
achieved by making the sampling rate 64/4 us = 16 MHz. However,for that particular
sampling rate, there is no integer number of samples with the symbolinterval of 4.8 us.
The only solution to this problem is to change one of the parameters slightly to meet the
integer constraint. For instance, the number of samples per symbol can be set to 78,
which gives a sampling rate of 78/4.8 us = 16.25 MHz. Now,the FFT interval becomes
64/16.25 MHz = 3.9385 us, so both guard time and subcarrier spacing are slightly
larger than in the case of the original FFT interval of 4 us.

2.6 OFDM SIGNAL PROCESSING

The previous sections described how the basic OFDM signal is formed using the IFFT,
adding a cyclic extension and performing windowing to get a steeper spectral rolloff.-
However, there is more to it to build a complete OFDM modem.Figure 2.14 showsthe
block diagram of an OFDM modem, where the upperpath is the transmitter chain and
the lower path corresponds to the receiver chain. In the center we see the IFFT, which
modulates a block of input QAM values onto a numberof subcarriers. In the receiver,
the subcarriers are demodulated by an FFT, which performsthe reverse operation of an
IFFT. An interesting feature of the FFT/IFFT is that the FFT is almost identical to an
IFFT. In fact, an IFFT can be made using an FFT by conjugating input and output of
the FFT and dividing the output by the FFT size. This makes it possible to use the same
hardware for both transmitter and receiver. Of course, this saving in complexity is only
possible when the modem does not have to transmit and receive simultaneously.
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Figure 2.14 Block diagram of an OFDM transceiver.

 

 
  

The functions before the IFFT have not been discussed till now. Binary input
data is first encoded by a forward error correction code. The encoded data is then
interleaved and mapped onto QAM values. These functions are discussed in moredetail
in the next chapter.

In the receiver path, after passing the RF part and the analog-to-digital
conversion, the digital signal processing starts with a training phase to determine
symbol timing and frequency offset. An FFT is used to demodulate all subcarriers. The
output of the FFT contains N, QAM values, which are mapped onto binary values and
decoded to produce binary output data. To successfully map the QAM values onto
binary values, first the reference phases and amplitudes of all subcarriers have to be
acquired. Alternatively, differential techniques can be applied. All of these receiver
functions are highlighted in the following chapters.

2.7 IMPLEMENTATION COMPLEXITY OF OFDM VERSUS
SINGLE-CARRIER MODULATION

One of the main reasons to use OFDM isits ability to deal with large delay spreads
with a reasonable implementation complexity. In a single-carrier system, the
implementation complexity is dominated by equalization, which is necessary when the
delay spread is larger than about 10% of the symbol duration. OFDM does not require
an equalizer. Instead, the complexity of an OFDM system is largely determined by the
FFT, which is used to demodulate the various subcarriers. In the following example,it
is demonstrated that the processing complexity of an OFDM modem can be
significantly less than that of a single carrier modem, given the fact that both can deal
with the same amount of delay spread. Notice that some papers mention the use of a
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single-tap equalizer for OFDM, whenthey are referring to the phase correction in case
of a coherent OFDM receiver. We will not use this somewhat confusing terminology,
because the term equalization suggests that an attempt is made to invert the channel,
while an OFDM receiver is doing the opposite; weak subcarriers are not being extra
amplified to equalize the channel, but rather, they get a low weight in the decoding. In
this way, OFDM avoids the problem of noise enhancement that is present in linear
equalization techniques.

Figure 2.15 shows the block diagram of a decision feedback equalizer with
symbol-spaced taps. Such an equalizer can be used to combat delay spread in single-
carrier systems using quadrature amplitude modulation (QAM) or some form of
constant amplitude modulation such as Gaussian Minimum Shift Keying (GMSK) or
offset-QPSK. From references [5, 6], it can be learned that-at least 8 feedforward and 8
feedback taps are required to handle a delay spread of 100 ns for a GMSK modem at a
data rate of 24 Mbps. We can use this information to compare a single carrier system
with the 24 Mbps mode of the new IEEE 802.11 OFDM standard, which can handle
delay spreads up to 250 ns using a 64-point FFT. In order to increase the delay spread
tolerance of a GMSK modem to the samelevel, the equalizer length has to be increased
by a factor of 250/100, so it has 20 feedforward and feedback taps. Fortunately, for
GMSKonly the real outputs of the complex multiplications are used, so each multiplier -
has to perform two real .multiplications per sample. Hence, the number of real
multiplications per second becomes 2-20-24-10° = 960-10°. Notice we only count the
feedforward taps here, since the feedback taps consist of trivial rotations, while the
feedforward taps consist of full multiplications. For the OFDM system, a 64-point FFT
has to be processed by every OFDM symbol duration which is 4 pws, see chapter 10.
With a radix-4 algorithm, this requires 96 complex multiplications [1], which gives a
processing load of 96-10° real multiplications per second. So, in terms of
multiplications per second, the equalizer of the single carrier system is 10 times more
complex than the FFT of the OFDM system! This complexity difference grows with the
bit rate, or rather with the bandwidth — delay spread product, which is a measure of the
relative amount of inter-symbol interference. For instance, if we want to double the bit
rate in the previous example by doubling the bandwidth, but the delay spread tolerance
has to stay the same, then the number of subcarriers and the guard time has to be
doubled for OFDM,while for the single-carrier system, both the number of equalizer
taps and the sampling rate are doubled. The latter means that the number of
multiplications per second is quadrupled, so the equalizer complexity grows
quadratically with the bandwidth — delay spread product. For OFDM, a double-sized
FFT has to be calculated in the same amountof time in order to double the rate. For the

radix-2 algorithm, this means an increase in the number of multiplications of
Nlog2(2N)/ (N/2)log2N = 2(1+1/log2N), where N is the FFT size for the half-rate system.
The complexity of the FFT grows only slightly faster than linear with the bandwidth —
delay spread product, which explains why OFDM is more attractive than a single
carrier system with equalization for relatively large bandwidth — delay spread products
(values around 1 orlarger). It should be noted that the complexity difference between
the FFT and the equalizer is less if the equalization is done in the frequency domain,as
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described in [7]. In this case, equalization is twice as complex, because both an FFT
and an IFFT have to be performed to do frequency domain equalization on a signal
block.

Another complexity advantage of OFDM is the fact that the FFT does notreally
require full multiplications, but rather phase rotations, which can be efficiently
implemented by the CORDICalgorithm [8]. Because phase rotations do not change the
amplitude, they do not increase the dynamic range of the signals, which simplifies the
fixed point design.

  

Output 
Figure 2.15 Decision-feedback equalizer.

Except for the difference in complexity, OFDM has another advantage over
single carrier systems with equalizers. For the latter systems, the performance degrades |
abruptly if the delay spread exceeds the value for which the equalizer isdesigned.
Because of error propagation, the raw bit error probability increases so quickly that
inroducing lower rate coding or a lower constellation size does not significantly
improve the delay spread robustness. For OFDM, however, there are no such nonlinear
effects as error propagation, and coding and lower constellation sizes can be employed
to provide fallback rates that are significantly more robust against delay spread. Thisis
an important consideration, as it enhances the coverage area and avoidsthe situation
that users in bad spots cannot get any connectionatall.



51 

REFERENCES

(1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

Blahut, R. E., Fast Algorithms for Digital Signal Processing. Reading, MA:
Addison-Wesley, 1985.
Pollet, T., M. van Bladel and M. Moeneclaey, “BER Sensitivity of OFDM
Systems to Carrier Frequency Offset and Wiener Phase Noise,” JEEE Trans. on
Comm., Vol. 43, No. 2/3/4, pp. 191-193, Feb.—Apr. 1995.
Pauli, M., and H. P. Kuchenbecker, “Minimization of the Intermodulation

Distortion of a Nonlinearly Amplified OFDM Signal,” Wireless Personal
Communications, Vol. 4, No. 1, pp. 93-101, Jan. 1997.
Rapp, C., “Effects of HPA-Nonlinearity on a 4-DPSK/OFDMSignal for a Digital
Sound Broadcasting System,” Proc. of the Second European Conference on
Satellite Communications, Li¢ge, Belgium, pp.179—184, Oct. 22—24, 1991.
Tellado-Mourelo, J., E. K.Wesel, J. M.Cioffi, “Adaptive DFE for GMSK in
Indoor Radio Channels,” JEEE Trans. on Sel. Areas in Comm., Vol. 14, No. 3, pp.
492-501, Apr. 1996.
Wales, S. W., “Modulation and Equalization Techniques for HIPERLAN,” Proc.
ofPIMRC/WCN,The Hague, The Netherlands, Sept. 21—23, pp. 959-963, 1994.
Sari, H., G. Karam, I. Jeanclaude, “Transmission Techniques for Digital
Terrestrial TV Broadcasting,” JEEE Communications Magazine, Feb. 1995, pp.
100-109.

Parhi, K. K., and T. Nishitani, Digital Signal Processing for Multimedia Systems.
New York: Marcel Dekker, Inc., 1999.





Chapter3

Coding and Modulation

3.1 INTRODUCTION

Weexplained in the previous chapter how OFDM avoids the problem of intersymbol
interference by transmitting a number of narrowband subcarriers together with using a
guard time. This does give rise to another problem, however, which is the fact that in a
multipath fading channel, all subcarriers will arrive at the receiver with different
amplitudes. In fact, some subcarriers may be completely lost because of deep fades.
Hence, even though most subcarriers may be detected without errors, the overall bit-
error ratio (BER) will be largely dominated by a few subcarriers with the smallest
amplitudes, for which the bit-error probability is close to 0.5. To avoid this domination
by the weakest subcarriers, forward-error correction coding is essential. By using
coding across the subcarriers, errors of weak subcarriers can be corrected up to a
certain limit that depends on the code and the channel. A powerful coding meansthat
the performance of an OFDMlink is determined by the average received power,rather
than by the powerof the weakest subcarrier.

This chapter starts with a review of block codes and convolutional codes. Then,
it introduces interleaving as a way to randomize error bursts that occur when adjacent
subcarriers are lost in a deep fade. Section 3.4 describes QAM as the most commonly
used modulation technique in OFDM, after which Section 3.5 shows the important
relation between coding and modulation. Thus, this chapter presents a brief overview of
coding and modulation [1—9].

53
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Se FORWARD-ERROR CORRECTION CODING

3.2.1 Block Codes

A block code encodes a block of k input symbols into n coded symbols, with n being
larger than k. The purpose of adding the redundant n-k symbols is to increase the
minimum Hamming distance, which is the minimum number of different symbols
between any pair of code words. For a minimum Hammingdistance of djnin, the code
can correct ¢ errors where ¢ is given by

t< floor==—) (3.1)

Here, floor(x) denotes the floor function that rounds x downward to the closest
integer value. The minimum Hamming distance is upperbound by the number of
redundant symbols n-k as

d nin SN—-K+1 (3.2)mn

For binary codes, only repetition codes and single-parity check codes reach this
upperbound. A class of nonbinary codes that does reach the above boundare the Reed-
Solomon codes. Because of their good distance properties and the availabity of efficient
coding and decoding algorithms [6, 7], Reed-Solomon codes are the most popularly
used block codes. Reed-Solomon codes are defined for blocks of symbols with m bits
per symbol, where the code length v7 is related to m by

n=2"—-1 (3.3)

The number of input symbols k is related to m and the required minimum
Hammingdistance dpi, as

k=2" —d (3.4)min

There appearsto be little flexibility in the available code lengths as indicated by
(3.3). However, a Reed-Solomon code can easily be shortened to any arbitrary length
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by leaving a numberofinput bits zero and deleting the same amountof outputbits.It is
also possible to extend the code length to a power of 2 by adding an extra parity
symbol.

According to (3.1) and (3.2), a Reed-Solomon code can correct up to floor((n-
k)/2) erroneous symbols. Each symbol contains m bits, so a maximum amount of
m-floor((n-k)/2) erroneous bits may be corrected. The latter is only true, however,if all
bit errors occur within the maximum amount of correctable symbol errors. So if a
Reed-Solomon is designed to correct up to two symbol errors containing 8 bits per
symbol, it cannot correct an arbitrary combination of three bit errors, as these errors
may occur in three different symbols. This characteristic makes Reed-Solomon codes
particularly useful for correcting bursty channels. One example of such a channelis an
OFDM link in the presence of multipath fading, which causes the errors to be
concentrated in a few subcarriers that are hit by deep fades.

3.2.2 Convolutional Codes

A convolutional code maps each k bits of a continuous input stream on n output bits,
where the mapping is performed by convolving the input bits with a binary impulse
response. The convolutional encoding can be implemented by simple shift registers and
modulo-2 adders. As an example, Figure 3.1 shows the encoder for a rate 1/2 code
which is actually one of the most frequently applied convolutional codes. This encoder
has a single data input and two outputs A; and B;, which are interleaved to form the
coded output sequence {A;B;A2B2 ...}. Each pair of output bits {A;,B;} depends on
seven input bits, being the current input bit plus six previous inputbits that are stored in
the length 6 shift register. This value of 7—-or in general the shift register length plus
l—is called the constraint length. The shift register taps are often specified by the
corresponding generator polynomials or generator vectors. For the example of Figure
3.1, the generator vectors are {1011011,1111001} or {133,171} octal. The ones in the
generator vectors correspond with taps on the shift register.
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Outputdata B;

Figure 3.1 Block diagram of a constraint length 7 convolutional encoder.

Decoding of convolutional codes is most often performed by soft decision
Viterbi decoding, which is an efficient way to obtain the optimal maximum likelihood
estimate of the encoded sequence. A description of this decoding technique can be
found in [8]. The complexity of Viterbi decoding grows exponentially with the
constraint length. Hence, practical implementations do not go further than a constraint
length of about 10. Decoding of convolutional codes with larger constraint length is
possible by using suboptimal decoding techniques like sequential decoding [8].

Because convolutional codes do not have a fixed length, it is more difficult to
specify their performance in terms of Hamming distance and a number of correctable
errors. One measure that is used is the free distance, which is the minimum Hamming
distance between arbitrarily long different code sequences that begin and end with the
same state of the encoder, where the state is defined by the contents of the shift
registers of the encoder. For example, the code of Figure 3.1 has a free distance of 10.
When hard decision decoding is used, this code can correct up to floor((10-1)/2) = 4 bit
errors within each group of encoded bits with a length of about 3 to 5 times the
constraint length. When soft decision decoding is used, however, the number of
correctable errors does not really give a useful measure anymore. A better performance
measure is the coding gain, which is defined as the gain in the bit energy-to-noise
density ratio E;/N, relative to an uncoded system to achieve a certain bit error ratio. The
E,/N, gain is equivalent to the gain in input signal-to-noise ratio (SNR) minus therate
loss in dB because of the redundant bits. As an example, Figure 3.2 showsthe bit error
ratio versus £;/N, for uncoded QPSK and for coded QPSK using the previously
mentioned constraint length 7 code. It can be seen from the figure that for a bit-error
ratio of 10%, the coded link needs about 5 dB less F,/N> compared with that of the
uncodedlink. For lower bit error ratios, this coding gain converges to a maximum value
of about 5.5 dB.
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Figure 3.2 BER versus E/N, for coded and uncoded QPSK in AWGN.

In the above curves, we have used the bit energy-to-noise density ratio E,/No,
which is equivalent to the ratio of the signal power P and the noise power in a
bandwidth equal to the bit rate N,/T;, where 7; is the bit time. Some other useful SNR
definitions are the input SNR and the symbol energy-to-noise density ratio E,/N,, which
is equivalent to the ratio of the signal power and the noise power within a bandwidth
equal to the symbol rate N,/T;, where T, is the symbol duration. E,/N, is equivalent to
the SNR for individual subcarriers, plus the guard time loss in dB. It is related to E,/N,
as

oe = Ladi (3.5)
N N, T,oO

  

The input signal-to-noise ratio SNR; is related to E;/N, as

SNR _E, 1 _ &, bN,r
N, BT, WN, BT.

 
(3.6)

Here, B is the input noise bandwidth, b is the number of coded bits per
subcarrier, N, the number of subcarriers, and r the coding rate. Basically, the SNR; is
equal to E,/N, multiplied by the ratio of bit rate and bandwidth. The latter ratio is
equivalent to the spectral efficiency in bps/Hz. The spectral efficiency depends on the
number of bits per subcarrier b, which is determined by the constellation size, the
coding rate r, and the guard time, which appears indirectly in (3.6) as a part of the
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symbol duration 7,. The number of subcarriers has no influence on the spectral
efficiency, because the noise bandwidth increases linearly with the number of
subcarriers.

A convolutional code can be punctured to increase the coding rate. For instance,
increasing the rate of the above rate 1/2 code to 3/4 is done by deleting 2 of every 6 bits
at the output of the encoder. The punctured output sequence for a rate 3/4 code is
{A,;B)A2B3AqBzAsBc6A7B7 ...}. For a rate 2/3 code, the punctured output sequence is_
{A;B)A2A3B3AsAsBs ...}. To decode the punctured sequence, the original rate 1/2
decoder can be used. Before decoding, erasures have to be inserted in the data at the
locations of the puncturedbits.

3.2.3 Concatenated Codes

Instead of using a single block code or convolutional code, it is also possible to
combine or concatenate two codes. The main advantage of a concatenated codeis that
it can provide a large coding gain with less implementation complexity as a comparable
single code. Figure 3.3 shows the block diagram of a concatenated coding scheme. The
input bits are first coded and interleaved by an outer coder and interleaver. The coded
bits are then again coded and interleaved by an inner coder and interleaver. Usually, the
inner code is a convolutional code and the outer code a block code; for instance, a
Reed-Solomon code. The motivation behind this is that the convolutional code with

soft decision decoding performsbetter for relatively low-input SNRs. The hard decision
block decoder then cleans up the relatively few remaining errors in the decoded output
bits of the convolutional decoder. The task of the interleavers is to break up bursts of
errors as much as possible. In case of an outer block code, the outer interleaver
preferably separates symbols by more than the block length of the outer encoder.
Compared with a single-code system, concatenated coding has more delay because of
the extra interleaving, which can be a disadvantage for packet communications where
the interleaving delay affects turnaround time and throughput. A good overview of
achievable performance of concatenated coding is given in [3].
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Output Outer Outer Inner Inner
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Figure 3.3 Concatenated coding/decoding.
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33 INTERLEAVING

Because of the frequency selective fading of typical radio channels, the OFDM
subcarriers generally have different amplitudes. Deep fades in the frequency spectrum
may cause groups of subcarriers to be less reliable than others, thereby causing bit
errors to occur in bursts rather than being randomly scattered. Most forward error-
correction codes are not designed to deal with error bursts. Therefore, interleaving is
applied to randomize the occurrence of bit errors prior to decoding. At the transmitter,
the coded bits are permuted in a certain way, which makes sure that adjacent bits are
separated by several bits after interleaving. At the receiver, the reverse permutation is
performed before decoding. A commonly used interleaving scheme is the block
interleaver, where input bits are written in a matrix column by columnand read out row
by row. As an example of such an interleaver, Figure 3.4 shows the bit numbers of a
block interleaver operating on a block size of 48 bits. After writing the 48 bits in the
matrix according to the order as depicted in the figure, the interleaved bits are read out
row by row,so the output bit numbersare 0, 8, 16, 24, 32, 40, 1,9, ... , 47. Instead of
bits, the operation can also be applied on symbols; for instance, the matrix can be filled
with 48 16-QAM symbols containing 4 bits per symbol, so the interleaving changes the
symbol order but not the bit order within each symbol. Interleaving on a symbol-basis
is especially useful for Reed-Solomon codes, as these codes operate on symbols rather
than bits. A Reed-Solomon code can correct up to a certain number of symbol errors
per block length, so interleaving should be done over several block lengths, in order to
spread bursts of symbol errors over a numberof different Reed-Solomon blocks.
 

 

  
Figure 3.4 Interleaving scheme.

For a general block interleaver with a block size of Ng bits and d columns, the
ith interleaved bit is equal to the kth encoded input bit, where k is given by

k =id—(N, —1) floor( =
 

) (3.7)
B

Instead of a block interleaver, it is also possible to use a convolutional
interleaver. An example of this type of interleaver is shown in Figure 3.5. The
interleaver cyclically writes each input symbol or bit into one of K shift registers that
introduce a delay of O to k-1 symbol durations. The shift registers are read out
cyclically to produce the interleaved symbols.
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Figure 3.5 Convolutional interleaver.

3.4 QUADRATURE AMPLITUDE MODULATION

Quadrature amplitude modulation (QAM) is the most popular type of modulation in
combination with OFDM. Especially rectangular constellations are easy to implement
as they can be split into independent Pulse amplitude modulated (PAM) components
for both the in-phase and the quadrature part. Figure 3.6 shows the rectangular
constellations of Quadrature Phase Shift Keying (QPSK), 16-QAM, and 64-QAM. The
constellations are not normalized; to normalize them to an average power of one—
assuming that all constellation points are equally likely to occur—each constellation
has to be multiplied by the normalization factor listed in Table 3.1. The table also

mentions Binary Phase Shift Keying (SESE), which uses two of the four QPSK
constellation points (1+j, —1—j).

Table 3.1 also gives the loss in the minimum squared Euclidean distance
between two constellation points, divided by the gain in data rate of that particular
QAMtyperelative to BPSK. This value defines the maximum loss in E£;/N,relative to
BPSKthat is needed to achieve a certain bit-error ratio in an uncoded QAM link. The
BER curves in Figure 3.7 illustrate that the £,/N, loss values of Table 3.1 are quite
accurate for BER values below 107. The difference between QPSK and 16-QAM is
about 4 dB. From 16-QAM to 64-QAM,almost 4.5 dB extra E;/N, is required. For
larger constellation sizes, the E;}/N, penalty of increasing the numberof bits per symbol
by 1 converges to 3 dB.



 
Figure 3.6 QPSK, 16-QAM,and 64-QAM constellations.

Table 3.1

~QAM normalization factors and normalized Euclidean distance differences.

Modulation Normalization factor

QPSK

16-QAM 1/V10
64-QAM 1/V42
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Figure 3.7 BER versus E,/N, for (a) BPSK/QPSK,(b) 16-QAM,(c) 64-QAM.

3.5 CODED MODULATION

When coding is applied to a QAM signal, it is important to consider the relation
between coding and modulation to obtain the best result. In [9], Trellis coding was
introduced as a wayto attain coding gain without bandwidth expansion, meaning that
all redundancy is obtained by increasing the constellation size. It was demonstrated in
[9] that coding gains up to 6 dB can be obtained by going from uncoded QPSK to
Trellis-coded 8-PSK using rate 2/3 coding. This technique is based on partitioning the
PSK or QAM constellations into subsets with a high Euclidean distance within each
subset. For instance, each 2 8-PSK constellation points with a relative phase difference
of 180° define a subset with the same Euclidean distance as BPSK. The minimum

Euclidean distance between different subsets is much smaller. Hence, coding is applied
on the bits defining the subset number, such that the minimum Euclidean distance of
the coded signal becomes equal to the distance within each subset.

A disadvantage of the above Trellis coding approach is that although the codes
can have a large minimum Euclidean distance, the minimum Hammingdistance is only
1, because bits within a subset are left uncoded. Hence, if one Trellis-coded symbol]is
lost, this immediately results in one or more bit errors. For OFDM this is a very
undesirable property, as the data of several subcarriers may be lost by deep fades. This
illustrates that the minimum Euclidean distance is not the only relevant parameter when
selecting a good code for OFDM. For frequency selective channels, an additional
criterion is that the Euclidean distance should be spread over as many symbols as
possible, such that a few lost symbols have the smallest possible impact on the
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probability of a decoding error [1]. As a consequence,in fading channelsit is preferable
to use high-order QAM constellations in combination with low-rate coding schemes.It
is demonstrated in [1] that a specially designed rate 1/4 code with constraint length 7
together with a 16-QAM constellation can give good performance even on channels
where more than half of the subcarriers are lost, with a degradation of less than 2 dB in
the required signal-to-noise ratio relative to an ideal AWGNchannel.

One of the disadvantages of special Trellis codes is that they are designed for
specific constellations, such that you need a different encoder and decoder for different
constellations. A practical approach to avoid this problem is to use standard binary
codes together with Gray-encoded QAM. In [4], for instance, an efficient way is
described to use a standard binary convolutional code together with 16-QAM.This
scheme can easily be extended to an arbitrary rectangular QAM constellation. To do
this, binary input data are converted into QAM symbols according to a Gray code
mapping. For 16-QAM,for instance, the in-phase and quadrature parts are separately
formed as 4 level PAM values, determined by two bits bO and b1, as shown in Figure
3.8. The vertical lines indicate the regions for which the bit values are 1.

bo .

ad

_ 
Figure 3.8 Gray mapping of two bits into 4 level PAM.

In the receiver, the incoming QAM symbols have to be demapped into one-
dimensional values with corresponding metrics for the Viterbi decoder. For QPSK,the
demapping is simply taking the in-phase and quadrature values as the two desired
metrics. For the case of 16-QAM,the in-phase and quadrature values are treated as
independent 4 level PAM signals, which are demapped into 2 metrics as shown in
Figure 3.9. Here, the input values are normalized such that 2 corresponds to a decision
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level, above which b1 is zero. The scale of the output values depends on the required
quantization level of the Viterbi decoder, which typically ranges from 3 to 8 bits.

” Notice that the metric for bO can be twice as large as for b1 in case the in-phase or
quadrature value is —3 or +3. This indicates the fact that the bO values are indeed more
reliable in this case, as the minimum Euclidean distance from a +3 value to an
erroneous bO value of —1 is 4, while the minimum distance between two different b1

values is always 2. This difference in reliability of bits becomes even larger for higher
order QAM.For instance, Figure 3.10 shows the demapping of 3-bit metrics for the
case of 8 level PAM, which is used to make a 64-QAM constellation.

Output value

bO
bl

 
Input value

Figure 3.9 Demapping of 4 level PAM into 2 metrics.

Figure 3.11 shows the BERs versus E;/N, for several combinations of coding
rates and QAM types in an AWGNchannel. An interesting effect is that the coding
gain relative to the uncoded QAM curvesof Figure 3.7 becomes larger for larger QAM
constellations. At a BER of 10°, for instance, the coding gains for a rate 1/2 code are
approximately 5.5, 7, and 8.5 dB for QPSK, 16-QAM,and 64-QAM,respectively. This
is explained by the fact that the uncoded error probability is determined mainly by the
least significant bits in the Gray mapping; for instance, the b3 values in Figure 3.10.
When coding is used, then the error probability depends on an average over several
coded bits; for instance, several bl, b2, and b3 values in the case of 64-QAM. As a
result of this averaging, the minimum squared Euclidean distance between different
coded QAM sequencesis larger than in the situation where only the least significant
bits like b3 in Figure 3.10 are transmitted. Therefore, the coding gain is larger than in
the case of QPSK or BPSK,whereall bits have the same weight.
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Figure 3.10 Demapping of 8 level PAM into 3 metrics.
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10°BER
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Figure 3.11 BERs versus E;/N, in AWGNfor a constraint length 7 convolutional code with (a) QPSK,
rate 4, (b) OPSK,rate 34; (c) 16-QAM,rate 4%; (d) 16-QAM,rate 34; (e) 64-QAM,rate ¥%;(f)
64-QAM,rate %4.
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Other interesting information that can be derived from Figure 3.11 is the coding
gain of a particular coded modulation type when compared with the uncoded QAM
constellation that gives the same net data rate or the same efficiency in bps/Hz. For
instance, the curve for 16-QAM with rate 1/2 coding can be compared with the curve
for uncoded QPSK in Figure 3.7, as both have the same efficiency of 2 bps/Hz. It can
be seen from the figures that for a BER of 10°, coded 16-QAM gives a coding gain of
about 3 dB, compared with that of uncoded QPSK.

Figure 3.12 shows simulated BERs versus mean F£;/N, for a Rayleigh fading
channel with an exponentially decaying power delay profile. This channel was
introduced in Chapter 1. Curves are drawn for various normalized delay spreads
TmsN/T, which is the rms delay spread as defined in Chapter 1 multiplied by the
bandwidth of the OFDM signal. The normalized delay spread makes it possible to
generalize delay spread results, independent of the number of subcarriers or the
absolute bandwidth value of an OFDM system.It is required though that the number of
subcarriers be significantly larger (a factor of 4 is sufficient) than the constraint length
of the convolutional code, such that the code is able to fully benefit from the frequency
diversity of the channel. The fact that the performance of an OFDM link depends only
on the normalized delay spread T,,,;./T can be understood better by realizing that the
rms delay spread is approximately equal to the inverse of the coherence bandwidth of
the channel, which determines the characteristics of bandwidth and spacing of fades in
the channel frequency response. A small normalized delay spread is equivalent to a
small ratio of OFDM signal bandwidth and coherence bandwidth. In such a situation,
the channel frequency responseis relatively flat within the OFDM signal bandwidth, so
if there is a deep fade, all the subcarriers are significantly attenuated. In the case of a
large normalized delay spread, a fade only affects a few adjacent subcarriers. There can
be several fades within the OFDM signal bandwidth, with relatively strong subcarriers
between the fades. As a result, the average signal power is much more constant over
several channels than in the case of small delay spreads. The coding benefits from this
by using the stronger subcarriers to compensate for the attenuated subcarriers.

Except for the delay spread, the guard time Tg is also normalized in Figure 3.12
and all other figures in this chapter. The normalized guard time is defined here as
TcN./T; the same normalization as for the guard time is applied to maintain a fixed ratio
between delay spread and guard time, independent of the numberof subcarriers N, and
the FFT interval T. Because the E;/N, loss caused by the guard time depends on the
ratio T/T, rather than the normalization chosen here, the guard time loss is not
included in the following figures. This makes it possible to see from Figure 3.12 for
what ratio of guard time and delay spread the system breaks down because of ISI and
ICI. In Figure 3.12, for instance, an error floor is starting to appear for a normalized
delay spread of 4; the ratio of guard time and delay spreadis 3 for this case. Hence, for
QPSK with rate 3/4 coding, the guard time should be at least three times the delay
spread to achieve an average BERless than 10%.
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Figure 3.12 BERs versus mean E;/N, in a Rayleigh fading channel for QPSK, rate 3/4 convolutional
coding, normalized guard time T¢N,/T = 12, normalized delay spread 1,,,,N,/T = (a) 0.25,
(b) 0.5, (c) 1, (d) 2, (e) 4, & 8.

Notice that Figure 3.12 uses the mean F}/N,, which is the average value over a
large number of independent channels. The instantaneous E£;/N, of an individual
channel can be significantly smaller or larger than this mean value, especially for low
delay spreads where the instantaneous signal poweris determined by a single Rayleigh
fading path. For larger delay spreads, the variation in the instantaneous signal power
becomes much smaller because of the increased frequency diversity of the channel.
Low instantaneous E;/N, values, which dominate the error ratio, occur much less

frequently than at low delay spreads, hence the improved performance. The larger the
delay spread, the smaller the E,/N, can be, until the delay spread becomesso large that
ISI and ICI become limiting factors.

Figure 3.13 shows packet-error ratios (PERs) for 256-byte packets, simulated
for the same conditions as Figure 3.12. For relatively slowly time-varying channels, as ~
encountered for instance in indoor wireless LAN applications, the packet-error ratio
averaged over a large number of fading channels is equivalent to the coverage outage
probability, which is the probability of an unacceptably large packet-error ratio at a
certain location within the coverage range. For instance, at an E;/N, value of 18 dB and
a normalized delay spread between 0.5 and 4, a packeterror ratio of 1% means that 1%
of the channels generate most of the packet errors—caused by deep fades or ISI/ICI—
while the remaining 99%of the channels have a much lowererrorratio.
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Figure 3.13 PERs versus mean £)/N, in a Rayleigh fading channel for QPSK, rate 3/4 convolutional
coding, packet length = 256 bytes, normalized guard time TgN/T = 12, normalized delay
spread ,,,,,/V,/7T = (a) 0.25, (b) 0.5, (c) 1, (d) 2, (e) 4, (CH 8.

Figure 3.14 shows simulated BERs and PERs for 256-byte packets in a
Rayleigh fading channel with an exponentially decaying power delay profile. Two
different combinations of coding rate and QAM type are used. Curves (a) and (c) are
based on 16-QAM with rate 1/2 coding, giving a spectral efficiency of 2 bps/Hz, while
curves (b) and (d) use QPSK with rate 3/4 coding, giving an efficiency of 1.5 bps/Hz.
This example leads to the surprising result that in a fading channel, a higher order
QAM system with a better spectral efficiency can be actually better in terms of E/N,
performance than a system with a lower spectral efficiency based on a lower order
QAM, while the opposite is true in AWGN as demonstrated by Figure 3.11. The
explanation for this effect is that in a frequency selective channel where a certain
percentage of the subcarriers can be completely lost in deep fades, the ability to correct
for those lost subcarriers by having a large Hamming distance is more important than a
large minimum Euclidean distance for each individual subcarrier. In the example of
Figure 3.11, the rate 1/2 code combined with 16-QAM can tolerate more weak
subcarriers than the rate 3/4 code with QPSK,resulting in an F,/N, gain that is larger
than the loss in Euclidean distance of 16-QAM versus QPSK.
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Figure 3.14 PER and BER versus mean E,/N, in a Rayleigh fading channel for a packet length of 256
bytes and a normalized delay spread T,,,,N,/T = 2. (a) BER of 16-QAM,rate 1/2 coding; (b)
BERof QPSK,rate 3/4 coding; (c) PER of 16-QAM,rate 1/2 coding; (d) PER of QPSK,rate
3/4 coding.

As mentioned before, when the delay spread increases, the performance of an
OFDMlink increases until a limit is reached where ISI and ICI cause an unacceptably
high error floor. This error floor depends on the type of modulation and coding rate.
Figure 3.15 illustrates this with simulation curves of the packet error floor versus the
normalized delay spread Tm/TG. No noise was present in the simulations, so all errors
are purely caused by ISI and ICI. As expected, more delay spread can betolerated for
smaller QAM constellations. There is little difference, however, in the robustness of,
for instance QPSK with rate 3/4 coding and 16-QAM with rate 1/2 coding, thanks to
the fact that the latter is able to tolerate more erroneous subcarriers, which partly
compensates the smaller distance between constellation points.
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Figure 3.15 Irreducible packet error ratios versus normalized delay spread T,,,./Tg for 256 byte packets
and (a) 64-QAM,rate 34; (b) 64-QAM,rate 4%; (c) 16-QAM,rate 34; (d) 16-QAM,rate 2; (e)
QPSK,rate #4; (1) QPSK,rate ¥.

When an OFDMsystem hasto be designed, Figure 3.15 can be used to derive a
minimum requirement on the guard time, based on the maximum delay spread for
which the system should work. For instance, for a tolerable packet-error floor of 1%,
the guard time has to be about twice the delay spread for QPSK with rate 1/2 coding,
but it has to be six times the delay spread for 64-QAM with rate 3/4 coding.
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CHAPTER 4

Synchronization

Before an OFDM receiver can demodulate the subcarriers, it has to perform at least two
synchronization tasks. First, it has to find out where the symbol boundaries are and
what the optimal timing instants are to minimize the effects of intercarrier interference
(CDand intersymbol interference (ISI. Second, it has to estimate and correct for the
carrier frequency offset of the received signal, because any offset introduces ICI. In this
chapter, we discuss the effects of timing and frequency offsets and describe several
synchronization techniques that can be used to obtain symbol timing and frequency
synchronization. Notice that these two synchronization tasks are not the only training
required in an OFDM receiver. For coherent receivers, except for the frequency, the
carrier phase also needs to be synchronized. Further, a coherent QAM receiver needs to
learn the amplitudes and phasesof all subcarriers to find out the decision boundaries for
the QAM constellation of each subcarrier. The latter training tasks are described in the
next chapter.

4.1 INTRODUCTION

In an OFDM link, the subcarriers are perfectly orthogonal only if transmitter and
receiver use exactly the same frequencies. Any frequency offset immediately results in
ICI. A related problem is phase noise; a practical oscillator doesnot produce a carrier at
exactly one frequency, but rather a carrier that is phase modulated by random phase
jitter. As a result, the frequency, which is the time derivative of the phase, is never
perfectly constant, thereby causing ICI in an OFDM receiver. For single-carrier
systems, phase noise and frequency offsets only give a degradation in the received
signal-to-noise ratio (SNR), rather than introducing interference. This is the reason that
the sensitivity to phase noise and frequency offset are often mentioned as disadvantages
of OFDM relative to single-carrier systems. Although it is true that OFDM is more
susceptible to phase noise and frequency offset than single-carrier systems, the
following sections show that degradation can be kept to a minimum. They describe
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techniques to achieve symbol timing and frequency synchronization by using the cyclic
prefix or special OFDM training symbols. They also demonstrate that OFDM is rather
insensitive to timing offsets, although such offsets do reduce the delay spread
robustness. An optimal symbol timing technique is derived that maximizes the delay
spread robustness.

4.2 SENSITIVITY TO PHASE NOISE

The issue of phase noise in OFDM systems has been the subject of many studies [1—5].
In [1], the power density spectrum of an oscillator signal with phase noise is modeled
by a Lorentzian spectrum, which is equal to the squared magnitude of a first order
lowpassfilter transfer function. The single-sided spectrum S,(f) is given by

___2/ Hf,
Sf) i+ f21fP (4.1)

Here, f; is the —3 dB linewidth of the oscillator signal. In practice, only double-
sided spectra are measured, which are equal to mirrored versions of the one-sided
spectrum around the carrier frequency f-. Further, because the bandwidth is doubled,
the spectrum is divided by 2 in order to keep the total power normalized to 1. Hence,
the double-sided phase noise spectrum is given by

1/7f,
Sh)oe

ltlf —f,
(4.2Tf? 

Figure 4.1 shows an example of a Lorentzian phase noise spectrum with a
single-sided —3-dB linewidth of 1 Hz. The slope of —20 dB per decade of this model
agrees with measurements in [3], which shows measured phase noise spectra for two
oscillators at 5 and 54 GHz.
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Figure 4.1 Phase noise power spectral density (PSD) with a single-sided —3-dB linewidth of 1 Hz
and a —100 dBc/Hz density at 100 kHzoffset.

Phase noise basically has two effects. First, it introduces a random phase
variation that is common to all subcarriers. If the oscillator linewidth is much smaller

than the OFDM symbolrate, which is usually the case, then the common phaseerroris
strongly correlated from symbol to symbol, so tracking techniques or differential
detection can be used to minimize the effects of this common phase error. The second
and more disturbing effect of phase noise is that it introduces ICI, because the
subcarriers are no longer spaced at exactly 1/T in the frequency domain. In [1], the
amount of ICI is calculated and translated into a degradation in SNRthatis given as
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Here, 8 is the —3-dB one-sided bandwidth of the power density spectrum of the
carrier. The phase noise degradation is proportional to BT, whichis the ratio of the line-
width and subcarrier spacing 1/T. Figure 4.2 shows the SNR degradation in dB as a
function of the normalized linewidth B7. Curves are shown for three different E/N.
values, corresponding to the required values to obtain a bit-error ratio (BER) of 10°for
uncoded QPSK, 16-QAM, and 64-QAM,respectively. The main conclusion that we
can draw from this figure is that for a negligible SNR degradation of less than 0.1 dB,
the —3-dB phase noise bandwidth has to be about 0.1 to 0.01 percent of the subcarrier
spacing, depending on the modulation. For instance, to support 64-QAM in an OFDM
link with a subcarrier spacing of 300 kHz, the —3-dB linewidth should be 30 Hz at
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most. According to (4.2), this means that at a distance of 1 MHz from the carrier
frequency, the phase noise spectral density has to have a value of approximately —110
dBc/Hz.
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Figure 4.2 SNR degradation in dB versus the —3-dB bandwidth of the phase noise spectrum for (a) 64-
QAM (E,/N,=19 dB), (b) 16-QAM (E, AV,=14.5 dB), (c) QPSK (£,/NV,=10.5 dB).

The phase noise analysis in [1] assumed a free-running voltage-controlled
oscillator (VCO). In practice, however, normally a phase-locked loop (PLL) is used to
generate a carrier with a stable frequency. In a PLL, the frequency of a VCOis locked
to a stable reference frequency, which is usually produced by a crystal oscillator. The
PLL is able to track the phase jitter of the free-running VCO for jitter frequency
components that fall within the tracking loop bandwidth of the loop. Asa result, for
frequencies below the tracking loop bandwidth the phase noise of the PLL outputis
determined mainly by the phase noise of the reference oscillator, which is usually
smaller than the VCO phase noise, while for frequencies larger than the tracking loop
bandwidth, the phase noise is dominated by the VCO phasenoise.In this case, a typical
phase noise spectrum will have a shape as depicted in Figure 4.3. The loop bandwidth
of this example is around 100 Hz. For such phasenoise spectra, the above analysis does
not directly apply. We can, however, use the aboveresults to get some requirements for
a practical phase noise spectrum. For example, a heuristic approach is to require that
the total power in the range of a minimum frequency offset of 10% of the subcarrier
spacing to a maximum offset equal to the total bandwidth of the OFDM signal is equal
to that of the Lorentzian model. For instance, suppose we have an OFDM system with a
subcarrier spacing of 300 kHz and a bandwidth of 20 MHz. For the above-mentioned
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example of a 30-Hz linewidth, the total power in the range of 30 kHz to 20 MHzis
(1/2) (atan(2-10°730)-atan(3-104/30)) =-—32 dBc. In fact, for this case, the exact value of
the total bandwidth does not matter much, as the amount of phase noise power for
frequency offsets larger than 20 MHz is negligible. The value of —32 dBc meansthat
the total amount of phase noise for frequency offsets larger than 10% of the subcarrier
spacing is less than 0.1% of the total carrier power. For a practical PLL, the phase noise
spectrum can be measured and integrated over the same frequency interval to check
whetherthe total phase noise power meets the requirement.

o

PSD[dBc/Hz]

Frequency [Hz]

Figure 4.3 Example of a PLL phase noise spectrum.

4.3 SENSITIVITY TO FREQUENCY OFFSET

Chapter 2 explained that all OFDM subcarriers are orthogonal if they all have a
different integer number of cycles within the FFT interval. If there is a frequency offset,
then the numberof cycles in the FFT interval is not an integer anymore, with the result
that ICI occurs after the FFT. The FFT output for each subcarrier will contain
interfering terms from all other subcarriers, with an interference powerthat is inversely
proportional to the frequency spacing. The amount of ICI for subcarriers in the middle
of the OFDM spectrum is approximately twice as large as that for subcarriers at the
band edges, because the subcarriers in the middle have interfering subcarriers on both
sides, so there are more interferers within a certain frequency distance. In [1], the
degradation in SNR caused by a frequency offset that is small relative to the subcarrier
spacing is approximated as

10 2E
D..2Aery— 4.4wea 3ini0 © ) N, G4)
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This degradation is depicted in Figure 4.4 as a function of the frequencyoffset,
normalized to the subcarrier spacing, and for three different E,/N, values. Note that for
a negligible degradation of about 0.1 dB, the maximum tolerable frequency offset is
less than 1%of the subcarrier spacing. For instance, for an OFDM system at a carrier
frequency of 5 GHz and a subcarrier spacing of 300 kHz,the oscillator accuracy needs
to be 3 kHz or 0.6 ppm. The initial frequency error of a low-cost oscillator will
normally not meet this requirement, which means that a frequency synchronization
technique has to be applied before the FFT. Examples of such synchronization
techniques are described furtherin this chapter.
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Figure 4.4 SNR degradation in dB versus the normalized frequency offset for (a) 64-QAM
(E,/N,=19 dB), (b) 16-QAM (E,/N,=14.5 dB), (c) QPSK (E,/N,=10.5 dB).

4.4 SENSITIVITY TO TIMING ERRORS

The previous section explained that frequency offset and phasejitter introduce a certain
amount of ICI. With respect to timing offsets, OFDM is relatively more robust; in fact,
the symbol timing offset may vary over an interval equal to the guard time without
causing ICI or ISI, as depicted in Figure 4.5. ICI and ISI occur only when the FFT
interval extends over a symbol boundary or extends over the rolloff region of a symbol.
Hence, OFDM demodulation is quite insensitive to timing offsets. To achieve the best
possible multipath robustness, however, there exists an optimal timing instant as
explained in Section 4.7. Any deviation from this timing instant means that the
sensitivity to delay spread increases, so the system can handle less delay spread than
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the value it was designed for. To minimize this loss of robustness, the system should be
designed suchthat the timing error is small compared with the guard interval.

Latest possible timing—_—_—_——

Earliest possible timingI

OFDM symboltime

 
Guard time FFT integration time

Figure 4.5 Example of an OFDMsignal with three subcarriers, showing the earliest and
latest possible symbol timinginstants that do not cause ISI or ICI.

An interesting relationship exists between symbol] timing and the demodulated
subcarrier phases [6]. Looking at Figure 4.5, we can see that as the timing changes, the
phases of the subcarriers change. The relation between the phase @; of subcarrier i and
the timing offset Tis given by

Q; = 2nf;t (4.5)

Here, f; is the frequency of the ith subcarrier before sampling. For an OFDM
system with N subcarriers and a subcarrier spacing of 1/7, a timing delay of one
sampling interval of T/N causes a significant phase shift of 27(1-1/N) between the first
and last subcarrier. These phase shifts add to any phase shifts that are already present
because of multipath propagation. In a coherent OFDM receiver, channel estimation is
performed to estimate these phase shifts for all subcarriers, which is described in the
next chapter. Figure 4.6(a) shows an example of the QPSK constellation of a received
OFDM signal with 48 subcarriers, an SNR of 30 dB, and a timing offset equal to 1/16
of the FFT interval. The timing offset translates into a phase offset of a multiple of
27/16 between the subcarriers. Because of this phase offset, the QPSK constellation
points are rotated to 16 possible points on a circle. After estimation and correction of
the phase rotations, the constellation diagram of Figure 4.6(b) is obtained. Chapter 5
describes methodsto estimate the unknownphaserotations.
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Figure 4.6 Constellation diagram with a timing error of T/16 before (a) and after (b) phase correction.

In the above analysis, we implicitly assumed that there is an error only in the
timing offset and not in the sampling frequency. An error in the sampling frequency has
two effects [7]. First, it gives a time-varying timing offset, resulting in time-varying
phase changes that have to be tracked by the receiver. Second, it causes ICI because an
error in the sampling frequency meansan error in the FFT interval duration, such that
the sampled subcarriers are not orthogonal anymore. Fortunately, for practically
achievable sampling offsets of 10 ppm, the amount of ICI is rather small, about 0.01 dB
at an E/N, of 20 dB, as shownin [7].

4.5 SYNCHRONIZATION USING THE CYCLIC EXTENSION

Because of the cyclic prefix, the first Tg seconds part of each OFDM symbol is
identical to the last part. This property can be exploited for both timing and frequency
synchronization by using a synchronization system like depicted in Figure 4.7.
Basically, this device correlates a Tg long part of the signal with a part that is T seconds
delayed [8, 9]. The correlator output can be written as

T,

x(t) = fre-ore —-tT—T)dt (4.6)
0
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Figure 4.7 Synchronization using the cyclic prefix.

Two examples of the correlation output are shown in Figures 4.8 and 4.9 for
eight OFDM symbols with 192 and 48 subcarriers, respectively. These figures illustrate
a few interesting characteristics of the cyclic extension correlation method. First, both
figures clearly show eight peaks for the eight different symbols, but the peak
amplitudes showasignificant variation. The reason for this is that although the average
power for a T-seconds interval of each OFDM symbolis constant, the power in the
guard time can substantially vary from this average power level. Another effect is the
level of the undesired correlation sidelobes between the main correlation peaks. These
sidelobes reflect the correlation between two pieces of the OFDM signal that belong
partly or totally to two different OFDM symbols. Because different OFDM symbols
contain independent data values, the correlation output is a random variable, which may
reach a value that is larger than the desired correlation peak. The standard deviation of
the random correlation magnitude is related to the number of independent samples over
which the correlation is performed. The larger the number of independent samples, the
smaller the standard deviation is. In the extreme case where the correlation is

performed over only one sample, the output magnitude is proportional to the signal
power, and there is no distinct correlation peak in this case. In the other extreme case
where the correlation is performed over a very large number of samples, the ratio of
sidelobes-to-peak amplitude will go to zero. Because the number of independent
samples is proportional to the number of subcarriers, the cyclic extension correlation
technique is only effective when a large number of subcarriers are used, preferably
more than 100. An exception to this is the case where instead of random data symbols,
specially designed training symbols are used [10]. In this case, the integration can be
done over the entire symbol duration instead of the guard time only. The level of.
undesired correlation sidelobes can be minimized by a proper selection of the training
symbols.
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Figure 4.8 Example of correlation output amplitude for eight OFDM symbols with 192 subcarriers and
a 20% guard time.

Correlationamplitude 
Oo 1 2 3 4 5 6 7 8

Time in symbols

Figure 4.9 Example of correlation output amplitude for eight OFDM symbols with 48 subcarriers and a
20% guard time.

Notice that the undesired correlation sidelobes only create a problem for symbol
timing. For frequency offset estimation, they do not play a role. Once symbol timing is
known, the cyclic extension correlation output can be used to estimate the frequency
offset. The phase of the correlation output is equal to the phase drift between samples
that are T seconds apart. Hence, the frequency offset can simply be found as the
correlation phase divided by 2n7. This method works up to a maximum absolute
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frequency offset of half the subcarrier spacing. To increase this maximum range,
shorter symbols can be used, or special training symbols with different PN sequences
on odd and even subcarrier frequencies to identify a frequency offset of an integer
numberof subcarrier spacings [13].

The noise performance of the frequency offset estimator is now determined for
an input signal r(t) that consists of an OFDM signal s(t) with power P and additive
Gaussian noise n(t) with a one-sided noise power spectral density of Nog within the
bandwidth of the OFDMsignal:

r(t) = s(t) +n(t) (4.7)

The frequency offset estimator multiplies the signal by a delayed and
conjugated version of the input to produce an intermediate signal y(t) given by

yt)=r(t)r° (t-T)= scr)” exp( jp) +n(t)s (t-T)+n(t—T)s(t)+n(t)n(t —T)
(4.8)

The first term in the right-hand side of (4.8) is the desired output component
with a phase equal to the phase drift over a 7J-second interval and a power equal to the
squared signal power. The next two terms are products of the signal and the Gaussian
noise. Because the signal and noise are uncorrelated, and because noise samples
separated by T seconds are uncorrelated, the power of the two terms is equal to twice
the product of signal power and noise power. Finally, the powerof the last term of (4.8)
is equal to the squared noise power. If the input SNR is much larger than one, the
powerof the squared noise component becomes negligible compared with the powerof
the other two noise terms. For practical OFDM systems, the minimum input SNRis
about 6 dB, so the signal power is four times the noise power. In this case, the power of
the squared noise componentis eight times smaller than the power of the two signal-
noise product terms.

The frequency offset is estimated by averaging y(t) over an interval equal to the
guard time 7g and then estimating the phase of y(t). Because the desired output
component of (4.8) is a constant vector, averaging reduces the noise that is added to
this vector. Assuming that the squared noise component may be neglected, the output
SNRis approximated as

P? PT;
SNR, =————_=

2PN,/Tg 2N,

 
(4.9)oO

Figure 4.10 shows a vector representation of the phase estimation, where the
noise is divided into in-phase and quadrature components, both having a noise power of
NJSTo.
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Figure 4.10 Vector representation of phase drift estimation.

The phase error @ is given by (4.10), where the approximation has been made
that n; and ng are small compared with the signal amplitude VP.

i (4.10)= Tp@ = tan /( int"q

VP +n;

Because the frequency offset estimation error is equal to the phase error @
divided by 277, the standard deviation of the frequencyerroris given by

1 [N, _ 1 i Te
2nT\ PT; 2aTYE,/N, T,

 

és (4.11)tt

Here, 7, is the symbol interval and E/N, is the symbol-to-noise energy ratio,
defined as

  
s.=—“s (4.12)

E/N, is equal to the bit energy-to-noise density &,/N, multiplied by the number
of bits per symbol. Because OFDM typically has a large numberof bits per symbol and
E,/No is larger than 1 for successful communications, typical E,/N, values are much
larger than 1. For instance, with 48 subcarriers using 16-QAM andrate % coding, there
are 96 bits per OFDM symbol. In this case, E/N, is about 20 dB larger than E;/N>. So
for typical E;/N, values around 10 dB, typical E;/N, values are around 30 dB.

Figure 4.11 shows the frequency estimationerror versus E;/N, for three

different 7/7, ratios. The frequency error is normalized to the subcarrier spacing //T,
so a value of 0.01 means 1% of the subcarrier spacing. The solid lines represent
calculated values according to equation (4.11), while the dotted lines are derived from
simulations. The difference between the two set of curves show the effect of the

simplifications madein the derivation of (4.11). For E,/N, values of 30 dB or more, the
difference is negligible, but around 20 dB, the simulated errors are about 50% larger
than the calculated values.
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Section 4.3 explained that the frequency error preferably had to be less than 1%
of the subcarrier spacing to have a negligible performance degradation. From Figure
4.11, we can learn that such an error level can be achieved at an E,/N, value of 26, 31,

and 34 dB for a T,/T, ratio of 1, 0.2, and 0.1, respectively. A lower T/T, ratio means
that a smaller fraction of an OFDM symbolis used for synchronization, hence more
SNRis required to attain the same performanceas for a larger T¢/T, value.

 Frequencyerror 
E/N, [dB]

Figure 4.11 Frequency estimation error normalized to the subcarrier spacing.
Solid lines are calculated; dotted lines are simulated. (a) T¢/T,=1,
(b) Tg/T,=0.2, (c) Tg/T,=0.1.

If the required E/N, value for an acceptable frequency error level is too large,
then averaging the vector y(t) in (4.8) over multiple OFDM symbols can be used to
increase the effective signal-to-noise ratio. For averaging over K symbols, the
frequency error standard deviation becomes

oO, = ss_—ae (4.13)
2nT\KE, /N, T,

Averaging over K symbols has the effect that the curves of Figure 4.11 shift to
the left by 10logK dB. For instance, when averaging over four OFDM symbols, a 1%
frequencyerror is achieved at an E,/N, value of 28 dB for a T¢/T, ratio of 0.1 instead of
34 dB without averaging.

Notice that a T¢/T, ratio of one — curve (a) in Figure 4.11 — is a special case
where the guard time is equal to the symbol period. For normal OFDM data symbols,
this is not possible, as it would mean that the FFT intervalis zero. It does, however,
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correspond to the interesting case where two identical OFDM symbols are used to
estimate the frequency offset. In this case, all samples of a symbol can be used to
estimate the phase difference with the corresponding samples of the other symbol.
Hence, (4.11) applies with T,/T, set to 1, although Tg is not really a guard time in this
case.

4.6 SYNCHRONIZATION USING SPECIAL TRAINING SYMBOLS

The synchronization technique based on the cyclic extension is particularly suited to
tracking or to blind synchronization in a circuit-switched connection, where no special
training signals are available. For packet transmission, however, there is a drawback
because an accurate synchronization needs an averaging over a large (>10) number of
OFDM symbols to attain a distinct correlation peak and a reasonable SNR. For high-
rate packet transmission, the synchronization time needs to be as short as possible,
preferably a few OFDM symbols only. To achieve this, special OFDM training
symbols can be used for which the data content is knownto the receiver [11-13]. In this
way, the entire received training signal can be used to achieve synchronization, whereas
the cyclic extension method only uses a fraction of each symbol.

Input

  
Figure 4.12 Matchedfilter that is matched to a special OFDM training symbol.

Figure 4.12 shows a block diagram of a matched filter that can be used to
correlate the input signal with the known OFDMtraining signal. Here, T is the
sampling interval and c; are the matched filter coefficients, which are the complex
conjugates of the known training signal. From the correlation peaks in the matched
filter output signal, both symbol timing and frequency offset can be estimated, as will
be explained in this section. Notice that the matched filter correlates with the OFDM
time signal, before performing an FFT in the receiver. Hence, this technique is very
similar to synchronization in a direct-sequence spread-spectrum receiver, where the
input signal is correlated with a known spreading signal. In fact, the latter approach of
using a single-carrier training signal can also be combined with OFDM,as proposedin
[14], but here we will assume that the training signal consists of normal OFDM data
symbols.

Figure 4.13 shows an example of the matched filter output for an OFDM
training symbol with 48 subcarriers. The training signal for this case consisted of five
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identical OFDM symbols without a guard time. Alternatively, it could be stated that
there is only one OFDM symbol with a guard time equal to four IFFT intervals,
because the IFFT output is repeated four times. The reason for having the training
symbol interval equal to the IFFT interval is that this gives the best possible cyclic
autocorrelation properties in terms of low undesired sidelobes. This can be seen in
Figure 4.13(a), which showsthe undesired sidelobes to be at least 20 dB lowerthan the
main correlation peaks. An exception to this occurs at the beginning of the correlation.
The reason for this is that at this point, an aperiodic correlation is performed instead of
a cyclic correlation, because the matchedfilter is partly filled with zero values until a
full OFDM symbol has been received. A similar effect happens at the end of the
training—not shown in the picture—when the matchedfilter will partly correlate with
samples from the following OFDM data symbol that is different from the training
symbol. Hence, to avoid undesired partial correlations, the matched filter outputs
during the first and last symbol intervals should be skipped. The values in between can
be used to detect the main correlation peak, which gives the desired symbol timing
information.

The correlation function of Figure 4.13(a) was made for the case of a zero
fractional timing offset between the input signal and the knowntraining signal. This
means that the matched filter tap values, which are equal to the conjugated training
signal samples, are exactly equal to the conjugated sample values of the incoming
OFDM signal. This ideal situation does not occur when there is a timing offset of some
fraction of a sample interval between the input signal and the knowntraining signal. To
see the effect of a fractional timing offset, Figure 4.13(b) shows the correlation output
for the worst case timing offset of half a sampling interval. In this case, instead of one
main peak per symbol interval, there are two equally strong peaks with a slightly
smaller amplitude than the single peak in the case of no timing offset. However, the
relative level of undesired correlation sidelobesis still 20 dB below the main peaks.

The plots of Figure 4.13 assumed unquantized input signals and tap values.In
practice, it is desirable to have a low number of quantization bits to keep the
implementation simple. Figure 4.14 shows the correlation output where the matched
filter tap values are quantized to {-1, 0, 1} values for both the real and imaginaryparts.
This reduces the complexity of the multiplications in the matched filter to additions,
having a relatively low hardware complexity. As we can see from Figure 4.14, the
correlation output looks different from the unquantized case in Figure 4.13, but the
undesired sidelobe level is still about 20 dB below the main peak. Such good
correlation properties cannot be achieved with any arbitrary quantized OFDM signal.
To minimize the effects of the quantization, the best results are obtained with OFDM
signals that have minimum amplitude fluctuations. In the case of Figure 4.14, the
OFDM symbolconsists of the IFFT of a length 48 complementary code, which results
in a signal with peak amplitude fluctuations that are no more than 3 dB larger than the
root mean square value. More details about these complementary codes can be found in
Chapter 6, which deals with the OFDM peak-to-average powerissue. .
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(a) (b)

Figure 4.13 Matched filter output versus sample number for 4 training symbols, using 48 subcarriers
and 64 samples per symbol. (a) Zero fractional timing offset between input signals and
matched filter coefficients, (b) worst case fractional offset of half a sample between input
signal and reference pulse.

 

 

 
(a) (b)

Figure 4.14 Matched filter output versus sample number with {1,-1,0} values for in-phase and
quadrature coefficients. (a) Zero fractional timing offset between input signals and matched
filter coefficients, (b) worst case fractional offset of half a sample between input signal and
reference pulse.

4.7 OPTIMAL TIMING IN THE PRESENCE OF MULTIPATH

The task of OFDM symbol timing is to minimize the amount of ISI and ICI. This type
of interference is absent when the FFT is taken over the flat part of the signaling
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window, which is shown in Figure 4.15. This windowis the envelope of the transmitted
OFDM symbols. Within the flat part of the window,all subchannels maintain perfect
orthogonality. In the presence of multipath, however, orthogonality is lost if the
multipath delays exceed the effective guard time, which is equal to the duration of the
flat window part minus the FFT period.

0.8

0.6Windowvalue
0.4

0.2

0 5 10 15 20 25 30

Sample number

Figure 4.15 Raised cosine window.

The effect of multipath propagation on ISI and ICI is illustrated in Figure 4.16.
It shows the windowing envelopes of three OFDM symbols. The radio channel consists
of two paths with a relative delay of almost half a symbol anda relative amplitude of
0.5. The receiver selects the FFT timing such that the FFT is taken over the flat
envelope part of the strongest path. Because the multipath delayis larger than the guard
time, however, the FFT period cannot at the same time covera totally flat envelope part
of the weakersignal. As a result, the nonflat part of the symbol envelope causes ICI. At
the same time, the partial overlap of the previous OFDM symbol in the FFT period
causes ISI.
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Figure 4.16 ISV/ICI caused by multipath signals.

The solution to the timing problem is to find the delay window—with a width
equal to the guard time—that contains maximum signal power. The optimal FFT
starting time, then, is equal to the starting delay of the found delay window,plus the
delay that occurs between a matchedfilter peak output from a single OFDM pulse and
the delay of the last sample on the flat part of the OFDM signal envelope, minus the
length of the FFT interval.

As an example of the timing procedure, Figure 4.17 depicts a simulated
matched filter output. By performing a moving average over four samples (which is
assumed here to be the length of the guard interval) of the matched filter output power,
it is detected that samples 21 to 24 contain the most power. Hence, the starting sample
for the FFT is 21 minus some constant number which is mentioned above.

Figure 4.17 clearly shows the advantage of looking for maximum powerin the
whole guard interval, rather than looking for the maximum correlation output only. If
the latter is applied to the example of Figure 4.17, then sample 23 would be chosen
instead of sample 21. As a result, the multipath power at samples 21 and 22 would
cause extra ISI and ICI, while the useful signal power of samples 24 to 27 would be
less than the power of the samples 21 to 24. Hence, the signal-to-interference ratio can
easily be degraded by several dB if the suboptimal maximum peak detectionis used.
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Figure 4.17 Example of channel impulse response.

We now prove that maximizing power in a certain delay window actually
maximizes the signal-to-interference ratio. Figure 4.18 shows the OFDM_symbol
structure, where T is the time needed by the FFT. If a multipath signal is introduced
with a relative’ delay exceeding Tg;, it will cause ISI and ICI. Similarly, multipath
signals with relative delays less than —7,2 cause ISI and ICI. The timing problem is
now to choose J,; and T,2 such that the amount of ICI and ISI after the FFT is
minimized.

g2

+—______»>

BTs

Figure 4.18 OFDM symbolstructure.

From the above,it is clear that ISI and ICI are caused by all multipath signals,
which delays fall outside a window of T,= T,;+ T,2. All multipath signals within this
delay window contribute to the effectively used signal power. Hence, the optimal
timing circuit maximizes the signal-to-(ISI+ICI) ratio (SIR), given by

' Relative to the delay of the shown reference OFDMsignal.
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T,+T, eo

SIR =—4, S,= Jbar. S, = Jlace)[ae (4.14)t iu

Here, T7,=—T,2 is the timing offset of the guard time window 7,. S, denotes the
total received signal power and S, is the useful signal power. Because only 5S, depends
on the timing offset T,, the SIR is maximized by maximizing S,; that is, choosing the 7,
value that contains the largest powerof (7) in the interval {7,,7,+T¢}.
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CHAPTER 5

Coherent and Differential Detection

Sal INTRODUCTION

In an OFDM link, the data bits are modulated on the subcarriers by some form of phase
shift keying (PSK) or quadrature amplitude modulation (QAM). To estimate the bits at
the receiver, knowledge is required about the reference phase and amplitude of the
constellation on each subcarrier. In general, the constellation of each subcarrier shows a
random phase shift and amplitude change, caused by carrier frequency offset, timing
offset, and frequency selective fading. To cope with these unknown phase and
amplitude variations, two different approaches exist. The first one is coherent detection,
which uses estimates of the reference amplitudes and phases to determine the best
possible decision boundaries for the constellation of each subcarrier. The main issue
with coherent detection is how to find the reference values without introducing too
much training overhead. To achieve this, several channel estimation techniques exist
that will be described in the next section. The second approach is differential detection,
which does not use absolute reference values, but only looks at the phase and/or
amplitude differences between two QAM values. Differential detection can be done
both in the time domain or in the frequency domain; in the first case, each subcarrieris
compared with the subcarrier of the previous OFDM symbol. In the case of differential
detection in the frequency domain, each subcarrier is compared with the adjacent
subcarrier within the same OFDM symbol.

5.2 COHERENT DETECTION

Figure 5.1 shows a block diagram of a coherent OFDM receiver. After downconversion
and analog-to-digital conversion, the fast Fourier transform (FFT) is used to
demodulate the N subcarriers of the OFDM signal. For each symbol, the FFT output
contains N QAM values. However, these values contain random phase shifts and
amplitude variations caused by the channel response, local oscillator drift, and timing
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offset. It is the task of the channel estimation block to learn the reference phases and
amplitudes for all subcarriers, such that the QAM symbols can be converted to binary
soft decisions as explained in Chapter 3. The next subsections present several
techniquesto obtain the channel estimates that are required for coherent detection.

 

 

  
Binary
output data

Coherent
detection

Channel
estimation

Figure 5.1 Block diagram of an OFDM receiver with coherent detection.

  Deinterleaving 

 

5.2.1 Two-Dimensional Channel Estimators

In general, radio channels are fading both in time and in frequency. Hence, a channel
estimator has to estimate time-varying amplitudes and phases of all subcarriers. One
way to do this is to use a two-dimensional channel estimator that estimates the
reference values based on a few known pilot values. This concept is demonstrated in
Figure 5.2, which shows a block of 9 OFDM symbols with 16 subcarriers. The gray
subcarrier values are knownpilots. Based on these pilots, all other reference values can
be estimated by performing a two-dimensional interpolation [1—4].

To be able to interpolate the channel estimates both in time and frequency from
the available pilots, the pilot spacing has to fulfill the Nyquist sampling theorem, which
states that the sampling interval must be smaller than the inverse of the double-sided
bandwidth of the sampled signal. For the case of OFDM,this means that there exist
both a minimum subcarrier spacing and a minimum symbol spacing betweenpilots. By
choosing the pilot spacing much smaller than these minimum requirements, a good
channel estimation can be made with a relatively easy algorithm. The more pilots are
used, however, the smaller the effective Signal-to-Noise ratio, SNR, becomesthat is
available for data symbols. Hence, the pilot density is a tradeoff between channel
estimation performance and SNRloss.
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——+ Symbol number

Figure 5.2 Example of pilots (marked gray) in a block of 9 OFDM symbols with 16 subcarriers.

To determine the minimum pilot spacing in time and frequency, we need tofind
the bandwidth of the channel variation in time and frequency. These bandwidths are
equal to the Doppler spread Bz in the time domain and the maximum delay spread Trax
in the frequency domain [5]. Hence, the requirements for the pilot spacings in time and
frequencys, and sy are

5, <2. (5.1)

3, (5.2)

Assume now the available pilot values are arranged in a vector p and the
channel values that have to be estimated from p are in a vector h. Notice that we use

bold letters to distinguish vectors from scalar variables. It is assumed that any known
modulation of the pilots is removed before the estimation; for instance, if the
transmitter applies some phase shifts to the pilots, then the receiver has to back-rotate
those known phases. The channel estimation problem is now to find the channel
estimates h as a linear combination of the pilot estimates p. According to [6], the
minimum mean square error estimate for this problem is given by
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Rap (5.3)

R, is the cross-covariance matrix between h and the noisy pilot estimates p,
given by

~H |Ris =F} hp | (5.4)
R,, is the auto-covariance matrix of the pilot estimates:

R55 = rat pp# fe Rpp +07 (pp#7! (5.5)

Assumingthe pilots all have the same power, whichis the case if all pilots are
for instance known QPSK symbols, then the pilots’ auto-covariance matrix can be
rewritten as

1

where SNRisthe signal-to-noise ratio per pilot and Rpp is the autocovariance matrix of
the noiseless pilots. With this, the channel estimates can be written as

1
——I)"f omSe "Pp (5.7)

(5.7) basically gives the desired channel estimates as the multiplication of an
interpolation matrix with the pilot estimates. Notice that the interpolation matrix does
not depend on the received symbols; it only depends on the position of the pilots and
the number of pilots and channel estimates. Hence, the interpolation matrix can be
designed as a constant matrix, avoiding the need to do matrix inversions in the OFDM
receiver.

The elements covariance matrices R,. and R55 can be calculated as follows.hp

Both matrices contain correlation values between subcarrier values for different time

and frequency spacings. If k and 7 are the subcarrier number and OFDM symbol
number, respectively, the correlation values are given by
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Eh,Pier $= EtePer f= (k —K)n dl) (5.8)

Here, rl) and rfk) are the correlation functions in time and frequency,
respectively. For an exponentially decaying multipath powerdelayprofile, 7k) is given
by

1
k) = —————__—_ 5.9ape b+ J22Tpgk /T CO”

Here, 1/T is the subcarrier spacing, which is the inverse of the FFT interval T.
For a time-fading signal with a maximum Doppler frequency fing, and a Jakes spectrum,
the time correlation function r,(l) is given as

1,1) = J(27hmax !T, ) (5.10)

where J,(x) is the zeroth order Bessel function of the first kind and 7, is the OFDM
symbol duration, which is the FFT interval T plus the guard time. To illustrate. the
channel estimation technique described above, an example will be given for the case of
five pilots in a block of five OFDM symbols with five subcarriers. Four pilots are
located at the corners of the block and one in the middle, being the third subcarrier of
the third OFDM symbol. Using the Jakes fading channel model, an OFDM signal was
generated that experienced fading both in time and frequency. Table 5.1 lists the 25
reference channel values for the five subcarriers in each of the five symbols for this
example. Of course, an OFDM receiver does not know these reference values; it only
has knowledge about the five pilot values, which are located at row and column
numbers {1,1}, {1,5}, {3,3}, {5,1}, and {5,5}. In this particular example, no noise is
added to the pilot values. Each column represents one symbol with five subcarrier
values. We can see from the table that there is fading both in frequency—across the
rows—andin time.

Table 5.1

Example channel values for a block of five OFDM symbols andfive subcarriers.

1.0386-0.2468i__|__1.1333-0.2441i

0.7479-0.6398i

0.4173-0.6794i 0.4809—0.69131 0.5093—0.6897i 0.5007—0.6750i 0.4567—0.6421i
0.1794—0.62581 0.2578—0.6303i 0.2548—0.6125i 0.2258—0.5774i

  

 

 
 

 
 

 
 
 
 

 
 

 

 
 
 

 

 

0.232 1—0.6349i   
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Table 5.2 gives the elements of the pilot auto-covariance matrix. This matrix is
independent of the received signal, so it can be precalculated using (5.8), (5.9), and
(5.10). The first row of Rp, consists of the correlations between the first pilot and all
five pilots. The first value is 1, as this is the correlation of the first pilot with itself. The
second value of the first row is the correlation between the first pilot at the first
subcarrier with the pilot of the first subcarrier of the fifth symbol. Because these pilots
are both on the same subcarrier, the frequency correlation componentrk) is equal to 1,
and the correlation value is purely determined by the time fading component r,(k). This
explains why the imaginary componentof the second correlation value is zero, because

r(k) (5.10) is a strictly real function. Notice that from the matrix Rp, the matrix R35 is
formed by adding an identity matrix multiplied by the inverse of the SNR (5.6). In
practice, the SNR is not known a priori, so an expected value is used. In our example,
we will use an SNR of 10 dB. Using a large SNR value givesa relatively large weight
on Rpin (5.7).

Table 5.2

Example of covariance matrix Ry».

  

 
 
 

 
  

  0.7568-0.5499i 0.3572-0.2595i
0.3572—0.2595i 0.7568-0.54991

0.7967-0.25891 0.7967-0.25891

 1.0000 0.4720 0.7967—0.25891

0.4720 1.0000 0.7967-0.25891

0.7967-0.2589i 0.7967-0.2589i 1.0000

0.7568-0.5499i 0,.3572-0.2595i 0.7967-0.25891

0.3572-—0.2595i 0.7568—0.5499i 0.7967—0.2589i

  
 
 

  
 

   
 

Table 5.3 gives the example matrix R,,. This matrix contains the correlation
values between all 25 channel values—in the block of five symbols by five
subcarriers—with each of the five pilots. Hence, the matrix has 25 rows and 5 columns.

Becausethepilots are also part of the 25 channel values, the rows of Rj, are all part of
R,,,; for instance, the first row of R,, is the sameasthe first row of Rpp.
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Table 5.3

Example ofcovariance matrix R,5.

1.0000 0.4720 0.7967-0.25891 0.7568-0.5499i

0.9836—-0.15581 0.4643-0.0735i 0.8377-0.1327i 0.8584—-0.4374i

0.9355-0.30401 0.4416-0.14351 0.8516 0.9355-—0.3040i

  
 
 

0.3572-0.2595i

0.4052-0.2064i |
0.4416-0.1435i

 
 

 
 
 
 

 
 
 
 
 

  

 
 
 
 

  

 
 

  

 
0.8584-0.4374i 0.4052—0.2064i 0.8377-0.1327i 0.9836-0.1558i 0.4643—0.07351

0.7568-0.5499i 0.3572—0.2595i 0.7967-0.25891 1.0000 0.4720 

 
 

0.9618 0.6820 | 0.8998-0.2924i 0.7279-0.52891 0.5161—0.3750i1 .

0.946 1-0.14981 0.6708—0.1062i 0.946 1--0.14981 0.8256—-0.42071 0.5854—0.29831

0.8998-0.2924i 0.6380-0.2073i 0.9618 0.8998-—0.2924i 0.6380-0.20731

0.8256-0.4207i 0.5854—0.29831 0.9461-0. 14981 0.946 1—0.1498i 0.6708-0. 10621

0.7279-0.5289i 0.5161-0.3750i 0.8998—-0.29241 0.9618 0.6820

0.8516 0.8516 0.9355-—0.30401 0.6445-0.4683i 0.6445—0.4683i

 

 

 

  
 

  
  
 

0.8377—0.1327i 0.8377—0.13271 0.9836—0.15581 0.73 10-0.3725i 0.73 10—0.37251

0.7967-0.2589i 0.7967-0.2589i 1.0000 | _0.7967—-0.2589i 0.7967-0.25891  
 

  0.73 10-0.3725i 0.73 10—0.37251 0.9836-—0.1558i 0.8377—0.1327i 0.8377—0.1327i

0.6445-0.4683i 0.6445-0.4683i 0.9355-—0.30401 0.8516 0.8516

0.8998-0.2924i 0.7279-0.5289i

0.6380-0.2073i 0.8998-0.29241 0.9618 0.6380—-0.20731 0.8998—0.29241

0.9461-0.1498i

0.9618

0.7568-0.5499i

0.4643-0.0735i 0.9836-0.15581 0.8377-0.1327i 0.4052-—0.2064i 0.8584—0.43741

0.4416—0.14351 0.9355-—0.30401 0.8516 0.4416-0.14351 0.9355—0.3040i

0.4052-0.2064i 0.8584—0.43741 0.8377—0.1327i 0.4643-0.0735i 0.9836—0.15581

0.3572-0.2595i 0.7568-0.5499i 0.7967—0.25891 0.4720 1.0000

  
 

  

     
   
  

 

 
 

  

The above matrices can be combined to the final interpolation matrix listed in
Table 5.4. The matrix has 25 rows and 5 columns; when multiplied by the row vector
containing five measured pilots, 25 channel estimates are obtained. Figure 5.3 shows
the estimation errors for the channel example of Table 5.1. We can see that the relative
estimation error is between 3% and 14%. The largest errors are located at the edges of
the block, which is a typical phenomenon ofthis kind of interpolation. It suggests that
to minimize the interpolation error, pilots should be used that surround the channel
positions that have to be estimated.



102

Table 5.4

1 :

Example ofinterpolation matrix R,, (R,, Vee '
0.033 1—0.0034i

0.6009+0.0022i —0.0908—0.0346i

0.1446—0.0753i|—0.1200—0.0040i
0.0145—0.0630i

0.7534+40.0819i 0.2917+0.0323i

0.0993-—0.0193i
—0.0955—0.0697i 0.1620—0.0797i —0.0955-—0.0697i

0.08 16—0.0547i —0.0587—0.0169i 0.4555+0.0678i 0.4658+0.0002i
—0.0165+0.0364i|0.0409-0.1125i 0.7534+0.0819i 0.2917+0.0323i

0.0435-0.1257i —0.0067+0.0077i|—0.0067+0.0077i

0.2920—0.0072i 0.2920—0.00721 0.4746+0.0614i 0.0111—0.0344i 0.0111—0.0344i

  

 
 
  

 
 
 
 

 
 

  

 

  

  
0.0145-0.0630i
0.1446-0.0753i

0.2760-0.0836i —0.2100-0.0647i
0.6009+0.0022i —0.0908-—0.0346i

0.9044+0.0902i 0.033 1—-0.0034i

0.0040-—-0.0267i —0.0165+0.03641
0.08 16—0.0547i —0.0587—0.0169i

0.0333—0.07491
0.4006+0.0861i

0.7484+0.2459i

0.4006+0.0861i
0.0333—0.0749i

 

 
 
 

 
 

 
  

 
 

 
 

 

  
 
 

 
 

 

  

 
 

 
 

0.4555+0.0678i

0.8483+0.2478i
 
 

 
 
 

 

  

 
 

 

 
 

 

  

0.0333—0.0749i 0.0333—0.0749i 0.8830+0.2483i

0.0111—0.0344i 0.0111-0.0344i 0.4746+0.0614i 0.2920-0.0072i 0.2920-0.0072i
—0.0067+0.0077i|—0.0067+0.0077i

0.2917+0.0323i 0.7534+0.08 19i 0.0409-0.1125i
0.0993—0.0193i 0.4658+0.0002i

-0.0955—0.0697i1|0.1620-0.0797i 0.8483+0.2478i
—0.0587-0.0169i|0.0816-0.0547i

0.0331—0.0034i 0.9044+0.0902i 0.0333-0.0749i —0.0241+0.0562i|0.0145—0.0630i
—0.0908—0.0346i|0.6009+0.0022i 0.4006+0.0861i —0.1200-0.0040i_|0.1446-0.0753i
—0.2100-0.0647i|0.2760-0.0836i | 0.7484+0.2459i —0.2100-0.0647i|0.2760-0.0836i

—0.1200—0.0040i 0.4006+0.0861i
—0.0241+0.0562i 0.0145—0.0630i 0.0333—0.0749i

—0.0908—0.0346i
0.033 1—0.0034i

0.6009+0.0022i
0.9044+0.0902i   
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number

Figure 5.3. Example ofrelative channel estimation errors versus subcarrier number and symbol number.

5.2.2. One-Dimensional Channel Estimators

The channel estimation technique described in the previous section basically performed
a two-dimensional interpolation to estimate points on a time-freqency grid based on
several pilots. Instead of directly calculating the two-dimensional solution, it is also
possible to separate the interpolation into two one-dimensional interpolations, as
illustrated by Figure 5.4 [7]. With this technique, first an interpolation in the frequency
domain is performed for all symbols containing pilots. Then, for each subcarrier an
interpolation in the time domain is performed to estimate the remaining channel values.
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——* Symbol number

Figure 5.4 Channel estimation with separable filters in frequency (1) and time (2) direction.

5.2.3. Special Training Symbols

The channel estimation techniques from the previous sections were designed to
estimate a channel that varied both in time and frequency. These techniques are
especially suitable for continuous transmission systems such as Digital Audio
Broadcasting or Digital Video Broadcasting, which are both described in Chapter 10.
They are not very suited, however, for packet-type communications for two reasons.
First, in many packet transmission systems, such as wireless LAN,the packet length is
short enough to assume a constant channel during the length'of the packet. This means
there is no need to estimate time fading, which greatly simplifies the channel estimation
problem. Second, using pilots scattered over several OFDM data symbols introduces a
delay of several symbols before the first channel estimates can be calculated. Such a
delay is undesirable in packet transmission like in an IEEE 802.11 wireless LAN,
which requires an acknowledgment to be sent after each packet transmission. Any
delay in the reception of a packet will also delay the acknowledgment and hence
decrease the effective throughput of the system. An additional disadvantage is the fact
that the receiver needs to buffer several OFDM symbols, thereby requiring extra
hardware.
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For the specific problem of channel estimation in packet transmission systems,
the most appropriate approach seemsto be the use of a preamble consisting of one or
more known OFDM symbols. This approach is sketched in Figure 5.5. The figure
showsthe time-frequency grid with subcarriers on the vertical axis and symbols on the
horizontal axis. All gray subcarriers are pilots. The packet starts with two OFDM
symbols for which all data values are known. These training symbols can be used to
obtain channel estimates, as well as a frequency offset estimate, as was explained in
Chapter 4. After the first two training symbols, Figure 5.5 shows two pilot subcarriers
within the data symbols. These pilots are not meant for channel estimation, but for
tracking the remaining frequency offset after the initial training. Because this frequency
offset affects all subcarriers in a similar way, there is no need to have manypilots with
a small frequency spacing as in the case of channel estimation. This type of pilot
structure was first mentioned in a proposal for the IEEE 802.11 OFDM standard [8],
whichis described in detail in Chapter 9.

Subcarrier

number

I 
———» Symbol number

Figure 5.5 Example of a packet with two training symbols for channel estimation and two pilot
subcarriers used for frequency synchronization.

The choice of the number of training symbols is a tradeoff between a short
training time and a good channel estimation performance. Using two training symbols
is a reasonable choice, because it gives a 3-dB-lower noise level in the channel
estimates by a simple averaging of the two training symbols, and a minimum of two
training symbols is convenient anyway to estimate the frequency offset by comparing
the phase shift of the two identical symbols.
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If multiple training symbols are used, there is actually no need to repeat an
entire OFDM symbol including guard time. A more efficient way is to repeat the IFFT
interval and to keep a single guard time, as depicted in Figure 5.6. This can also be
viewed as extending the guard time to twice the original guard time plus an extra time
equal to the IFFT interval. The advantage of this approach is that it makes the training
extra robust to multipath; a receiver can perform a channel estimation by taking the
FFT of the averaged IFFT intervals of the long training symbol. This channel estimate
will be free from ISI and ICI as long as the relative multipath delays are smaller than
the guard time of the training symbol, which is now doubled relative to the guard time
of the OFDM data symbols.

Guard time IFFT interval IFFT interval

Training symbol 
Figure 5.6 Extended training symbol for channel estimation with a single guard time and multiple IFFT

intervals.

One of the main assumptions when using pilot symbols only at the start of a
packet is that channel variations during the rest of the packet are negligible. Whether
this is a valid assumption depends on the packet duration and the Doppler bandwidth.
This issue is discussed further in Section 5.3.1. This section describes a related

differential detection technique that relies on the same assumption of a channel that is
nearly constant in time.

5.2.4 Decision-Directed Channel Estimation

The previously described coherent detection techniques are all based on pilots to
estimate the channel. A disadvantage of those pilots is that they cost a certain
percentage of the transmitted power. To avoid this loss, decision-directed channel
estimation can be used. Here, instead of pilots, data estimates are used to remove the
data modulation from the received subcarriers, after which all subcarriers can be used

to estimate the channel. Of course, it is not possible to makereliable data decisions
before a good channel estimate is available. Therefore, only decisions from previous
symbols are used to predict the channel in the current symbol [9]. This is in contrast to
the pilot methods, where the channel for a certain symbol is estimated from pilots
within, before, and after that particular symbol. If the channel is relatively slowly
varying in time, however, such that there is a large correlation between adjacent
symbols, then there is a negligible impact on performance if only earlier symbols are
used to estimate the channel for a particular OFDM symbol.
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To start the decision-directed channel estimation, at least one known OFDM

symbol must be transmitted. This enables the receiver to attain channel estimatesforall
subcarriers, which are then used to detect the data in the following OFDM symbol.
Once data estimates are available for a symbol, these estimates are used to removethe
data modulation from the subcarriers, after which those subcarrier values can be used as

pilots in exactly the same wayas described in Sections 5.2.1 and 5.2.2.

St DIFFERENTIAL DETECTION

The key idea behind all coherent detection techniques discussed in the previous
subsections is that they somehow estimate the channel to obtain an absolute reference
phase and amplitude for each subcarrier in each OFDM symbol. In contrast to this,
differential detection does not perform any channel estimation, thereby saving both
complexity and pilots at the cost of a somewhat reduced SNR performance. A general
block diagram of an OFDM receiver using differential detection is shown in Figure 5.7.
Instead of using an absolute reference, differential detection compares each subsymbol
with another subsymbol, which can be a previous subcarrier in the same OFDM
symbol, or the same subcarrier of a previous OFDM symbol. The next sections explain
both variations of differential detection and show how differential detection can even

be applied to multi-amplitude modulation.

 
 
 

 

 
Differential
detection

Binary
output data

 
 Deinterleaving 

Figure 5.7 Block diagram of an OFDM receiver with differential detection,

5.3.1 Differential Detection in the Time Domain

If differential detection is applied in the time domain, then each subsymbol is compared
to the subsymbol on the same subcarrier of the previous OFDM symbol, as depicted in
Figure 5.8.
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Subearrier |
number 

—— Symbol number

Figure 5.8 Differential detection in the time domain. Gray subcarriers are pilots that are needed as
initial phase references.

To makedifferential detection possible, the transmitter has to apply differential
encoding. For a PSK signal with input phases @,, the differentially encoded phases 6G;
are

6, = >) %,4 mod(2z) (5.11)k=0

where i and & are the symbol number and j/ is the subcarrier number. Differential’
detection is essentially applied to each subcarrier separately. Because at the start of a
transmission no previous symbol values are yet available, the subcarrier values of the
first symbol are chosen to be somearbitrary values.

At the receiver, the FFT output of symbol 7 and subcarrierj can be written as

_ 8+Bi
xi = ay€ +n, (5.12)

where a,j, By. and n, are the channel amplitude, channel phase, and additive noise
component of symbol i and subcarrier 7. A differential phase detection in the time
domain is performed by multiplying each FFT output with the conjugated FFT output
of the same subcarrier from the previous OFDM symbol.

Oj ptBiya ij: Ce ED acd
i-l,j

_ * _ G+By-Bi-r,; 6 +B; *
Vy = Xi%ia.j = Fj44,je +n;;€ a,e +71,n;_ (5.13)1,7
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The first term of (5.13) has the desired phase qj, but it also has an undesired
phase disturbance f, — fj-1;, which is the channel phase shift on subcarrier j from
symbol i — | to 7. The latter disturbance depends only on the time fading, so to have a
negligible impact on the phase detection, the OFDM symbol duration has to be small
relative to the channel coherence time.

Figure 5.9 shows the correlation between signal samples as a function of the
normalized time difference firaxTs, where fnax is the maximum Doppler spread and T, is
the OFDM symbol duration. The correlation is calculated according to (5.10), with the
number of OFDM symbols 7 set to one. Figure 5.9 can be used to determine the
maximum tolerable Doppler spread, depending on the allowable phase error and the
OFDM symbol duration. The maximum tolerable level of channel estimation errors can
be related to the correlation between two OFDM symbols by writing the channel value
yi as a function of the channel value y;_;,; of the previous symbol

Ye ap Ev (l=7,)g, (5.14)

Here, r; is the correlation between channel values of two OFDM symbols on the
same subcarrier, as given by (5.10). gj is a randomly distributed component with unity
power. The difference between the channel values y,_,; and yj is given by

Mien 7 Sa =y.,,d-n)+Vd-7) 4, (5.15)

This difference in channel values between two OFDM symbols determines the
loss in SNR performance. For a negligible loss of performance, the signal-to-distortion
ratio (SDR) should be much larger than the SNR that is needed to achieve a certain
maximum BER or PER.

Assuming y;-,;; and qi; are uncorrelated, the distortion power is the sum of the
powers of both components in (5.15). Because both y;;; and qj; have unity power, the
SDR can be written as

SDR = —1— (5.16)
20—17,)

The required SNR values depend on coding rate and type of modulation. Some
practical values can be deduced from Chapter 3. For instance, an SNR of 4 dB is
required to get a BER of 10° using QPSK and rate 1/2 convolutional coding. For a loss
in SNR performance of less than 1 dB, the distortion power should be at least 6 dB
lower than the noise power, so the SDR needs to be 10 dB or more. Using (5.16), an
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SDR of 10 dB requires a correlation value r, of 0.95. From Figure 5.10—which is a
zoom-in on the first part of Figure 5.9—-we can see that a correlation value of 0.95
corresponds to a normalized time distance fj,a.J, of approximately 0.07. Hence, the
maximum allowable Doppler frequency in this case is 0.07/T,. The Doppler frequency
can be related to the maximum allowable velocity v as

Soca = Fe (5.17)
c

where f. is the carrier frequency and c the speed of light. For example, for a carrier
frequency of 5 GHz and a symbol duration of 4 us, a maximum Doppler frequency of
0.07/T, = 17.5 kHz leads to a maximum allowable user velocity of 1,050 m/s. Because
this speed is orders of magnitudes above practical values, we can conclude that for
normal speeds, the channel change between two OFDM symbolsis negligible for the
parameters of the above example.

An interesting analogy exists between differential detection in the time domain
and the coherent detection method using pilot symbols at the beginning of a packet,
which was described in Section 5.2.3. Both methods rely on the fact that the channel is
relatively constant in time. When the first symbols of a packet are used as a coherent
reference for the rest of the packet, a nonzero Doppler bandwidth will cause the
channel estimation errors to grow with the packet length. Hence, the maximum possible
packet length is determined by the allowable level of channel estimation errors. To
calculate the errors in the channel estimation, the same equations can be used as for
differential detection in the time domain, with the only difference that T, is replaced by
the packet duration 7,. For instance, for the parameters of the previous example,it is
required that frnaxTp is approximately 0.07. Because fingx is equal to f.v/c, the maximum
possible packet duration 7, becomes 0.07c/ fv = 2.8 ms at a walking speed of v=1.5
m/s. At a vehicle speed of 30 m/s, however, the maximum packet duration is limited to
about O.1 ms.
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Figure 5.10 Correlation between symbols versus the normalized time distance fyaJ,, zoom-in of
Figure 5.9.

The remaining three terms of (5.13) are noise components. If the difference
between the amplitudes q;_, ; and a; is neglected, the power of the second andthird term
is equal to 2P,P,, where P, and P,, are signal and noise power, respectively. The power
of the last term in (5.13) is equal to the squared noise powerP,,’. For an SNRthatis
muchlarger than one, the cross products dominate the squared noise component, and
the output SNR can be written as
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 P? P. SNR
SNR, =—— =i = x (5.18)

>" p?42PP, 2P 2

Hence, the SNR after differential detection is approximately 3 dB worse than
the input SNR. This 3 dB is the worst case SNRloss of differential detection relative to
coherent detection. In practice, coherent detection also has an SNR loss because of
imperfect channel estimates and because a part of the signal poweris spent on pilots.

.This typically reduces the difference between differential and coherent detection from 3
to about 1 to 2 dB.

5.3.2 Differential Detection in the Frequency Domain

Differential detection can also be applied across subcarriers instead of symbols. In this

case, for a PSK signal with input phases @,,;, the differentially encoded phases 6, are
i

6, =>)0, mod(2z) (5.19)
k=0

where 7 is the symbol numberand / and k are subcarrier numbers. Differential detection
is now. applied to each symbol separately, as depicted in Figure 5.11. The first
subcarrier of each symbol is a knownpilot value that is needed to provide an initial
value to start the differential detection process.

A differential phase detection in the frequency domain is performed by
multiplying each FFT output with the conjugated FFT output of the same symbol from
the previous subcarrier:

* y+By -Bi ja 4j-1*+ Bj, ja. a

Vy = Xy%i ja = FAjure +nya;,1e +7,pate+nyn} (5.20)ei, f-l

Here, x; is the FFT output at the receiver as defined by (5.12). Equation (5.20)
has exactly the same structure as (5.13), which described differential detection in the
time domain. Because of this, a similar signal-to-noise analysis can be made, showing
that differential detection in the frequency domain also has an SNR loss of 3 dB
compared with ideal coherent detection. The main difference between differential
detection in frequency and time is the phase disturbance componentin thefirst term of
(5.20). This first term contains the desired phase gj, but also an undesired phase £;;-
B.;-1, which is the channel phase shift on symbol i from subcarrier j—1 to j.
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Figure 5.11 Differential detection in the frequency domain. Gray subcarriers arepilots.

The influence of the phase disturbance can be analyzed by looking at the
correlation between adjacent subcarriers as a function of the normalized frequency
difference Trax /T. This correlation can be calculated from (5.9) by setting the number
of subcarriers k to one. A plot of the correlation versus the normalized frequency
difference is drawn in Figure 5.12.

Similar to the case of correlation in the time domain as described in the previous
section, we can deducethat the SDR for a correlation value 7; is given by

1
SDR = —————_

2(1—r,)
(5.21)

If we use the same example as in the previous section, which required an SDR
of 10 dB, then the correlation 7 has to be 0.95. From Figure 5.12 we can deducethat
the normalized subcarrier spacing T/T has to be approximately 0.03. This means that
the subcarrier spacing has to be 0.03/Tn; at most. Equivalently, it can be stated that the
maximum tolerable delay spread is 3% of the FFT period 7. The latter means that the
delay spread robustness of differential detection in the frequency domain is generally
significantly worse than other detection techniques, where the delay spread robustness
is related only to the guard time and not to the FFT period.
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Figure 5.12 Correlation between subcarriers versus the normalized subcarrier spacing T,,/T.

Figure 5.13 presents some simulation results which compare coherent
demodulation and differential detection for an OFDM system for wireless LAN
applications. Table 5.5 lists the main system parameters. The data rates for-this system
are variable, dependent on the coding rate and the modulation type. Some possible data
rates for this system are 32 Mbps with 16-QAM andrate ¥2 coding, or 8-PSK with rate
2/3 coding, 24 Mbps with QPSKandrate 3/4 coding, or 8-PSK with rate 42 coding, and
16 Mbps with QPSK andrate 1/2 coding.

Table 5.5

Main parameters of the simulated OFDM system.

 refx: Pre-guard interval

posix: Post-guard 75 ns
interval

416.666 kHz

Roll-off factor 8 0.025

Occupied -3 dB 20 MHz
bandwidth

  
  

  
  

  



115

Figure 5.13 shows the irreducible packet-error probabilities versus rms delay
spread for an exponentially decaying multipath delay profile. No noise was presentin
the simulation, so all errors are caused by ISI and ICI because of multipath components
with relative delays extending the guard time of the OFDM symbols. To obtain channel
estimates for coherent detection, a training symbol was present at the start of each
packet. All subcarrier values of this training symbol are knownto the receiver, so thisis
the channel estimation method discussed in Section 5.2.3.

Clearly, coherent demodulation [curves (a) and (b)] performs muchbetter than
differential detection in the frequency domain. For the same data rate and packet-error
probability, coherent demodulation can tolerate about three times as much delay spread
as differential detection. The reason for the relatively poor performance of differential
in frequency detection is the significant phase fluctuation between subcarriers.
Differential detection in the frequency domain assumesthat there is a negligible phase
difference between two adjacent subcarriers. For delay spreads around 50 ns, however,
a significant percentage of channels show several phase changes exceeding 1/8 within
the 48 OFDM subcarriers per symbol. Differential 8-PSK will generate two erroneous
subcarriers if the phase changes more than 7/8, and that explains why the error curves
for 8-PSK quickly converge to 1 for delay spreads exceeding 50 ns. Differential QPSK
is more robust, but still worse than coherent 16-QAM,which operates at twice the data
rate. Coherent demodulation is not affected by phase changes across the subcarriers,
because it uses training symbols to estimate reference phases and amplitudes ofall
subcarriers. The same holds for differential detection in the time domain, which will

have approximately the same delay spread robustness as coherent detection.

§.3.3 Differential Amplitude and Phase Shift Keying

Traditionally, differential detection is applied to phase-modulated systems only, asit is
not obvious how differential detection can be applied to amplitude-modulated systems.
It is possible to use differential amplitude and phase shift keying (DAPSK), however,
by using a star constellation like depicted in Figure 5.14 [10-12].

The main advantage of DAPSK is that it does not require pilot symbols to
estimate a time-varying channel or a remaining local oscillator offset. It only requires a
single pilot symbolto initialize the differential detection, as depicted in the Figures 5.8
and 5.11. The disadvantage, however, is a loss in SNR performance, because the
minimum distance for the DAPSK constellation is clearly worse than for the
corresponding square QAM constellation. Addedto this is the loss of doing differential
versus coherent detection, although this loss is partly compensated by the fact that
DAPSKuses fewerpilot subcarriers.
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Figure 5.13 Irreducible packet error ratio versus rms delay spread, simulated for an exponentially
decaying power delay profile with Rayleigh fading paths. (a) 16 Mbps with coherent QPSK
and rate ¥2 coding, (b) 32 Mbps with coherent 16-QAM andrate 4% coding, (c) 16 Mbps
with differential QPSK (in frequency domain) and rate % coding, (d) 24 Mbps with
differential 8-PSK (in frequency domain) and rate ¥2 coding, (e) 32 Mbps with differential
8-PSK (in frequency domain) andrate 2/3 coding.

 
Figure 5.14 64-DAPSKconstellation.
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CHAPTER 6

The Peak Power Problem

6.1 INTRODUCTION

An OFDM signal consists of a number of independently modulated subcarriers, which
can give a large peak-to-average power (PAP) ratio when added up coherently. When NV
signals are added with the same phase, they produce a peak powerthat is N times the
average power. This effect is illustrated in Figure 6.1. For this example, the peak power
is 16 times the average value. The peak poweris defined as the power of a sine wave
with an amplitude equal to the maximum envelope value. Hence, an unmodulated
carrier has a PAP ratio of O dB. An alternative measure of the envelope variation of a
signal is the Crest factor, which is defined as the maximum signal value divided by the
rms signal value. For an unmodulated carrier, the Crest factor is 3 dB. This 3 dB
difference between PAP ratio and Crest factor also holds for other signals, provided
that the center frequencyis large in comparison with the signal bandwidth.

A large PAP ratio brings disadvantages like an increased complexity of the
analog-to-digital and digital-to-analog converters and a reduced efficiency of the RF
power amplifier. To reduce the PAP ratio, several techniques have been proposed,
which basically can be divided in three categories. First, there are signal distortion
techniques, which reduce the peak amplitudes simply by nonlinearly distorting the
OFDM signal at or around the peaks, Examples of distortion techniques are clipping,
peak windowing and peak cancellation. The second category is coding techniques that
use a special forward-error correcting code set that excludes OFDM symbols with a
large PAP ratio. The third technique is based on scrambling each OFDM symbol with
different scrambling sequences and selecting that sequence that gives the smallest PAP
ratio. This chapter discusses all of these techniques, but first makes an analysis of the
PAPratio distribution function. This will give a better insight in the PAP problem and
will explain why PAP reduction techniques can be quite effective.
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Figure 6.1 Square root of peak-to-average powerratio for a 16-channel OFDM signal, modulated with
the same initial phase for all subchannels.

6.2 - DISTRIBUTION OF THE PEAK-TO-AVERAGE POWER RATIO

For one OFDM symbol with N subcarriers, the complex baseband signal can be written
as

x(t) =Da exp( jo, 1) (6.1)n=1

Here, a, are the modulating symbols. For QPSK, for instance, a, € {-1,1,j,-j}.
From the central limit theorem it follows that for large values of N, the real and
imaginary values of x(t) become Gaussian distributed, each with a mean of zero and a
variance of 1/2. The amplitude of the OFDM signal therefore has a Rayleigh
distribution, while the powerdistribution becomesa central chi-square distribution with
two degrees of freedom and zero mean, with a cumulative distribution given by

F(z) =1-e7 (6.2)
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Figure 6.2 PAP distribution of an OFDM signal with (a) 12, (b) 24, (c) 48 and (d) an infinite number of
subcarriers (pure Gaussian noise). Four times oversampling used in simulation, total number
of simulated samples = 12 million.

Figure 6.2 shows the probability that the PAP ratio exceeds a certain value. We
can see that the curves for various numbers of subcarriers are close to a Gaussian

distribution (d) until the PAP value comes within a few dB from the maximum PAP
level of 10logN, where N is the numberof subcarriers.

What we wantto derive now is the cumulative distribution function for the peak
power per OFDM symbol. Assuming the samples are mutually uncorrelated—whichis
true for non-oversampling—the probability that the PAP ratio is below some threshold
level can be written as

P(PAPR < z) = F(z)” =(1-—exp(—z))” (6.3)

This theoretical derivation is plotted against simulated values in Figure 6.3 for
different values of N.
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Figure 6.3. PAP distribution without oversampling for a numberof subcarriers of (a) 16, (b) 32, (c) 64,
(d) 128, (e) 256, and (f) 1024 (dotted lines are simulated).

The assumption made in deriving (6.3) that the samples should be mutually
uncorrelated is not true anymore when oversampling is applied. Because it seems quite
difficult to come up with an exact solution for the peak powerdistribution, we propose
an approximation by assuming that the distribution for N subcarriers and oversampling
can be approximated by the distribution for @N subcarriers without oversampling, with
o larger than one. Hence, the effect of oversampling is approximated by adding a
certain number of extra independent samples. The distribution of the PAPratio is then
given by

P(PAPR € z) = (1—exp(- z))*” (6.4)

In Figure 6.4, the PAP distribution for different amounts of carriers is given for
a@ = 2.8. The dotted lines are simulated curves. We see in Figure 6.4 that Equation (6.4)
is quite accurate for N>64. For large values of the cumulative distribution function
close to one (>0.5), however, (6.3) is actually more accurate.

From Figure 6.4, we can deduce that coding techniques to reduce the PAPratio
may be a viable option, as reasonable coding rates are possible for a PAP ratio around 4
dB. For 64 subcarriers, for instance, about 10° ofall possible QPSK symbols have a
PAPratio of less than 4.2 dB. This means that only 20 out of a total of 128 bits would
be lost if only the symbols with a low PAPratio would be transmitted. However, the
main problem with this approach is to find a coding scheme with a reasonable coding
rate (2 1/2) that produces only these low PAP ratio symbols and that also has

“


