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Abstract

We present a novel video streaming technique called catching for on-demand delivery of “hot” (i.e.,
frequently accessed) video objects to a large number of clients. This technique not only significantly re-
duces the server and network resource requirements but also is capable of providing near-instantaneous
service to a large number of clients. We prove that the performance of catching is close to the best
achievable by any broadcasting scheme that supplies near-instantaneous service. By combining this
technique for delivery of “hot” video objects with controlled multicast [8] for delivery of “cold” video
objects, we design an efficient video delivery scheme referred to as selective catching. Extending this
scheme to a proxy-assisted video delivery environment, we also develop a proxy-assisted selective catch-
ing scheme. Through empirical studies, we demonstrate the efficacy of the proposed video delivery
schemes.

1 Introduction

The past few years have seen the dramatic growth of multimedia applications which involve video stream-
ing over the Internet. Server and network resources (in particular, server I/O bandwidth and network
bandwidth) have proved to be a major limiting factor in the widespread usage of video streaming over
the Internet. In order to support a large population of clients, techniques that can efficiently utilize server
and network resources are essential. In designing such techniques, another important factor that must
be taken into consideration is the service latency, i.e., the time a client has to wait until the object he/she
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has requested is started to playback. The effectiveness of a video delivery technique must be evaluated
in terms of both the server and network resources required for delivering a video object and the expected
service latency experienced by clients. Clearly, “popularity” or access pattern of video objects (i.e., how
frequent a video object is accessed in a given time period) plays an important role in determining the
effectiveness of a video delivery technique.

In this paper we propose and develop a novel video delivery technique called catching, which can
efficiently utilize server and network resources while providing near instantaneous service to clients.
This technique is particularly suitable for “hot” (i.e., frequently access) video objects. The effective-
ness of the technique is achieved through intelligent integration of the “server-push” and “client-pull”
video delivery paradigms. Using this technique, a video server periodically “broadcasts” a video ob-
ject via a number of dedicated multicast channels. A client who wishes to watch the video immediately
joins an appropriate multicast channel without waiting for the beginning of the next broadcast period. At
the same time, the client sends a request to the server to retrieve the missing initial video data (referred
to as the prefix of the video object). The prefix is delivered by the server using a unicast channel and
played back immediately by the client. On the other hand, the video data received from the multicast
channels will be temporarily buffered at the client until they are played back. Hence, catching provides
the minimal service latency by allowing a client to join the on-going multicast channels to receive video
data “pushed” by the server while “pulling” the missing video data from the server via aunicast chan-
nel. Using a smart broadcast scheme such as the Greedy Disk-conserving Broadcast (GDB) scheme [7],
we can minimize the expected server and network channels needed to deliver a video object, given its
access pattern. This is verified through simulations. Futhermore, we prove that the number of chan-
nels required by catching is close to the minimum achievable by any broadcasting scheme that supplies
near-instantaneous service.

In order to account for the diverse access patterns for a collection of video objects in a video server,
we design an efficient video delivery scheme called selective catching which combines catching with
another video delivery technique –controlled multicast. Controlled multicast is a “client-pull” technique
which is most effective in delivering “cold” video objects. Based on video access patterns, we introduce
a simple policy for classifying “hot” and “cold” video objects and apply catching andcontrolled multi-
cast accordingly to deliver the video objects to clients. Through empirical studies, we demonstrate that
in terms of both server/network resource requirements and service latency, selective catching outper-
forms either catching or controlled multicast applied alone.

The proposed catching and selective catching techniques can also be applied in a proxy-assisted
video delivery environment [12, 13] where initial partial video data (prefixes) of some video objects can
be staged in proxy servers in a pre-determined manner. Under this proxy-assisted video delivery archi-
tecture, we can take advantage of the resources (processing and disk storage) available at proxy servers
to significantly reduce the server and (backbone wide-area) network resource requirements while at the
same time providing instantaneous or near-instantaneous service to clients. We present a brief descrip-
tion of the algorithms used by a central video server, proxy servers and clients to coordinate the video
delivery using proxy servers. Simulations are carried out to illustrate the significant reduction in server
and network resource requirements achieved using this proxy-assisted video delivery architecture.

The remainder of this paper is organized as follows. The related work is briefly surveyed in Sec-
tion 1.1. In Section 2 we describe the problem setting and the background material necessary for the
catching technique which we present in Section 3. The selective catching video delivery scheme is in-
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troduced in Section 4. In Section 5 we apply the selective catching technique to the proxy-assisted video
delivery architecture. The paper is concluded in Section 6.

1.1 Related Work

In recent years a variety of “client-pull” and “server-push” techniques for videodelivery have been pro-
posed (see, e.g., [6, 1, 3, 4, 7]). The simplest “client-pull” technique is to deliver a separate video stream
upon each client request. This technique, while providing minimal service latency to a client, is obvi-
ously not efficient in terms of server and network resource utilization. Clever “client-pull” techniques
such as batching [1, 6] and patching [5, 8] have been proposed that take advantage of the underlying
network multicasting capabilities to reduce server and network resource requirements. In the case of
batching, this reduction in server and network resource requirements is achieved through increased ser-
vice latency, as it delays earlier requests for a video object until a certain number of requests for the same
object arrive before the video object is scheduled to be delivered. Hence, batching is less effective for
“cold” video objects. On the other hand, “patching”, which allows multiple clients to share a multicast
channel whenever possible, is most effective in reducing the server and network resource requirements
for “cold” video objects.

“Server-push” techniques are typically designed for “hot” video objects. They employa fixed num-
ber of multicast channels to periodically broadcast video objects to a group of subscribers. The differ-
ence between various “server-push” techniques lies in the broadcast schemes used.These broadcast
schemes determine the server and network resources required for broadcasting a video object. “Server-
push” techniques have the advantage that they utilize server and network resources moreefficiently. But
this efficiency is achieved through increased service latency, as a client can only start receiving a video
object at the beginning of next broadcast period.

The catching technique we propose reduces service latency while taking advantage of the efficiency
of periodic broadcast schemes in utilizing server and network resources. It thus eliminates the shortcom-
ing associated with periodic-broadcast-based ”server-push” techniques. Catching is similiar in spirit to
the split and merge (SAM) protocol [14] proposed for interactive VOD systems, where a unicast stream
is scheduled on demand by a client’s request. The selective catching technique further improves the
overall performance by combining catching and controlled multicast to account for diverse user access
patterns.

The problem of delivering continuous media streams using proxy servers has been studied in a num-
ber of contexts. In [12], we develop video staging techniques to store a per-determined amount of video
streams in strategically placed proxy servers to reduce the backbone network bandwidth requirement
for delivering video streams across a wide-area network. In [13], a prefix caching scheme is proposed
to reduce the latency while delivering smoothed variable-bit-rate (VBR) continuous streams between
the proxy and clients. Proxy-assisted video delivery is also proposed in the context of the dynamic
skyscraper delivery scheme in [10].

Our proxy-assisted catching scheme can improve service latency as well as reduce server and net-
work resource requirements. Unlike [10], our scheme can handle variable object sizes, and is based
on formal analysis of multicast scheduling policies. From this analysis, the design parameters can be
derived in a straightforward manner. As a result, our solution can be optimized accordingly.
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2 Problem Overview and Preliminaries

2.1 Problem Overview
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Figure 1: An overview of VOD system architecture.

Consider a typical stored video-on-demand (VOD) delivery system as shown in Figure 1. A central
video server delivers video streams from a video object store to a large number of clients across a high-
speed network. The central server organizes the server and network resources required to deliver a video
stream1 into a (logical) channel. A channel can be either a unicast channel or a multicast channel. The
server uses a unicast channel to deliver a video stream to a single client, whereas the server uses a multi-
cast channel to deliver a video stream simultaneously to a group of clients (this group of clients is referred
to as a multicast group). In addition to the logical channels used for delivering video streams (i.e., video
delivery channels), we also assume that there are control channels to deliver signaling messages to a
client or a group of clients and vice versa for control purposes (e.g., which video object is requested by
a client, which data channels a client should tune in to, when to start video play-back, etc.). The video
server has a scheduler which receives client requests for video objects via control channels, processes
client request and determine when and which video delivery channels to deliver requested video objects
to clients.

Each client contains a set-top box, a disk, and a display monitor. A client is connected to the network
via a set-top box, which selects one or more network channels to receive a requested video object ac-
cording to the instructions from the server. The received video data are either sent to the display monitor
for immediate playback, or temporarily stored on the disk which is retrieved and played back on the dis-
play monitor later. The client storage space is the maximum disk space required throughout the client
playback period. For ease of exposition, in this paper we assume that the client disk space is sufficiently1In this paper we use the term video stream to denote a continuous flow or “stream” of video data (belonging to a certain
video object) delivered from the server to a client or a group of clients. As will be clear later, a single video object can be
partitioned into segments and delivered using multiple video streams via several delivery channels.
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large to store at least half a video2. The client network bandwidth is the maximum client network band-
width required to receive video data from the network throughout the client playback period. In this
paper, we assume that client has the capability of receiving video data from two channels at the same
time3.

We assume that there is a total of C logical channels available, and there are N video objects in the
server object store. The length of the ith object, i = 1; 2; : : : ; N , is Li minutes long. We assume that the
requests for the ith video object arrive according to a Poisson distribution with an expected inter-arrival
time of 1=�i, where �i is the request rate of video i.

Given a client request for a video object, the service latency experienced by a client is the amount
of time that the client has to wait until he/she can start the playback of the requested video object. A
key issue in the design of video delivery techniques is how to efficiently utilize server and network re-
sources (i.e., use the least number of video delivery channels necessary for delivering a video object)
while keeping the (expected) service latency experienced by clients as small as possible.

2.2 Preliminaries

We briefly describe two video delivery techniques we have developed earlier to provide the necessary
background for the catching technique we will introduce in Section 3.

2.2.1 Controlled Multicast: An Optimal Patching

Controlled multicast is a patching technique which allows multiple clients to share a multicast chan-
nel without delaying a client request. As a result, it is capable of supporting a large number of clients
while providing near instantaneous service. Controlled multicast differs from the patching technique
proposed in [5] in that it employs a patching threshold to optimize the expected channels needed to de-
liver a given video object.

As a “client-pull” technique, controlled multicast allocates channels at therequest of clients. The
following example illustrates how control multicast works. Consider two requests spaced 5 minutes
apart for a 90 minute long video. A multicast channel is allocated to transmit the entire video in order
to satisfy the first request. The second request is satisfied by allocating a separate unicast channel to
“patch-up”, i.e., transmit the first five minutes of the video to the client while inthe same time requiring
the client to prefetch the rest of the video from the first channel. Because the second client is five minutes
behind, it will buffer continually five minutes of the video data.

Controlled multicast only allows clients to share a multicast channel to receive a video stream when
the later client requests for the same video object arrive within a certain time from the first client request.
Otherwise, a complete video transmission for the video object is scheduled using a new multicast chan-
nel. In other words, for each video object i, a threshold Ti is defined to control the frequency at which a2This assumption is not essential, since our proposed schemes can be easily extended to a general case where clients have
any given amount of disk storage space, as we will point out in Section 3. In all of our empirical studies, the amount of client
disk storage space used is actually only at most one third of a video object.3With the advent of high-speed access technologies such as ADSL and cable modems, this is not an unreasonable
assumption.
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