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I, Shauna L. Wiest, state and declare as follows: 

I. Introduction 

1. I have prepared this Declaration in connection with Google LLC’s 

(“Petitioner”) Petition for Inter Partes Review of U.S. Patent No. 11,122,357, 

which I understand will be filed concurrently with this Declaration. 

2. I am currently a senior research analyst with the Research & 

Information Services team at Finnegan, Henderson, Farabow, Garrett & Dunner, 

LLP, located at 901 New York Avenue, NW, Washington, DC 20001-4413. 

3. I am over eighteen years of age, and I am competent to make this 

Declaration. I make this Declaration based on my own personal knowledge, and 

my knowledge of library science practices.  

4. I earned a Master of Science in Library Science degree from the 

University of North Carolina at Chapel Hill in 1999, and a Bachelor of Arts in 

Political Science degree from the University of California at San Diego in 1989. 

I have worked as a law librarian for over twenty years. I have been employed in 

the Research & Information Services Department at Finnegan, Henderson, 

Farabow, Garrett & Dunner, LLP since 2021. Before that, from 2000-2015, I 

was employed as a Law Librarian at Stoel Rives LLP, and from 2015-2016, I 

was employed as a Competitive Intelligence Specialist for Nossaman LLP.  
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II. Standard Library Practice for Receiving, Cataloging, and Making 
Materials, Including Serial Publications, Publicly Available 

5. I have knowledge of and experience with standard library practices 

regarding the receipt, cataloging, shelving, and making materials, including 

serial publications, available to the public. I am fully familiar with and have 

knowledge of and experience with the Machine-Readable Cataloging (MARC) 

system, an industry-wide standard that libraries use to catalog materials.  

6. The MARC system was developed during the 1960s to standardize 

bibliographic records so they could be read by computers and shared among 

libraries. By the mid-1970s, MARC had become the international standard for the 

storage of bibliographic data and cataloguing. It is still used today. Many libraries 

provide public access to their MARC records via the Internet and/or their electronic 

cataloging systems at the library. In a MARC record, each field provides specific 

information about the cataloged item, including how materials are held and made 

available to the public. 

III. Serial Publications 

7. A serial publication, often known as a “journal,” is a resource that 

is issued in successive parts and has no predetermined conclusion. These 

successive parts are commonly referred to as “issues,” and each issue is usually 

chronologically numbered and dated. The presence of enumeration, years of 

Page 3 of 78



Declaration of Shauna L. Wiest 
  

4  

coverage, and/or other chronological information also indicates a serial 

publication. 

8. There are significant differences between cataloging finite resources 

(books/monographs) and continuing resources (serials). For serials, the catalog 

record provides information about the serial as a whole, including the first or earliest 

available issue. It also provides information as to holdings – the volumes and issues, 

with dates, received by the library and made available to the public. In serials 

cataloging, there are identifying characteristics unique to serials that are slightly 

different from monographs (books). The issue date for a print serial publication, for 

example, generally appears on the cover (front or back), the masthead page, the title 

page (if any), the table of contents page(s), or on the pages of the individual articles 

contained in the issue. More information regarding the unique aspects of cataloguing 

serials can be found at this link: https://www.loc.gov/aba/pcc/conser/scctppt/Basic-

2014/Basic-Trainee-Mannual.pdf 

IV. MARC Records 

9. The MARC record system uses a specific three-digit numeric code 

(from 001-999) to identify each field in a catalog record. For example, field tag 008 

provides the six-digit date the item was catalogued (Date entered on file). The first 

six characters of field tag 008 are always in the “YYMMDD” format. Field tag 022 

provides the International Standard Serial Number (ISSN), a unique identification 
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number assigned to serial publications (continuing resource). Field tag 245 identifies 

the full title statement for the work and field tag 260 identifies the place of 

publication, name of publisher, and copyright date of the publication.  Field tag 362 

identifies the numbering to be used for chronological cataloguing of individual 

issues of continuing resources (serials). The designations within field tag 362 

determine at what point in time the serial began, which guides how issues are 

checked in, processed, and added to the library’s main collection. Finally, the 9XX 

field tags denote local holdings information for the resource.  

10.  Based on standard library practice, when a library receives an 

item, it stamps (or labels) the item with the library name and often with a date 

that is within a few days or weeks of receipt. Next, the library will catalog the 

item within a matter of a few days or weeks of receiving it. 

11. Generally, after an item is cataloged, the public may access the 

item by searching a catalog, browsing the library shelves, and either requesting 

or electronically accessing the item from the library. Standard library practice is 

to make the item available to the public within a few days or weeks of cataloging 

it.  

V. Print Holdings and MARC Records for McCowan 

12. As detailed below, I have reviewed the print public holdings 

information and Library of Congress and Iowa State University of Science and 
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Technology MARC records for Iain A. McCowan, Darren C. Moore, and S. 

Sridharan, “Near-field Adaptive Beamformer for Robust Speech Recognition,” 

Digital Signal Processing, January 2002, Vol. 12, No. 1, pages 87-106 (ISSN 

1051-2004) (“McCowan”). Exhibit 1007 to the concurrently filed Petition is a 

true and accurate copy of McCowan. 

13. Appendix A to this declaration is a true and accurate copy of the print 

journal cover, title pages, table of contents, and library date stamp for the issue of 

Digital Signal Processing containing McCowan held by the Library of Congress. 

Appendix A also includes pages 87 to 106 of this issue, which is the article titled 

“Near-field Adaptive Beamformer for Robust Speech Recognition” (McCowan). The 

date stamp for this issue indicates that McCowan was received by the Library of 

Congress on February 19, 2002. The print journal cover provides directional 

information so that members of the interested public could access the print issue 

containing McCowan at Call Number TK 5102.5 .D4463 Set 1 with Bar Code 0 020 

814 014 0 within a matter of a few days or weeks of February 19, 2002. 

14. Based on the information in Appendix A, it is clear that the issue of 

Digital Signal Processing containing McCowan was received by the Library of 

Congress on or before February 19, 2002. Based on standard library practice, 

McCowan would have been processed and catalogued by the Library of Congress 

within a matter of a few days or weeks of February 19, 2002.   
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15. Accordingly, McCowan would have been made available to the public 

within a few days or weeks of being checked-in and catalogued. Members of the 

interested public could have accessed McCowan by browsing the Library of 

Congress shelves or by searching the Library’s catalog within a few days or weeks 

of February 19, 2002. 

16.  Appendix B to this declaration is a true and accurate copy of the 

Library of Congress MARC record for its holdings of the serial publication Digital 

Signal Processing containing McCowan, which was downloaded from 

https://lccn.loc.gov/91650983/marcxml on April 5, 2022. 

17. Appendix C to this declaration is a true and correct copy of the Library 

of Congress public catalog record for its copy of Digital Signal Processing 

containing McCowan, including holdings and location information, which was 

downloaded from 

https://catalog.loc.gov/vwebv/holdingsInfo?searchId=17671&recPointer=0&recCo

unt=25&searchType=2&bibId=11390503 on April 5, 2022. 

18. Appendix D to this declaration is a true and accurate copy of the print 

journal cover, title pages, table of contents, and library date stamp for the issue of 

Digital Signal Processing containing McCowan held by the Iowa State University of 

Science and Technology Library. Appendix D also includes pages 87 to 106 of this 

issue, which is the article titled “Near-field Adaptive Beamformer for Robust Speech 
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Recognition” (McCowan). The date stamp for this issue indicates that McCowan was 

received by the Iowa State University of Science and Technology Library on 

February 18, 2002. The print journal cover provides directional information so that 

members of the interested public could access the print issue containing McCowan 

at Call Number TK 5102.5 .D4463 within a matter of a few days or weeks of 

February 18, 2002. 

19. Based on the information in Appendix D, it is clear that the issue of 

Digital Signal Processing containing McCowan was received by the Iowa State 

University of Science and Technology Library on or before February 18, 2002. 

Based on standard library practice, McCowan would have been processed and 

catalogued by the Iowa State University of Science and Technology Library within 

a matter of a few days or weeks of February 18, 2002. 

20. Accordingly, McCowan would have been made available to the public 

within a few days or weeks of being checked-in and catalogued. Members of the 

interested public could have accessed McCowan by browsing the Iowa State 

University of Science and Technology Library shelves or by searching the Library’s 

catalog within a few days or weeks of February 18, 2002. 

21. Appendix E to this declaration is a true and accurate copy of the Iowa 

State University of Science and Technology Library MARC record for its holdings 

of the serial publication Digital Signal Processing containing McCowan, which was 
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downloaded from https://iowa-primo.hosted.exlibrisgroup.com/primo-

explore/sourceRecord?vid=01IASU&docId=01IASU_ALMA21233591260002756 

on May 10, 2022. 

22. Appendix F to this declaration is a true and correct copy of the Iowa 

State University of Science and Technology Library public catalog record for its 

copy of Digital Signal Processing containing McCowan, including holdings and 

location information, which was downloaded from https://iowa-

primo.hosted.exlibrisgroup.com/permalink/f/12tutg/01IASU_ALMA21233591260

002756 on April 20, 2022. 

23. The Library of Congress MARC record (Appendix B) for the serial 

publication Digital Signal Processing containing McCowan confirms the fixed data 

elements of MARC field tag 008 as 900620c19919999mnubrp0a0engc. As 

discussed above, the first six characters “900620” are in typical “YYMMDD” 

format and indicate that the serial publication Digital Signal Processing was 

catalogued by the Library of Congress on June 20, 1990. The publication status code 

“c” appearing in MARC field tag 008 refers to “continuing resource currently 

published” indicating that Digital Signal Processing began publication in 1991 and 

is a continuing published resource.  

24. The Library of Congress MARC record field tag 022 denotes the unique 

International Standard Serial Number (ISSN) for Digital Signal Processing as 1051-
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2004. The Library of Congress MARC record field tag 245 denotes the title and 

statement of responsibility for the work as “Digital Signal Processing.” 

25. The Library of Congress MARC record field tag 362 provides a 

chronological designation of a continuing (serial) resource. In this MARC record for 

Digital Signal Processing the sequential serial designation begins with Volume 1, 

no. 1 (Jan. 1991)- with no end date noted. 

26. Finally, the Library of Congress MARC record field tags 984 and 991 

identify the holdings, location, and call number for its copy of Digital Signal 

Processing containing McCowan. The MARC record lists this information as: 

General Collection, Call Number TK5102.5 .D4463, Serials Location, with holdings 

beginning with the issue dated January 9, 2001. This information confirms that the 

journal issue of Digital Signal Processing containing McCowan is publicly available 

and held in the General Collection at Call Number TK5102.5 .D4463. 

27. The Library of Congress’s public catalog record for its copy of Digital 

Signal Processing (Appendix C) sets forth the holdings and onsite location 

information for members of the public seeking the print issue containing McCowan. 

The public catalog record indicates that the print issue containing McCowan should 

be requested in the Jefferson or Adams Building Reading Rooms and is contained 

within holdings v.3-v.12:no.1 (1993-2002:Jan.) at Call Number TK5102.5 .D4463.  
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28. The Iowa State University of Science and Technology Library MARC 

record (Appendix E) for the serial publication Digital Signal Processing containing 

McCowan confirms the fixed data elements of MARC field tag 008 as 

900620c19919999mnubr1p0a0engd. As discussed above, the first six characters 

“900620” are in typical “YYMMDD” format and indicate that the serial publication 

Digital Signal Processing was catalogued by the Iowa State University of Science 

and Technology Library on June 20, 1990. The publication status code “c” appearing 

in MARC field tag 008 refers to “continuing resource currently published” 

indicating that Digital Signal Processing began publication in 1991 and is a 

continuing published resource.  

29. The Iowa State University of Science and Technology Library MARC 

record field tag 999 (including the AVA field tag) identifies the local holdings, 

location, and call number for its copy of McCowan. The AVA field tag in this MARC 

record lists the holdings information as: ##$0990008738310102756$822233 

591250002756$a01IASU_INST$bPARKS$cStorage Building$dTK5102.5 D4463

$echeck_holdings$jSGEN$k0$p1$qPARKS$tv. 4 (1994)-v. 15 (2005). This 

information confirms that the print issue of Digital Signal Processing containing 

McCowan, is available and held in the PARKS Storage Building at Call Number 

TK5102.5 .D4463, with holdings beginning with Volume 4 (1994) through Volume 

15 (2005).  
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30. The Iowa State University of Science and Technology Library’s public 

catalog record for its copy of Digital Signal Processing (Appendix F) sets forth the 

public holdings and onsite location information for members of the public seeking 

the print issue containing McCowan. The public catalog record indicates that the 

2002 Bound Issue (volume 12) of Digital Signal Processing containing McCowan, 

is publicly available and held in the PARKS Storage Building at Bar Code 

32792018902886 at Call Number TK5102.5 .D4463. 

31. Based on this evidence, it is my opinion that Exhibit 1007 is an 

authentic document, which would have been made publicly available and publicly 

accessible within a few days or weeks of February 19, 2002. 

VI. Conclusion 

32. In signing this Declaration, I understand it will be filed as evidence 

in a contested case before the Patent Trial and Appeal Board of the United States 

Patent and Trademark Office. I understand I may be subject to cross-

examination in this case and that cross-examination will take place within the 

United States. If cross-examination is required of me, I will appear for cross-

examination within the United States during the time allotted for cross-

examination. 

33. I declare that all statements made herein of my knowledge are true, that 

all statements made on information and belief are believed to be true, and that these 
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statements were made with the knowledge that willful false statements and the like 

so made are punishable by fine or imprisonment, or both, under Section 1001 of Title 

18 of the United States Code. 

 

Executed on June 14, 2022. 

 
 
 
Shauna L. Wiest 
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Near-field Adaptive Beamformer for Robust
Speech Recognition

i Iain A. McCowan, Darren C. Moore, and S. Sridharan

Speech Research Laboratory, RCSAVT, School of EESE, Queensland University
of Technology, GPO Box 2434, Brisbane QLD 4001, Australia
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McCowan, I. A., Moore, D. C., and Sridharan, S., Near-field Adaptive
Beamformer for Robust Specch Recognition, Digital Signal Processing 12
(2002) 87-106.

This paper investigates a new microphone array processing technique
specifically for the purpose of speech enhancement and recognition. The

; main objective of the proposed technique is to improve the low frequency
directivity of a conventional adaptive beamformer, as low frequency per-
formanceis critical in speech processing applications. The proposed tech-
nique, termed near-field adaptive beamforming (NFAB), is implemented
using the standard generalized sidelobe canceler (GSC) system structure,
wherea near-field superdirective (NFSD) beamformeris used as the fixed
upper-path beamformer to improve the low frequency performance.In ad-
dition, to minimize signal leakage into the adaptive noise canceling path for
near-field sources, a compensation unit is introduced prior to the blocking
matrix. The advantage of the techniqueis verified by comparing the direc-
tivity patterns with those of conventional filter-sum, NFSD, and GSC sys-
tems. In speech enhancement and recognition experiments, the proposed
technique outperforms the standard techniques fora near-field source in
adverse noise conditions. © 2002 ElsevierScience (USA)

Key Words: microphone array; beamforming; near-field; adaptive; su-
perdirectivity; speech recognition.  

1. INTRODUCTION
==

Currently, much research is being undertaken to improve the robustness of
speech recognition systems in real environments. This paper focuses on the
use of a microphone array to enhance the noisy input speech signal prior to
recognition. While the use of microphonearrays for speech recognition has been
studied for some time by a numberof researchers, a persistent problem has been
the poor low frequencydirectivity of conventional beamforming techniques with
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practical array dimensions. Low frequency performanceis critical for speech
processing applications, as significant speech energy is located below 1 kHz.

By explicitly maximizing the array gain, superdirective beamforming tech-
niques are able to achieve greaterdirectivity than conventional techniques with
closely spaced sensor arrays [1]. This directivity generally comes at the expense
of a controlled reduction in the white noise gain of the array. Recent work has
demonstrated the suitability of superdirective beamforming for speech enhance-
ment and recognition tasks [2, 3]. By employing a spherical propagation model
in its formulation, rather than assuminga far-field model, near-field superdirec-
tivity (NFSD) succeeds in achieving high directivity at low frequencies for near-
field speech sources in diffuse noise conditions [4]. In previous work, near-field
superdirectivity has been shownto lead to good speech recognition performance
in high noise conditionsfor a near-field speaker[5].

Superdirective techniques are typically formulated assuming a diffuse noise
field. While this is a good approximation to many practical noise conditions,
further noise reduction would result from a more accurate model of the

actual noise conditions during operation. Adaptive array processing techniques
continually update their parameters based on thestatistics of the measured
input noise. The generalized sidelobe canceler (GSC) [6] presents a structure
that can be used to implement a variety of adaptive beamformers. A block
diagram of the basic GSC system is shown in Fig. 1. The GSC separates
the adaptive beamformer into two main processing paths—a standard fixed
beamformer, w, with L constraints on the desired signal response, and an
adaptive path, consisting of a blocking matrix, B, and a set of adaptive filters, a.
As the desired signal has been constrained in the upper path, the lower path
filters can be updated using an unconstrained adaptive algorithm, such as the
least-mean-square (LMS)algorithm.

While the theory of adaptive techniques promises greater signal enhance-
ment, this is not always the case in real situations. A common problem with
the GSC system is leakage of the desired signal through the blocking matrix,
resulting in signal degradation at the beamformer output. This is particularly
problematic for broadband signals, such as speech, and especially for speech
recognition applications where signal distortionis critical.

In this paper we propose a system that is suited to speech enhancement in a
practical near-field situation, having both the good low frequency performance
of near-field superdirectivity and the adaptability of a GSC system, while taking

 
FIG. 1. Generalized sidelobe canceler structure.
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care to minimize the problem of signal degradation for near-field sources.
We begin by formulating a concise model for near-field sound propagation in
Section 2. This model is then used in Section 3 to develop the proposed near-

field adaptive beamforming (NFAB) technique. To demonstrate the benefit of
the technique over existing methods, an experimental evaluation assessing
directivity patterns, speech enhancement performance, and speech recognition
performanceis detailed in Sections 4 and 5.

2. NEAR-FIELD SOUND PROPAGATION MODEL
a

In sensor array applications, a succinct means of characterizing both the
array geometry and thelocation of a signal sourceis via the propagation vector.
The propagation vector concisely describes the theoretical propagation of the
signal from its source to each sensor in thearray. In this section, we develop an
expression for the propagation vector of a sound source locatedin the near-field
of a microphone array using a spherical propagation model. This expression is
then used in the formulation of the proposed near-field adaptive beamformer in
the following sections.

Many microphone array processing techniques assume a planar signal
wavefront. This is reasonable for a far-field source, but when the desired

source is close to the array a more accurate spherical wavefront model must
be employed. For a microphonearray of length L, a source is considered to be
in the near-field if r <2L7/A, where ris the distance to the source and 4 is the
wavelength.

Wedefine the reference microphoneas theorigin of a 3-dimensional vector
space, as shown in Fig. 2. The position vector for a source in direction (6;, ¢s),
at distance r, from the reference microphone, is denoted p, andis given by:

cos @; sin ds

Pp; ="s[% Y- Z]|sind, sings| . (1)

cos ds

The microphone position vectors, denoted as p; (i =1,...,N), are similarly
defined. The distance from the source to microphone/ is thus

d; = Ps — pill, (2)

where|| || is the Euclidean vector norm.
In such a model, the differences in distance to each sensor can be significant

for a near-field source, resulting in phase misalignment across sensors. [The
difference in propagation time to each microphonewith respect to the reference
microphone(i = 1) is given by

dj —d,j= 5
 

(3)c
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 reference

microphone

“ microphonei

& Bi
x

FIG. 2. Near-field propagation model.

where c = 340 ms! for sound. In addition, the wavefront amplitude decays at a
rate proportional to the distance traveled. The resulting amplitude differences
across sensors are negligible for far-field sources, but can be significant in
the near-field case. The microphone attenuation factors, with respect to the
amplitude on the reference microphone,are given by

1
a= a (4)

d;

Thus, if x1(/) is the desired source at the reference microphone, the signal on
the ith microphoneis given by

xi(f) sajxi(fyel?™, (5)

Consequently, we define the near-field propagation vector for a source at
distance r and direction (0, @) as

d(fr6.e= [aye27" oe FOF ayeJ2thtw) (6)

3. NEAR-FIELD ADAPTIVE BEAMFORMING
SS

The proposed system structure is shown in Fig. 3. The objective of the
proposed technique is to add the benefit of good low frequency directivity
to a standard adaptive beamformer, as low frequency performanceis critical
in speech processing applications. The upper path consists of a fixed near-
field superdirective beamformer, while the lower path contains a near-field
compensation unit, a blocking matrix and an adaptive noise cancelingfilter.
The principal componentsof the system are discussed in the following sections.
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FIG. 3. Near-field adaptive beamformer.

Section 3.1 gives an explanation of the near-field superdirective beamformer.
Section 3.2 proposes the inclusion of a near-field compensation unit in the
adaptive sidelobe canceling path and examines its effect on reducing signal
distortion at the output. Once this near-field compensation has been performed,
a standard generalized sidelobe canceling blocking matrix and adaptive filters
can be applied to reduce the output noise power, as discussed in Section 3.3.

3.1. Near-field Superdirective Beamformer

Superdirective beamforming techniques are based upon the maximization of
the array gain, or directivity index. The array gain is defined as the ratio of
output signal-to-noise ratio to input signal-to-noise ratio and for the general
case can be expressed in matrix notation as [1]

_ wif)PCfyw(f)Cf)=— 7= wi PFQAWU) “

where w(f) is a columnvector of channelgains,

wif) = [wilf) -.. wiCf)... ww (8)

()” is the complex conjugate transpose operator, and P(f) and Q(f) are
the cross-spectral density matrices of the signal and noise respectively. In
practical speech processing applications the form of the signal and noise cross-
spectral density matrices is generally unknown and mustbe estimated, either
from mathematical models (fixed beamformers) or from the statistics of the

multichannel inputs (adaptive beamformers). Superdirective beamformers are
calculated based on assumed mathematical models for the P(f) and Q(f)
matrices.

Whenthe desired signal is known to emanate from a single source at location
(r;, 0s, @s), the signal cross-spectral matrix P simplifies to the propagation vector
of the source, and the array gain can be expressed as

jwfyACL 15.05, bs) 1? 9
wifPfQipwy) 9)G(f)=
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where d(/,r, 6.) is the propagation vector for the desired source, as defined in
Eq.(6).

A diffuse (spherically isotropic) noise field is often a good approximation for
many practical situations, particularly in reverberant closed spaces, such as ina
car or an office [7, 8]. For diffuse noise, the noise cross-spectral density matrix Q
can be formulated as

an=z | [acs6.oacso,o)" sinoaoas, (10)An oe

where d(/,0, #) is the propagation vector of a far-[ield noise source (r >> 2L?/A)
in direction (0, ¢).

The superdirectivity problem is thus formulatedas:

wf)(fire Os. be)?aELeiae 11wh wif fQ(fywi(f) aL)

By using a spherical propagation model to formulate the propagation
vector, d, the standard superdirective formulation can be optimized for a near-
field source [9, 4]. As such, the only difference in the calculation of the standard
and near-field superdirective channel filters is the form of the propagation
vector, d. For a near-field source, the assumption of plane wave(far-field)
propagation leads to errors in the array response to the desired signal due
to curvature of the direct wavefront. A thorough discussion of the use of a
near-field model for superdirective microphone arrays is given by Ryan and
Goubran [9].

Cox [10] gives the general superdirective filter solution subject. to

1. L linearconstraints, C(f)"w(/) = g(f) (explained below); and
2. aconstraint on the maximum white noise gain, w(/)w(f) = 67°, where

6° is the desired white noise gain.
as

w=)+ltenenantdlrien}sp, 2)
where ¢ is a Lagrange multiplier that is iteratively adjusted to satisfy the white
noise gain constraint. The white noise gain is the array gain for spatially white
(incoherent) noise; that is, Q(f) =I. A constraint on the white noise gain is
necessary as an unconstrained superdirective solution will in fact result in
significant gain to any incoherentnoise, particularly at low frequencies. Cox [10]
states that the technique of adding a small amount to each diagonal matrix
elementprior to inversionis in fact the optimum meansofsolving this problem.
A study of the relationship between the multiplier « and the desired white
noise gain 5”, shows that the white noise gain increases monotonically with
increasing ¢. One possible means of obtaining the desired value of ¢ is thus
an iterative technique employing a binary search algorithm betweena specified
minimum and maximum value for ¢. The computational expenseofthe iterative
procedureis not critical, as the beamformerfilters depend only on the source

|
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location and array geometry, and thus must only be calculated once for a given
configuration.

The constraint matrix, C’(f), is of order L x N, where there are L linear
constraints being applied, and the vector g(f) is a length-7 column vector
of constraining values. The constraints generally include one specifying unity
response for the desired signal, d”(f)w(f) = 1, and where this is the sole
constraint the above solution can by simplified by substituting C(/) = d(f) and
g(f) =1,giving

(Qf) +d)
d(/)QCA) + eTdf)

Once the optimalfilters w(/) have been calculated, the near-field superdirec-
tive beamformer output is calculated as

w(f) = (13)

yu f) = wf)?xf), (14)

where x(f) is the N-channelinput column vector

x(f) = (rif)... (f) an)’. (15)

3.2. Near-field Compensation Unit

The first element in the adaptive path of standard GSC is the blocking
matrix [6]. Its purpose is to block the desired signal from the adaptive noise
estimate. To ensure complete blocking, the desired signal must both be time
aligned and have equal amplitudes across all channels. If this is the case,
cancellation occurs if each row of the blocking matrix sumsto zero, and all rows

are linearly independent.
For a near-field desired source, to align the desired signal on all channels,

a near-field compensation must first be applied to the input channels prior to
blocking. To ensure full cancellation we need to compensate for both phase
misalignment and amplitude scaling of the desired signal across sensors. We
define the diagonal matrix

D(f) = [diag(d(s))1. (16)

where d(f) is the near-field propagation vector from Eq. (6). In this paper we
define the diagonal operator, diag( ), to produce a diagonal matrix from a vector
parameter. Conversely, if invoked with a matrix parameter, it produces a row
vector corresponding to the matrix diagonal. The near-field compensation can
be applied as

x'(f) = D(f)x(/). (17)

Oneethis near-field compensation has been performed, a standard GSC blocking
matrix can be employedto block the desired signal from the adaptive path.

The inclusion of this compensation unit is critical for a near-field desired
signal. Without compensation for both phase and amplitude differences between
sensors, blocking of the desired signal will not be ensured, leading to signal
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FIG. 4. Comparison of blocking matrix row beam-patterns.

cancellation at the output. The near-field compensation effectively ensures that
a true null exists in the beam-pattern of each blocking matrix row in the
direction and distance corresponding to the desired source. Toillustrate, Fig. 4
showsthe directivity pattern at 2 kHz for the first row in the blocking matrix
using the array shownin Fig. 5, with the desired source directly in front of the
center microphoneat a distance of 0.6 m. The figure shows the compensated
response in the far- and near-fields, as well as the uncompensated near-field
response. It is clear that the uncompensated system will allow a high degree of
signal leakage into the adaptive path as it blocks noise sources rather than the |
desired signal.

 
60cm

270cm

desired a\
source ‘eolocalised

noise

FIG. 5. Experimental configuration.
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3.3. Blocking Matrix and Adaptive Noise Canceling Filter

The blocking matrix and adaptive noise canceling filters are taken from the
standard GSC technique [6]. The order of the blocking matrix is N x (N ~ L),
where there are L constraints applied in the fixed upper path beamformer.
Generally only a unity constraint on the desired signal is specified, and the
standard N x (N — 1) Griffiths—Jim blocking matrix is used:

1 0 .-.- 0 0

-1 1

0-1". 0 0
B= . (18)

0 o -% 1 0

i -1 1

0 0 0 —-1

The output of the blocking matrix is calculated as

x"(f) =B"x'(f), (19)

where x”(f) is an (N — 1)-length column vector. Defining the (N — 1)-length
adaptive filter column vector as

a(f)=|ai(f) ... af)... avi], (20)

the output of the lower path is given as

yf) = al f)"x"(f). (21)

The NFAB output is then calculated from the upper and lower path outputs as

YC) = we) — yA) (22)

and the adaptive filters are updated using the standard unconstrained LMS
algorithm

ay i (f) =ar(f) + ux(Sef), (23)

whereyz is the adaptation step size and & denotes the current frame.

3.4. Summary of Technique

In summary, the proposed NFABtechnique is characterized by the series of
equations

yu(f) = wf)?xf) (24a)

xi = BYD(f)x(f) (24)
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vif) = a(t)ef) (24c)

yf} = uP) — WP) (24d)

agyi(f) = ag (f) + xe(Pye (A), (24e)

whereall terms have been defined in the preceding discussion.

4, EXPERIMENTAL CONFIGURATION
a

For the experimental evaluation in this paper, we used the 11 element array
shown in Fig. 5. The array consists of a nine element broadside array, with an
additional two microphonessituated directly behind the end microphones. The
total array is 40 cm wide and 15 cm deepin the horizontal plane. The broadside
microphones are arranged according to a standard broadband subarray design,
wheredifferent subarrays are used for different frequency ranges for the fixed
upper path beamformer. The two endlire microphones are included for use by
the near-field superdirective beamformer in the low frequency range. The four
subarrays are thus

e (f <1kHz): microphones 1-11;
e (1 kHz < f < 2 kHz): microphones1,2, 5, 8, and 9;
e (2kHz < f <4kHz): microphones2, 3, 5, 7, and 8; and
e (4kHz < f <8 kHz): microphones 3-7.

The array was situated in a computer room, with different sound source
locations, as shown in Fig. 5. The two sound sources were

1. the desired speaker situated 60 cm from the center microphone,directly
in front of the array; and

2. a localized noise source at an angle of 124° and a distance of 270 cm from

the array.

Impulse responses of the acoustic path between each source and microphone
were measured from multichannel recordings made in the room with the ar-
ray using the maximum length sequence technique detailed in Rife and Van-
derkooy [11]. As the impulse responses were calculated from real recordings
made simultaneously acrossall input channels, they take into account the real
acoustic properties of the room and the array. The multichannel desired speech
andlocalized noise microphone inputs were then generated by convolving the
original single-channel speech and noise signals with these impulse responses.
In addition, a real multichannel background noise recording of normal operat-
ing conditions was made in the room with other workers present. This record-
ing is referred to in the experiments as the ambient noise signal and is approxi-
mately diffuse in nature. It consists mainly of computer noise, a variable level of
background speech, and noise from an air-conditioning unit. The ambient noise
effectively represents a diffuse noise field, while the localized noise represents
a coherent noise source. In this paper, we specify the levels of the two different
noise sources independently, as the signal to ambient-noise ratio (SANR) and

I$e
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signal to localized-noise ratio (SLNR). These values are calculated as the aver-
age segmental SNR from the speech and noise input, as measured at the center
microphoneofthe array.

In this way, realistic multichannel input signals can be simulated for specified
levels of ambient and localized noise. As well as facilitating the generation
of different noise conditions, simulating the multichannel inputs using the
impulse response method is more practical than making real recordings for
speech recognition experiments, as existing single channel speech corpora may
be used.

5. EXPERIMENTAL RESULTS
a

This section presents the results of the experimental evaluation. The

proposed NFAB technique is compared to a conventional fixed filter-sum
beamformer, a fixed near-field superdirective beamformer, and a conventional
GSC adaptive beamformer. These beamformersare specified in Table 1.

The techniques are first assessed in terms of the directivity pattern in
order to demonstrate the advantage of the proposed NFAB over conventional
beamforming techniques, particularly at low frequencies. Following this, the
techniques are evaluated for speech enhancement in terms of the improvement
in signal to noise ratio and the log area ratio. Finally, the techniques are
compared in a hands-free speech recognition task in noisy conditions using the
TIDIGITS database [12].

5.1. Directivity Analysis

As has been stated, the main objective of the proposed techniqueis to produce
an adaptive beamformer that exhibits good low frequency performancefornear-
field speech sources. To assess the cffectivencss of the proposed technique in
achieving this objective, in this section we analyze the horizontal directivity
pattern. The directivity of a filter-sum beamformer is expressed in matrix
notation as

 

ACf.r,0,0) = wolf)" d(fr,8,0), (25)

where w,is the length N channelfilter vector

. . T

wo(f) = [woi(f) nee wWoilf) tee wow (f)] : (26)

TABLE1

Beamforming Techniques in Evaluation

Technique Description Filters

FS Conventional FS beamformer w,(f) = |diag(D(f))]"
NFSD Near-field superdirective beamformer w.(f) =wf)
GSC GSC system with FS fixed upper path w,(f) = [diag(D¢f))]" - D(f)Ba(f)

beamformer

NFAB Near-field adaptive beamformer w,(f) =w(f) - D( f)Ba(f)

=
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270 270

(a) FS (b) NFSD

FIG. 6. Upper path directivity pattern at 300 Hz.

5.1.1. Upper path directivity. First, we seek to demonstrate the directiv-
ity improvement that NFSD achieves at low frequencies compared Lo a conven-
tionalfilter-sum (FS) beamformer. For the FS beamformer, a commonsolutionis

to choose w,(f) = [diag(D(f))]”. This effectively ensures that the desired signal
is aligned for phase and amplitude across sensors using a spherical propagation
model. For NFSD,we usethefilter vector w(/) described in Section 3.1. Figure 6
showsthe near-field directivity pattern at 300 Hz for the FS and NFSD. From
these figures, it is clear that the NFSD technique results in greater directional
discrimination at low frequencies compared to a conventional beamformer. At
higher frequencies (f > 1 kHz), conventional beamformersoffer reasonabledi-
rectivity, and so the FS and NFSDtechniques give comparable performance.

5.1.2. Lower path directivity. Second, we wish to demonstrate the effect
of the noise canceling path. The directivity of the noise cancelingfilters can be
obtained by using the channelfilters wy(/) = D(/)Ba(/). The blocking matrix
and adaptive filters essentially implement a conventional (nonsuperdirective)
beamformerthat adaptively focuses on the major sources of noise. To examine
the directivity of the lower path filters, the beamformer was run on an input
speech signal with a white localized noise source (at the location shown in Fig.5)
added at an SLNR of 0 dB anda lowlevel of ambient noise (SANR = 20 dB).

The steady-state adaptive filter vector, a(f), was written to file for both the
proposed NFAB technique and the conventional GSC beamformer. The near-
field directivity patterns of the lower path filters are plotted in Figs. 7 and 8
for 300 and 5000 Hz, respectively. We see that the lower path adaptive filters
for both beamformers converge to similar solutions in terms of directivity,
producing a mainlobe in the direction of the coherent noise source (124° from
Fig. 5), as well as a null in the location of the desired speaker. As expected, the
directivity of the adaptive path is poor at low frequencies, as seen in Fig. 7.

§.1.3. Overall beamformer directivity. Finally, we examinethedirectivity
pattern of the overall beamformer for the NFAB and conventional adaptive
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(a) GSC LowerPath (b) NFAB Lower Path

FIG. 7. Lower path directivity pattern at 300 Hz.

systems. The near-field directivity patterns at 300 Hz are shown in Fig. 9.
We see that the directivity pattern of the NFAB system exhibits a true null
in the direction and at the distance of the noise source, while the directivity of

the conventional beamformeris too poorto significantly attenuate the noise at
this frequency. At frequencies above 1 kHz thedirectivity performance of both
techniques is comparable.

6.1.4. Summary of beamformer directivity. In summary wesee that, in
termsofdirectivity, the proposed NFAB system:

e outperforms the conventional FS system in terms of low frequency
performance andtheability to attenuate coherent noise sources,

e outperforms the NFSD system dueto the ability to attenuate coherent
noise sources, and

 
270 270

(a) GSC LowerPath (b) NFAB Lower Path

FIG. 8. Lowerpath directivity pattern at 5000 Hz.
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270 270

(a) GSC (b) NFAB

FIG. 9. Overall beamformerdirectivity pattern at 300 Hz.

e outperforms the conventional GSC system in terms of low frequency
performance.

In this way, we see that the proposed system succeeds in meeting the stated
objectives and should therefore demonstrate improved performance in speech
processing applications.

6.2. Speech Enhancement Analysis

The signal plots in Fig. 10 give an indication of the level of enhancement
achieved by the NFAB technique. For the desired speech signal, we used a
segment of speech from the TIDIGITS database corresponding to the digit
sequence one-nine-eight-six. Ambient noise was added at an SANRlevel of
10 dB, and a localized white noise signal was added at an SLNRlevelof 0 dB.
Theplots indicate that NFAB succeedsin reducingthe noise level with negligible
distortion to the desired signal.

To better measure the level of enhancement, objective speech measures were

used to compare the different techniques. Two measures were used, these
being the SNR improvement and the log area ratio distortion measure. The
SNR improvementis defined as the difference in SNR at the array output and
input. As the true SNR cannot be measured, it is estimated as the average
segmental signal-plus-noise to noise ratio. While the signal to noise ratio is a
useful measurefor assessing noise reduction,it does not necessarily give a good
indication of how much distortion has been introduced to the desired speech

signal. The log area ratio (LAR) measure of speech quality is more highly
correlated with perceptual intelligibility in humans [13]. The log area ratio
measurefor a frame of speechis calculated as

yh Ltr) 4, trot)Prt P17, (i)i=l

1/2

LAR(n) = (27)  
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Clean Input (centre mic)
 

  

Noisy Input (centre mic)
 

 

NFSD Output 
 
  

NFAB Output 

 

FIG. 10. Sample enhancedsignal.

wheren is the frame number, and r, and r, are the original and processed Pth-
order linear predictive coefficients of the nth frame, respectively. The overall
log area ratio distortion measure for the signal is calculated as the average
distortion overall input frames.

A set of experiments was conducted in which the localized white noise was
replaced with a localized speech-like noise source taken from the NOISEX
database [14]. This is essentially a white noise signal that has been shaped
with a speech-like spectral envelope and thus represents a morerealistic noise
scenario than white noise. The signal to localized noise ratio (SLNR) was varied
from 20 to 0 dB, with the ambient noise present at a constant SANR level
of 10 dB. The output signal to noise ratio improvement and log area ratios
are given in Tables 2 and 8 for the different enhancement techniques. 1 The
measures have been averaged over 10 randomly chosen speech segments taken

  

 

  

TABLE 2

Signal to Noise Ratio Improvement (SANR = 10 dB)
SLNR(dB)

Technique 0 5 10 15 20

FS 0.5 0.4 0.3 0.1 0.1
NFSD 1.4 1.6 11 0.5 0.2
GSC 1.6 1.8 1.9 2.5 3.3
NFAB 5.5 5.9 6.4 7.5 71.9

1 Sample soundfiles are also available at http://www.speech.qut.edu.au/pages/people/mccowani.
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TABLE3

Log Area Ratio: (SANR = 10 dB)

SLNR (dB)

Technique 0 5 10 15 20

Noisy input 3.6 3.3 2.9 2.6 2.5
FS 3.1 2.7 2.5 2.4 2.3
NFSD 2.8 2.3 2.1 2.0 L9
GSC 2.6 2.1 18 L7 1.6
NFAB 2.5 1.9 1.6 1.6 14

from different speakers in the TIDIGITS database. These results are plotted in
Fig. 11.

The SNR results show that the proposed NFAB gives considerably greater
noise reduction compared to the FS, NFSD, and GSC techniques, providing
approximately 6-8 dB of SNR improvement compared to the noisy input
signal. Even with a relatively low level of localized noise (high SLNR), the
NFAB techniqueoffers significantly greater noise reduction than these other
methods.In addition, the proposed techniquegivesless distortion than the other
techniques, as measured by the LAR. As would be expected, the fixed NFSD
techniquegives slightly less distortion than the adaptive GSC technique.

From these results we see that, in a high level of diffuse and coherent noise
with a near-field desired speech source, the proposed NFAB technique succeeds
in significantly reducing the noise level, while minimizing the distortion to the
speech signal.

5.3. Speech Recognition Analysis

The same noise scenario was used for experiments in robust speech recogni-
tion. The training and test data for the experiments were taken from the male
adult portion of the TIDIGITS database. Tied-state triphone hidden Markov
models and standard MFCC parameterization with energy, delta, and acceler-

 

 
  
  

 LogAreaRatio 
  

  

SNRImprovement(dB) o=Nwobhaa~ao 
 

0 5 10 15 20 0 5 0 45 20
SLNR(dB) SLNR(dB)

(a) SNR Improvement (b) Log Area Ratio

FIG. 11. Speech enhancement measures: (a) SNR improvementand (b) LAR.
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TABLE 4

Speech Recognition Results: Word Recognition Rates
SLNR(dB)

Technique 10 5 0 —5

Noisy input 86.8 65.9 23.2 13.1
FS 89.2 81.7 62.9 36.4
NFSD 97.7 93.2 77.2 45.4
GSC 88.8 83.8 73.8 56.8
NFAB 98.2 96.7 91.1 76.7 

ation coefficients were used. The models were trained with the clean input to

the center microphone and thenrefined using MAPadaptation to better match
the noisy environment. The noise segments used in the adaptation process were
taken from a separate recording madein the room. Therecognition results are
given as percentage word recognition rates in Table 4 and showngraphically in
Fig. 12.

The results clearly show that NFAB gives excellent robustness to adverse
noise conditions in a near-field speech recognition application. The results at
low noise levels show that the baseline recognition system is already quite
robust to noise, due to the use of MAP adaptation. At morerealistic noise levels,
however, unenhanced performanceis clearly unsatisfactory. For example, at an
SLNR of 0 dB and SANRof 10 dB, the worderror rate for the unprocessed
input is 76.8%. While standard GSC and NFSDareable to reducethis to 26.2
and 22.8%, respectively, the proposed NFAB technique succeedsin reducing the
error rate to 8.9%. As would be expected, the figure shows that NFAB offers

 

WordRecognitionRate(%) 
SLNR(dB)

FIG. 12. Speech recognition results: Word recognition rates.
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similar performance to NFSD when the noise is approximately diffuse (high

SLNR) and demonstrates improved ability to attenuate any coherent noise

sources (low SLNR) due to the GSC-style adaptive noise canceling path. The
recognition performance of NFABis seen to be similar to NFSD at low levels

of coherent noise (high SLNR) and degrades ai a rate comparable to GSC with

increasing levels of coherentnoise.

It is apparent from these results that NFABis an enhancementtechnique that

is well suited to speech recognition. The experimental results for both speech

enhancement and recognition demonstrate that for an adaptive beamformerto

be applicable in speech processing applications, it should exhibit good directivity

at low frequencies and take care to minimize any signal degradation.

6. CONCLUSIONS
—

A new microphonearray processing technique designed specifically for near-
field speech processing applications has been proposed, termed near-field

adaptive beamforming (NFAB). The technique incorporates a fixed near-field

superdircctive beamformer into a GSC-style adaptive beamforming structure

and as such exhibits the benefits of goad low frequency performance and the

ability to adaptively attenuate coherent noise signals. Distortion due to the

adaptive noise canceling path is minimized by the introduction of a near-field

compensation unit.

Two major problems with common conventional microphone array tech-

niques are their poor low frequency performance and the introduction of sig-

nal distortion in adaptive techniques. By taking care to address both these

issues, the proposed NFAB technique succeeds in significantly outperform-

ing conventional beamforming techniques in terms of objective speech qual-

ity measures and speech recognition results in both diffuse and coherent
noise.

Speech enhancement results indicate that NFAB succeeds in significantly
reducing the output noise power, while also minimizing the distortion to the

desired signal. These characteristics make it ideal as an enhancementtechnique
for robust speech recognition. In a high noise configuration, with a signal to

localized noise ratio of 0 dB, and a signal to ambient noise ratio of 10 dB, the

proposed technique succeeds in increasing the recognition rate from 23.2 to

91.1%. For the same configuration, near-field superdirectivity and conventional

GSC only achieve 77.2 and 73.8%, respectively.

In summary, near-field adaptive beamforming has been shownto be a speech
enhancementtechnique that produces a high quality, highly intelligible signal

for applications requiring hands-free speech acquisition where the desired

speaker is in the array’s near-field.
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McCowan, I. A., Moore, D. C., and Sridharan, S., Near-field Adaptive
Beamformer for Robust Speech Recognition, Digital Signal Processing 12
(2002) 87-106.

This paper investigates a new microphone array processing technique
specifically for the purpose of speech enhancementand recognition. The
main objective of the proposed technique is to improve the low frequency
directivity of a conventional adaptive beamformer, as low frequency per-
formanceiscritical in speech processing applications. The proposed tech-
nique, termed near-field adaptive beamforming (NFAB), is implemented
using the standard generalized sidelobe canceler (GSC) system structure,
where a near-field superdirective (NFSD) beamformeris used as the fixed
upper-path beamformer to improve the low frequency performance. In ad-
dition, to minimize signal leakage into the adaptive noise canceling path for
near-field sources, a compensation unit is introduced prior to the blocking
matrix. The advantage of the technique is verified by comparing the direc-
tivity patterns with those of conventional filter-sum, NFSD, and GSC sys-
tems. In speech enhancement and recognition experiments, the proposed
technique outperforms the standard techniques for a near-field source in
adverse noise conditions. © 2002 Elsevier Science (USA)

Key Words: microphone array; beamforming; near-field; adaptive; su-
perdirectivity; speech recognition.

1. INTRODUCTION
—

Currently, much research is being undertaken to improve the robustnessof
speech recognition systems in real environments. This paper focuses on the
use of a microphone array to enhance the noisy input speech signal prior to
recognition. While the use of microphone arrays for speech recognition has been
studied for some time by a number of researchers, a persistent problem has been
the poor low frequency directivity ofconventional beamforming techniques with

 

87

1051-2004/02 $35.00
© 2002 Elsevier Science (USA)

This material may be protected by Copyrightlaw(Title 17 U.S. Code) All rights reserved.   

knfuran
Copyright



Page 55 of 78

88 Digital Signal Processing Vol. 12, No. 1, January 2002

practical array dimensions. Low frequency performanceis critical for speech
processing applications, as significant speech energy is located below 1 kHz.

By explicitly maximizing the array gain, superdirective beamforming tech-
niques are able to achieve greater directivity than conventional techniques with
closely spaced sensor arrays[1]. This directivity generally comes at the expense
of a controlled reduction in the white noise gain of the array. Recent work has
demonstrated the suitability of superdirective beamforming for speech enhance-
ment and recognition tasks [2, 3]. By employing a spherical propagation model
in its formulation, rather than assuminga far-field model, near-field superdirec-
tivity (NFSD) succeedsin achieving high directivity at low frequencies for near-
field speech sources in diffuse noise conditions [4]. In previous work, near-field
superdirectivity has been shownto lead to good speech recognition performance
in high noise conditions for a near-field speaker [5].

Superdirective techniques are typically formulated assuming a diffuse noise
field. While this is a good approximation to many practical noise conditions,
further noise reduction would result from a more accurate model of the

actual noise conditions during operation. Adaptive array processing techniques
continually update their parameters based on the statistics of the measured
input noise. The generalized sidelobe canceler (GSC) [6] presents a structure
that can be used to implement a variety of adaptive beamformers. A block
diagram of the basic GSC system is shown in Fig. 1. The GSC separates
the adaptive beamformer into two main processing paths—a standard fixed
beamformer, w, with L constraints on the desired signal response, and an
adaptive path, consisting of a blocking matrix, B, and a set of adaptive filters,a.
As the desired signal has been constrained in the upper path, the lower path
filters can be updated using an unconstrained adaptive algorithm, such as the
least-mean-square (LMS)algorithm.

While the theory of adaptive techniques promises greater signal enhance-
ment, this is not always the case in real situations. A common problem with
the GSC system is leakage of the desired signal through the blocking matrix,
resulting in signal degradation at the beamformeroutput. This is particularly
problematic for broadband signals, such as speech, and especially for speech
recognition applications where signal distortion is critical.

In this paper we propose a system that is suited to speech enhancementin a
practical near-field situation, having both the good low frequency performance
of near-field superdirectivity and the adaptability of a GSC system, while taking

 
FIG. 1. Generalized sidelobe canceler structure.
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care to minimize the problem of signal degradation for near-field sources.
We begin by formulating a concise model for near-field sound propagation in
Section 2. This mode! is then used in Section 3 to develop the proposed near-
field adaptive beamforming (NFAB) technique. To demonstrate the benefit of
the technique over existing methods, an experimental evaluation assessing
directivity patterns, speech enhancement performance, and speech recognition
performance is detailed in Sections 4 and 5.

2. NEAR-FIELD SOUND PROPAGATION MODEL
—

In sensor array applications, a succinct means of characterizing both the
array geometry andthe location of a signal sourceis via the propagation vector.
The propagation vector concisely describes the theoretical propagation of the
signal from its source to each sensorin the array. In this section, we develop an
expression for the propagation vector ofa sound sourcelocated in the near-field
of a microphonearray using a spherical propagation model. This expression is
then used in the formulation of the proposed near-field adaptive beamformerin
the following sections.

Many microphone array processing techniques assume a planar signal
wavefront. This is reasonable for a far-field source, but when the desired
source is close to the array a more accurate spherical wavefront model must
be employed. For a microphone array of length L, a source is considered to be
in the near-field if r < 217/a, where r is the distance to the source and A is the
wavelength.

We define the reference microphone as the origin of a 3-dimensional vector
space, as shown in Fig. 2. The position vector for a source in direction (8,;, 5),
at distance r, from the reference microphone,is denoted p, andis given by:

cos, sin ds

Ps =r;[X, ¥. Z)|sind, sing,|. (1)

COs ds

The microphone position vectors, denoted as p; (i = 1,...,N), are similarly
defined. The distance from the source to microphonei is thus

4; = |IPs — pill, (2)

where|| || is the Euclidean vector norm.

In such a model, the differences in distance to each sensor can besignificant
for a near-field source, resulting in phase misalignment across sensors, The
difference in propagation time to each microphone with respect to the reference
microphone(i = 1)is given by

a (3)Cc
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FIG. 2. Near-field propagation model.

where c = 340 ms“! for sound, In addition, the wavefront amplitude decays at a
rate proportional to the distance traveled. The resulting amplitude differences
across sensors are negligible for far-field sources, but can be significant in
the near-field case. The microphone attenuation factors, with respect to the
amplitude on the reference microphone, are given by

dya, 4aj dj (4)

Thus,if x1(f) is the desired source at the reference microphone, the signal on
the ith microphoneis given by

xi(f) = ajxy(fyeFe, 6)

Consequently, we define the near-field propagation vector for a source at
distance r and direction (0, 6) as

d(f.r,é,¢)= [areJF wee aye12tht ee ayeJ2rfen) (6)

3. NEAR-FIELD ADAPTIVE BEAMFORMING
a]

The proposed system structure is shown in Fig. 3. The objective of the
proposed technique is to add the benefit of good low frequency directivity
to a standard adaptive beamformer, as low frequency performanceis critical
in speech processing applications. The upper path consists of a fixed near-
field superdirective beamformer, while the lower path contains a near-field
compensation unit, a blocking matrix and an adaptive noise cancelingfilter.
The principal componentsof the system are discussed in the followingsections.
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FIG. 3. Near-field adaptive beamformer.

Section 3.1 gives an explanation of the near-field superdirective beamformer.
Section 3.2 proposes the inclusion of a near-field compensation unit in the
adaptive sidelobe canceling path and examinesits effect on reducing signal
distortion at the output. Once this near-field compensation has been performed,
a standard generalized sidelobe canceling blocking matrix and adaptivefilters
can be applied to reduce the output noise power, as discussed in Section 3.3.

3.1. Near-field Superdirective Beamformer

Superdirective beamforming techniques are based upon the maximization of
the array gain, or directivity index. The array gain is defined as the ratio of
output signal-to-noise ratio to input signal-to-noise ratio and for the general
case can be expressed in matrix notation as [1]

wf)"PCfyw(f)
6S) =—SSSF 7= aNFQAw) 7

where w(/) is a columnvector of channel gains,

w(f)= (wif)... wif)... ww()]’, (8)

( }? is the complex conjugate transpose operator, and P(f) and Q(/) are
the cross-spectral density matrices of the signal and noise respectively. In
practical speech processing applications the form of the signal and noise cross-
spectral density matrices is generally unknown and must be estimated, either
from mathematical models (fixed beamformers) or from the statistics of the

multichannel inputs (adaptive beamformers). Superdirective beamformers are
calculated based on assumed mathematical models for the P(f) and_Q¢f)
matrices.

Whenthe desired signal is known to emanatefrom a single source at location
(rs, 95, $s), the signal cross-spectral matrix P simplifies to the propagation vector
of the source, and the array gain can be expressed as

Iwifds, rs, 8s, s)/?
, 9w/FQ(fw(f) ”G(f\=
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where d(/,7, @, ¢) is the propagation vector for the desired source, as defined in
Eq.(6).

A diffuse (spherically isotropic) noise field is often a good approximation for
many practical situations, particularly in reverberant closed spaces, such as ina
car or an office [7, 8]. For diffuse noise, the noise cross-spectral density matrix Q
can be formulated as

anaz| [acre.eas0,6)" sino asad, (10)4x o Je

where d(/, 6, ¢) is the propagation vectorof a far-field noise source (r >> 2L?/A)
in direction (6, @).

The superdirectivity problem is thus formulated as:

WPA15, Os. BP
wh whiQfwf) ”

By using a spherical propagation model to formulate the propagation
vector, d, the standard superdirective formulation can be optimized for a near-
field source [9, 4]. As such, the only difference in the calculation of the standard

and near-field superdirective channel filters is the form of the propagation
vector, d. For a near-field source, the assumption of plane wave (far-field)
propagation leads to errors in the array response to the desired signal due
to curvature of the direct wavefront. A thorough discussion of the use of a
near-field model for superdirective microphone arrays is given by Ryan and
Goubran[9].

Cox [10] gives the general superdirective filter solution subject to

1. L linear constraints, C(f)"w(f) = g(f) (explained below); and
2. aconstraint on the maximum whitenoise gain, w(/)w(/)} = 6~2, where

8? is the desired white noise gain.
as

wif) =A) +eeen*tan+aren}yep, (12)
where ¢ is a Lagrange multiplier that is iteratively adjusted to satisfy the white
noise gain constraint. The white noise gain is the array gain for spatially white
(incoherent) noise; that is, Q(f) =1. A constraint on the white noise gain is
necessary as an unconstrained superdirective solution will in fact result in
significant gain to any incoherent noise, particularly at low frequencies. Cox [10]
states that the technique of adding a small amount to each diagonal matrix
element prior to inversion is in fact the optimum meansofsolving this problem.
A study of the relationship between the multiplier « and the desired white
noise gain 62, shows that the white noise gain increases monotonically with
increasing «. One possible means of obtaining the desired value of « is thus
an iterative technique employing a binary search algorithm between a specified
minimum and maximum valuefor e. The computational expenseof the iterative
procedureis notcritical, as the beamformerfilters depend only on the source
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location and array geometry, and thus must only be calculated once for a given
configuration.

The constraint matrix, C%(f), is of order L x N, where there are L linear
constraints being applied, and the vector g(f) is a length-L column vector
of constraining values. The constraints generally include one specifying unity
response for the desired signal, d?(f)w(f) = 1, and where this is the sole

constraint the above solution can by—by substituting C(f) = d(f) and
g(f) = 1, giving

(Q(f) tel]ds)
df)? [Q(f) + eI]-1d(f)

Oncethe optimal filters w(/) have been calculated, the near-field superdirec-
tive beamformer outputis calculated as

w(f)= (13)

yuf) = wf)"x(f), (14)

where x(f) is the N-channel input column vector

x(f)= [x1(f) vain BEL), -esren xn(f)]’. (15)

3.2. Near-field Compensation Unit

The first element in the adaptive path of standard GSC is the blocking
matrix [6]. Its purpose is to block the desired signal from the adaptive noise
estimate. To ensure complete blocking, the desired signal must both be time
aligned and have equal amplitudes across all channels. If this is the case,
cancellation occurs if each row of the blocking matrix sumsto zero, and all rows
are linearly independent.

For a near-field desired source, to align the desired signal on all channels,
a near-field compensation mustfirst be applied to the input channels prior to
blocking. To ensure full cancellation we need to compensate for both phase
misalignment and amplitude scaling of the desired signal across sensors. We
define the diagonal matrix

D(f) = [diag(d¢f))J-}, (16)

where d(/) is the near-field propagation vector from Eq. (6). In this paper we
define the diagonal operator, diag( ), to produce a diagonal matrix from a vector
parameter. Conversely, if invoked with a matrix parameter, it produces a row
vector corresponding to the matrix diagonal. The near-field compensation can
be applied as

x(f)=DU/)x(f). mt (17)
Oncethis near-field compensation has been performed, astandard GSC blocking _
matrix can be employed to block the desired signal from the adaptive path.

The inclusion of this compensation unit is critical for a near-field desired
signal. Without compensation for both phase andamplitude differences between
sensors, blocking of the desired signal will not be ensured, leading to signal
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FIG. 4. Comparison ofblocking matrix row beam-patterns.

cancellation at the output. The near-field compensation effectively ensures that
a true null exists in the beam-pattern of each blocking matrix row in the
direction and distance correspondingto the desired source. To illustrate, Fig. 4
showsthe directivity pattern at 2 kHz for the first row in the blocking matrix
using the array shown in Fig. 5, with the desired source directly in front of the
center microphone at a distance of 0.6 m. The figure shows the compensated
response in the far- and near-fields, as well as the uncompensated near-field
response.It is clear that the uncompensated system will allow a high degree of
signal leakage into the adaptive path as it blocks noise sources rather than the
desired signal.

 
 

‘.
localised

noise

FIG. 5. Experimental configuration.
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3.3. Blocking Matrix and Adaptive Noise Canceling Filter

The blocking matrix and adaptive noise cancelingfilters are taken from the
standard GSC technique[6]. The order of the blocking matrix is N x (N — L),
where there are L constraints applied in the fixed upper path beamformer.
Generally only a unity constraint on the desired signal is specified, and the
standard N x (N — 1) Griffiths—Jim blocking matrix is used:

1 0 -. O 0

-1 1

0 -1 ".. 0 QO
B= j (18)

0 0 - 1 0

‘ -1 1

0 0 0 -1

The output of the blocking matrix is calculated as

x"(f)=B"x’'(f), (19)

where x”(f) is an (N — 1)-length column vector. Defining the (NV — 1)-length
adaptive filter column vector as

a(f)= (arf)... ai(f) .. anaf)’, (20)

the outputof the lowerpath is given as

wif) =alf)"x"(f). (21)

The NFAB output is then calculated from the upper and lower path outputs as

yf) = yu) — wf) (22)

and the adaptive filters are updated using the standard unconstrained LMS
algorithm

ayy (F) = agf) + exPye), (23)

where, is the adaptation step size and k denotes the current frame.

3.4. Summary of Technique
In summary, the proposed NFAB techniqueis dharatertead by the seriesack

equations

yulf) =w(f)*xf) (24a)

x, = BYD(f)x(f) (24b)
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wif) =af)xy(f) (24c)

¥F) = uf) — i (f) (24d)

ai(f) =af) + ux(Aye(f), (24e)

whereall terms have been defined in the preceding discussion.

4, EXPERIMENTAL CONFIGURATION
a

For the experimental evaluation in this paper, we used the 11 element array
shown in Fig. 5. The array consists of a nine element broadside array, with an
additional two microphonessituated directly behind the end microphones. The
total array is 40 cm wide and 15 cm deepin the horizontal plane. The broadside
microphonesare arranged according to a standard broadband subarray design,
where different subarrays are used for different frequency rangesfor the fixed
upper path beamformer. The two endfire microphonesare included for use by
the near-field superdirective beamformerin the low frequency range. The four
subarrays are thus

« (f <1 kHz): microphones 1-11;
e (1 kHz < f <2 kHz): microphones1, 2,5, 8, and 9;
e (2kHz < f <4 kHz): microphones 2,3, 5, 7, and 8; and
« (4kHz < f <8 kHz): microphones 3-7.

The array was situated in a computer room, with different sound source
locations, as shown in Fig. 5. The two sound sources were

1. the desired speaker situated 60 cm from the center microphone,directly
in front of the array; and

2. a localized noise source at an angle of 124° and a distance of 270 cm from
the array.

Impulse responsesof the acoustic path between each source and microphone
were measured from multichannel recordings made in the room with thear-
ray using the maximum length sequence technique detailed in Rife and Van-
derkooy [11]. As the impulse responses were calculated from real recordings
made simultaneously across all input channels, they take into account the real
acoustic properties of the room and the array. The multichannel desired speech
and localized noise microphone inputs were then generated by convolving the
original single-channel speech and noise signals with these impulse responses.
In addition, a real multichannel backgroundnoise recording of normal operat-
ing conditions was madein the room with other workers present. This record-
ingis referred to in the experiments as the ambient noise signal and is approxi-
mately diffuse in nature. It consists mainly of computer noise, a variable level of
backgroundspeech, and noise from an air-conditioning unit. The ambient noise
effectively represents a diffuse noise field, while the localized noise represents
a coherent noise source. In this paper, we specify the levels of the two different
noise sources independently, as the signal to ambient-noise ratio (SANR) and
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signal to localized-noise ratio (SLNR). These values are calculated as the aver-
age segmental SNR from the speech and noise input, as measured at the center
microphoneofthe array.

In this way, realistic multichannel input signals can be simulated for specified
levels of ambient and localized noise. As well as facilitating the generation
of different noise conditions, simulating the multichannel inputs using the
impulse response method is more practical than making real recordings for
speech recognition experiments, as existing single channel speech corpora may
be used.

5. EXPERIMENTAL RESULTS
a

This section presents the results of the experimental evaluation. The
proposed NFAB technique is compared to a conventional fixed filter-sum
beamformer, a fixed near-field superdirective beamformer, and a conventional
GSC adaptive beamformer. These beamformersare specified in Table 1.

The techniques are first assessed in terms of the directivity pattern in
order to demonstrate the advantage of the proposed NFAB over conventional
beamforming techniques, particularly at low frequencies. Following this, the
techniques are evaluated for speech enhancementin terms of the improvement
in signal to noise ratio and the log area ratio. Finally, the techniques are
compared in a hands-free speech recognition task in noisy conditions using the
TIDIGITS database[12].

6.1, Directivity Analysis
As has been stated, the main objective of the proposed techniqueis to produce

an adaptive beamformer that exhibits good low frequency performancefor near-
field speech sources, To assess the effectiveness of the proposed technique in
achieving this objective, in this section we analyze the horizontal directivity
pattern. The directivity of a filter-sum beamformer is expressed in matrix
notation as :

 

h(fr, 0,6) = Wolf)"af, 1, 9,6), (25)

where w,is the length N channelfilter vector
T

Wolf) = [wo1(f) -.. Waitf) -.. wow (f)) (26)

TABLE 1

Beamforming Techniques in Evaluation -

Technique Description Filters

FS Conventional FS beamformer w,(f) = (diag(Dif)))”
NFSD Near-field superdirective beamformer w.(f)=wf)
GSC. GSC system with FS fixed upper path w,(f) = [diag(D(f)))” — D(f)Batf)

, beamformer

NFAB Near-field adaptive beamformer w.(f) = wf) — Dif)Balf)
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FIG. 6. Upper path directivity pattern at 300 Hz.

5.1.1. Upper path directivity, First, we seek to demonstrate the directiv-
ity improvement that NFSDachieves at low frequencies compared to a conven-
tional fiiter-sum (FS) beamformer. For the FS beamformer, a commonsolution is
to choose w,(f) = [diag(D(f))]”. This effectively ensures that the desired signal
is aligned for phase and amplitude across sensors using a spherical propagation
model. For NFSD, we use thefilter vector w(/) described in Section 3.1. Figure 6
shows the near-field directivity pattern at 300 Hz for the FS and NFSD. From
these figures, it is clear that the NFSD technique results in greater directional
discrimination at low frequencies compared to a conventional beamformer. At
higher frequencies (f > 1 kHz), conventional beamformersoffer reasonabledi-
rectivity, and so the FS and NFSD techniques give comparable performance.

5.1.2. Lower path directivity. Second, we wish to demonstrate the effect
of the noise canceling path. The directivity of the noise canceling filters can be
obtained by using the channelfilters w,(/} = D(/)Bac/). The blocking matrix
and adaptive filters essentially implement a conventional (nonsuperdirective)
beamformer that adaptively focuses on the major sources of noise, To examine
the directivity of the lower path filters, the beamformer was run on an input
speech signal with a white localized noise source(at the location shown in Fig. 5)
added at an SLNR of 0 dB anda low level of ambient noise (GANR = 20 dB).

The steady-state adaptive filter vector, a(f), was written to file for both the
proposed NFAB technique and the conventional GSC beamformer. The near-
field directivity patterns of the lower path filters are plotted in Figs. 7 and 8
for 300 and 5000 Hz, respectively. We see that the lower path adaptive filters
for both beamformers converge to similar solutions in terms of directivity,
producing a main lobe in the direction of the coherent noise source (+124° from
Fig. 5), as well as a null in the location of the desired speaker. As expected, the
directivity of the adaptive path is poor at low frequencies, as seen in Fig. 7.

§.1.3. Overall beamformerdirectivity. Finally, we examine the directivity
pattern of the overall beamformer for the NFAB and conventional adaptive
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FIG. 7. Lower path directivity pattern at 300 Hz.

systems. The near-field directivity patterns at 300 Hz are shown in Fig. 9.
We see that the directivity pattern of the NFAB system exhibits a true null
in the direction and at the distance of the noise source, while the directivity of
the conventional beamformer is too poor to significantly attenuate the noise at
this frequency. At frequencies above 1 kHz the directivity performance of both
techniques is comparable,

5.1.4. Summary of beamformer directivity. In summary wesee that, in
termsofdirectivity, the proposed NFAB system:

e outperforms the conventional FS system in terms of low frequency
performance andtheability to attenuate coherent noise sources,

e outperforms the NFSD system due to the ability to attenuate coherent
noise sources, and

 
270 270

(a) GSC Lower Path (b) NFAB-Lower Path

FIG. 8. Lower path directivity pattern at 5000 Hz.
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FIG. 9. Overall beamformerdirectivity pattern at 300 Hz.

¢ outperforms the conventional GSC system in terms of low frequency
performance.

In this way, we see that the proposed system succeeds in meeting the stated
objectives and should therefore demonstrate improved performance in speech
processing applications.

5.2. Speech Enhancement Analysis

The signal plots in Fig. 10 give an indication of the level of enhancement
achieved by the NFAB technique. For the desired speech signal, we used a
segment of speech from the TIDIGITS database corresponding to the digit
sequence one-nine-eight-six. Ambient noise was added at an SANRlevel of
10 dB, and a localized white noise signal was added at an SLNRlevel of 0 dB.
Theplotsindicate that NFAB succeedsin reducingthenoise level with negligible
distortion to the desired signal.

To better measurethe level of enhancement, objective speech measures were
used to compare the different techniques. Two measures were used, these
being the SNR improvement and the log area ratio distortion measure. The

SNR improvementis defined as the difference in SNR at the array output and
input. As the true SNR cannot be measured, it is estimated as the average
segmental signal-plus-noise to noise ratio. While the signal to noise ratio is a
useful measure for assessing noise reduction,it does not necessarily give a good
indication of how much distortion has been introduced to the desired speech
signal. The log area ratio (LAR) measure of speech quality is more highly
correlated with perceptual intelligibility in humans [13]. The log area ratio
measurefor a frameof speech is calculated as

r

| (27)
 1 ; 1 (é amlog TE) iy tet ;1 P

Lani Pru 1—ro(i) 1-7,
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FIG. 10. Sample enhancedsignal.

wheren is the frame number, and r, and rp are the original and processed Pth-
order linear predictive coefficients of the nth frame, respectively. The overall
log area ratio distortion measure for the signal is calculated as the average
distortion over al] input frames.

A set of experiments was conducted in which the localized white noise was
replaced with a localized speech-like noise source taken from the NOISEX
database [14]. This is essentially a white noise signal that has been shaped
with a speech-like spectral envelope and thus represents a morerealistic noise
scenario than white noise. The signal to localized noise ratio (SLNR) was varied
from 20 to 0 dB, with the ambient noise present at a constant SANR level
of 10 dB. The output signal to noise ratio improvement and log area ratios
are given in Tables 2 and 3 for the different enhancement techniques.! The
measures have been averaged over 10 randomly chosen speech segments taken

TABLE 2

Signal to Noise Ratio Improvement (SANR = 10 dB)
SLNR(dB)

Technique 0 5 10 15 29
FS 0.5 0.4 0.3 0.1 0.1
NFSD 1.4 1.6 1.1 0.5 0.2
GSC 1.6 L8 19 2.5 3.3
NFAB Te 6B 5.9 6.4 7.5 7.9 

' Sample soundfiles are also available at http://www.speech.qut.edu.au/pages/people/mccowani.
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TABLE 3

Log Area Ratio: (SANR = 10 dB)

SLNR (dB)

Technique 0 5) 10 15 20

Noisy input 3.6 3.3 2.9 2.6 2.5
FS 3.1 2.7 2.5 2.4 2.3
NFSD 2.8 2.3 2.1 2.0 1.9
GSC 2.6 2.1 18 L7 1.6
NFAB 2.5 1.9 1.6 16 1.4 

from different speakers in the TIDIGITS database. These results are plotted in
Fig. 11.

The SNR results show that the proposed NFAB gives considerably greater
noise reduction compared to the FS, NFSD, and GSC techniques, providing
approximately 6-8 dB of SNR improvement compared to the noisy input
signal. Even with a relatively low level of localized noise (high SLNR), the
NFAB techniqueoffers significantly greater noise reduction than these other
methods.In addition, the proposed techniquegives less distortion than the other
techniques, as measured by the LAR. As would be expected, the fixed NFSD
techniquegivesslightly less distortion than the adaptive GSC technique.

From these results we see that, in a high level of diffuse and coherent noise
with a near-field desired speech source, the proposed NFAB technique succeeds
in significantly reducing the noise level, while minimizing the distortion to the
speech signal.

5.3. Speech Recognition Analysis

The same noise scenario was used for experiments in robust speech recogni-
tion. The training and test data for the experiments were taken from the male
adult portion of the TIDIGITS database. Tied-state triphone hidden Markov
models and standard MFCC parameterization with energy, delta, and acceler-

 

 

 
SNRImprovement{dB) o-Na>OoO@aOoiV 

0 5 15 20 0 § 10 15 20
SLNR (dB) SLNR (dB)

(a) SNR Improvement {b) Log Area Ratio

FIG. 11. Speech enhancement measures: (a) SNR improvement and (b) LAR.
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TABLE 4

Speech Recognition Results: Word Recognition Rates

SLNR(dB)

Technique 10 5 0 -5

Noisy input 86.8 65.9 23.2 13.1
FS 89.2 81.7 62.9 36.4
NFSD 97.7 93.2 T7742 45.4
GSC 88.8 83.8 73.8 56.8
NFAB 98.2 96.7 91.1 76.7 

ation coefficients were used. The models were trained with the clean input to
the center microphone and then refined using MAP adaptation to better match
the noisy environment. The noise segments used in the adaptation process were
taken from a separate recording made in the room. The recognition results are
given as percentage word recognition rates in Table 4 and shown graphically in
Fig. 12.

The results clearly show that NFAB gives excellent robustness to adverse
noise conditions in a near-field speech recognition application. The results at
low noise levels show that the baseline recognition system is already quite
robust to noise, due to the use of MAP adaptation. At morerealistic noise levels,
however, unenhanced performanceis clearly unsatisfactory. For example, at an
SLNR of 0 dB and SANR of10 dB, the word error rate for the unprocessed
input is 76.8%. While standard GSC and NFSDareable to reduce this to 26.2
and 22.8%, respectively, the proposed NFAB technique succeeds in reducing the
error rate to 8.9%. As would be expected, the figure shows that NFAB offers

WordRecognitionRate(%) 
SLNR (dB)

FIG. 12. Speech recognition results: Word recognition rates.
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similar performance to NFSD when the noise is approximately diffuse (high
SLNR) and demonstrates improved ability to attenuate any coherent noise
sources (low SLNR) due to the GSC-style adaptive noise canceling path, The
recognition performance of NFAB is seen to be similar to NFSD at low levels

of coherent noise (high SLNR) and degrades at a rate comparable to GSC with
increasing levels of coherent noise.

It is apparent from these results that NFAB is an enhancementtechnique that
is well suited to speech recognition. The experimental results for both speech
enhancement and recognition demonstrate that for an adaptive beamformer to
be applicable in speech processing applications, it should exhibit good directivity
at low frequencies and take care to minimize any signal degradation.

6. CONCLUSIONS
a

A new microphone array processing technique designed specifically for near-
field speech processing applications has been proposed, termed near-field
adaptive beamforming (NFAB). The technique incorporates a fixed near-field
superdirective beamformer into a GSC-style adaptive beamforming structure
and as such exhibits the benefits of good low frequency performance and the
ability to adaptively attenuate coherent noise signals. Distortion due to the
adaptive noise canceling path is minimized by the introduction of a near-field
compensation unit.

Two major problems with common conventional microphone array tech-

niques are their poor low frequency performance and the introduction ofsig-
nal distortion in adaptive techniques. By taking care to address both these
issues, the proposed NFAB technique succeeds in significantly outperform-
ing conventional beamforming techniques in terms of objective speech qual-
ity measures and speech recognition results in both diffuse and coherent
noise.

Speech enhancement results indicate that NFAB succeeds in significantly
reducing the output noise power, while also minimizing the distortion to the
desired signal. These characteristics make it ideal as an enhancement technique
for robust speech recognition. In a high noise configuration, with a signal to
localized noise ratio of 0 dB, and a signal to ambient noise ratio of 10 dB, the

proposed technique succeeds in increasing the recognition rate from 23.2 to
91.1%. For the sameconfiguration, near-field superdirectivity and conventional
GSC only achieve 77.2 and 73.8%, respectively.

In summary, near-field adaptive beamforming has been shown to be a speech
enhancement technique that produces a high quality, highly intelligible signal
for applications requiring hands-free speech acquisition where the desired
speakeris in the array’s near-field.
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