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Near-field Adaptive Beamformer for Robust 
Speech Recognition 

Iain A. McCowan, Darren C. Moore, and S. Sridharan 

Speech Research Laboratory, RCSAVT, School ofEESE, Queensland University 
of Technology, GPO Box 2434, Brisbane QLD 4001, Australia 
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McCowan, I. A., Moore, D. C., and Sridharan, S., Near-field Adaptive 
Beamformer for Robust Speech Recognition, Digital Signal Processing 12 
(2002) 87-106. 

This paper investigates a new microphone array processing technique 
specifically for the purpose of speech enhancement and recognition. The 
main objective of the proposed technique is to improve the low frequency 
directivity of a conventional adaptive beamformer, as low frequency per­
formance is critical in speech processing applications. The proposed tech­
nique, termed near-field adaptive beamforming (NFAB), is implemented 
using the standard generalized sidelobe canceler (GSC) system structure, 
where a near-field superdirective (NFSD) beamformer is used as the fixed 
upper-path beamformer to improve the low frequency performance. In ad­
dition, to minimize signal leakage into the adaptive noise canceling path for 
near-field sources, a compensation unit is introduced prior to the blocking 
matrix. The advantage of the technique is verified by comparing the direc­
tivity patterns with those of conventional filter-sum, NFSD, and GSC sys­
tems. In speech enhancement and recognition experiments, the proposed 
technique outperforms the standard techniques for_ a near-field source in 
adverse noise conditions. © 2002 Elsevier Science (USA> 

Key Words: microphone array; beamforming; near-field; adaptive; su­
perdirectivity; speech recognition. 

1. INTRODUCTION -
Currently, much research is being undertaken to improve the robustness of 

speech recognition systems in real environments. This paper focuses on the 
use of a microphone array to enhance the noisy input speech signal prior to 
recognition. While the use of microphone arrays for speech recognition has been 
studied for some time by a number ofresearchers, a persistent problem has been 
the poor low frequency directivity of conventional beamforming techniques with 
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88 Digital Signal Processing Vol. 12, No. 1, January 2002 

practical array dimensions. Low frequency performance is critical for speech 
processing applications, as significant speech energy is located below 1 kHz. 

By explicitly maximizing the array gain, superdirective beamforming tech­
niques are able to achieve greater directivity than conventional techniques with 
closely spaced sensor arrays [1]. This directivity generally comes at the expense 
of a controlled reduction in the white noise gain of the array. Recent work has 
demonstrated the suitability of superdirective beamforming for speech enhance­
ment and recognition tasks [2, 3]. By employing a spherical propagation model 
in its formulation, rather than assuming a far-field model, near-field superdirec­
tivity (NFSD) succeeds in achieving high directivity at low frequencies for near­
field speech sources in diffuse noise conditions [ 4]. In previous work, near-field 
superdirectivity has been shown to lead to good speech recognition performance 
in high noise conditions for a near-field speaker [5]. 

Superdirective techniques are typically formulated assuming a diffuse noise 
field. While this is a good approximation to many practical noise conditions, 
further noise reduction would result from a more accurate model of the 
actual noise conditions during operation. Adaptive array processing techniques 
continually update their parameters based on the statistics of the measured 
input noise. The generalized sidelobe canceler (GSC) [6] presents a structure 
that can be used to implement a variety of adaptive beamformers. A block 
diagram of the basic GSC system is shown in Fig. 1. The GSC separates 
the adaptive beamformer into two main processing paths-a standard fixed 
beamformer, w, with L constraints on the desired signal response, and an 
adaptive path, consisting of a blocking matrix, B, and a set of adaptive filters, a. 
As the desired signal has been constrained in the upper path, the lower path 
filters can be updated using an unconstrained adaptive algorithm, such as the 
least-mean-square (LMS) algorithm. 

While the theory of adaptive techniques promises greater signal enhance­
ment, this is not always the case in real situations. A common problem with 
the GSC system is leakage of the desired signal through the blocking matrix, 
resulting in signal degradation at the beamformer output. This is particularly 
problematic for broadband signals, such as speech, and especially for speech 
recognition applications where signal distortion is critical. 

In this paper we propose a system that is suited to speech enhancement in a 
practical near-field situation, having both the good low frequency performance 
of near-field superdirectivity and the adaptability of a GSC system, while taking 

X 

N 

FIG. 1. Generalized sidelobe canceler structure. 
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care to mm1m1ze the problem of signal degradation for near-field sources. 
We begin by formulating a concise model for near-field sound propagation in 
Section 2. This model is then used in Section 3 to develop the proposed near­
field adaptive beamforming (NFAB) technique. To demonstrate the benefit of 
the technique over existing methods, an experimental evaluation assessing 
directivity patterns, speech enhancement performance, and speech recognition 
performance is detailed in Sections 4 and 5. 

2. NEAR-FIELD SOUND PROPAGATION MODEL -
In sensor array applications, a succinct means of characterizing both the 

array geometry and the location of a signal source is via the propagation vector. 
The propagation vector concisely describes the theoretical propagation of the 
signal from its source to each sensor in the array. In this section, we develop an 
expression for the propagation vector of a sound source located in the near-field 
of a microphone array using a spherical propagation model. This expression is 
then used in the formulation of the proposed near-field adaptive beamformer in 
the following sections. 

Many microphone array processing techniques assume a planar signal 
wavefront. This is reasonable for a far-field source, but when the desired 
source is close to the array a more accurate spherical wavefront model must 
be employed. For a microphone array of length L, a source is considered to be 
in the near-field if r < 2L 2 / ).., where r is the distance to the source and ).. is the 
wavelength. 

We define the reference microphone as the origin of a 3-dimensional vector 
space, as shown in Fig. 2. The position vector for a source in direction (0s, </Js), 

at distance rs from the reference microphone, is denoted p, and is given by: 

[ 

cos 0s sin <Ps l 
p, =r.,rx, y, z] sin0,sin¢s . 

cos¢5 

(1) 

The microphone position vectors, denoted as p; (i = 1, ... , N), are similarly 
defined. The distance from the source to microphone i is thus 

d; = IIPs -p;II, (2) 

where II II is the Euclidean vector norm. 
In such a model, the differences in distance to each sensor can be significant 

for a near-field source, resulting in phase misalignment across sensors. The 
difference in propagation time to each microphone with respect to the reference 
microphone (i = 1) is given by 

d; -d1 
r;= - - - , 

C 
(3) 
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Az 

microphone I . Pi 
FIG. 2. Near-field propagation model. 

where c = 340 ms- 1 for sound. In addition, the wavefront amplitude decays at a 
rate proportional to the distance traveled. The resulting amplitude differences 
across sensors are negligible for far-field sources, but can be significant in 
the near-field case. The microphone attenuation factors, with respect to the 
amplitude on the reference microphone, are given by 

d1 
I.Y; = - . 

d; 
(4) 

Thus, if x1 (f) is the desired source at the reference microphone, the signal on 
the i th microphone is given by 

(5) 

Consequently, we define the near-field propagation vector for a source at 
distance r and direction (0, ¢) as 

3. NEAR-FIELD ADAPTIVE BEAMFORMING -
The proposed system structure is shown in Fig. 3. The objective of the 

proposed technique is to add the benefit of good low frequency directivity 
to a standard adaptive beamformer, as low frequency performance is critical 
in speech processing applications. The upper path consists of a fixed near­
field superdirective beamformer, while the lower path contains a near-field 
compensation unit, a blocking matrix and an adaptive noise canceling filter. 
The principal components of the system are discussed in the following sections. 

---
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Fixed 

N NFSD +0 
Beamformer Yu(f) y(f) x(f) .,,..- w(f) 

Near-field Blocking N-1 Adaptive 
compensation Matrix Filters 

D(f) x'(f) B a(f) Y1(f) 

FIG. 3. Near-field adaptive beamformer. 

Section 3.1 gives an explanation of the near-field superdirective beamformer. 
Section 3.2 proposes the inclusion of a near-field compensation unit in the 
adaptive sidelobe canceling path and examines its effect on reducing signal 
distortion at the output. Once this near-field compensation has been performed, 
a standard generalized sidelobe canceling blocking matrix and adaptive filters 
can be applied to reduce the output noise power, as discussed in Section 3.3. 

3.1. Near-field Superdirective Beamformer 

Superdirective beamforming techniques are based upon the maximization of 
the array gain, or directivity index. The array gain is defined as the ratio of 
output signal-to-noise ratio to input signal-to-noise ratio and for the general 
case can be expressed in matrix notation as [1] 

G - w (f Hp .f)w (f) 
(f) - w (f)l-'Q(./')w f)' 

(7) 

where w(f) is a column vector of channel gains, 

(8) 

( )H is the complex conjugate transpose operator, and P(f) and Q(f) are 
the cross-spectral density matrices of the signal and noise respectively. In 
practical speech processing applications the form of the signal and noise cross­
spectral density matrices is generally unknown and must be estimated, either 
from mathematical models (fixed beamformers) or from the statistics of the 
multichannel inputs (adaptive beamformers). Superdirective beamformers are 
calculated based on assumed mathematical models for the P(f) and Q(f) 
matrices. 

When the desired signal is known to emanate from a single source at location 
(r,, 0s, <Ps), the signal cross-spectral matrix P simplifies to the propagation vector 
of the source, and the array gain can be expressed as 

Ii 2 
G (f) = lw (f) d (f, r.1·. 0s. ¢ ) I 

w(f) I-I Q(f)w (/) ' 
(9) 
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where d(.f, r , 0, <jJ) is the propagation vector for the desired source, as defined in 
Eq. (6). 

A diffuse (spherically isotropic) noise field is often a good approximation for 
many practical situations, particularly in reverberant closed spaces, such as in a 
car or an office [7, 8]. For diffuse noise, the noise cross-spectral density matrix Q 
can be formulated as 

Q(f)= 
4
~ ii d(f,0,<jJ)d(f,0,<jJ)Hsin0d0d<jJ, (10) 

where d(f, 0 , </>) is the propagation vector of a far-field noise source (r » 2L 2 / A) 
in direction ( 0, <I>). 

The superdirectivity problem is thus formulated as: 

lw (f) 11 d (f. rs , 0,. </Js)l 2 
max-------- -
w (f) w .f)flQ .f)w (.f) 

(11) 

By using a spherical propagation model to formulate the propagation 
vector, d, the standard superdirective formulation can be optimized for a near­
field source [9, 4]. As such, the only difference in the calculation of the standard 
and near-field superdirective channel filters is the form of the propagation 
vector, d. For a near-field source, the assumption of plane wave (far-field) 
propagation leads to errors in the array response to the desired signal due 
to curvature of the direct wavefront. A thorough discussion of the use of a 
near-field model for superdirective microphone arrays is given by Ryan and 
Goubran [9]. 

Cox [10] gives the general superdirective filter solution subject to 

1. L linear constraints, C(f) 11w(f) = g(f) (explained below); and 
2. a constraint on the maximum white noise gain, w(f) H w(f) = 8-2, where 

82 is the desired white noise gain. 

as 

where E is a Lagrange multiplier that is iteratively adjusted to satisfy the white 
noise gain constraint. The white noise gain is the array gain for spatially white 
(incoherent) noise; that is, Q(f) = I. A constraint on the white noise gain is 
necessary as an unconstrained superdirective solution will in fact result in 
significant gain to any incoherent noise, particularly at low frequencies. Cox [10] 
states that the technique of adding a small amount to each diagonal matrix 
element prior to inversion is in fact the optimum means of solving this problem. 
A study of the relationship between the multiplier E and the desired white 
noise gain 82 , shows that the white noise gain increases monotonically with 
increasing E. One possible means of obtaining the desired value of E is thus 
an iterative technique employing a binary search algorithm between a specified 
minimum and maximum value for E. The computational expense of the iterative 
procedure is not critical, as the beamformer filters depend only on the source 
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location and array geometry, and thus must only be calculated once for a given 
configuration. 

The constraint matrix, CH (f), is of order L x N, where there are L linear 
constraints being applied, and the vector g(f) is a length-L column vector 
of constraining values. The constraints generally include one specifying unity 
response for the desired signal, dH (f)w(f) = 1, and where this is the sole 
constraint the above solution can by simplified by substituting C(f) = d(J) and 
g(j) = 1, giving 

(13) 

Once the optimal filters w(f) have been calculated, the near-field superdirec­
tive beamformer output is calculated as 

(14) 

where x(j) is the N -channel input column vector 

(15) 

3.2. Near-field Compensation Unit 

The first element in the adaptive path of standard GSC is the blocking 
matrix [6]. Its purpose is to block the desired signal from the adaptive noise 
estimate. To ensure complete blocking, the desired signal must both be time 
aligned and have equal amplitudes across all channels. If this is the case, 
cancellation occurs if each row of the blocking matrix sums to zero, and all rows 
are linearly independent. 

For a near-field desired source, to align the desired signal on all channels, 
a near-field compensation must first be applied to the input channels prior to 
blocking. To ensure full cancellation we need to compensate for both phase 
misalignment and amplitude scaling of the desired signal across sensors. We 
define the diagonal matrix 

D(j) = [diag(d(f))]-1 , (16) 

where d(j) is the near-field propagation vector from Eq. (6). In this paper we 
define the diagonal operator, diag( ) , to produce a diagonal matrix from a vector 
parameter. Conversely, if invoked with a matrix parameter, it produces a row 
vector corresponding to the matrix diagonal. The near-field compensation can 
be applied as 

x' (f) = D (f )x(f). (17) 

Once this near-field compensation has been performed, a standard GSC blocking 
matrix can be employed to block the desired signal from the adaptive path. 

The inclusion of this compensation unit is critical for a near-field desired 
signal. Without compensation for both phase and amplitude differences between 
sensors, blocking of the desired signal will not be ensured, leading to signal 
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• • • * , .. . ... . .. . . . . .. . .... . 

-30 
•· · Farfleld 
- - NF Uncompensated (r-0.6m) 
- NF Compensated (r-D.6m) 

~0'-----'----'----'---'---''---'----'---'---.L----' 
0 20 40 60 BO 100 120 140 160 1B0 

Di'eclion of Arrival (deg) 

FIG. 4. Comparison of blocking matrix row beam-patterns. 

cancellation at the output. The near-field compensation effectively ensures that 
a true null exists in the beam-pattern of each blocking matrix row in the 
direction and distance corresponding to the desired source. To illustrate, Fig. 4 
shows the directivity pattern at 2 kHz for the first row in the blocking matrix 
using the array shown in Fig. 5, with the desired source directly in front of the 
center microphone at a distance of 0.6 m. The figure shows the compensated 
response in the far- and near-fields, as well as the uncompensated near-field 
response. It is clear that the uncompensated system will allow a high degree of 
signal leakage into the adaptive path as it blocks noise sources rather than the · 
desired signal. 

10 11 

15 cm 15 cm 

25cm 

10 cm 5cm , , , , 5cm 10cm 

2 34567 8 9 

;·~. 
desired -
source -. 

localised 
noise 

FIG. 5. Experimental configuration. 
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3.3. Blocking Matrix and Adaptive Noise Canceling Filter 

The blocking matrix and adaptive noise canceling filters are taken from the 
standard GSC technique [6]. The order of the blocking matrix is N x (N - L), 

where there are L constraints applied in the fixed upper path beamformer. 
Generally only a unity constraint on the desired signal is specified, and the 
standard N x (N - 1) Griffiths-Jim blocking matrix is used: 

1 

-1 

0 
B= 

0 

0 

0 

1 

-1 

0 

0 

0 0 

0 0 

1 0 

-1 1 

0 -1 

The output of the blocking matrix is calculated as 

(18) 

(19) 

where x" (f) is an (N - 1)-length column vector. Defining the (N - 1)-length 
adaptive filter column vector as 

(20) 

the output of the lower path is given as 

(21) 

The NFAB output is then calculated from the upper and lower path outputs as 

y(f) = y,,(f) - _v,(f) (22) 

and the adaptive filters are updated using the standard unconstrained LMS 
algorithm 

ak+1U) = ak(f) + µxi(f)yk(f), (23) 

where µ is the adaptation step size and k denotes the current frame. 

3.4. Summary of Technique 

In summary, the proposed NFAB technique is characterized by the series of 
equations 

y,, (f) = w(f) H x(f) 

xZ = BHD(f)x(j) 

(24a) 

(24b) 
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y,(f) = a(f)HxZ(f) 

y (f) = Yu (f) - YI (f) 

ak+1 U) = ak(f) + 1..1-xZ(f))'k(f), 

where all terms have been defined in the preceding discussion. 

4. EXPERIMENTAL CONFIGURATION -

(24c) 

(24d) 

(24e) 

For the experimental evaluation in this paper, we used the 11 element array 
shown in Fig. 5. The array consists of a nine element broadside array, with an 
additional two microphones situated directly behind the end microphones. The 
total array is 40 cm wide and 15 cm deep in the horizontal plane. The broadside 
microphones are arranged according to a standard broadband subarray design, 
where different subarrays are used for different frequency ranges for the fixed 
upper path beamformer. The two endfire microphones are included for use by 
the near-field superdirective beamformer in the low frequency range. The four 
subarrays are thus 

• (f < 1 kHz) : microphones 1-11; 
• (1 kHz < f < 2 kHz): microphones 1, 2, 5, 8, and 9; 
• (2 kHz < f < 4 kHz): microphones 2, 3, 5, 7, and 8; and 
• (4 kHz < f < 8 kHz): microphones 3-7. 

The array was situated in a computer room, with different sound source 
locations, as shown in Fig. 5. The two sound sources were 

1. the desired speaker situated 60 cm from the center microphone, directly 
in front of the array; and 

2. a localized noise source at an angle of 124° and a distance of270 cm from 
the array. 

Impulse responses of the acoustic path between each source and microphone 
were measured from multichannel recordings made in the room with the ar­
ray using the maximum length sequence technique detailed in Rife and Van­
derkooy [11] . As the impulse responses were calculated from real recordings 
made simultaneously across all input channels, they take into account the real 
acoustic properties of the room and the array. The multichannel desired speech 
and localized noise microphone inputs were then generated by convolving the 
original single-channel speech and noise signals with these impulse responses. 
In addition, a real multichannel background noise recording of normal operat­
ing conditions was made in the room with other workers present. This record­
ing is referred to in the experiments as the ambient noise signal and is approxi­
mately diffuse in nature. It consists mainly of computer noise, a variable level of 
background speech, and noise from an air-conditioning unit. The ambient noise 
effectively represents a diffuse noise field, while the localized noise represents 
a coherent noise source. In this paper, we specify the levels of the two different 
noise sources independently, as the signal to ambient-noise ratio (SANR) and 
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signal to localized-noise ratio (SLNR). These values are calculated as the aver­
age segmental SNR from the speech and noise input, as measured at the center 
microphone of the array. 

In this way, realistic multichannel input signals can be simulated for specified 
levels of ambient and localized noise. As well as facilitating the generation 
of different noise conditions, simulating the multichannel inputs using the 
impulse response method is more practical than making real recordings for 
speech recognition experiments, as existing single channel speech corpora may 
be used. 

5. EXPERIMENTAL RESULTS -
This section presents the results of the experimental evaluation. The 

proposed NFAB technique is compared to a conventional fixed filter-sum 
beamformer, a fixed near-field superdirective beamformer, and a conventional 
GSC adaptive beamformer. These beamformers are specified in Table 1. 

The techniques are first assessed in terms of the directivity pattern in 
order to demonstrate the advantage of the proposed NFAB over conventional 
beamforming techniques, particularly at low frequencies. Following this, the 
techniques are evaluated for speech enhancement in terms of the improvement 
in signal to noise ratio and the log area ratio. Finally, the techniques are 
compared in a hands-free speech recognition task in noisy conditions using the 
TIDIGITS database [12]. 

5.1. Directivity Analysis 

As has been stated, the main objective of the proposed technique is to produce 
an adaptive beamformer that exhibits good low frequency performance for near­
field speech sources. To assess the effectiveness of the proposed technique in 
achieving this objective, in this section we analyze the horizontal directivity 
pattern. The directivity of a filter-sum beamformer is expressed in matrix 
notation as 

h(f, r, e, ¢) = Wo(f)H d(f, r, e, ¢), 

where w 0 is the length N channel filter vector 

TABLE 1 

Beamforming Techniques in Evaluation 

Technique Description Filters 

w,,(f) = [diag(D(f))f' 
W,,(f) =W(f) 

(25) 

(26) 

FS 
NFSD 
GSC 

Conventional FS beamformer 
Near-field superdirective beamformer 
GSC system with FS fixed upper path w,,(f) = [diag(D( ())]H - D(f)Ba(f) 

beamformer 
NFAB Near-field adaptive beamformer w,,(/) = w( f) - D(f)Ba( f) 

Page 16 of 26



98 

90 1 

270 

(a) FS 

Digital Signal Processing Vol. 12, No. 1, January 2002 

90 1 

270 

(b) NFSD 

FIG. 6. Upper path directivity pattern at 300 Hz. 

5.1.1. Upper path directivity. First, we seek to demonstrate the directiv­
ity improvement that NFSD achieves at low frequencies compared to a conven­
tional filter-sum (FS) beamformer. For the FS beamformer, a common solution is 
to choose w 0 (f) = [diag(D(f))]H. This effectively ensures that the desired signal 
is aligned for phase and amplitude across sensors using a spherical propagation 
model. For NFSD, we use the filter vector w(f) described in Section 3.1. Figure 6 
shows the near-field directivity pattern at 300 Hz for the FS and NFSD. From 
these figures, it is clear that the NFSD technique results in greater directional 
discrimination at low frequencies compared to a conventional beamformer. At 
higher frequencies (J > 1 kHz), conventional beamformers offer reasonable di­
rectivity, and so the FS and NFSD techniques give comparable performance. 

5.1.2. Lower path directivity. Second, we wish to demonstrate the effect 
of the noise canceling path. The directivity of the noise canceling filters can be 
obtained by using the channel filters w 0 (.f) = D(f)Ba(f). The blocking matrix 
and adaptive filters essentially implement a conventional (nonsuperdirective) 
beamformer that adaptively focuses on the major sources of noise. To examine 
the directivity of the lower path filters, the beamformer was run on an input 
speech signal with a white localized noise source (at the location shown in Fig. 5) 
added at an SLNR of 0 dB and a low level of ambient noise (SANR = 20 dB) . 
The steady-state adaptive filter vector, a(f), was written to file for both the 
proposed NFAB technique and the conventional GSC beamformer. The near­
field directivity patterns of the lower path filters are plotted in Figs. 7 and 8 
for 300 and 5000 Hz, respectively. We see that the lower path adaptive filters 
for both beamformers converge to similar solutions in terms of directivity, 
producing a main lobe in the direction of the coherent noise source (~ 124° from 
Fig. 5), as well as a null in the location of the desired speaker. As expected, the 
directivity of the adaptive path is poor at low frequencies, as seen in Fig. 7. 

5.1.3. Overall beamformer directivity. Finally, we examine the directivity 
pattern of the overall beamformer for the NFAB and conventional adaptive 
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(a) GSC Lower Path (b) NFAB Lower Path 

FIG. 7. Lower path directivity pattern at 300 Hz. 

systems. The near-field directivity patterns at 300 Hz are shown in Fig. 9. 
We see that the directivity pattern of the NFAB system exhibits a true null 
in the direction and at the distance of the noise source, while the directivity of 
the conventional beamformer is too poor to significantly attenuate the noise at 
this frequency. At frequencies above 1 kHz the directivity performance of both 
techniques is comparable. 

5.1.4. Summary of beamformer directivity. In summary we see that, in 
terms of directivity, the proposed NFAB system: 

• outperforms the conventional FS system in terms of low frequency 
performance and the ability to attenuate coherent noise sources, 

• outperforms the NFSD system due to the ability to attenuate coherent 
noise sources, and 

90 90 

0 0 

270 270 

(a) GSC Lower Path (b) NFAB Lower Path 

FIG. 8. Lower path directivity pattern at 5000 Hz. 
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FIG. 9. Overall beamformer directivity pattern at 300 Hz. 

• outperforms the conventional GSC system in terms of low frequency 
performance. 

In this way, we see that the proposed system succeeds in meeting the stated 
objectives and should therefore demonstrate improved performance in speech 
processing applications. 

5.2. Speech Enhancement Analysis 

The signal plots in Fig. 10 give an indication of the level of enhancement 
achieved by the NFAB technique. For the desired speech signal, we used a 
segment of speech from the TIDIGITS database corresponding to the digit 
sequence one-nine-eight-six. Ambient noise was added at an SANR level of 
10 dB, and a localized white noise signal was added at an SLNR level of O dB. 
The plots indicate that NFAB succeeds in reducing the noise level with negligible 
distortion to the desired signal. 

To better measure the level of enhancement, objective speech measures were 
used to compare the different techniques. Two measures were used, these 
being the SNR improvement and the log area ratio distortion measure. The 
SNR improvement is defined as the difference in SNR at the array output and 
input. As the true SNR cannot be measured, it is estimated as the average 
segmental signal-plus-noise to noise ratio. While the signal to noise ratio is a 
useful measure for assessing noise reduction, it does not necessarily give a good 
indication of how much distortion has been introduced to the desired speech 
signal. The log area ratio (LAR) measure of speech quality is more highly 
correlated with perceptual intelligibility in humans [13]. The log area ratio 
measure for a frame of speech is calculated as 

(27) 
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FIG. 10. Sample enhanced signal. 

where n is the frame number, and r0 and rp are the original and processed Pth­
order linear predictive coefficients of the nth frame, respectively. The overall 
log area ratio distortion measure for the signal is calculated as the average 
distortion over all input frames. 

A set of experiments was conducted in which the localized white noise was 
replaced with a localized speech-like noise source taken from the NOISEX 
database [14]. This is essentially a white noise signal that has been shaped 
with a speech-like spectral envelope and thus represents a more realistic noise 
scenario than white noise. The signal to localized noise ratio (SLNR) was varied 
from 20 to O dB, with the ambient noise present at a constant SANR level 
of 10 dB. The output signal to noise ratio improvement and log area ratios 
are given in Tables 2 and 3 for the different enhancement techniques. 1 The 
measures have been averaged over 10 randomly chosen speech segments taken 

TABLE2 

Signal to Noise Ratio Improvement (SANR = 10 dB) 

SLNR(dB) 

Technique 0 5 10 15 20 

FS 0.5 0.4 0.3 0.1 0.1 
NFSD 1.4 1.6 1.1 0.5 0.2 
GSC 1.6 1.8 1.9 2.5 3.3 
NFAB 5.5 5.9 6.4 7.5 7.9 

1 Sample sound files are also available at http://www.speech.qut.edu.au/pages/people/mccowani. 
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TABLE3 

Log Area Ratio: (SANR = 10 dB) 

SLNR(dB) 

Technique 0 5 10 15 20 

Noisy input 3.6 3.3 2.9 2.6 2.5 
FS 3.1 2.7 2.5 2.4 2.3 
NFSD 2.8 2.3 2.1 2.0 1.9 
GSC 2.6 2.1 1.8 1.7 1.6 
NFAB 2.5 1.9 1.6 1.6 1.4 

from different speakers in the TIDIGITS database. These results are plotted in 
Fig. 11. 

The SNR results show that the proposed NFAB gives considerably greater 
noise reduction compared to the FS, NFSD, and GSC techniques, providing 
approximately 6-8 dB of SNR improvement compared to the noisy input 
signal. Even with a relatively low level of localized noise (high SLNR), the 
NFAB technique offers significantly greater noise reduction than these other 
methods. In addition, the proposed technique gives less distortion than the other 
techniques, as measured by the LAR. As would be expected, the fixed NFSD 
technique gives slightly less distortion than the adaptive GSC technique. 

From these results we see that, in a high level of diffuse and coherent noise 
with a near-field desired speech source, the proposed NFAB technique succeeds 
in significantly reducing the noise level, while minimizing the distortion to the 
speech signal. 

5.3. Speech Recognition Analysis 

The same noise scenario was used for experiments in robust speech recogni~ 
tion. The training and test data for the experiments were taken from the male 
adult portion of the TIDIGITS database. Tied-state triphone hidden Markov 
models and standard MFCC parameterization with energy, delta, and acceler-
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FIG. 11. Speech enhancement measures: (a) SNR improvement and (b) LAR. 

Page 21 of 26



McCowan, Moore, and Sridharan: Near-field Adaptive Beamformer 103 

TABLE4 

Speech Recognition Results: Word Recognition Rates 

SLNR(dB) 

Technique 10 5 0 -5 

Noisy input 86.8 65.9 23.2 13.1 
FS 89.2 81.7 62.9 36.4 
NFSD 97.7 93.2 77.2 45.4 
GSC 88.8 83.8 73.8 56.8 
NFAB 98.2 96.7 91.1 76.7 

ation coefficients were used. The models were trained with the clean input to 
the center microphone and then refined using MAP adaptation to better match 
the noisy environment. The noise segments used in the adaptation process were 
taken from a separate recording made in the room. The recognition results are 
given as percentage word recognition rates in Table 4 and shown graphically in 
Fig. 12. 

The results clearly show that NFAB gives excellent robustness to adverse 
noise conditions in a near-field speech recognition application. The results at 
low noise levels show that the baseline recognition system is already quite 
robust to noise, due to the use of MAP adaptation. At more realistic noise levels, 
however, unenhanced performance is clearly unsatisfactory. For example, at an 
SLNR of O dB and SANR of 10 dB, the word error rate for the unprocessed 
input is 76.8%. While standard GSC and NFSD are able to reduce this to 26.2 
and 22.8%, respectively, the proposed NFAB technique succeeds in reducing the 
error rate to 8.9%. As would be expected, the figure shows that NFAB offers 
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similar performance to NFSD when the noise is approximately diffuse (high 
SLNR) and demonstrates improved ability to attenuate any coherent noise 
sources (low SLNR) due to the GSC-style adaptive noise canceling path. The 
recognition performance of NFAB is seen to be similar to NFSD at low levels 
of coherent noise (high SLNR) and degrades at a rate comparable to GSC with 
increasing levels of coherent noise. 

It is apparent from these results that NFAB is an enhancement technique that 
is well suited to speech recognition. The experimental results for both speech 
enhancement and recognition demonstrate that for an adaptive beamformer to 
be applicable in speech processing applications, it should exhibit good directivity 
at low frequencies and take care to minimize any signal degradation. 

6. CONCLUSIONS -
A new microphone array processing technique designed specifically for near­

field speech processing applications has been proposed, termed near-field 
adaptive beamforming (NFAB). The technique incorporates a fixed near-field 
superdirective beamformer into a GSC-style adaptive beamforming structure 
and as such exhibits the benefits of good low frequency performance and the 
ability to adaptively attenuate coherent noise signals. Distortion due to the 
adaptive noise canceling path is minimized by the introduction of a near-field 
compensation unit. 

Two major problems with common conventional microphone array tech­
niques are their poor low frequency performance and the introduction of sig­
nal distortion in adaptive techniques. By taking care to address both these 
issues, the proposed NFAB technique succeeds in significantly outperform­
ing conventional beamforming techniques in terms of objective speech qual­
ity measures and speech recognition results in both diffuse and coherent 
nmse. 

Speech enhancement results indicate that NFAB succeeds in significantly 
reducing the output noise power, while also minimizing the distortion to the 
desired signal. These characteristics make it ideal as an enhancement technique 
for robust speech recognition. In a high noise configuration, with a signal to 
localized noise ratio of O dB, and a signal to ambient noise ratio of 10 dB, the 
proposed technique succeeds in increasing the recognition rate from 23.2 to 
91.1 %. For the same configuration, near-field superdirectivity and conventional 
GSC only achieve 77.2 and 73.8%, respectively. 

In summary, near-field adaptive beamforming has been shown to be a speech 
enhancement technique that produces a high quality, highly intelligible signal 
for applications requiring hands-free speech acquisition where the desired 
speaker is in the array's near-field. 
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