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Preface 

The power of the machine imposes itself upon us and we can scarcely conceive of 
living bodies anymore without it; we are strangely moved by the rapid friction of 
beings and things and we accustom ourselves, without knowing it, to perceive the 
forces of the former in terms of the forces dominating the latter. 

-circa 1913, Raymond Duchamps-Villon 1876-1918 

The concept of blending humans with machines has been in the dreams and 
nightmares of people since long before the industrial revolution, finding its 
way into many fables and stories over the centuries. In recent times, this 
topic weaves in and out of the entire science fiction and fantasy genres, 
culminating in the quintessential human/machine merger, the Borg, in the 
Star Trek science fiction series. As futuristic as this seems, the blending 
of humans with machines is now becoming fact through advances in com
puter, communications, and human-computer interface technologies. This 
book introduces the reader to the basic concepts, challenges, and the un
derlying technologies that are making this happen, and through discussion 
of applications, answers the question "Why do this?" 

xi 
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xii PREFACE 

This book presents a broad coverage of the technologies and interface 
design issues associated with wearable computers and augmented reality 
displays, both rapidly developing fields in computer science, engineering, 
and human interface design. As general descriptions, wearable computers 
are fully functional, self-powered, self-contained computers that are worn 
on the body to provide access to and interaction with information anywhere 
and at anytime. Closely related is the topic of "augmented reality," an ad
vanced human-computer interface technology that attempts to blend or fuse 
computer-generated information with our sensations of the natural world. 

Because of the close association between wearable computers and aug
mented reality, we refer to both types of computing technology generically 
as wearware. Throughout this book the various chapter authors describe 
the integration of head-mounted displays, digital technology, auditory dis
plays, and body tracking technologies to create wearable computer and aug
mented reality systems. This technology has the potential of improving the 
efficiency and quality of human labors, particularly in their performance of 
engineering, manufacturing, construction, diagnostic, maintenance, moni
toring, health care delivery, and transactional activities. 

One of the main applications for the technologies described in this book 
is in the fields of medicine and health care. Using immersive head-mounted 
displays, physicians are able to examine and interact with virtual represen
tations of patients for the purposes of enhanced training for general medical 
education, and to enhance specialized surgical, anesthesia, or other crisis 
and procedural training skills. In addition, augmented reality technologies 
are enabling researchers and physicians to project medical information di
rectly on or into the patient as a supporting informational aid to enhance 
case-specific decision making. One clear example is the ability to visualize 
a tumor's location relative to the patient's surrounding anatomy for better 
surgical outcomes. In the area of mobile computing, wearable computer 
technology is just beginning to be used in medical settings, allowing physi
cians the capability to access medical information whenever and wherever 
they are. On the patient side of wearable computer technology, nascent 
wearable computers are already being utilized by some of the diabetic pop
ulation in the form of Insulin Pump Therapy, with other wearable computer 
technologies on the immediate horizon to treat a host of other conditions. 

Much of the current research directions on the topics of wearable com
puters and augmented reality can be traced to Ivan Sutherland's seminal 
dissertation work at MIT, and to more recent ideas associated with the topic 
of ubiquitous computing. Sutherland, often thought to be the "father of vir
tual reality," developed a see-through display in which computer-generated 
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PREFACE Xiii 

graphics were superimposed over the real world. This aspect of interface 
design, superimposing graphics or text over the real world, is an important 
feature of wearable computer and augmented reality systems. The ability 
to project or merge information on objects in the real world has led to what 
Steve Feiner of Columbia University terms "knowledge enhancement" of 
the world, that is, projecting information of interest (i.e., knowledge) on 
objects in the world. Extensions of this idea have led to the development 
of "smart spaces, rooms or environment." 

The ideas associated with ubiquitous computing have also contributed 
to developments in wearable computers and augmented reality. What better 
way to access computing resources anywhere and at any time than to be 
wearing them on your body? In this regard, advances in microelectronics 
and wireless networking are making truly ubiquitous computing a reality. 
However, before the general public will be seen wearing computers, com
ponents of the wearable computer ( the CPU housing unit, input and output 
devices) will have to look far more like clothing or clothing accessories 
than the commercial wearable computer systems available now. Thus, a new 
field is rapidly emerging, that of computational clothing (a chapter in this 
book). Furthermore, based on developments in microelectronics, sensor 
technology, and medicine, there is an emerging trend to apply computing 
resources under the surface of the skin and in some cases to integrate digi
tal technology with the user's physiological systems. Such capabilities will 
allow computing technology to monitor and control various physiological 
processes, or to act as a sensory and motor prosthesis. 

Since this topic has important implications for human use of technology 
and the potential for further integration of human physiological systems 
with digital technology, we close the book with a chapter on computing 
under the skin, briefly discussing some of the ideas associated with the 
concept of cyberevolution. 

This book is a collection of twenty-five chapters that each address an 
important aspect of wearable computers and augmented reality, either from 
the conceptual or from an application framework. Given the wide coverage 
of topics on issues related to the display of computer-generated images 
in the environment, this book can be used as a text for computer science, 
computer engineering, and interface design courses. The book is orga
nized around four topic areas. The first main topic covered in the book 
contains introductory material and consists of two chapters, "Basic Con
cepts in Wearable Computers and Augmented Reality" and "Augmented 
Reality: Approaches and Technical Challenges." The next part of the book, 
containing five chapters, focuses on the technologies associated with the 
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xiv PREFACE 

design of augmented reality and wearable computer displays. One of the 
issues discussed within several of the chapters presented here is the issue 
of image registration. In many applications it is necessary to accurately 
register computer-generated images with objects or locations within the 
real environment. This important topic receives broad coverage from the 
chapters in Part II of the book: "A Survey of Tracking Technologies for Vir
tual Environments," "Optical versus Video See-Through Head-Mounted 
Displays," "Augmenting Reality Using Affine Object Representations," 
"Registration Error Analysis for Augmented Reality Systems," and "Math
ematical Theory for Mediated Reality and WearCam-Based Augmented 
Reality." 

The third part of the book is on the topic of "augmented reality," which 
include chapters on the technology as well as on applications. The chap
ters in this section include: "Studies of the Localization of Virtual Ob
jects in the Near Visual Field," "Fundamental Issues in Mediated Reality, 
WearComp, and Camera-Based Augmented Reality," "STAR: Tracking 
for Object-Centric Augmented Reality," "NaviCam: A Palmtop Device 
Approach to Augmented Reality," "Augmented Reality for Exterior Con
struction Applications," "GPS-Based Navigation System for the Visually 
Impaired," and "Boeing's Wire Bundle Assembly Project." 

Finally, the last part in the book is on "wearable computers," again with 
the technology discussed and with numerous applications provided. The 
chapters in Part IV include: "Computational Clothing and Accessories," 
"Situation Aware Computing with Wearable Computers," "Collaboration 
with Wearable Computers," "Tactual Displays for Sensory Substitution 
and Wearable Computers," "From 'Painting with Lightvectors' to 'Paint
ing with Looks': PhotographicNideographic Applications of WearComp
Based Augmented/Mediated Reality," "Military Applications of Wearable 
Computers and Augmented Reality," "Medical Applications for Wearable 
Computing," "Constructing Wearable Computers for Maintenance Appli
cations," "Applications of Wearable Computers and Augmented Reality 
to Manufacturing," "Computer Networks for Wearable Computers," and 
"Computing Under the Skin." 

In summary, this book presents concepts related to the use and underly
ing technologies of augmented reality and wearable computer systems. As 
shown in this book, there are many application areas for this technology 
such as medicine, manufacturing, training, clothing, and recreation. Wear
able computers will allow a much closer association of information with the 
user than is possible with traditional desktop computers. Future extensions 
of wearable computers will contain sensors that will allow the wearable 

META 1017 
META V. THALES



PREFACE xv 

device to see what the user sees, hear what the user hears, sense the user's 
physical state, and analyze what the user is typing. Combining sensors with 
an intelligent agent will result in a system that will be able to analyze what 
the user is doing and thus predict the resources he or she will need next 
or in the near future. We expect to see significant advances in wearware, 
providing humans tools that we have dreamed about having for centuries. 
We hope this book helps to stimulate further advances in this field. 

We would like to thank those individuals that have either directly con
tributed to the book or have provided motivation for the project. At 
Lawrence Erlbaum Associates, Ray O'Connell and Lane Akers were sup
portive in the initial phases of discussions associated with the theme of 
the book and Anne Duffy from Lawrence Erlbaum Associates was instru
mental in serving as Senior Editor for the project. Corin Huff, also from 
Lawrence Erlbaum Associates, provided help in obtaining needed material 
from chapter authors. Most importantly, we would like to thank the chapter 
authors for providing interesting and stimulating material. 

Woodrow Barfield 
Thomas Caudell 
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1 

Basic Concepts 
in Wearable Computers 
and Augmented Reality 

Woodrow Barfield 
Virginia Tech 

Thomas Caudell 
Uniuersity of New Mexico 

l . INTRODUCTION 

This chapter introduces the joint fields of wearable computers and aug
mented reality, both of which represent the theme of this book-a dis
cussion of information technologies that allow user's to access information 
anywhere and at any time. In many ways, the design of wearable computers 
and augmented reality systems has been motivated by two primary goals. 
The first is driven by the need for people to access information, especially as 
they move around the environment; the second is motivated by the need for 
people to better manage information. Until just recently, if a user needed to 
access computational resources, the user had to go to where the computer 
resources were located, typically a desktop PC or a mainframe computer. 
Once the user left the terminal, the flow of information stopped. Now net
worked wearable computers along with other digital devices allow the user 
to access information at any time, and at any location. However, the ability 
to access large amounts of information may not always be beneficial-too 
much information presented too fast may result in information overload. 
For this reason, the issue of information management is also important. In 
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this regard, wearable computers and augmented reality systems along with 
software acting as an intelligent agent can act as a filter between the user 
and the information. Intelligent agents will allow only the relevant infor
mation for a given situation to be projected on a head-mounted display, a 
hand-held computer, or an auditory display. 

Wearable computer systems will likely be a component of other ad
vanced information technology initiatives as well. For example, in the area 
of "smart spaces," by embedding sensors and microprocessors into every
day things, wearable computer and augmented reality systems will be able 
to respond to and communicate with objects in the environment (Pentland, 
1996). In addition, more and more, wearable computing medical devices 
will be implanted under the skin to regulate physiological parameters, or to 
serve as cognitive or sensory prosthesis. One prototype wearable device in 
this area consists of an electrode that is implanted in the motor cortex of the 
brain to allow speech-incapable patients to communicate via a computer 
(Bakay and Kennedy in Siuru, 1999). Gold recording wires pick up electri
cal signals of the brain and transmit the signals through the skin to a receiver 
and amplifier outside the scalp. The system is powered by an inductive coil 
placed over the scalp so that wires for powering the device do not have to 
pass through the skull. Signal processors are used to separate individual 
signals from the multiple signals that are recorded from inside the conical 
electrode tip. In the current implementation of the system, these signals 
are used to drive a cursor on a computer monitor. Such a device may prove 
beneficial to the 700,000 Americans who suffer from stroke each year and 
the tens of thousands more who suffer spinal cord injuries and diseases 
such as Lou Gehrig's disease. To conclude, there are many design issues 
that must be addressed before wearable computer systems reach their full 
potential and gain widespread use from the general public. To this aim, 
how wearable computer and augmented reality technology is designed, as 
well as application areas for wearable computers and augmented reality 
systems, is the topic of this chapter. 

2. SENSORY PROSTHESIS 

Over the past several thousand years, nature has provided humans the sen
sory systems that allow them to detect and respond to visual, auditory, 
olfactory, haptic, and gustatory information. Nature has also provided hu
mans well-developed cognitive abilities that allow decisions to be made 
under conditions of uncertainty, patterns to be detected that are embedded 
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I . WEARABLE COMPUTERS AND AUGMENTED REALITY 5 

in noise, and common sense judgments to be made. However, even though 
we can sense a broad range of stimuli, often over a wide range of en
ergy values, our senses are still limited in many ways (Barfield, Hendrix, 
Bjomeseth, Kaczmarek, and Lotens, 1995). For example, we see images 
that represent only part of the electromagnetic spectrum, detect tactile and 
force feedback sensations across a limited range of energy values, and have 
marked decrements in spatializing images when sound is the primary cue. 
Due to these limitations, several types of prosthesis have been developed to 
extend our sensory, motor, and information processing abilities. For exam
ple, to extend the visual modality, we have invented glasses, microscopes, 
and telescopes; and to extend the auditory modality we have invented mi
crophones, hearing aids, and telephones. Furthermore, to extend the haptic 
modality we have invented sensors that detect forces, which then transmit 
the force information back to the human. 

We have also invented other types of sensory and motor prosthesis as 
well. Some of these include artificial hearts and kidneys and artificial arms 
and legs. However, until only recently, the prostheses that have been de
veloped were designed primarily to enhance the detection capability of 
our sensory systems or to assist our motor capabilities, and to a far lesser 
extent, to enhance our cognitive capabilities. With the invention of the 
computer and developments in digital technology, microelectronics, and 
wireless networking, this is beginning to change. We are now able to wear 
digital devices that contain considerable computational resources; these 
devices clearly enhance our decision-making capabilities. Further, these 
digital devices may be worn "on the skin" (or body), as is the case with 
a wearable computer, or "under the skin," as is the case with medical de
vices. Digital devices worn on the skin have led to exciting developments 
in the area of computational clothing and digital accessories. In this area 
of research, computer scientists and interface design specialists are work
ing with clothing designers as well as experts in textiles and fabrics to 
build wearable computers that look more like clothing and less like com
puters. Advances in computing under the skin have also led to exciting 
developments in information technology. In fact, in the near future we 
may be able to integrate computer chips directly into the nervous sys
tem. Along these lines, researchers at Johns Hopkins University and North 
Carolina State University have developed a computer microchip that is 
connected to the retina (Liu et al., 1999). The chip is designed to send 
light impulses to the brain. Thus far the device has allowed fifteen test sub
jects with blindness resulting from retinal damage to see shapes and detect 
movement. 
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6 BARFIELD AND CAUDELL 

3. DESCRIPTION OF SYSTEMS 

We describe a wearable computer as a fully functional, self-powered, self
contained computer that is worn on the body. As noted earlier, a wearable 
computer provides access to information, and interaction with information, 
anywhere and at anytime. Closely related is the topic of "augmented real
ity," which can be thought of as an advanced human-computer interface 
technology that attempts to blend or fuse computer-generated information 
with our sensations of the natural world. For example, using a see-through 
head-mounted display (HMD), one may project computer-generated graph
ics into the environment surrounding the user to enhance the visual aspects 
of the environment. The main differences between what researcher's term "a 
wearable computer" versus "augmented reality" is twofold: (1) augmented 
reality is primarily a technology used to augment our senses and (2) wear
able computers are far more mobile than augmented reality systems. With 
augmented reality, the range of mobility is dependent on the length of the 
cable connecting the wearable computer system to the computing platform. 
However, with a wearable computer, the computer and output devices are 
actually worn on the human's body, allowing a much broader range of 
mobility. Because of the close association between wearable computers 
and augmented reality, one can refer to both types of computing technol
ogy generically as "wearware" or simply as wearable computer systems. 
Throughout this book we will describe the integration ofHMD, digital tech
nology, auditory displays, and body tracking technologies with augmented 
reality and wearable computing hardware and software. These technologies 
have the potential of improving the efficiency and quality of human labors, 
particularly in their performance of engineering, manufacturing, construc
tion, diagnostic, maintenance, monitoring, and transactional activities. 

One of the primary display or output devices for wearable computer 
systems is a head-mounted display. Currently, there are three main appli
cation areas for HMDs, these include virtual reality, augmented reality, and 
wearable computers. These three application areas are summarized below. 

Virtual reality: With virtual reality, a participant uses an HMD to experi
ence an immersive representation of a computer-generated simulation 
of a virtual world. In this case, the user does not view the real world 
and is connected to the computer rendering the scene with a cable, 
typically allowing about 3-4 meters of movement. 

Augmented reality: With augmented reality, a participant wears a see
through display ( or views video of the real world with an opaque 
HMD) that allows graphics or text to be projected in the real world 
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FIG. I. I. Schematic diagram of an optical-based head-mounted 
display system for use with augmented reality and wearable com
puter systems. 
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(Caudell and Mizell, 1992; Lion, Rosenberg, and Barfield, 1993; 
Barfield, Rosenberg, and Lotens, 1995) (Figure 1.1). As with the 
virtual reality experience, the user is connected to the computer ren
dering the graphics or text with a cable, again allowing about 3-4 
meters of movement. 

Wearable computers: With wearable computers, the user actually wears 
the computer and, as in virtual or augmented reality, wears the visual 
display (hand-held or head-mounted) (Figure 1.2). The wearable com
puter may be wirelessly connected to a LAN or WAN, thus allowing 
information to be accessed whenever and wherever the user is in the 
environment. 

As noted earlier, wearable computers allow hands-free manipulation of 
real objects as does augmented reality displays. However, because virtual 
reality displays are completely immersive, the user cannot directly see his 
hands, which makes manipulation of real objects difficult. Of course, with 
appropriate input devices, manipulation of virtual objects can occur. The 
see-through display capability that allows text or graphics to be projected 
within the real world is unique to augmented reality and wearable computer 
systems. However, all three application areas, virtual reality, augmented 
reality, and wearable computers, can use non-see-through or opaque dis
plays. With augmented reality and wearable computers, an opaque HMD 
(monocular or binocular) can show live video with computer-generated text 
or graphics overlaid over the video. 

Wearable computer systems can also be thought of as personal informa
tion devices (Starner, Mann, Rhodes, Levine, Healey, Kirsch, Picard, and 
Pentland, 1997; Rhodes, 1997). With a wearable computer, the user expects 
his interface to be accessible continually and unchanging, unless specified 
otherwise. With experience, the user personalizes his system to ensure 
appropriate responses to everyday tasks. As a result, the user's wearable 
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8 BARFIELD AND CAUDELL 

FIG. 1.2. User with wearable computer accessing map of a 
University campus via wireless networked system. 

computer system becomes a mediator for other computers and interfaces, 
providing a familiar, dependable interface and set of tools complementing 
the abilities the wearable computer infrastructure provides (more processor 
power, additional sensing, etc.). With sophisticated user models and corre
sponding software agents, such an interface can be extended to recognize 
and predict the resources needed by the user (Stamer et. al., 1997). 

There are several dimensions by which wearable computers and aug
mented reality systems can be evaluated, two of which include the level of 
mobility provided by the computing system and the level of scene fidelity 
afforded by the rendering platform. The level of scene fidelity refers to the 
quality of the image provided by either the virtual reality simulation, real 
world scene, or augmented world. One of the primary differences between 
virtual reality and augmented reality is in the complexity of the projected 
graphical objects. In basic augmented reality systems, only simple wire 
frames, template outlines, designators, and text are displayed and animated. 
An immediate result of this difference is that augmented reality systems can 
be driven by microprocessors either worn on the body or integrated into the 

1 
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I . WEARABLE COMPUTERS AND AUGMENTED REALITY 9 

work place. Today's processors have the computational power to transform 
and plot complex graphics in real time. Unlike full virtual reality systems, 
augmented reality systems are generally not attempting to generate a com
plete "world" or realistic scene. Instead, augmented reality systems tend to 
rely on reality to simulate reality, only superimposing the necessary graph
ical objects necessary to perform the task at hand. By doing so, many of the 
human factors issues found in full virtual reality systems such as vertigo 
and simulation sickness are avoided. The person continues to receive all 
their orientation cues from the physical visual scene. Display technology, 
input and output devices, computer architectures, network communication, 
power supplies, and image registration and calibration techniques are all 
important aspects of augmented reality systems. 

Human's carry their sensors with them as they move around the envi
ronment, and they experience the world with the resolution provided by 
these biological sensors. Wearable computers also allow a high degree of 
mobility, but not quite that associated with our biological sensors. For ex
ample, currently we cannot swim with wearable computers although our 
biological sensors easily allow this range of mobility. Furthermore, the 
weight of wearable computers and augmented reality systems further adds 
to their lack of mobility. Wearable computers allow a high degree of scene 
fidelity because the real world is viewed either directly with see-through 
optics or via live video. However, the level of scene fidelity may be less 
than that associated with augmented reality because wearable computers 
currently do not have the rendering capability of workstations that are often 
used (e.g., SGis) to render graphics for augmented reality environments. 
Finally, virtual reality in its present form is often low on scene fidelity and 
very low on mobility within the real world. 

4. DESIGN ISSUES 

Display technology, input and output devices, power supplies, and image re
gistration techniques are important aspects of wearable computers and aug
mented reality systems. The following sections briefly discuss these topics. 

4.1 Augmented Reality 

The ability to project or merge graphics or text with real-world imagery 
is a characteristic of augmented reality and wearable computer systems 
(Caudell and Mizell, 1992; Barfield, Rosenberg, and Lotens, 1995). Feiner, 
MacIntyre, and Seligmann, (1993) refer to this ability as "knowledge 
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10 BARFIELD AND CAUDELL 

enhancement" of the world. As an example, an infrared transmitter can 
be placed on an object of interest-and once detected by an infrared re
ceiver worn by an individual, information about the object can be accessed 
through a database and directly projected on the object. Other sensor sys
tems, such as CCD cameras using computer vision techniques, can detect 
bar codes or other features of an object, allowing the same functionality 
to occur (Rekimoto, 1997). There are different types of wearable visual 
display technologies, which can be used to combine real-world objects 
with computer-generated imagery to form an augmented scene. The two 
main types of visual display systems supporting wearable computers and 
augmented reality are shown below. 

• Optical-based systems. These systems allow the observer to view 
the real world directly with one or both eyes with computer graphics 
or text overlaid onto the real world. Optical see-through HMDs are 
worn like glasses with an optical system attached at a location that 
does not interfere with visibility. 

• Video-based systems. These systems can be used to view live video 
of real-world scenes, combined with overlaid computer graphics or 
text. Furthermore, monocular (one eye) or binocular (two eyes) dis
plays can be used. Video based see-through displays are opaque dis
plays that use cameras mounted near the users eyes to present live 
video on the display. Using chroma or luminance keying techniques, 
the computer then fuses the video with the virtual image(s) to create 
a video-based augmented reality environment. 

4.2 Image Registration 

When creating a wearable computer system that can be used to augment the 
environment with text of graphics, an important visual requirement is that 
the computer-generated imagery register at some level of accuracy with 
the surroundings in the real world (Janin, Mizell, and Caudell, 1993a,b; 
Holloway, 1997. For example, for a medical application where computer
generated images are overlaid onto a patient, accurate registration of the 
computer-generated imagery with the patient's anatomy is crucial (Bajura, 
Fuchs, and Ohbuchi, 1992; Lorensen, Cline, Nafis, Kikinis, Altobelli, and 
Gleason, 1993). In terms of developing scenes for wearable computer sys
tems, the problem of image registration or positioning of the synthetic 
objects within the scene in relation to the real objects is both a difficult and 
important technical problem to solve. 
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Image registration is an important issue regardless of whether one is 
using a see-through or a video-based HMD to view the augmented reality 
environment. With applications that require accurate registration, depth in
formation has to be retrieved from the real world in order to carry out the 
necessary calibration of the real and synthetic environments. Without an 
accurate knowledge of the geometry of both the real world and computer
generated scene, exact registration is not possible. To properly align video 
and computer-generated images with respect to each other, several frames 
of reference must be considered. Janin, Mizell, and Caudell (1993a) (us
ing an HMD) and Lorensen and colleagues (1993) (using a screen-based 
system) have discussed issues of image calibration in the context of dif
ferent frames of reference for augmented reality. In Lorensen's medical 
example, two coordinate systems were necessary, a real-world coordinate 
system and a virtual-world coordinate system. Alignment of the video and 
computer-generated imagery was done manually. Lorensen pointed out that 
this procedure worked well when anatomical features of the patient were 
easily visible. Janin and colleagues (1993b) presented another technique 
that can be used to measure the accuracy with which virtual images are 
registered with real-world images. This method involves the subject align
ing a crosshair, viewed through a HMD, with objects of known position 
and geometry in the real world. Because this crosshair is not head tracked 
it moves with the user's head; this allows the vector from the position 
tracker to the real world object to be measured. The alignment procedure 
is done from multiple viewing positions and orientations, and as reported 
by J anin and colleagues, it allows a level of accuracy in terms of projection 
errors of 0.5'', the approximate resolution of the position sensor. Although 
these methodologies work reasonably well for systems that have a limited 
range of mobility, much more research needs to be done before accurate 
registration of images using wearable computer systems can occur. 

4.3 Optics 

Another important design issue for wearable computer systems using a 
video-based head-mounted display relates to the optics of the CCD camera 
and the optics of the HMD. The focal length of a camera is the distance 
between the near nodal point of the lens and the focal plane, when the focus 
of the lens is set to infinity. There are two nodal points in a compound lens 
system. The front nodal point is where the rays of light entering the lens 
appear to aim. The rear nodal point is where the rays of light appear to 
have come from, after passing through the lens. Camera lenses that may 
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be used to design augmented reality scenes using wearable computers may 
vary in field of view. For example, a typical wide angle lens has a 80 
degree field of view, a standard lens a 44 degree field of view, and a typical 
telephoto lens a 23 degree field of view. The use of a zoom lens that has 
the capability to change from wide angle to telephoto views of the scene 
is desirable for video-based wearable computers as this allows the viewer 
to match the field of view of the real-world scene to the field of view of 
the computer-generated scene. In addition, depth of field, described as the 
distance from the nearest to the furthest parts of a scene that are rendered 
sharp at a given focusing setting, is another important variable to consider 
for augmented reality displays. Depth of field increases as the lens is stepped 
down (smaller lens aperture), when it is focused for distant objects, or when 
the lens has a short focal length. In some cases it may be desirable to have a 
large depth of field when using a video-based wearable computer in order 
to maximize the amount of the scene that is in focus. Other important 
variables to consider when designing a video-based system that displays 
stereoscopic images include the horizontal disparity (horizontal offset) of 
the two video cameras and the convergence angle of the two cameras. Some 
basic information on these variables is provided by Milgram, Drascic, and 
Grodski (1991) who used video cameras to create a stereo real-world image 
superimposed with a stereo computer-generated pointer. 

If the video of the real world is to appear as if viewed through the 
user's eyes, the two CCD cameras must act as if they are at the same 
physical location as the wearer's eyes. Edwards et al. (1992) tried several 
different camera configurations to find the best combination of these factors 
for augmented reality displays. They determined that the inter-pupilary 
nodal distance is an important parameter to consider for applications that -
require close to medium viewing distances for depth judgments and that off
axisness is hard to get used to when objects are close to the viewer. Placing 
the cameras in front of the wearer's eyes may result in accurately registered 
video and computer-generated images, but the image of the outside world 
seen through the HMD will appear magnified and thus objects will appear 
closer than they actually are. 

4.4 Input Devices 

In conjunction with output devices, effective input devices are necessary 
to allow the user to seamlessly interact with the virtual text or images 
being presented. The input devices that have evolved for use with wearable 
computer systems are very diverse and always changing to accommodate 

META 1017 
META V. THALES



I . WEARABLE COMPUTERS AND AUGMENTED REALITY 13 

user needs. Recent growth in the popularity of wearable computers has 
sparked an increasing interest in the design and evaluation of input devices 
(Thomas et. al., 1998). 

In the real-world environment, the user is often using one or both hands 
to perform a task; therefore, the input devices used with wearable comput
ers need to be designed with this requirement in mind. Appropriate input 
devices need to be utilized to allow the user to efficiently manipulate and 
interact with objects. For data entry or text input, body-mounted keyboards, 
speech recognition software, or hand-held keyboards are often used. De
vices such as IBM's Intellipoint, track balls, data gloves, and the Twiddler 
are used to take the place of a mouse to move a cursor to select options or to 
manipulate data. One of the main advantages of using a wearable computer 
is that it allows the option of hands-free use. When complete hands-free 
operation is needed, speech recognition, and posture-based, EMG-based, 
and EEG-based devices are a few ways for the user to interact with the 
computer in a completely hands-free manner. Other input devices such as 
hand-held keyboards, wrist keyboards, or track pads allow the user to input 
data when complete hands-free use is not necessary. 

For some wearable computer applications, another effective tool in pro
viding users with a realistic experience is allowing them to receive haptic 
feedback to provide a direct physical perception of objects (Kaczmarek and 
Bach-Y-Rita, 1995; Tan and Pentland, 1997). This directly couples input 
and output between the computer and user. Tactile and force feedback acts 
as a powerful addition to augmented reality simulations for problems that 
involve understanding of 3D structure, shape, or fit, such as in assembly 
tasks (Barfield, Hendrix, Bjomeseth, Kaczmarek, and Lotens, 1995). The 
common factors considered in the design of these input devices is that they 
all must be unobtrusive, accurate, and easy to use on the job. 

5. APPLICATIONS 

5.1 Sensor Technology for wearable 
Computers and Smart Spaces 

One of the interesting extensions of wearable computer systems is the 
creation of smart spaces. We define smart spaces as environments in which 
objects have associated with them: (1) a CPU allowing some minimal 
level of intelligence to exist in the object and (2) sensors that detect the 
presence of other objects within the environment or the state of the object 
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itself. For example, a wearable computer equipped with a CCD camera 
can use computer vision techniques to detect the presence of an object in 
an environment; the detected object may also have a sensor that detects 
the wearable computer. Once the sensor on the wearable computer detects 
the presence of another object, the object is recognized and information 
about that object is accessed through a database; finally, with a see-through 
display or video system, information about the object is projected onto the 
object (Rekimoto, 1997; Starner et al., 1997). 

In order for any digital system to have an awareness of and be able to 
react to events in its environment, it must be able to sense the environment. 
This can be accomplished by incorporating sensors, or arrays of various 
sensors (sensor fusion), into the system. Sensors are devices that are able to 
take an analog stimulus from the environment and convert it into electrical 
signals that can be interpreted by a digital device with a microprocessor. 
The stimulus can be a wide variety of energy types but most generally it 
is any quantity, property, or condition that is sensed and converted into an 
electrical signal (Fraden, 1996). 

While sensors are responsible for detecting and converting analog stim
uli from the environment, they are only the front end of a complex system 
that allows intelligence to be distributed within an environment. For wear
able computers or other digital systems to be able to react "intelligently" 
to objects within an environment, the data from the sensors need to be 
processed and interpreted by microprocessors and software. In creating 
smart spaces, there are many types of sensors available that can be used to 
interpret a wide array of input types. They are often classified by the type 
of stimuli they respond to (Brignell and White, 1994). Table 1.1 shows 
a few different types of sensors and the types of stimuli they respond to. 
Some types of sensors used in the creation of smart spaces are mechanical, 
biological, or electromagnetic (acoustic, electric, optical). 

In general, there are two kinds of sensors: active and passive. The char
acteristics of these two types of sensors will impact their potential use as 
components of a wearable computer system. Active sensors require an ex
ternal power source or excitation signal in order to generate their own signal 
to operate. The excitation signal is then modified by the sensor to produce 
the output signal. Therefore, active sensors consist of both a transmitting 
and receiving system. A thermistor is an example of an active sensor. By it
self is does not generate a signal, but by passing an electric current through 
it, temperature can be measured by the variation in the amount of resistance 
(Fraden, 1996). In contrast, passive sensors directly convert stimulus energy 
from the environment into an electrical output signal without an external 
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Sensor Type 

Mechanical 

Biological 

TABLE 1.1 
Sensor Types and Response Stimuli 

Stimulus 

Position, acceleration, force, 
shape, mass, displacement, 
acceleration 

Heart rate, body temperature, 
neural activity, respiration rate 

Use in Smart Spaces 

Detecting people's/object's 
position, weight, movements 

Measuring people's mood, 
mental state, physical state 

15 

Acoustic Volume, pitch, frequency, Detecting sounds, interpreting speech 

Optical 

Environmental 

phase, changes 

Emissivity, refraction, light 
wave frequency, brightness, 
luminance 

Temperature, humidity 

Computer vision detection, IR 
motion/presence detection 

Monitoring the conditions of the 
environment that people are in 

power source. Passive sensors consist only of a receiver. Passive sensors 
include, for example, infrared motion detectors, which use radiated heat 
energy from the objects as their source of detection energy. 

When building and employing sensors in an intelligent environment 
(including a wearable computer), there are a number of variables inherent 
to the particular sensors that need to be addressed. The following is a list 
of some considerations when dealing with sensors: 

• Accuracy or Resolution: The smallest change in magnitude a sensor 
can detect. 

• Range or Field of View: The amount of area covered by the sensor. 
• Calibration Error: The maximum amount of inaccuracy permitted 

by the sensor. 
• Power Consumption: The amount of energy required by the sensor 

to operate. 
• Size: The physical dimensions of the sensor. 
• Saturation: The maximum amount of stimulus the sensor. can re

spond to. 
• Repeatability: Ability to accurately recreate responses under iden

tical stimuli. 

META 1017 
META V. THALES



16 BARFIELD AND CAUDELL 

• Sample Rate: The frequency at which the sensor samples the stim
ulus. 

• Noise Filtering: The ability of the sensor to filter out unwanted en
vironmental noise. 

By taking into account these variables, designers of smart spaces can 
select the appropriate sensors to do a particular task. For example, if you 
are using an infrared beam emitter for object detection in a 1 O' x 1 O' room, 
and the range of the sensor's beam is only 2', there is not enough coverage 
to be useful. 

5.2 Industrial Applications 

Manufacturing, construction, testing, and maintenance are four classes of 
complex industrial tasks that currently require a great deal of human in
volvement. Although automation systems will significantly off-load human 
workers as advances in robotics technology occur, there will remain a sig
nificant subset of these tasks that are either too complex or too costly for 
automation. Tasks that require dexterous manipulation, fusion of sensory 
experience and heuristic knowledge, spatial cognitive model building, time
critical decision making, and real-time problem solving are basic human 
traits that have proven difficult to capture in intelligent machines and will 
be costly once developed. Said another way, human involvement will con
tinue to be the only economic choice in many industrial environments for 
the foreseeable future. 

Information technology and systems are now an integral part of the mod
em industrial environment. Computer aided design (CAD) and computer 
aided manufacturing (CAM) systems are becoming the standard for large 
manufacturing companies worldwide. Three-dimensional CAD/CAM sys
tems are used to model mechanical designs, visualize stresses or flows cal
culated from simulations, test for interferences through digital preassem
bly, and to begin to understand the manufacturability and maintainability 
of subsystems. Given this, a new question arises: How can manufacturing, 
construction, testing, and maintenance workers interface efficiently with 
these engineering data? 

Today, the main interface is the physical information artifact paper. En
gineering designs are plotted as line drawings, blueprints are produced, 
test procedures are written, and maintenance manuals are printed. Workers 
must continually consult documents, diagrams, templates, or tables to get 
their work done. This is both tedious and distracting and will become more 
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so as the amount of information needed to perform their jobs increases. 
Even though the engineering design process can improve quality using 
CAD/CAM systems, it is difficult to maintain this quality through produc
tion under the circumstances of a poor worker interface to this information. 
The printed page responds very slowly to changes orupdates in design, lead
ing to out-of-date procedures and manuals and/or to stagnation in product 
modernization. Commercial aircraft design and manufacture represents an 
important example of where information technology is making a positive 
impact. 

Modem airliners are complex machines that require a tremendous 
amount of manual effort to manufacture and assemble. The production 
of an airliner does not lend itself to complete automation because of the 
small lot size of parts, where in many cases the average lot size for a part 
is less than ten. A partial reason for this small size is the custom nature of 
the product; rarely are two aircraft identical. Automation is not practical in 
many cases because of the skills required to perform a task. Robots cannot 
today provide the dexterity and perception of a human required to assemble 
and test many of the components of this product. Even if a robotic system 
had the facilities to perform the tasks, the programming costs are exacer
bated by the small lot sizes. For these reasons, people will continue to play 
a major role in the manufacture and assembly of modern aircraft. 

Even so, aircraft are becoming more and more complex, as are their man
ufacturing processes. People in the factories are required to use an increas
ing amount of information in their jobs. Much of this information is derived 
from engineering designs for parts and processes stored in CAD systems. 
In many cases today, this information comes to the factory floor in the form 
of complicated assembly guides, templates, mylar drawings, wiring lists, 
and location markings on sheet metal. These information artifacts must 
be built or printed, cataloged, easily retrievable, and stored for the life of 
the aircraft. In addition, the worker must continually be trained to used 
them properly. Engineering change causes a slow, costly, and potentially 
error-prone propagation of updates through these artifacts and their use. 

Attempts have been made to improve the efficiency of the interface 
between information and the worker in the factory. Occasionally today, 
a computer screen will be used to augment manufacturing or assembly 
instructions, indicating the next step in a process or the next location on 
a diagram to be serviced. Unfortunately, due to the physical displacement 
of the information screen from the work cell location, this approach is still 
distracting and does not augment the environment in a way that is natural 
to human perception and understanding. 
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FIG. 1.3. A drawing of the components of an augmented reality 
system. The video sources provide high brightness graphics that 
are folded into the user's line of sight with beam splitting relay op
tics. The head is tracked in six degrees of freedom to help create 
the illusion that the computer information is in the real world. Inter
action with the software may occur through voice input if ambient 
conditions are within tolerance. The user wears the computer that 
performs the graphics, stores a database of information, and per
haps, communicates with the off-body world. 

In 1990, the team at Boeing introduced augmented reality to the worker 
adding a natural interface to manufacturing, construction, testing, and main
tenance information, without the use of physical artifacts (Caudell and 
Mizell, 1992). The general concept was to provide a "see-thru" virtual re
ality type head-mounted computer display to the worker, and to use this 
device to overlay his or her visual field of view with useful and dynamically 
changing information (Figure 1.3), (hence the name augmented reality). 
The enabling technologies for this access interface are head-up display 
headsets (Sutherland, 1968) combined with head position sensing, work 
place coordinate registration systems, data management systems, and wear
able computing. A working hypothesis of the field of augmented reality is 
that if access to engineering and manufacturing information is appropri
ately enhanced, then people will be able to perform their tasks with greater 
ease and accuracy. 

Figure 1.4 illustrates the first augmented reality application at Boeing 
in the area of manufacturing and touch labor: formboards and wire bundle 
assembly. Wire bundles for aircraft are manufactured by laying individual 
wires across pegs located in an annotated formboard usually made of a 
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FIG. I .4. The wiring formboard application where the user has an 
extended range of operation. The worker is wearing the computer 
that is performing the graphics and data management functions. 
The worker sees the path of the current wire as a colored polyline 
painted on the board. 

3' x 8' piece of plywood. In the traditional method, the board is annotated 
with a long computer-generated plot of the wire bundle glued to the ply
wood. The person must be able to see the paths of the wires and read the 
paper drawing as the bundle grows with each addition of a wire. As an al
ternative solution, the Boeing team sought to replace the formboard with a 
general peg board and, at the beginning of a new wire bundle assembly, have 
the computer indicate the position of the pegs for the new assembly task for 
the person to install. The user wore a see-thru head-mounted display that 
had been registered in the coordinate system of the board. After the new 
pegs were installed, the paths of individual wires are indicated sequentially 
on the board. When a worker looked through the headset at the augmented 
reality formboard, the 3D path of the next wire to string was indicated by 
colored polyline. In addition, the wire gauge and type could have been indi
cated next to the wire location for quality control. As the person changed his 
or her perspective on the formboard, the graphical indicators appear to stay 
in the same 3D location, as if painted on the board. This is accomplished 
by tracking the six degrees of freedom of the user's headset relative to 
the workpiece and transforming the graphics to compensate for changes in 
view location and orientation. With this new approach, workers could now 
concentrate on the business of quality assembly, unfettered by distracting 
paper plots and computer screens. 
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5.3 Medicine 

One of the important applications for augmented reality and wearable com
puters is the visualization of medical information projected onto a patient's 
body. Currently, MRI and CT images are reviewed by a physician using 
display technology that is totally detached from the patient. The use of aug
mented reality displays will allow MRI and CT images to be superimposed 
over the patients anatomy, which may assist in tasks such as the planning 
of surgical procedures. Researchers from the Department of Computer 
Science at the University of North Carolina, Chapel Hill, have pioneered 
the development of medical applications of augmented reality. For exam
ple, Fuchs and Neuman (1993) investigated the use of three-dimensional 
medical images superimposed over the patient's body for noninvasive vi
sualization of internal human anatomy. Specifically, in their application, a 
physician wearing an HMD viewed a pregnant woman with an ultrasound 
scan of the fetus overlaid on the woman's stomach. Walking around the 
patient allowed the physician to observe the fetus in 3D perspective and to 
determine its placement relative to other internal organs. 

Other researchers, such as Lorensen and colleagues (1993), and Gleason 
and colleagues at the Surgical Planning Laboratory of Brigham and 
Woman's Hospital affiliated with Harvard Medical School, have also inves
tigated the use of augmented reality environments for medical visualization. 
Specifically, Gleason, Kikinis, Black, Alexander, Stieg, Wells, Lorensen, 
Cline, Altobelli, and Jolesz (1994) used three-dimensional images to as
sist in preoperative surgical planning and simulation of neurosurgical and 
craniofacial cases. They built an augmented reality display that allowed 
the surgeon to superimpose three-dimensional images with the surgeon's 
operative perspective. 

Surgical simulation provides the ability to interact with the reconstructed 
virtual objects, such as viewing different surgical approaches or displaying 
only a limited number of anatomic structures or objects. Gleason et al. 
described the effectiveness of their augmented reality system for intraop
erative neurosurgical procedures in the context of sixteen cases. From the 
same research team, Lorensen et al. (1993) presented a case study that in
volved the removal of a tumor at the top of a patient's brain. Before making 
any incisions, the surgical team viewed computer models of the underlying 
anatomy of the patient's brain surface and tumor, mixed with a live video 
image of the patient. The combined video and computer image was used 
to help the surgeon plan a path to the diseased tissue. The video of the pa
tient, enhanced by the computer models, showed the extent of the tumor's 
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intrusion beneath the brain's surface. A future-extension ofthis work could 
involve a member of the surgical team with a wearable computer located at 
a remote site also viewing the tumor projected onto the patient and assisting 
in the diagnosis and planning of the surgical procedure. 

6. RESEARCHISSUES 

As noted previously, one of the latest fields of research in the area of 
output devices is tactual display devices (Burdea, 1996; Tan and Pentland, 
1997). These tactual or haptic devices allow the user to receive haptic 
feedback output from a variety of sources. This allows the user to actually 
feel virtual objects and manipulate them by touch. This is an emerging 
technology and will be instrumental in enhancing the realism of wearable 
augmented environments for certain applications. Tactual displays have 
previously been used for scientific visualization in virtual environments by 
chemists and engineers to improve perception and understanding of force 
fields and of world models populated with impenetrable objects. In addition 
to tactual displays, the use of wearable audio displays that allow sound to be 
spatialized are being developed. With wearable computers, designers will 
soon be able to pair spatialized sound to virtual representations of objects 
when appropriate to make the wearable computer experience even more 
realistic to the user. 

Furthermore, as the number and complexity of wearable computing ap
plications continue to grow, there will be increasing needs for systems that 
are faster, are lighter, and have higher resolution displays. Better network
ing technology will also need to be developed to allow all users of wearable 
computers to have high bandwidth connections for real-time information 
gathering and collaboration. In addition to the technology advances that 
would allow users to wear computers in everyday life, there is also the desire 
to have users want to wear their computers. To do this, wearable comput
ing needs to be unobtrusive and socially acceptable. By making wearables 
smaller and lighter, or actually embedding them in clothing, users can con
ceal them easily and wear them comfortably (Barfield and Baird, 1998). 

Several critical research issues must be resolved before the practical 
application of augmented reality and wearable computer technology is 
realized. For example, the requirement of an immersive virtual reality 
display and position sensor is only that the generated scene look realis
tic enough for the users to do their work and that graphical objects be 
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correctly positioned relative to other graphical objects. The computational 
load for immersive virtual reality can be arbitrarily large as asymptotically 
realistic scenes are generated. For augmented reality, the displayed graph
ics are required to accurately match up against specific points in the user's 
physical surroundings. The computational load is minute compared to vir
tual reality since only simple 3D sticklike or firewrame objects and text 
need be rendered. Evidently, the critical research issues for wearable com
puter systems are in many cases different from immersive virtual reality. 
Other hardware and software related research issues are indicated below. 
The first set ofresearch topics involves hardware and software issues; the 
second deals with human-centered issues. Although addressing the tech
nological issues are a necessary condition for the successful deployment 
of augmented reality technology, the many human-centered questions that 
must also be addressed are equally important. Without an understanding of 
the human-centered side in addition to the technological side of augmented 
reality and wearable computers, this technology might be forced-fit into 
inappropriate environments, leading to a waste of resources, loss of pro
ductivity, and a premature abandonment of the approach without fair trails. 

6. 1 Hardware and Software Issues 

1. Extended position tracking: Both high accuracy and long-range po
sition tracking are necessary in many factory and construction environ
ments. The worker will need the freedom to operate untethered over wide 
areas and in complex structures. Current virtual reality position tracking 
systems are limited to roughly room-sized volumes and require "clean" en
vironments for accurate operation. Research on improving tracking devices 
for mobile users outside work environments is also an important topic. 

2. Calibration and reregistration: Methods and systems for internally 
calibrating the display/sensor system and registering the user's coordinate 
system to the work place are not fully developed. These methods attempt 
to place the work place, the position/orientation sensor, the virtual screens 
of the display, and the user's eyes into a common coordinate system. Fur
thermore, because the user might jostle the display or it might slip out of 
position, techniques are under development to quickly detect if the user is 
out of registration, as well as ways to quickly reregister. These registration 
procedures must be quick and convenient for complete acceptance into the 
work place. 

3. CAD/CAM database interfaces and translators: The data required 
by the augmented reality and wearable computer system will typically be 
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found in the traditional CAD/CAM databases; but not in the simplified form 
needed for optimal augmented reality display. Tools are under development 
to use knowledge-based methods to transform geometric data into a form 
easily understandable by the worker when superimposed on the work place. 
This is a highly domain-dependent approach and more general techniques 
must be developed. 

4. Smart spaces: As intelligence is imbedded into everyday objects, 
how should we design information spaces that allow humans to receive the 
right information at the right time? And, how do we deliver information 
to mobile users with sufficient security so that privacy is maintained. In 
addition, we need to develop sensors that are part of a wireless network 
and that have the capability of detecting and communicating with humans. 

5. Computing under the skin: We need to determine what applications 
of computing under the skin are important and how to implement such 
technology. For example, there are many medical benefits associated with 
integrating microcomputers with the nervous system and other biological 
systems. Applications could include cognitive and sensory prostheses and 
the regulation of physiological parameters. 

6. Energy requirements: Power sources for wearable computer sys
tems must be improved so that they are longer lasting and lighter. 

6.2 Human-Centered Design Issues 

1. Human 3D perception and reasoning: How do we best match the 
optics in the augmented reality displays to the characteristics of human 
vision, such as depth of focus, optical pupil size, and eye strain? Are stereo 
augmented reality displays necessary for spatial understanding? What role 
will color play in the display of simplified information? What system char
acteristics affect the ease of visual fusion or the perception that the virtual 
graphic is actually part of the physical scene? 

2. Human task performance measurement: How does augmented re
ality and wearable computer technology really affect a person's ability to 
perform a task? What types of tasks does it help or hinder? What sys
tem characteristics, such as computational time delays or positional errors, 
affect measures of performance, and how can they be optimized? 

3. Human/sociological issues: How do people perceive augmented 
reality in their work place? Given a choice, will they use it or revert back 
to older methods? How does it affect worker satisfaction? Do these factors 
affect the quality and quantity of their work? Finally, can these effects be 
quantitatively measured? 
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4. Computational clothing: For wearable computer systems to be fully 
accepted by the general public, we need to design wearables that look 
more like clothing and clothing accessories than current implementations 
of wearable computer systems (Post and Orth, 1997). How to do this is a 
major and current research topic. 

In summary, in this chapter we presented concepts related to the use 
and underlying technologies of augmented reality and wearable computer 
systems. We discussed how recent advances in augmented reality displays 
make it possible to enhance the user's local environment with "informa
tion." We also briefly touched upon some of the many application areas for 
this technology such as medicine, manufacturing, training, and recreation. 
A major point was that wearable computers allow a much closer associa
tion of information with the user. By embedding sensors in the wearable to 
allow it to see what the user sees, hear what the user hears, sense the user's 
physical state, and analyze what the user is typing, an intelligent agent may 
be able to analyze what the user is doing and try to predict the resources he 
or she will need next or in the near future. Using this information, the agent 
may download files, reserve communications bandwidth, post reminders, 
or automatically send updates to colleagues to help facilitate the user's daily 
interactions. This intelligent wearable computer would be able to act as a 
personal assistant-one that is always around, knows the user's personal 
preferences and tastes, and tries to streamline interactions with the rest of 
the world. Finally, our view of the future is that we will be wearing com
puters that look like clothing but yet contain all the computing capabilities 
of high-end workstations. These computers will monitor our physiological 
state, perform the duties of a secretary and butler in managing our everyday 
life, and protect us from physical harm. 
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Augmented Reality: 
Approaches and Technical 

Challenges 

Ronald T. Azuma 
HRL Laboratories, Malibu, CA 

I. INTRODUCTION 

Augmented Reality (AR) merges 3-D virtual objects into a 3-D real envi
ronment and displays this combination in real time. Unlike Virtual Envi
ronments (VEs), AR supplements reality, rather than completely replacing 
it. This property makes AR particularly well suited as a tool . to aid the 
user's perception of and interaction with the real world. The virtual ob
jects display information that the user cannot directly detect with his own 
senses. The information conveyed by the virtual objects helps a user per
form real-world tasks. AR is a specific example of what Fred Brooks calls 
Intelligence Amplification (IA): using the computer as a tool to make tasks 
easier for a human to perform (Brooks, 1996). Potential AR application 
areas include medical visualization, maintenance and repair, annotation, 
entertainment, and military aircraft navigation and targeting. Chapter 16 
discusses AR applications in more detail. AR displays may help user per
formance in these applications by reducing information search time and 
errors, while increasing retention and motivation (Neumann and Majoros, 
1998). 
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Building an effective AR system is a difficult task and is an active area 
of research. This chapter describes, at a high level, the approaches that 
have been taken so far and the major challenges that system designers face. 
Section 2 surveys the characteristics of AR systems and the various possible 
configurations, along with the relative advantages and disadvantages of 
each. Currently, two of the biggest problems are in registration and sensing: 
the subjects of Sections 3 and 4. Finally, Section 5 suggests some topics 
for further work and research. 

2. APPROACHES 

This section describes the characteristics of AR systems and the avail
able approaches for building an AR system. Section 2.1 explains the ba
sic characteristics of augmentation. There are two ways to accomplish 
this augmentation: with optical or video technologies. Section 2.2 dis
cusses their characteristics and relative strengths and weaknesses. Blending 
the real and virtual poses problems with focus and contrast (Section 2.3), 
and some applications require portable AR systems to be truly effective 
(Section 2.4). Finally, Section 2.5 summarizes the characteristics by com
paring the requirements of AR against those for Virtual Environments. 

2. 1 Augmentation 

Besides adding objects to a real environment, Augmented Reality also has 
the potential to remove them. Current work has focused on adding virtual 
objects to a real environment. However, graphic overlays might also be used 
to remove or hide parts of the real environment from a user. For example, 
to remove a desk in the real environment, draw a representation of the 
real walls and floors behind the desk and "paint" that over the real desk, 
effectively removing it from the user's sight. This has been done in feature 
films. Doing this interactively in an AR system will be much harder, but 
this removal may not need to be photorealistic to be effective. 

Augmented Reality might apply to all senses, not just sight. So far, re
searchers have focused on blending real and virtual images and graphics. 
However, AR could be extended to include sound. The user would wear 
headphones equipped with microphones on the outside. The headphones 
would add synthetic, directional 3-D sound, while the external microphones 
would detect incoming sounds from the environment. This would give 
the system a chance to mask or cover up selected real sounds from the 
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environment by generating a masking signal that exactly canceled the in
coming real sound (Durlach and Mavor, 1995; Barfield, Rosenberg, and 
Lotens, 1995). While this would not be easy to do, it might be possible. 
Another example is haptics. Gloves with devices that provide tactile feed
back might augment real forces in the environment. For example, a user 
might run his hand over the surface of a real desk. Simulating such a hard 
surface virtually is fairly difficult, but it is easy to do in reality. Then the 
tactile effectors in the glove can augment the feel of the desk, perhaps mak
ing it feel rough in certain spots. This capability might be useful in some 
applications, such as providing an additional cue that a virtual object is at 
a particular location on a real desk (Wellner, 1993). 

2.2 Optical versus Video 

A basic design decision in building an AR system is how to accomplish 
the combining of real and virtual. Two basic choices are available: optical 
and video technologies. Each has particular advantages and disadvantages. 
This section compares the two and notes the trade-offs. For additional 
discussion, see Rolland, Holloway and Fuchs (1994) or Chapter 5. 

A see-through HMD is one device used to combine real and virtual. 
Standard closed-view HMDs do not allow any direct view of the real world. 
In contrast, a see-through HMD lets the user see the real world, with virtual 
objects superimposed by optical or video technologies. 

Optical see-through HMDs work by placing optical combiners in front 
of the user's eyes. These combiners are partially transmissive, so that the 
user can look directly through them to see the real world. The combiners 
are also partially reflective, so that the user sees virtual images bounced off 
the combiners from head-mounted monitors. This approach is similar in 
nature to Head-Up Displays (HUDs), commonly used in military aircraft, 
except that the combiners are attached to the head. Thus, optical see-through 
HMDs have sometimes been described as a "HUD on a head" (Wanstall. 
1989). Figure 2.1 shows a conceptual diagram of an optical see-through 
HMD. Figure 2.2 shows two optical see-through HMDs made by Raytheon. 

The optical combiners usually reduce the amount of light that the user 
sees from the real world. Since the combiners act like half-silvered mir
rors, they only let in some of the light from the real world, so that they 
can reflect some of the light from the monitors into the user's eyes. For 
example, the HMD described in Holmgren (1992) transmits about 30% 
of the incoming light from the real world. Choosing the level of blending 
is a design problem. More sophisticated combiners might vary the level 
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FIG. 2.1. Optical see-through HMO conceptual diagram. 

FIG. 2.2. 1wo optical see-through HMDs, made by Raytheon. 
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of contributions based upon the wavelength of light. For example, such a 
combiner might be set to reflect all light of a certain wavelength and none 
at any other wavelengths. This would be ideal with a monochrome monitor. 
Virtually all the light from the monitor would be reflected into the user's 
eyes, while almost all the light from the real world ( except at the particular 
wavelength) would reach the user's eyes. However, most existing optical 
see-through HMDs do reduce the amount of light from the real world, so 
they act like a pair of sunglasses when the power is cut off. 

In contrast, video see-through HMDs work by combining a closed-view 
HMD with one or two head-mounted video cameras. The video cameras 
provide the user's view of the real world. Video from these cameras is 
combined with the graphic images created by the scene generator, blending 
the real and virtual. The result is sent to the monitors in front of the user's 
eyes in the closed-view HMD. Figure 2.3 shows a conceptual diagram of 
a video see-through HMD. Figure 2.4 shows an actual video see-through 
HMD, with two video cameras mounted on top of a flight helmet. 
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FIG. 2.3. Video see-through HMD conceptual diagram. 

FIG. 2.4. An actual video see-through HMD. (Courtesy Jannick 
Rolland. Frank Biocca, and the University of North Carolina Chapel 
Hill Department of Computer Science. Photo by Alex Treml.) 
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Video composition can be done in more than one way. A simple way 
is to use chroma-keying: a technique used in many video special effects. 
The background of the computer graphic images is set to a specific color, 
say green, which none of the virtual objects use. Then the combining 
step replaces all green areas with the corresponding parts from the video 
of the real world. This has the effect of wperimposing the virtual ob
jects over the real world. A more sophisticated composition would use 
depth information. If the system had depth information at each pixel for 
the real-world images, it could combine the real and virtual images by a 
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pixel-by-pixel depth comparison. This would allow real objects to cover 
virtual objects and vice versa. 

AR systems can also be built using monitor-based configurations, in
stead of see-through HMDs. Figure 2.5 shows how a monitor-based system 
might be built. In this case, one or two video cameras view the envi
ronment. The cameras may be static or mobile. In the mobile case, the 
cameras might move around by being attached to a robot, with their loca
tions tracked. The video of the real world and the graphic images gener
ated by a scene generator are combined, just as in the video see-through 
HMD case, and displayed in a monitor in front of the user. The user does 
not wear the display device. Optionally, the images may be displayed 
in stereo on the monitor, which then requires the user to wear a pair of 
stereo glasses. The ARGOS system is an example of a monitor-based 
configuration. 

Finally, a monitor-based optical configuration is also possible. This is 
similar to Figure 2.1 except that the user does not wear the monitors or 
combiners on her head. Instead, the monitors and combiners are fixed 
in space, and the user positions her head to look through the combiners. 
This is typical of Head-Up Displays on military aircraft, and at least one 
such configuration has been proposed for a medical application (Peuchot, 
Tanguy, and Eude, 1995). 

The rest of this section compares the relative advantages and disadvan
tages of optical and video approaches, starting with optical. An optical 
approach has the following advantages over a video approach: 

1. Simplicity: Optical blending is simpler and cheaper than video 
blending. Optical approaches have only one "stream" of video to worry 
about: the graphic images. The real world is seen directly through the 
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combiners, and that time delay is generally a few nanoseconds. Video 
blending, on the other hand, must deal with separate video streams for 
the real and virtual images. Both streams have inherent delays in the tens 
of milliseconds. Digitizing video images usually adds at least one frame 
time of delay to the video stream, where a frame time is how long it takes 
to completely update an image. A monitor that completely refreshes the 
screen at 60 Hz has a frame time of 16.67 ms. The two streams of real 
and virtual images must be properly synchronized or temporal distortion 
results. Also, optical see-through HMDs with narrow field-of-view com
biners offer views of the real world that have little distortion. Video cameras 
almost always have some amount of distortion that must be compensated 
for, along with any distortion from the optics in front of the display devices. 
Since video requires cameras and combiners that optical approaches do not 
need, video will probably be more expensive and complicated to build than 
optical-based systems. 

2. Resolution: Video blending limits the resolution of what the user 
sees, both real and virtual, to the resolution of the display devices. With 
current displays, this resolution is far less than the resolving power of the 
fovea. Optical see-through also shows the graphic images at the resolution 
of the display device, but the user's view of the real world is not degraded. 
Thus, video reduces the resolution of the real world, whereas optical see
through does not. 

3. Safety: Video see-through HMDs are essentially modified closed
view HMDs. If the power is cut off, the user is effectively blind. This is a 
safety concern in some applications. In contrast, when power is removed 
from an optical see-through HMD, the user still has a direct view of the 
real world. The HMD then becomes a pair of heavy sunglasses, but the user 
can still see. 

4. No eye offset: With video see-through, the user's view of the real 
world is provided by the video cameras. In essence, this puts his "eyes" 
where the video cameras are. In most configurations, the cameras are not 
located exactly where the user's eyes are, creating an offset between the 
cameras and the real eyes. The distance separating the cameras may also not 
be exactly the same as the user's interpupillary distance (IPD). This differ
ence between camera locations and eye locations introduces displacements 
from what the user sees compared to what he expects to see. For exam
ple, if the cameras are above the user's eyes, he will see the world from 
a vantage point slightly taller than he is used to. Video see-through can 
avoid the eye-offset problem through the use of mirrors to create another 
set of optical paths that mimic the paths directly into the user's eyes. Using 
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those paths, the cameras will see what the user's eyes would normally see 
without the HMD. However, this adds complexity to the HMD design. 
Offset is generally not a difficult design problem for optical see-through 
displays. While the user's eye can rotate with respect to the position of the 
HMD, the resulting errors are tiny. Using the eye's center ofrotation as the 
viewpoint in the computer-graphics model should eliminate any need for 
eye tracking in an optical see-through HMD (Holloway, 1997). 

Video blending offers the following advantages over optical blending: 

1. Flexibility in composition strategies: A basic problem with optical 
see-through is that the virtual objects do not completely obscure the real 
world objects, because the optical combiners allow light from both virtual 
and real sources. Building an optical see-through HMD that can selectively 
shut out the light from the real world is difficult. In a normal optical system, 
the objects are designed to be in focus at only one point in the optical path: 
the user's eye. Any filter that would selectively block out light must be 
placed in the optical path at a point where the image is in focus, which 
obviously cannot be the user's eye. Therefore, the optical system must have 
two places where the image is in focus: at the user's eye and at the point of the 
hypothetical filter. This makes the optical design much more difficult and 
complex. No existing optical see-through HMD blocks incoming light in 
this fashion. Thus, the virtual objects appear ghost like and semitransparent. 
This damages the illusion of reality because occlusion is one of the strongest 
depth cues. In contrast, video see-through is far more flexible about how 
it merges the real and virtual images. Since both the real and virtual are 
available in digital form, video see-through compositors can, on a pixel
by-pixel basis, take the real, or the virtual, or some blend between the two 
to simulate transparency. Because of this flexibility, video see-through may 
ultimate! y produce more compelling environments than optical see-through 
approaches. 

2. Wide field of view: Distortions in optical systems are a function 
of the radial distance away from the optical axis. The further one looks 
away from the center of the view, the larger the distortions get. A digitized 
image taken through a distorted optical system can be undistorted by ap
plying image processing techniques to unwarp the image, provided that the 
optical distortion is well characterized. This requires significant amounts 
of computation, but this constraint will be less important in the future as 
computers become faster. It is harder to build wide field-of-view displays 
with optical see-through techniques. Any distortions of the user's view of 
the real world must be corrected optically, rather than digitally, because 
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the system has no digitized image of the real world to manipulate. Com
plex optics are expensive and add weight to the HMD. Wide field-of-view 
systems are an exception to the general trend of optical approaches since 
they are simpler and cheaper than video approaches. 

3. Real and virtual view delays can be matched: Video offers an ap
proach for reducing or avoiding problems caused by temporal mismatches 
between the real and virtual images. Optical see-through HMDs offer an 
almost instantaneous view of the real world but a delayed view of the vir
tual. This temporal mismatch can cause problems. With video approaches, 
it is possible to delay the video of the real world to match the delay from 
the virtual image stream. For details, see Section 4.3. 

4. Additional registration strategies: In optical see-through, the only 
information the system has about the user's head location comes from 
the head tracker. Video blending provides another source of informa
tion: the digitized image of the real scene. This digitized image means 
that video approaches can employ additional registration strategies 
unavailable to optical approaches. Section 4.4 describes these in more 
detail. 

5. Easier to match the brightness of real and virtual objects: This is 
discussed in Section 3.3. 

Both optical and video technologies have their roles, and the choice 
of technology depends on the application requirements. Many of the me
chanical assembly and repair prototypes use optical approaches, possibly 
because of the cost and safety issues. If successful, the equipment would 
have to be replicated in large numbers to equip workers on a factory floor. 
In contrast, most of the prototypes for medical applications use video ap
proaches, probably for the flexibility in blending real and virtual and for 
the additional registration strategies offered. 

2 .3 Focus and Contrast 

Focus can be a problem for both optical and video approaches. Ideally, the 
virtual should match the real. In a video-based system, the combined vir
tual and real image will be projected at the same distance by the monitor or 
HMD optics. However, depending on the video camera's depth-of-field and 
focus settings, parts of the real world may not be in focus. In typical graph
ics software, everything is rendered with a pinhole model, so all the gra
phic objects, regardless of distance, are in focus. To overcome this, the 
graphics could be rendered to simulate a limited depth of field, and the 
video camera might have an autofocus lens. 
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In the optical case, the virtual image is projected at some distance away 
from the user. This distance may be adjustable, although it is often fixed. 
Therefore, while the real objects are at varying distances from the user, the 
virtual objects are all projected to the same distance. If the virtual and real 
distances are not matched for the particular objects that the user is looking 
at, it may not be possible to clearly view both simultaneously. 

Contrast is another issue because of the large dynamic range in real en
vironments and in what the human eye can detect. Ideally, the brightness 
of the real and virtual objects should be appropriately matched. Unfortu
nately, in the worst case scenario, this means the system must match a very 
large range of brightness levels. The eye is a logarithmic detector, where 
the brightest light that it can handle is about eleven orders of magnitude 
greater than the smallest, including both dark-adapted and light-adapted 
eyes. In any one adaptation state, the eye can cover about six orders of 
magnitude. Most display devices cannot come close to this level of con
trast. This is a particular problem with optical technologies, because the 
user has a direct view of the real world. If the real environment is too bright, 
it will wash out the virtual image. If the real environment is too dark, the 
virtual image will wash out the real world. Contrast problems are not as 
severe with video, because the video cameras themselves have limited dy
namic response, and the view of both the real and virtual is generated by the 
monitor, so everything must be clipped or compressed into the monitor's 
dynamic range. 

2 .4 Portability 

In almost all Virtual Environment systems, the user is not encouraged to 
walk around much. Instead, the user navigates by "flying" through the 
environment, walking on a treadmill, or driving some mockup of a vehicle. 
Whatever the technology, the result is that the user stays in one place in the 
real world. 

Some AR applications, however, will need to support a user who will 
walk around a large environment. AR requires that the user actually be at the 
place where the task is to take place. "Flying," as performed in a VE system, 
is no longer an option. If a mechanic needs to go to the other side of a jet 
engine, she must physically move herself and the display devices she wears. 
Therefore, AR systems will place a premium on portability, especially 
the ability to walk around outdoors, away from controlled environments. 
The scene generator, the HMD, and the tracking system must all be self
contained and capable of surviving exposure to the environment. If this 
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capability is achieved, many more applications that have not been tried 
will become available. For example, the ability to annotate the surrounding 
environment could be useful to soldiers, hikers, or tourists in an unfamiliar 
new location. 

2.5 Comparison against Virtual 
Environments 

The overall requirements of AR can be summarized by comparing them 
against the requirements for Virtual Environments, for the three basic sub
systems that they require. 

l. Scene generator: Rendering is not currently one of the major prob
lems in AR. VE systems have much higher requirements for realistic images 
because they completely replace the real world with the virtual environ
ment. In AR, the virtual images only supplement the real world. Therefore, 
fewer virtual objects need to be drawn, and they do not necessarily have 
to be realistically rendered in order to serve the purposes of the applica
tion. For example, in the annotation applications, text and 3-D wireframe 
drawings might suffice. Ideally, photorealistic graphic objects would be 
seamlessly merged with the real environment (see Section 7), but more 
basic problems have to be solved first. 

2. Display device: The display devices used in· AR may have less 
stringent requirements than VE systems demand, again because AR does 
not replace the real world. For example, monochrome displays may be ad
equate for some AR applications, whereas virtually all VE systems today 
use full color. Optical see-through HMDs with a small field of view may be 
satisfactory because the user can still see the real world with his peripheral 
vision; the see-through HMD does not shut off the user's normal field of 
view. Furthermore, the resolution of the monitor in an optical see-through 
HMD might be lower than what a user would tolerate in a VE application, 
since the optical see-through HMD does not reduce the resolution of the 
real environment. 

3. Tracking and sensing: While in the previous two cases AR had 
lower requirements than VE, that is not the case for tracking and sensing. 
In this area, the requirements for AR are much stricter than those for VE 
systems. A major reason for this is the registration problem, which is de
scribed in the next section. The other factors that make the tracking and 
sensing requirements higher are described in Section 4. 
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3. REGISTRATION 

3.1 The Registration Problem 

One of the most basic problems currently limiting Augmented Reality 
applications is the registration problem. The objects in the real and virtual 
worlds must be properly aligned with respect to each other, or the illusion 
that the two worlds coexist will be compromised. More seriously, many 
applications demand accurate registration. For example, imagine a needle 
biopsy application. If the virtual object is not where the real tumor is, the 
surgeon will miss the tumor and the biopsy will fail. Without accurate 
registration, Augmented Reality will not be accepted in many applications. 

Registration problems also exist in Virtual Environments, but they are 
not nearly as serious because they are harder to detect than in Augmented 
Reality. Since the user only sees virtual objects in VE applications, registra
tion errors result in visual-kinesthetic and visual-proprioceptive conflicts. 
Such conflicts between different human senses may be a source of mo
tion sickness (Pausch, Crea, and Conway, 1992). Because the kinesthetic 
and proprioceptive systems are much less sensitive than the visual system, 
visual-kinesthetic and visual-proprioceptive conflicts are less noticeable 
than visual-visual conflicts. For example, a user wearing a closed-view 
HMD might hold up her real hand and see a virtual hand. This virtual hand 
should be displayed exactly where she would see her real hand, if she were 
not wearing an HMD. But if the virtual hand is wrong by five millimeters, 
she may not detect that unless actively looking for such errors. The same 
error is much more obvious in a see-through HMD, where the conflict is 
visual-visual. 

Furthermore, a phenomenon known as visual capture (Welch, 1978) 
makes it even more difficult to detect such registration errors. Visual capture 
is the tendency of the brain to believe what it sees rather than what it feels, 
hears, etc. That is, visual information tends to override all other senses. 
When watching a television program, a viewer believes the sounds come 
from the mouths of the actors on the screen, even though they actually come 
from a speaker in the TV. Ventriloquism works because of visual capture. 
Similarly, a user might believe that her hand is where the virtual hand 
is drawn, rather than where her real hand actually is, because of visual 
capture. This effect increases the amount of registration error users can 
tolerate in Virtual Environment systems. If the errors are systematic, users 
might even be able to adapt to the new environment, given a long exposure 
time of several hours or days (Welch, 1978). 
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Augmented Reality demands much more accurate registration than 
Virtual Environments (Azuma, 1993). Imagine the same scenario of a user 
holding up her hand, but this time wearing a see-through HMO. Regis
tration errors now result in visual-visual conflicts between the images of 
the virtual and real hands. Such conflicts are easy to detect because of the 
resolution of the human eye and the sensitivity of the human visual system 
to differences. Even tiny offsets in the images of the real and virtual hands 
are easy to detect. 

What angular accuracy is needed for good registration in Augmented 
Reality? A simple demonstration will show the order of magnitude required. 
Take out a dime and hold it at arm's length, so that it looks like a circle. 
The diameter of the dime covers about 1.2 to 2.0 degrees of arc, depending 
on your arm length. In comparison, the width of a full moon is about 
0.5 degrees of arc! Now imagine a virtual object superimposed on a real 
object, but offset by the diameter of the full moon. Such a difference would 
be easy to detect. Thus, the angular accuracy required is a small fraction of a 
degree. The lower limit is bounded by the resolving power of the human eye 
itself. The central part of the retina is called the fovea, which has the highest 
density of color-detecting cones, about 120 per degree of arc, corresponding 
to a spacing of half a minute of arc (Jain, 1989). Observers can differentiate 
between a dark and light bar grating when each bar subtends about one 
minute of arc, and under special circumstances they can detect even smaller 
differences (Doenges, 1985). However, existing HMD trackers and displays 
are not capable of providing one minute of arc in accuracy, so the present 
achievable accuracy is much worse than that ultimate lower bound. In 
practice, errors of a few pixels are detectable in modem HMDs. 

Registration of real and virtual objects is not limited to AR. Special
effects artists seamlessly integrate computer-generated 3-D objects with 
live actors in film and video. The difference lies in the amount of control 
available. With film, a director can carefully plan each shot, and artists 
can spend hours per frame, adjusting each by hand if necessary, to achieve 
perfect registration. As an interactive medium, AR is far more difficult to 
work with. The AR system cannot control the motions of the HMO wearer. 
The user looks where he wants, and the system must respond within tens 
of milliseconds. 

Registration errors are difficult to adequately control because of the high 
accuracy requirements and the numerous sources of error. These sources 
of error can be divided into two types: static and dynamic. Static errors 
are the ones that cause registration errors even when the user's viewpoint 
and the objects in the environment remain completely still. Dynamic errors 
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are the ones that have no effect until either the viewpoint or the objects 
begin moving. 

For current HMD-based systems, dynamic errors are by far the largest 
contributors to registration errors, but static errors cannot be ignored either. 
The next two sections discuss static and dynamic errors and what has been 
done to reduce them. See Holloway (1997) for a thorough analysis of the 
sources and magnitudes of registration errors. 

3.2 Static Errors 

The four main sources of static errors are: 

• Optical distortion 
• Errors in the tracking system 
• Mechanical misalignments 
• Incorrect viewing parameters (e.g., field of view, tracker-to-eye po

sition and orientation, interpupillary distance) 

1. Distortion in the optics: Optical distortions exist in most camera 
and lens systems, both in the cameras that record the real environment and 
in the optics used for the display. Because distortions are usually a func
tion of the radial distance away from the optical axis, wide field-of-view 
displays can be especially vulnerable to this error. Near the center of the 
field of view, images are relatively undistorted, but far away from the cen
ter, image distortion can be large. For example, straight lines may appear 
curved. In a see-through HMD with narrow field-of-view displays, the op
tical combiners add virtually no distortion, so the user's view of the real 
world is not warped. However, the optics used to focus and magnify the 
graphic images from the display monitors can introduce distortion. This 
mapping of distorted virtual images on top of an undistorted view of the 
real world causes static registration errors. The cameras and displays may 
also have nonlinear distortions that cause errors (Deering, 1992). 

Optical distortions are usually systematic errors, so they can be mapped 
and compensated. This mapping may not be trivial, but it is often possible. 
For example, Robinett and Rolland (1992) describe the distortion of one 
commonly used set of HMD optics. The distortions might be compensated 
by additional optics. Edwards, Rolland, and Keller (1993) describe such a 
design for a video see-through HMD. This can be a difficult design problem, 
though, and it will add weight, which is not desirable in HMDs. An alternate 
approach is to do the compensation digitally. This can be done by image 

META 1017 
META V. THALES



2. AUGMENTED REALITY 41 

warping techniques, both on the digitized video and on the graphic images. 
Typically, this involves predistorting the images so that they will appear 
undistorted after being displayed (Watson and Hodges, 1995). Another way 
to perform digital compensation on the graphics is to apply the predistortion 
functions on the vertices of the polygons, in screen space, before render
ing (Rolland and Hopkins, 1993). This requires subdividing polygons that 
cover large areas in screen space. Both digital compensation methods can 
be computationally expensive, often requiring special hardware to accom
plish in real time. Holloway (1997) determined that the additional system 
delay required by the distortion compensation adds more registration error 
than the distortion compensation removes, for typical head motion. 

2. Errors in the tracking system: Errors in the reported outputs from 
the tracking and sensing systems are often the most serious type of static 
registration errors. These distortions are not easy to measure and eliminate, 
because that requires another "3-D ruler" that is more accurate than the 
tracker being tested. These errors are often nonsystematic and difficult to 
fully characterize. Almost all commercially available tracking systems are 
not accurate enough to satisfy the requirements of AR systems. Section 5 
discusses this important topic further. 

3. Mechanical misalignments: Mechanical misalignments are discrep
ancies between the model or specification of the hardware and the actual 
physical properties of the real system. For example, the combiners, optics, 
and monitors in an optical see-through HMD may not be at the expected 
distances or orientations with respect to each other. If the frame is not suf
ficiently rigid, the various component parts may change their relative posi
tions as the user moves around, causing errors. Mechanical misalignments 
can cause subtle changes in the position and orientation of the projected 
virtual images that are difficult to compensate. While some alignment er
rors can be calibrated, for many others it may be more effective to "build 
it right" initially. 

4. Incorrect viewing parameters: Incorrect viewing parameters, the 
last major source of static registration errors, can be thought of as a spe
cial case of alignment errors where calibration techniques can be applied. 
Viewing parameters specify how to convert the reported head or camera 
locations into viewing matrices used by the scene generator to draw the 
graphic images. For an HMD-based system, these parameters include: 
• Center of projection and viewport dimensions 
• Offset, both in translation and orientation, between the location of the 

head tracker and the user's eyes 
• Field of view 
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Incorrect viewing parameters cause systematic static errors. Take the exam
ple of a head tracker located above a user's eyes. If the vertical translation 
offsets between the tracker and the eyes are too small, all the virtual objects 
will appear lower than they should. 

In some systems, the viewing parameters are estimated by manual ad
justments, in a nonsystematic fashion. Such approaches proceed as follows: 
Place a real object in the environment and attempt to register a virtual object 
with that real object. While wearing the HMD or positioning the cameras, 
move to one viewpoint or a few selected viewpoints and manually adjust 
the location of the virtual object and the other viewing parameters until 
the registration "looks right." This may achieve satisfactory results if the 
environment and the viewpoint remain static. However, such approaches 
require a skilled user and generally do not achieve robust results for many 
viewpoints. Achieving good registration from a single viewpoint is much 
easier than registration from a wide variety of viewpoints using a single 
set of parameters. Usually what happens is satisfactory registration at one 
viewpoint, but when the user walks to a significantly different viewpoint, 
the registration is inaccurate because of incorrect viewing parameters or 
tracker distortions. This means that many different sets of parameters must 
be used, which is a less than satisfactory solution. 

Another approach is to directly measure the parameters, using various 
measuring tools and sensors. For example, a commonly used optometrist's 
tool can measure the interpupillary distance. Rulers might measure the 
offsets between the tracker and eye positions. Cameras could be placed 
where the user's eyes would normally be in an optical see-through HMD. By 
recording what the camera sees, through the see-through HMD, of the real 
environment, one might be able to determine several viewing parameters. 
So far, direct measurement techniques have enjoyed limited success (J anin, 
Mizell and Caudell, 1993). 

View-based tasks are another approach to calibration. These ask the user 
to perform various tasks that set up geometric constraints. By performing 
several tasks, enough information is gathered to determine the viewing pa
rameters. For example, Azuma and Bishop (1994) asked a user wearing an 
optical see-through HMD to look straight through a narrow pipe mounted 
in the real environment. This sets up the constraint that the user's eye must 
be located along a line through the center of the pipe. Combining this with 
other tasks created enough constraints to measure all the viewing param
eters. Caudell and Mizell (1992) used a different set of tasks, involving 
lining up two circles that specified a cone in the real environment. Oishi 
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and Tachi (1996) move virtual cursors to appear on top of beacons in the 
real environment. All view-based tasks rely upon the user accurately per
forming the specified task and assume the tracker is accurate. If the tracking 
and sensing equipment is not accurate, then multiple measurements must 
be taken and optimizers used to find the "best-fit" solution (Janin, Mizell, 
and Caudell, 1993). 

For video-based systems, an extensive body of literature exists in the 
robotics and photogrammetry communities on camera calibration tech
niques; see the references in Lenz and Tsai (1988) for a start. Such tech
niques compute a camera's viewing parameters by taking several pictures of 
an object of fixed and sometimes unknown geometry. These pictures must 
be taken from different locations. Matching points in the 2-D images with 
corresponding 3-D points on the object sets up mathematical constraints. 
With enough pictures, these constraints determine the viewing parameters 
and the 3-D location of the calibration object. Alternately, they can serve 
to drive an optimization routine that will search for the best set of viewing 
parameters that fits the collected data. Several AR systems have used cam
era calibration techniques, including Bajura (1993), Drascic and Milgram 
(1991), Tuceryan et al. (1995), and Whitaker et al. (1995), and many others. 

3.3 Dynamic Errors 

Dynamic errors occur because of system delays, or lags. The end-to-end 
system delay is defined as the time difference between the moment that 
the tracking system measures the position and orientation of the viewpoint 
to the moment when the generated images corresponding to that position 
and orientation appear in the displays. These delays exist because each 
component in an Augmented Reality system requires some time to do its 
job. The delays in the tracking subsystem, the communication delays, the 
time it takes the scene generator to. draw the appropriate images in the 
frame buffers, and the scanout time from the frame buffer to the displays 
all contribute to end-to-end lag. End-to-end delays of 100 ms are fairly 
typical on existing systems. Simpler systems can have less delay, but other 
systems have more. Delays of 250 ms or more can exist on slow, heavily 
loaded, or networked systems. 

End-to-end system delays cause registration errors only when motion 
occurs. Assume that the viewpoint and all objects remain still. Then the 
lag does not cause registration errors. No matter how long the delay is, the 
images generated are appropriate, since nothing has moved since the time 
the tracker measurement was taken. Compare this to the case with motion. 
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FIG. 2.6. Effect of motion and system delays on registration. Pic
ture on the left is a static scene. Picture on the right shows motion. 
(Courtesy of the University of North Carolina Chapel Hill Depart
ment of Computer Science.) 

For example, assume a user wears a see-through HMD and moves her head. 
The tracker measures the head at an initial time t. The images corresponding 
to time twill not appear until some future time t2 , because of the end-to-end 
system delays. During this delay, the user's head remains in motion, so when 
the images computed at time t finally appear, the user sees them at a different 
location than the one they were computed for. Thus, the images are incorrect 
for the time they are actually viewed. To the user, the virtual objects appear 
to "swim around" and "lag behind" the real objects. This was graphically 
demonstrated in a videotape of UNC's ultrasound experiment shown at 
SIGGRAPH '92 (Bajura, Fuchs, and Ohbuchi, 1992). In Figure 2.6, the 
picture on the left shows what the registration looks like when everything 
stands still. The virtual gray region above the tip of the wand represents what 
the ultrasound wand is scanning. This virtual region should be attached to 
the tip of the real ultrasound wand. This is the case in the picture on the left, 
where the tip of the wand is visible at the bottom of the picture, to the left 
of the "UNC" letters. But when the head or the wand moves, large dynamic 
registration errors occur, as shown in the picture on the right. The tip of the 
wand is now far away from the virtual region. Also note the motion blur in 
the background, which is caused by the user's head motion. 

System delays seriously hurt the illusion that the real and virtual worlds 
coexist because they cause large registration errors. With a typical end
to-end lag of 100 ms and a moderate head rotation rate of 50 degrees per 
second, the angular dynamic error is 5 degrees. At a 68 cm arm length, this 
results in registration errors of almost 60 mm. System delay is the largest 
single source of registration error in existing AR systems, outweighing all 
others combined (Holloway, 1997). 
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Methods used to reduce dynamic registration fall under four main cate-
gories: 

• Reduce system lag 
• Reduce apparent lag 
• Match temporal streams (with video-based systems) 
• Predict future locations 

I. Reduce system lag: The most direct approach is simply to reduce, or 
ideally eliminate, the system delays. If there are no delays, there are no dy
namic errors. Unfortunately, modern scene generators are usually built for 
throughput, not minimal latency (Foley et al., 1990). It is sometimes possi
ble to reconfigure the software to sacrifice throughput to minimize latency. 
For example, the SLATS system completes rendering a pair of interlaced 
NTSC images in one field time (16.67 ms) on Pixel-Planes 5 (Olano et al., 
1995). Being careful about synchronizing pipeline tasks can also reduce 
the end-to-end lag (Wloka, 1995; Jacobs, Livingston, and State, 1997). 

System delays are not likely to completely disappear anytime soon. 
Some believe that the current course of technological development will 
automatically solve this problem. Unfortunately, it is difficult to reduce 
system delays to the point where they are no longer an issue. Recall that 
registration errors must be kept to a small fraction of a degree. At the 
moderate head rotation rate of 50 degrees per second, system lag must be 
10 ms or less to keep angular errors below 0.5 degrees. Just scanning out a 
frame buffer to a display at 60 Hz requires 16.67 ms. It might be possible 
to build an HMD system with less than 10 ms of lag, but the drastic cut in 
throughput and the expense required to construct the system would make 
alternate solutions attractive. Minimizing system delay is important, but 
reducing delay to. the point where it is no longer a source of registration 
error is not currently practical. 

2. Reduce apparent lag: Image deflection is a clever technique for 
reducing the amount of apparent system delay for systems that only use head 
orientation (Burbidge and Murray, 1989; Regan and Pose, 1994; Riner and 
Browder, 1992; So and Griffin, 1992). It is a way to incorporate more recent 
orientation measurements into the late stages of the rendering pipeline. 
Therefore, it is a feed-forward technique. The scene generator renders an 
image much larger than needed to fill the display. Then just before scan out, 
the system reads the most recent orientation report. The orientation value 
is used to select the fraction of the frame buffer to send to the display, since 
small orientation changes are equivalent to shifting the frame buffer output 
horizontally and vertically. 
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Image deflection does not work on translation, but image warping tech
niques might (Mark, McMillan, and Bishop, 1997). After the scene gen
erator renders the image based upon the head tracker reading, small 
adjustments in orientation and translation could be done after rendering 
by warping the image. These techniques assume knowledge of the depth at 
every pixel, and the warp must be done much more quickly than rerendering 
the entire image. 

3. Match temporal streams: In video-based AR systems, the video 
camera and digitization hardware impose inherent delays on the user's 
view of the real world. This is potentially a blessing when reducing dy
namic errors, because it allows the temporal streams of the real and virtual 
images to be matched. Additional delay is added to the video from the 
real world to match the scene generator delays in generating the virtual 
images. This additional delay to the video stream will probably not remain 
constant, since the scene generator delay will vary with the complexity of 
the rendered scene. Therefore, the system must dynamically synchronize 
the two streams. 

Note that while this reduces conflicts between the real and virtual, 
now both the real and virtual objects are delayed in time. While this 
may not be bothersome for small delays, it is a major problem in the 
related area of telepresence systems and will not be easy to overcome. For 
long delays, this can produce negative effects such as pilot-induced osci
llation. 

4. Predict: The last method is to predict the future viewpoint and 
object locations. If the future locations are known, the scene can be rendered 
with these future locations, rather than the measured locations. Then when 
the scene finally appears, the viewpoints and objects have moved to the 
predicted locations, and the graphic images are correct at the time they 
are viewed. For short system delays (under ~80 ms), prediction has been 
shown to reduce dynamic errors by up to an order of magnitude (Azuma 
and Bishop, 1994 ). Accurate predictions require a system built for real-time 
measurements and computation. Using inertial sensors makes predictions 
more accurate by a factor of 2-3. Predictors have been developed for a few 
AR systems (Emura and Tachi, 1994; Zikan et al., 1994b), but the majority 
were implemented and evaluated with VE systems (see the reference list 
in Azuma and Bishop (1994)). More work needs to be done on ways of 
comparing the theoretical performance of various predictors (Azuma, 1995; 
Azuma and Bishop, 1995) and in developing prediction models that better 
match actual head motion (Akatsuka and Bekey, 1998; Wu and Ouhyoung, 
1995). 
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3.4 Vision-Based Techniques 

Mike Bajura and Ulrich Neumann (Bajura and Neumann, 1995) point out 
that registration based solely on the information from the tracking system 
is like building an "open-loop" controller. The system has no feedback 
on how closely the real and virtual actually match. Without feedback, 
it is difficult to build a system that achieves perfect matches. However, 
video-based approaches can use image processing or computer vision tech
niques to aid registration. Since video-based AR systems have a digitized 
image of the real environment, it may be possible to detect features in 
the environment and use those to enforce registration. They call this a 
"closed-loop" approach, since the digitized image provides a mechanism 
for bringing feedback into the system. 

This is not a trivial task. This detection and matching must run in real 
time and must be robust. This often requires special hardware and sensors. 
However, it is also not an "AI-complete" problem because this is simpler 
than the general computer vision problem. 

For example, in some AR applications it is acceptable to place fiducials 
in the environment. These fiducials may be LEDs (Bajura and Neumann, 
1995) or special markers (Mellor, 1995; Neumann and Cho, 1996; Neumann 
and Park, 1998). An ultrasound application at UNC Chapel Hill used col
ored dots as fiducials (State et al., 1996). The locations or patterns of the 
fiducials are assumed to be known. Image processing detects the locations 
of the fiducials; then those are used to make corrections that enforce proper 
registration. 

These routines assume that one or more fiducials are visible at all times; 
without them, the registration can fall apart. But when the fiducials are 
visible, the results can be accurate to one pixel, which is as about close as 
one can get with video techniques. Figure 2.7, taken from Neumann and 
Cho (1996), shows virtual assembly instructions displayed directly on an 
aircraft part. Colored dots on the aircraft part serve as the fiducials. Mellor 
(1995) uses dots with a circular pattern as the fiducials to achieve nearly 
perfect registration. Hoff and Nguyen ( 1996) use multiple cameras and mul
tiple fiducials for a PC assembly demonstration. Figure 2.8 demonstrates 
merging virtual objects with the real environment, using colored dots as the 
fiducials in a video-based approach. In the picture on the left, the stack of 
cards in the center are real, but the ones on the right are virtual. Notice that 
they penetrate one of the blocks. The image on the right shows the accuracy 
of the registration by displaying virtual edge lines over the real blocks and 
table top (State et al., 1996). Fiducial-based tracking has become a popular 
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FIG. 2.7. Colored dots guide registration of manufacturing in
structions on an aircraft part. (Courtesy Ulrich Neumann, USC.) 

FIG. 2.8. Virtual cards and edge lines registered with real blocks 
and table. (© I 996 Gen taro Hirota and Andrei State, Courtesy of the 
University of North Carolina Chapel Hill Department of Computer 
Science.) 

approach, Many AR systems built after 1996 partially or completely rely 
upon tracking fiducials, 

Instead of fiducials, U enohara and Kanade ( 1995) use template matching 
to achieve registration, Template images of the real object are taken from a 
variety of viewpoints, These are used to search the digitized image for the 
real object Once that is found, a virtual wireframe can be superimposed 
on the real object 

Recent approaches in video-based matching avoid the need for any 
calibration. Kutukalos and Vallino (1998) represent virtual objects in a 
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non-Euclidean, affine frame of reference th.at allows rendering without 
knowledge of camera parameters. Iu and Rogovin (1996) extract contours 
from the video of the real world and then use an optimization technique 
to match the contours of the rendered 3-D virtual object with the con
tour extracted from the video. Note that calibration-free approaches may 
not recover all the information required to perform all potential AR tasks. 
For example, these two approaches do not recover true depth information, 
which is useful when compositing the real and the virtual. 

Techniques that use fiducials as the sole tracking source determine the 
relative projective relationship between the objects in the environment and 
the video camera. While this is enough to ensure registration, it does not 
provide all the information one might need in some AR applications, such 
as the absolute (rather than relative) locations of the objects and the camera. 
Absolute locations are needed to include virtual and real objects that are 
not tracked by the video camera, such as a 3-D pointer or other virtual 
objects not directly tied to real objects in the scene. 

Additional sensors besides video cameras can aid registration. Both 
Mellor (1995) and Grimson et al. (1994, 1995) use a laser rangefinder 
to acquire an initial depth map of the real object in the environment. Given 
a matching virtual model, the system can match the depth maps from the 
real and virtual until they are properly aligned, and that provides the infor
mation needed for registration. 

Another way to reduce the difficulty of the problem is to accept the 
fact that the system may not be robust and may not be able to perform all 
tasks automatically. Then it can ask the user to perform certain tasks. The 
system in Sharma and Molineros ( 1997) expects manual intervention when 
the vision algorithms fail to identify a part because the view is obscured. 
The calibration techniques in Tuceryan et al. (1995) are heavily based on 
computer vision techniques, but they ask the user to manually intervene by 
specifying correspondences when necessary. 

3.5 Current Status 

The registration requirements for AR are difficult to satisfy, but a few 
systems have achieved good results. Azuma and Bishop (1994) use an open
loop system that shows registration typically within ±5 millimeters from 
many viewpoints for an object at about arm's length. Closed-loop systems, 
however, have demonstrated nearly perfect registration, accurate to within a 
pixel (Bajura and Neumann, 1995; Mellor, 1995; Neumann and Cho, 1996; 
State et al., 1996). The Mixed Reality Systems Laboratory demonstrated 
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an AR "air hockey" game that was sufficiently accurate to allow two people 
to play the game in real time (Ohshima et al., 1998). Yokokohji, Sugawara, 
Yoshikawa (2000) demonstrated accurate registration even during rapid 
head movements. 

The registration problem is far from solved. Many systems assume a 
static viewpoint, static objects, or even both. Even if the viewpoint or objects 
are allowed to move, they are often restricted in how far they can travel. 
Registration is shown under controlled circumstances, often with only a 
small number of real-world objects, or where the objects are already well
known to the system. For example, registration may only work on one object 
marked with fiducials, and not on any other objects in the scene. Much 
more work needs to be done to increase the domains in which registration 
is robust. Duplicating registration methods remains a nontrivial task, owing 
to both the complexity of the methods and the additional hardware required. 
If simple yet effective solutions could be developed, that would speed the 
acceptance of AR systems. 

4. SENSING 

Accurate registration and positioning of virtual objects in the real environ
ment requires accurate tracking of the user's head and sensing the locations 
of other objects in the environment. The biggest single obstacle to build
ing effective Augmented Reality systems is the requirement of accurate, 
long-range sensors and trackers that report the locations of the user and the 
surrounding objects in the environment. For details of tracking technolo
gies, see the surveys in Ferrin (1991) and Meyer, Applewhite, and Biocca 
(1992) and Chapter 5 of Durlach and Mavor (1995). Commercial trackers 
are aimed at the needs of Virtual Environments and motion capture appli
cations. Compared to those two applications, Augmented Reality has much 
stricter accuracy requirements and demands larger working volumes. No 
tracker currently provides high accuracy at long ranges in real time. More 
work needs to be done to develop sensors and trackers that can meet these 
stringent requirements. 

Specifically, AR demands more from trackers and sensors in three areas: 

• Greater input variety and bandwidth 
'" Higher accuracy 
• Longer range 
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4.1 Input variety and Bandwidth 

VE systems are primarily built to handle output bandwidth: the images 
displayed, sounds generated, etc. The input bandwidth is tiny: the loca
tions of the user's head and hands, the outputs from the buttons and other 
control devices, etc. AR systems, however, will need a greater variety of 
input sensors and much more input bandwidth. There are a greater variety 
of possible input sensors than output displays. Outputs are limited to the 
five human senses. Inputs can come from anything a sensor can detect. 
Robinett (1992) speculates that Augmented Reality may be useful in any 
application that requires displaying information not directly available or 
detectable by human senses by making that information visible ( or audi
ble, touchable, etc.). For example, prototype medical applications use CT, 
MRI, and ultrasound sensors as inputs. Other future applications might 
use sensors to extend the user's visual range into infrared or ultraviolet 
frequencies, and remote sensors would let users view objects hidden by 
walls or hills. Conceptually, anything not detectable by human senses but 
detectable by machines might be transduced into something that a user can 
sense in an AR system. 

Range data are a particular input that is vital for many AR applications 
(Aliaga, 1997; Breen et al., 1996). The AR system knows the distance to 
the virtual objects, because that model is built into the system. But the AR 
system may not know where all the real objects are in the environment. The 
system might assume that the entire environment is measured at the begin
ning and remains static thereafter. However, some useful applications will 
require a dynamic environment, in which real objects move, so the objects 
must be tracked in real time. However, for some applications a depth map 
of the real environment would be sufficient. That would allow real objects 
to occlude virtual objects through a pixel-by-pixel depth value comparison. 
Acquiring this depth map in real time is not trivial. Sensors such as laser 
rangefinders might be used. Many computer vision techniques for recov
ering shape through various strategies (e.g., "shape from stereo" or "shape 
from shading") have been tried. Wloka and Anderson ( 1995) use intensity
based matching from a pair of stereo images to do depth recovery. Kanbara 
et al. (2000) uses edge-based matching. Recovering depth through existing 
vision techniques is difficult to do robustly in real time. 

Finally, some annotation applications require access to a detailed data
base of the environment, which is a type of input to the system. For example, 
an architectural application of "seeing into the walls" assumes that the 
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system has a database of where all the pipes, wires, and other hidden objects 
are within the building. Such a database may not be readily available, and 
even if it is, it may not be in a format that is easily usable. For example, the 
data may not be grouped to segregate the parts of the model that represent 
wires from the parts that represent pipes. Thus, a significant modeling effort 
may be required and should be taken into consideration when building an 
AR application. 

4.2 High Accuracy 

The accuracy requirements for the trackers and sensors are driven by the 
accuracies needed for visual registration, as described in Section 3. For 
many approaches, the registration is only as accurate as the tracker. There
fore, the AR system needs trackers that are accurate to around a millimeter 
and a tiny fraction of a degree, across the entire working range of the 
tracker. 

Few trackers can meet this specification, and every technology has weak
nesses. Some mechanical trackers are accurate enough, although they tether 
the user to a limited working volume. Magnetic trackers are vulnerable to 
distortion by metal in the environment, which exists in many desired AR 
application environments. Ultrasonic trackers suffer from noise and are dif
ficult to make accurate at long ranges because of variations in the ambient 
temperature. Optical technologies (Janin et al., 1994; Kim, Richards, and 
Caudell, 1997) have distortion and calibration problems. Inertial trackers 
drift with time. Of the individual technologies, optical technologies show 
the most promise due to trends toward high-resolution digital cameras, 
real-time photogrammetric techniques, and structured light sources that 
result in more signal strength at long distances. Future tracking systems 
that can meet the stringent requirements of AR will probably be hybrid sys
tems (Azuma, 1993; Durlach and Mavor, 1995; Foxlin, 1996; Zikan et al., 
1994a), such as a combination of inertial and optical technologies (You, 
Neumann, Azuma, 1999; Welch, 1995). Using multiple technologies opens 
the possibility of covering for each technology's weaknesses by combining 
their strengths. 

Attempts have been made to calibrate the distortions in commonly 
used magnetic tracking systems (Bryson, 1992; Ghazisaedy et al., 1995; 
Livingston and State, 1997). These have succeeded at removing much of 
the gross error from the tracker at long ranges, but not to the level required 
by AR systems (Holloway, 1997). For example, mean errors at long ranges 
can be reduced from several inches to around one inch. 
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Welch and Bishop (1997) introduced a new mathematical approach 
called SCAAT (Single Constraint at a Time) that incorporates partial results 
as soon as they are measured in the tracking system, rather than waiting for 
an entire set of measurements to be taken as is normally done. This res::ilts in 
faster update rates, lower latency, and more accurate results. Although this 
approach was tested and demonstrated on a custom optical-based tracker, 
it should also apply to almost all other tracking technologies. 

The requirements for registering other sensor modes are not nearly as 
stringent. For example, the human auditory system is not very good at 
localizing deep bass sounds, so a subwoofer can often be placed many feet 
away from the intended location of the sound source. 

4.3 Long Range 

Few trackers are built for accuracy at long ranges, since most VE ap
plications do not require long ranges. Motion capture applications track 
an actor's body parts to control a computer-animated character or for the 
analysis of an actor's movements. This is fine for position recovery, but 
not for orientation. Orientation recovery is based upon the computed posi
tions. Even tiny errors in those positions can cause orientation errors of a 
few degrees, which is too large for AR systems. 

Three scalable tracking systems for HMDs have been described in the lit
erature (Ward et al., 1992; Sowizral and Barnes, 1993; Foxlin, Harrington, 
and Pfeiffer, 1998). A scalable system is one that can be expanded to cover 
any desired range, simply by adding more modular components to the sys
tem. This is done by building a cellular tracking system, where only nearby 
sources and sensors are used to track a user. As the user walks around, the 
set of sources and sensors changes, thus achieving large working volumes 
while avoiding long distances between the current working set of sources 
and sensors. While scalable trackers can be effective, they are complex 
and by their very nature have many components, making them relatively 
expensive to construct. 

The Global Positioning System (GPS) is used to track the locations of 
vehicles almost anywhere on the planet. It might be useful as one part of a 
long-range tracker for AR systems. However, by itself it will not be suffi
cient. The best reported accuracy is approximately one centimeter through 
carrier-phase GPS. That is not sufficiently accurate to recover orientation 
from a set of positions on a user. Also, carrier-phase GPS systems may not 
maintain centimeter accuracy if contact with the satellites is occasionally 
broken. 
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Tracking an AR system outdoors in real time with the required accu
racy has not been demonstrated and remains an open problem, although 
steps have been taken in that direction (Feiner, MacIntyre, and Hollerer, 
1997; Azuma, Hoff, Neely, and Sarfaty, 1999; Behringer, 1999; Piekarski, 
Gunther, Thomas, 1999). 

5. FUTURE DIRECTIONS 

This section identifies areas and approaches that require further research 
to produce improved AR systems. 

Hybrid approaches: Future tracking systems may be hybrids, because 
combining approaches can cover weaknesses. The same may be true 
for other problems in AR. For example, current registration strategies 
generally focus on a single strategy. Future systems may be more robust 
if several techniques are combined. An example is combining vision
based techniques with prediction. If the fiducials are not available, the 
system switches to open-loop prediction to reduce the registration errors, 
rather than breaking down completely. The predicted viewpoints in tum 
produce a more accurate initial location estimate for the vision-based 
techniques. 
Real-time systems and time-critical computing: Many VE systems are 
not truly run in real time. Instead, it is common to build the system, 
often on UNIX, and then see how fast it runs. This may be sufficient 
for some VE applications. Since everything is virtual, all the objects are 
automatically synchronized with each other. AR is a different story. Now 
the virtual and real must be synchronized, and the real world "runs" in 
real time. Therefore, effective AR systems must be built with real-time 
performance in mind. Accurate timestamps must be available. Operat
ing systems must not arbitrarily swap out the AR software process at 
any time, for arbitrary durations. Systems must be built to guarantee 
completion within specified time budgets, rather than just "running as 
quickly as possible." These are characteristics of flight simulators and 
a few VE systems (Krueger, 1992). Constructing and debugging real
time systems is often painful and difficult, but the requirements for AR 
demand real-time performance. 
Perceptual and psychophysical studies: Augmented Reality is an area 
ripe for psychophysical studies. How much lag can a user detect? How 
much registration error is detectable when the head is moving? Besides 
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questions on perception, psychological experiments that explore pe,for
mance issues are also needed. How much does head-motion prediction 
improve user performance on a specific task? How much registration er
ror is tolerable for a specific application before performance on that task 
degrades substantially? Is the allowable error larger while the user moves 
her head versus when she stands still? Furthermore, not much is known 
about potential optical illusions caused by errors or conflicts in the simul
taneous display of real and virtual objects (Durlach and Mavor, 1995). 

Few experiments in this area have been performed. Jannick Rolland, 
Frank Biocca, and their students conducted a study of the effect caused by 
eye displacements in video see-through HMDs (Rolland et al., 1995). 
They found that users partially adapted to the eye displacement, but 
they also had negative aftereffects after removing the HMD. Steve 
Ellis' group at NASA Ames has conducted work on perceived depth in 
a see-through HMD (Ellis and Bucher, 1994; Ellis and Menges, 1995; 
Ellis et al., 1997; Ellis and Menges, 1997). ATR has also conducted a 
study (Utsumi et al., 1994). 
Portability: Section 2.4 explained why some potential AR applications 
require giving the user the ability to walk around large environments, 
even outdoors. This requires making the equipment self-contained and 
portable. Therefore, practical AR systems will rely heavily on the devel
opment of wearable computers. All the standard issues with wearable 
computers (weight, power, ergonomics, etc.) affect AR systems as well. 
AR may provide a natural metaphor for interacting with a wearable 
computer in some applications (Starner et al., 1997). 
Multimodal displays: Almost all work in AR has focused on the visual 
sense: virtual graphic objects and overlays. But Section 3.1 explained 
that augmentation might apply to all other senses as well. In particular, 
adding and removing 3-D sound is a capability that could be useful in 
some AR applications. 
Social and political issues: Technological issues are not the only ones 
that need to be considered when building a real application. There are 
also social and political dimensions when getting new technologies into 
the hands of real users. Sometimes, perception is what counts, even 
if the technological reality is different. For example, if workers per
ceive lasers to be a health risk, they may refuse to use a system with 
lasers in the display or in the trackers, even if those lasers are eye safe. 
Ergonomics and ease of use are paramount considerations. Whether AR 
is truly a cost-effective solution in its proposed applications has yet to be 
determined. Another important factor is whether or not the technology 
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is perceived as a threat to jobs, as a replacement for workers, especially 
with many corporations undergoing recent layoffs. AR may do well in 
this regard, because it is intended as a tool to make the user's job eas
ier, rather than something that completely replaces the human worker. 
Although technology transfer is not normally a subject of academic pa
pers, it is a real problem. Social and political concerns should not be 
ignored during attempts to move AR out of the research lab and into the 
hands of real users (Curtis, Mizell, Gruenbaum, and Janin, 1998). 

6. CONCLUSION 

Augmented Reality is far behind Virtual Environments in maturity. Several 
commercial vendors sell complete, turnkey Virtual Environment systems. 
However, no commercial vendor currently sells an HMD-based Augmented 
Reality system. A few monitor-based "virtual set" systems are available, but 
today AR systems are primarily found in academic and industrial research 
laboratories. 

The first deployed HMD-based AR systems will probably be in the 
application of aircraft manufacturing. The merged company of Boeing 
and McDonnell Douglas has been exploring this application (Nash, 1997; 
Neumann and Cho, 1996) with both optical and video approaches. Boeing 
has performed trial runs with workers using a prototype system. Annotation 
and visualization applications in restricted, limited-range environments are 
deployable today, although much more work needs to be done to make them 
cost effective and flexible. Applications in medical visualization will take 
longer. Prototype visualization aids have been used on an experimental 
basis, but the stringent registration requirements and ramifications of mis
takes will postpone common usage for many years. AR will probably be 
used for medical training before it is commonly used in surgery. 

The next generation of combat aircraft will have helmet-mounted sights 
with graphics registered to targets in the environment (Wanstall, 1989). 
These displays, combined with short-range steerable missiles that can shoot 
at targets off-boresight, give a tremendous combat advantage to pilots in 
dogfights. Instead of having to be directly behind the target in order to 
shoot at it, a pilot can now shoot at anything within a 60-90 degree cone of 
the aircraft's forward centerline. Russia and Israel currently have systems 
with this capability, and the United States is expected to field the AIM-9X 
missile with its associated helmet-mounted sight in 2002 (Dornheim and 
Hughes, 1995; Dornheim, 1995a). Registration errors due to delays are a 
major problem in this application (Dornheim, 1995b). 
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Augmented Reality is a relatively new field; where most of the research 
efforts have occurred in the past six years, as shown by the references 
listed at the end of this chapter. The SIGGRAPH "Rediscovering Our Fire" 
report identified Augmented Reality as one of four areas where SIGGRAPH 
should encourage more submissions (Mair, 1994 ). Because of the numerous 
challenges and unexplored avenues in this area, AR will remain a vibrant 
area of research for at least the next several years. 

One area where a breakthrough is required is tracking an HMD outdoors 
at the accuracy required by AR. If this is accomplished, several interest
ing applications will become possible. Two examples are described here: 
navigation maps and visualization of past and future environments. 

The first application is a navigation aid to people walking outdoors. 
These individuals could be soldiers advancing upon their objective, hikers 
lost in the woods, or tourists seeking directions to their intended destination. 
Today, these individuals must pull out a physical map and associate what 
they see in the real environment around them with the markings on the 
2-D map. If landmarks are not easily identifiable, this association can be 
difficult to perform, as anyone lost in the woods can attest. An AR system 
makes navigation easier by performing the association step automatically. 
If the user's position and orientation are known, and the AR system has 
access to a digital map of the area, then the AR system can draw the map 
in 3-D directly upon the user's view. The user looks at a nearby mountain 
and sees graphics directly overlaid on the real environment explaining the 
mountain's name, how tall it is, how far away it is, and where the trail is 
that leads to the top. 

The second application is visualization of locations and events as they 
were in the past or as they will be after future changes are performed. 
Tourists that visit historical sites, such as a Civil War battlefield or the 
Acropolis in Athens, Greece, do not see these locations as they were in the 
past, due to changes over time. It is often difficult for a modern visitor to 
imagine what these sites really looked like in the past. To help, some his
torical sites stage "Living History" events where volunteers wear ancient 
clothes and reenact historical events. A tourist equipped with an outdoors 
AR system could see a computer-generated version of living history. The 
HMD could cover up modern buildings and monuments in the background 
and show, directly on the grounds at Gettysburg, where the Union and 
Confederate troops were at the fateful moment of Pickett's charge. The 
gutted interior of the modem Parthenon would be filled in by computer
generated representations of what it looked like in 430 BC, including the 
long-vanished gold statue of Athena in the middle. Tourists and students 
walking around the grounds with such AR displays would gain a much 
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better understanding of these historical sites and the important events that 
took place there. Similarly, AR displays could show what proposed ar
chitectural changes would look like before they are carried out. An urban 
designer could show clients and politicians what a new stadium would look 
like as they walked around the adjoining neighborhood, to betterunderstand 
how the stadium project will affect nearby residents. 

After the basic problems with AR are solved, the ultimate goal will be to 
generate virtual objects that are so realistic that they are virtually indistin
guishable from the real environment. Photorealism has been demonstrated 
in feature films, but accomplishing this in an interactive application will 
be much harder. Lighting conditions, surface reflections, and other prop
erties must be measured automatically, in real time. More sophisticated 
lighting, texturing, and shading capabilities must run at interactive rates in 
future scene generators. Registration must be nearly perfect, without man
ual intervention or adjustments. While these are difficult problems, they are 
probably not insurmountable. It took roughly twenty-five years to progress 
from drawing stick figures on a screen to the photorealistic dinosaurs in 
"Jurassic Park." Within another twenty-five years, we should be able to 
wear a pair of AR glasses outdoors to see and interact with photorealistic 
dinosaurs eating a tree in our backyard. 

Acknowledgments Some of the material in this chapter appeared 
in the paper "A Survey of Augmented Reality," published in Presence: 
Teleoperators and Virtual Environments, Volume 6, #4 (August 1997) by 
MIT Press. 

I thank the following individuals and organizations for sending pictures 
to include with this chapter: 

Andrei State and Linda Houseman, The University of North Carolina at 
Chapel Hill Department of Computer Science 
Ulrich Neumann, University of Southern California 
Jannick Rolland, Center for Research and Engineering in Optics and 
Lasers (CREOL) at the University of Central Florida. 

REFERENCES AND BIBLIOGRAPHY 

The best starting point on the World Wide Web is Jim Vallino's AR page at: 
http://www.cs.rit.edu/~jrv/research/ar/ 

Akatsuka, Y., and Bekey, G. (1998). Compensation for End to End Delays in a VR System. Proceedings 
of IEEE VRAIS '98, Atlanta, March, 156-159. 

META 1017 
META V. THALES



2. AUGMENTED REALITY 59 

Aliaga, D. G. (1997). Virtual Objects in the Real World. Communications of the ACM, 40, (3), 
49-54. 

Azuma, R. (1993). Tracking Requirements for Augmented Reality. Communications of the ACM, 36 
(7), 50-51. 

Azuma, R. T. (1995). Predictive Tracking for Augmented Reality. Ph.D. dissertation, Department of 
Computer Science, University of North Carolina at Chapel Hill. Available as UNC-CH CS Dept. 
technical report TR95-007. 

Azuma, R., and Bishop, G. (1994). Improving Static and Dynamic Registration in a See-Through HMD. 
Computer Graphics Annual Conference Series 1994 (Proceedings of SIGGRAPH '94), Orlando, 
July, 197-204. 

Azuma, R., and Bishop, G. (1995). A Frequency-Domain Analysis of Head-Motion Prediction. Com
puter Graphics Annual Conference Series 1995 (Proceedings of SIGGRAPH '95), Los Angeles, 
August, 401-408. 

Azuma, R., Hoff, B., Neely, H., Sarfaty, R. (1999). A Motion-Stabilized Outdoor Augmented Reality 
System. Proceedings of IEEE VR '99, Houston, March, 252-259. 

Bajura, M. (1993). Camera Calibration for Video See-Through Head-Mounted Display. Technical 
Report TR93-048. University of North Carolina Chapel Hill Department of Computer Science. 

Bajura, M., Fuchs, H., and Ohbuchi, R. (1992). Merging Virtual Reality with the Real World: Seeing 
Ultrasound Imagery within the Patient. Computer Graphics (Proceedings of SIGGRAPH '92), 26 
(2), Chicago, July, 203-210. 

Bajura, M., and Neumann, U. (1995). Dynamic Registration Correction in Video-Based Augmented 
Reality Systems. IEEE Computer Graphics and Applications, 15 (5), 52-60. 

Barfield, W., Rosenberg, C., and Lotens, W. A. (1995). Augmented-Reality Displays. In Barfield, W., 
and Furness, T. A., III (editors). Virtual Environments and Advanced Inte,face Design. Oxford 
University Press, 542-575. 

Behringer, R. (1999). Registration for Outdoor Augmented Reality Applications Using Computer 
Vision Techniques and Hybrid Sensors. Proceedings of IEEE VR '99, Houston, March, 244-251. 

Breen, D. E., Whitaker, R. T., Rose, E., and Tuceryan, M. (1996). Interactive Occlusion and Automatic 
Object Placement for Augmented Reality. Proceedings of Eurographics '96, Futuroscope-Poitiers, 
August, 11-22. 

Brooks, F. P., Jr. (1996). The Computer Scientist as Toolsmith II. Communications of the ACM, 39 (3), 
61-68. 

Bryson, S. (1992). Measurement and Calibration of Static Distortion of Position Data from 3D Trackers. 
Proceedings of SPIE Vol. I669: Stereoscopic Displays and Applications III, San Jose, February, 
244-255. 

Burbidge, D., and Murray, P. M. (1989). Hardware Improvements to the Helmet-Mounted Projector on 
the Visual Display Research Tool (VDRT) at the Naval Training Systems Center. SPIE Proceedings 
Vol. 1116 Head-Mounted Displays, 52-59. 

Caudell, T. P., and Mizell, D. W. (1992). Augmented Reality: An Application of Heads-Up Display 
Technology to Manual Manufacturing Processes. Proceedings of Hawaii International Conference 
on System Sciences, January, 659-669. 

Curtis, D., Mizell, D., Gruenbaum, P., and Janin, A. (1998). Several Devils in the Details: Making 
an AR App Work in the Airplane Factory. Proceedings of International Workshop on Augmented 
Reality '98 (!WAR), San Francisco, November, 47-60. 

Deering, M. (1992). High Resolution Virtual Reality. Computer Graphics (Proceedings of SIGGRAPH 
'92), 26 (2), Chicago, July, 195-202. 

Doenges, P. K. (1985). Overview of Computer Image Generation in Visual Simulation. Course Notes, 
14: ACM SIGGRAPH 1985, San Francisco, July. 

Domheim, M. A. (1995a). U.S. Fighters to Get Helmet Displays After 2000. Aviation Week and Space 
Technology, 143 (17), 46-48. 

Domheim, M.A. (1995b). Helmet-Mounted Sights Must Overcome Delays. Aviation Week and Space 
Technology, 143 (17), 54. 

META 1017 
META V. THALES



60 AZUMA 

Dornheim, M.A., and Hughes, D. (1995). U.S. Intensifies Efforts to Meet Missile Threat. Aviation 
Week and Space Technology, 143 (16), 36-39. 

Drascic, D., and Milgram, P. (1991). Positioning Accuracy of a Virtual Stereographic Pointer in a Real 
Stereoscopic Video World. SPIE Proceedings Volume 1457-Stereoscopic Displays and Applica
tions II, San Jose, February, 302-313. 

Durlach, N. I., and Mavor, A. S., editors. (1995). Virtual Reality: Scientific and Technological Chal
lenges. Washington, DC: National Academy Press. 

Edwards, E., Rolland, J., and Keller, K. (1993). Video See-Through Design for Merging of Real and 
Virtual Environments. Proceedings of IEEE VRAIS '93, Seattle, September, 222-233. 

Ellis, S. R., Breant, F., Menges, B., Jacoby R., and Adelstein, B. D. (1997). Proceedings of IEEE VRAIS 
'97, Albuquerque, March, 138-145. 

Ellis, S. R., and Bucher, U. J. (I 994). Distance Perception of Stereoscopically Presented Virtual Objects 
Optically Superimposed on Physical Objects by a Head-Mounted See-Through Display. Proceed
ings of 38th Annual Meeting of the Human Factors and Ergonomics Society, Nashville, October, 
1300-1305. 

Ellis, S. R., and Menges, B. M. (1995). Judged Distance to Virtual Objects in the near Visual Field. 
Proceedings of 39th Annual Meeting of the Human Factors and Ergonomics Society, San Diego, 
1400-1404. 

Ellis, S. R., and Menges, B. M. (1997). Judgments of the Distance to Nearby Virtual Objects: Inter
action of Viewing Conditions and Accommodative Demand. Presence: Teleoperators and Virtual 
Environments, 6, (4), August, 452-460. 

Emura, S., and Tachi, S. (1994). Compensation of Time Lag between Actual and Virtual Spaces by 
Multi-Sensor Integration. Proceedings of the 1994 IEEE International Conference on Multisensor 
Fusion and Integration for Intelligent Systems, Las Vegas, October, 463-469. 

Feiner, S., MacIntyre, B., and Hiillerer, T. (1997). A Touring Machine: Prototyping 3D Mobile Aug
mented Reality Systems for Exploring the Urban Environment. Proceedings of First International 
Symposium on Wearable Computers, Cambridge, October, 74-81. 

Ferrin, F. J. (1991). Survey of Helmet Tracking Technologies. SPIE Proceedings Vol. 1456: Large
Screen Projection, Avionic, and Helmet-Mounted Displays, 86-94. 

Foley, J. D., van Dam, A., Feiner, S. K., and Hughes, J. F. (1990). Computer Graphics: Principles and 
Practice, 2nd edition. Reading, MA: Addison-Wesley. 

Foxlin, E. (1996). Inertial Head-Tracker Sensor Fusion by a Complementary Separate-Bias Kalman 
Filter. Proceedings ofVRAIS '96, Santa Clara, April, 185-194. 

Foxlin, E., Harrington, M., and Pfeiffer, G. (1998). Constellation: A Wide-Range Wireless Motion
Tracking System for Augmented Reality and Virtual Set Applications. Proceedings of SIGGRAPH 
'98, Orlando, July, 371-378. 

Ghazisaedy, M., Adamczyk, D., Sandin, D. J., Kenyon, R. V., and DeFanti, T. A. (1995). Ultrasonic 
Calibration of a Magnetic Tracker in a Virtual Reality Space. Proceedings ofVRAIS '95, Research 
Triangle Park, March, 179-188. 

Grimson, W., Lozano-perez, T., Wells, W., Ettinger, G., White, S., and Kikinis, R. (1994). An Auto
matic Registration Method for Frameless Stereotaxy, Image Guided Surgery, and Enhanced Reality 
Visualization. Proceedings of IEEE Conference on Computer Vision and Pattern Recognition, Los 
Alamitos, June, 430-436. 

Grimson, W. E. L., Ettinger, G. J., White, S. J., Gleason, P. L., Lozano-Perez, T., Wells, W. M., III, 
and Kikinis, R. ( 1995). Evaluating and Validating an Automated Registration System for Enhanced 
Reality Visualization in Surgery. Proceedings of Computer Vision, Virtual Reality, and Robotics in 
Medicine '95, Nice, April, 3-12. 

Hoff, W. A. and Nguyen, K. (I 996). Computer vision-based registration techniques for augmented real
ity. Proceedings of Intelligent Robots and Computer Vision XV, SPJE vol. 2904, Boston, November, 
538-548. 

Holloway, R. (1997). Registration Error Analysis for Augmented Reality. Presence: Teleoperators and 
Virtual Environments, 6 (4), August, 413-432. 

META 1017 
META V. THALES



2. AUGMENTED REALITY 61 

Holmgren, D. E. (1992). Design and Construction of a 30-Degree See-Through Head-Mounted Display. 
Technical Report TR92-030. University of North Carolina Chapel Hill Department of Computer 
Science. 

Iu, S.-L., and Rogovin, K. W. (1996). Registering Perspective Contours with 3-D Objects without 
Correspondence Using Orthogonal Polyno~ials. Proceedings of VRAIS '96, Santa Clara, April, 
37-44. v· 

Jacobs, M. C., Livingston, M.A., and State, A. (1997). Managing Latency in Complex Augmented 
Reality Systems. Proceedings of 1997 Symposium on Interactive 3D Graphics, Providence, April, 
49-54. 

Jain, A. K. (1989). Fundamentals of Digital Image Processing. Prentice-Hall. 
Janin, A. L., Mizell, D. W., and Caudell, T. P. (1993). Calibration of Head-Mounted Displays for 

Augmented Reality Applications. Proceedings of IEEE VRAIS '93, Seattle, September, 246-255. 
Janin, A., Zikan, K., Mizell, D., Banner, M., and Sowizral, H. (1994). A Videometric Head Tracker 

for Augmented Reality. SPIE Proceedings Volume 2351: Telemanipulator and Telepresence Tech
nologies, Boston, November, 308-315. 

Kanbara, M., Okuma, T., Takemura, H., Yokoya, N. (2000). A Stereoscopic Video See-through Aug
mented Reality System Based on Real-time Vision-based Registration. Proceedings of IEEE VR 
2000, New Brunswick, March, 255-262. 

Kim, D., Richards, S.W., and Caudell, T. P. (1997). An Optical Tracker for Augmented Reality and 
Wearable Computers. Proceedings of IEEE VRAIS '97, Albuquerque, March, 146-150. 

Krueger, M. W. (1992). Simulation versus Artificial Reality. Proceedings of IMAGE VI Conference, 
Scottsdale, July, 147-155. 

Kutulakos, K. N., and Vallino, J. R. (1998). Calibration-Free Augmented Reality. IEEE Transactions 
on Visualization and Computer Graphics, 4 (1), January-March, 1-20. 

Lenz, R. K., and Tsai, R. Y. (1988). Techniques for Calibration of the Scale Factor and Image Center 
for High Accuracy 3-D Machine Vision Metrology. IEEE Transactions on Pattern Analysis and 
Machine Intelligence, JO (5), 713-720. 

Livingston, M.A., and State, A. ( 1997). Magnetic Tracker Calibration for Improved Augmented Reality 
Registration. Presence: Teleoperators and Virtual Environments, 6, (5), October, 532-546. 

Mair, S. G. (1994). Preliminary Report on SIGGRAPH in the 21st Century: Rediscovering Our Fire. 
Computer Graphics, 28 (4), 288-296. 

Mark, W.R., McMillan, L., and Bishop, G. (1997) Post-Rendering 3D Warping. Proceedings of 1997 
Symposium on Interactive 3D Graphics, Providence, April, 7-16. 

Mellor, J.P. (1995). Realtime Camera Calibration for Enhanced Reality Visualization. Proceedings of 
Computer Vision, Virtual Reality, and Robotics in Medicine '95, Nice, April, 471-475. 

Meyer, K., Applewhite, H. L., and Biocca, F. A. (1992). A Survey of Position-Trackers. Presence: 
Teleoperators and Virtual Environments, I (2), 173-200. 

Nash, J. (1997). Wiring the Jet Set. Wired, 5 (10), October, 128-135. 
Neumann, U., and Cho, Y. (1996). A Self-Tracking Augmented Reality System. Proceedings ofVRST 

'96, Hong Kong, July, 109-115. 
Neumann, U., and Majoros, A. (1998). Cognitive, Performance, and System Issues for Augmented 

Reality Applications in Manufacturing and Maintenance. Proceedings of IEEE VRAIS '98, Atlanta, 
March, 4-11. 

Neumann, U., and Park, J. (1998). Extendible Object-Centric Tracking for Augmented Reality. Pro
ceedings of IEEE VRAIS '98, Atlanta, March, 148-155. 

Oishi, T., and Tachi, S. (1996). Methods to Calibrate Projection Transformation Parameters for 
See-Through Head-Mounted Displays. Presence: Teleoperators and Virtual Environments, 5 (1), 

122-135. 
Olano, M., Cohen, J., Mine, M., and Bishop, G. (1995). Combating Graphics System Latency. Pro

ceedings of 1995 Symposium on Interactive 3D Graphics, Monterey, April, 19-24. 
Ohshima, T., Satoh, K., Yamamoto, H., and Tamura, H. (1998). AR2 Hockey: A Case Study of 

Collaborative Augmented Reality. Proceedings of IEEE VRAIS '98, Atlanta, March, 268-275. 

META 1017 
META V. THALES



62 AZUMA 

Pausch, R., Crea, T., and Conway, M. (1992). A Literature Survey for Virtual Environments: Military 
Flight Simulator Visual Systems and Simulator Sickness. Presence: Teleoperators and Virtual 

Environments, I (3), 344-363. 
Peuchot, B., Tanguy, A., and Eude, M. (1995). Virtual Reality as an Operative Tool During Scoliosis 

Surgery. Proceedings of Computer Vision, Virtual Reality, and Robotics in Medicine '95, Nice, 

April, 549-554. 
Piekarski, W., Gunther, B., Thomas, B. (1999). Integrating Virtual and Augmented Realities in an 

Outdoor Application. Proceedings of International Workshop on Augmented Reality '99 (!WAR), 

San Francisco, October, 45-54. 
Regan, M., and Pose, R. (1994). Priority Rendering with a Virtual Reality Address Recalculation 

Pipeline. Computer Graphics Annual Conference Series 1994 (Proceedings of SIGGRAPH '94), 
Orlando, July, 155-162. 

Riner, B., and Browder, B. (1992). Design Guidelines for a Carrier-Based Training System. Proceedings 
of IMAGE VI, Scottsdale, July, 65-73. 

Robinett, W. (1992). Synthetic Experience: A Proposed Taxonomy. Presence: Teleoperators and Virtual 
Environments, I (2), 229-247. 

Robinett, W., and Rolland, J. (1992). A Computational Model for the Stereoscopic Optics of a Head
Mounted Display. Presence: Teleoperators and Virtual Environments, I (I), 45-62. 

Rolland, J.P., and Hopkins, T. (1993). A Method of Computational Correction for Optical Distortion 
in Head-Mounted Displays. Technical Report TR93-045. University of North Carolina Chapel Hill 
Department of Computer Science. 

Rolland, J., Biocca, F., Barlow, T., and Kancherla, A. (1995). Quantification of Adaptation to Virtual
Eye Location in See-Thru Head-Mounted Displays. Proceedings of IEEE VRAIS '95, Research 
Triangle Park, March, 56-66. 

Sharma, R., and Molineros. J. (1997). Computer Vision-Based Augmented Reality for Guiding Manual 
Assembly. Presence: Teleoperators and Virtual Environments, 6, (3), June, 292-317. 

So, R.H. Y., and Griffin, M. J. (1992). Compensating Lags in Head-Coupled Displays Using Head 
Position Prediction and Image Deflection. Journal of Aircraft, 29 (6), 1064-1068. 

Sowizral, H., and Barnes, J. ( 1993). Tracking Position and Orientation in a Large Volume. Proceedings 
of IEEE VRAIS '93, Seattle, September, 132-139. 

Starner, T., Mann, S., Rhodes. B., Levine. J., Healey, J., Kirsch, D., Picard. R.W., and Pentland. A. 
(1997). Augmented Reality through Wearable Computing. Presence: Teleoperators and Virtual 
Environments, 6 (4), August, 386-398. 

State, A., Hirota, G., Chen, D. T., Garrett, B., and Livingston, M. (1996). Superior Augmented Re
ality Registration by Integrating Landmark Tracking and Magnetic Tracking. Computer Graphics 
Annual Conference Series 1996 (Proceedings of SIGGRAPH '96), New Orleans, August, 429-438. 

Tuceryan, M., Greer, D. S., Whitaker, R. T., Breen, D., Crampton, C., Rose, E., and Ahlers, K. H. 
(1995). Calibration Requirements and Procedures for Augmented Reality. IEEE Transactions on 
Visualization and Computer Graphics, I (3), 255-273. 

Uenohara, M., and Kanade, T. (1995). Vision-Based Object Registration for Real-Time Image Overlay. 
Proceedings of Computer Vision, Virtual Reality, and Robotics in Medicine '95, Nice, April, 13-22. 

Utsumi, A., Milgram, P., Takemura, H., and Kishino'. F. (1994). Effects of Fuzziness in Perception of 
Stereoscopically Presented Virtual Object Location. SPIE Proceedings Volume 2351: Telemanipu
lator and Telepresence Technologies, Boston, November, 337-344. 

Wanstall, B. (1989). HUD on the Head for Combat Pilots. Interavia, 44, April, 334-338. 
Ward, M., Azuma, R., Bennett, R., Gottschalk, S., and Fuchs, H. (1992). A Demonstrated Optical 

Tracker with Scalable Work Area for Head-Mounted Display Systems. Proceedings of 1992 Sym
posium on Interactive 3D Graphics, Cambridge, March, 43-52. 

Watson, B., and Hodges, L. (1995). Using Texture Maps to Correct for Optical Distortion in Head
Mounted Displays. Proceedings of IEEE VRAIS '95, Research Triangle Park, March, 172-178. 

Welch, R. B. (1978). Perceptual Modification: Adapting to Altered Sensory Environments. Academic 
Press. 

,. 

META 1017 
META V. THALES



2. AUGMENTED REALITY 63 

Welch, G. (1995). Hybrid Self-Tracker: An Inertial/Optical Hybrid Three-Dimensional ':'racking 
System. UNC Chapel Hill Dept. of Computer Science Technical Report TR95-048, 21 pa,ges. 

Welch, G., and Bishop, G. (1997). SCAAT: Incremental Tracking with Incomplete Informatian. Com
puter Graphics Annual Conference Series 1997 (Proceedings of SIGGRAPH '97), Los Angeles, 
August, 333-344. 

Wellner, P. (1993). Interacting with Paper on the DigitalDesk. Communications of the ACM. 36 (7), 
86-96. 

Whitaker, R. T., Crampton, C., Breen, D. E., Tuceryan, M., and Rose, E. (1995). Object ca;ibration 
for Augmented Reality. Proceedings of Eurographics '95, Maastricht, August, 15-27. 

Wloka, M. M. (1995). Lag in Multiprocessor Virtual Reality. Presence: Teleoperators and Virtual 
Environments, 4 (1), 50-63. 

Wloka, M. M., and Anderson, B. G. (1995). Resolving Occlusion in Augmented Reality. Proceedings 
of 1995 Symposium on Interactive JD Graphics, Monterey, April, 5-12. 

Wu, J.-R., and Ouhyoung, M. (1995). A 3D Tracking Experiment on Latency and Its Compensation 
Methods in Virtual Environments. Proceedings of UIST '95, Pittsburgh, November, 41-49. 

Yokokohji, Y., Sugawara, Y., and Yoshikawa, Y. (2000). Accurate Image Overlay on Video See-through 
HMDs Using Vision and Accelerometers. Proceedings of IEEE VR 2000, New Brunswick, March, 
247-254. 

You, S., Neumann, U., Azuma, R. (1999). Hybrid Inertial and Vision Tracking for Augmented Reality 
Registration. Proceedings of IEEE VR '99, Houston, March, 260-267. 

Zikan, K., Curtis, W. D., Sowizral, H., and Janin, A. (1994a). Fusion of Absolute and Incrememal Posi
tion and Orientation Sensors. SPIE Proceedings Volume 2351: Telemanipulator and Telepresence 
Technologies, Boston, November, 316-327. 

Zikan, K., Curtis, W. D., Sowizral, H. A., and Janin, A. L. (1994b). A Note on Dynamics of Human 
Head Motions and on Predictive Filtering of Head-Set Orientations. SPIE Proceedings Volume 
2351: Telemanipulator and Telepresence Technologies, Boston, November, 328-336. 

META 1017 
META V. THALES



II 

Technology 

META 1017 
META V. THALES

ll

Technology

META 1017

META V. THALES



3 

A Survey of Tracking 
Technology for Virtual 

Environments 

Jannick P. Rollanct1,2,, Larry D. oavis2 , 

and Yohan Baillot2 

1 School of Optics 
2School of Electrical Engineering and Computer 

Science, Uniuersity of Central Florida 

ABSTRACT 

Tracking for virtual environments is necessary to record the position and the ori
entation of real objects in physical space and to allow spatial consistency between 
real and virtual objects. This chapter presents a top-down classification of tracking 
technologies aimed more specifically at head tracking, organized in accordance with 
their physical principles of operation. 

Five main principles were identified: time-frequency measurement, spatial scan, 
inertial sensing, mechanical linkages, and direct-field sensing. We briefly describe 
each physical principle and present implementations of that principle, Advantages 
and limitations of these implementations are discussed and summarized in tabular 
form. A few hybrid technologies are then presented and general considerations of 
tracking technology are discussed. 

1. INTRODUCTION 

Human exploration in virtual environments requires technology that can 
accurately measure the position and the orientation of one or several users 
as they move and interact in the environment. This is referred to as tracking 
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users in the environment. The position and the orientation of each user are 
measured with respect to the virtual environment coordinate system. A 
common approach for tracking a user in a virtual environment is to define 
a local coordinate system at the head of the user and measure the position 
and the orientation of this coordinate system with respect to a reference 
coordinate system. This chapter most generally reviews technologies used 
to track real-world features at human scale in virtual environments, such 
as head or limb motion tracking. 

The tracking technologies employed span a variety of engineering fields 
that include optics, electromagnetics, electronics, and mechanics. This 
multi-disciplinary combination often makes it challenging to understand 
the working principle of a given tracking system. To facilitate understand
ing, we propose a top-down taxonomy on the technology that emphasizes 
the underlying physical principles of operation and the types of measure
ments involved. We chose such taxonomy because it allows summarizing 
a large body of work in a manner that we hope will stimulate going be
yond the applications and the requirements for tracking and learning more 
about the various underlying technologies themselves. We also hope it will 
stimulate the generation of new ideas to the tracking problem. 

Previous surveys of tracking technologies and their use in Virtual Re
ality can be found in Ferrin (1991), Rodgers (1991), Meyer et al. (1992), 
Bhatnagar (1993), Burdea & Coiffet (1993), Durlach & Mavor (1994), 
and Fuchs, (1996). The present review brings a top-down perspective on 
the technology, classifying the various technological implementations by 
principle of operation. We distinguish between technologies that use only 
one physical principle and those that use a combination of principles, that 
later are referred to as hybrid systems. In the literature, hybrid technologies 
usually refer to the combination of various technological implementations 
( e.g., optical and mechanical). A system will be specified as hybrid if either 
various principles of operation or various technological implementations 
are used. 

The proposed classification is inspired in part by Chavel's perspective on 
range measurement techniques (Chavel & Strand, 1984 ). We identified five 
main principles of operation: time-frequency measurement, spatial scan, 
inertial sensing, mechanical linkages, and direct-field sensing. The classi
fication is presented along with a description of the principles involved and 
examples. The latter are meant as a representative rather than a comprehen
sive selection. For each tracking principle, a table summarizes the physi
cal phenomenon involved, the measured variable, the characteristics (e.g., 
accuracy, resolution, and range of operation), as well as the advantages 
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and limitations of the technique. The tables were assembled from pub
lished literature and available patents and while some of the numbers will 
become obsolete with technological progress, we hope they provide some 
guidelines for what the technology can provide at a point in time. For the 
hybrid systems, the tables are omitted because data are mostly unavailable. 
However, the characteristics, the advantages, and the disadvantages of each 
system are provided in a tabular format. 

Several subclassifications proposed in this chapter are in concordance 
with various research publications on tracking systems (Wang et al., 1990; 
Ferrin, 1991; Burdea & Coiffet, 1993; Fuchs, 1996). In Appendix A, we 
provide some definitions of terms commonly associated with tracking for 
virtual environments as well as symbols employed in this chapter. 

2. FREQUENCY AND TIME 
MEASUREMENTS 

In this section, we discuss tracking systems whose operating principles 
are based upon the use of time or frequency measurements. Typically, 
these devices measure the time of propagation of a signal, compare the 
phase difference of a measured signal to a reference, or use frequency 
measurement techniques to indirectly measure time differences. By taking 
advantage of a priori knowledge of the system configuration, these systems 
can be used to extract relative or absolute position and orientation data. 

It is to be pointed out that frequency and time measurements are, by far, 
the most precise measurement techniques. In fact, the precision that may 
be obtained in this type of measurement usually ranges between 10-3 and 
10-14 (in up to date frequency and time systems, precision may eventually 
be higher). This is true, naturally, only if frequency and time measurements 
are used alone. Under those conditions, many modem measurements use 
frequency and time systems for various determinations. 

2. 1 Ultrasonic Time-of-Flight 
Measurements 

Time of Flight (TOF) systems rely on the measure of distance between 
features attached on one side to a reference and on the other side to a 
moving target. These distances are determined by measuring the time of 
propagation of pulsed signals between pairs of points under the assumption 
that the speed of propagation of the signals is constant. Because the speed 
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of propagation can be measured precisely, given that ultrasonic trackers are 
simple, rugged and relatively low cost, this method is interesting. 

Commonly, ultrasonic trackers utilize three or more ultrasonic emitters 
on the target and three or more receivers on the reference (e.g., Logitech, 
1991). The emitters and the receivers are transducers (e.g., piezo-electric ce
ramics, electromagnetic and electrostatic transducers, and spark-ga_r: emit
ters), usually mounted on a triangular structure. Details on the various 
transducers can be found in Fraden (1997). 

The relative spatial positions of the emitters on the target and the re
ceivers on the reference are known. In the scheme presented, each emitter 
sends an ultrasonic pulse sequentially. It is important to note that all the re
ceivers detect each pulse to ensure that the emitter plane is uniquely defined 
within some boundary constraints. The spatial position of the emitter with 
respect to the plane defined by the receivers is measured by triangulation, 
as shown in Figure 3.1. After determination of the spatial positior. of at 
least three emitters, the orientation and the position of the target is known, 
making the overall system a six-degree-of freedom finder. The emitted fre
quency is typically around 40 Khz to prevent the user from hearing it. (This 
frequency is also the most commonly available for piezoelectric transducers 
and receivers). 

The advantage of an ultrasonic system is that the emitting unit held by 
the user is small and lightweight. Moreover, the system does not suffe::- from 
distortion. However, there are several drawbacks to such a system. First, the 
accuracy of the system depends on the constancy of the velocity of sound. 
Although, the speed of ultrasonic waves varies primarily with temperature, 
it also varies with pressure, humidity, turbulence, and therefore position. 
Other limitations are signal attenuation which tends to limit the range of 
tracking, ultrasonic ambient noise, and the low update rate. Ultrasonic noise 

FIG. 3. I. A simplified Time-of-Flight tracking system. 
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Modules with infrared detector and 
ultrasonic emitter 
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Object to measure 

FIG. 3.2. Principle of the wireless US-Control ultrasonic tracking 
system. 

is produced by Cathodic Ray Tube (CRT) sweeping cycles, disk drives, or 
reflections of the emitted signals. The low update rate results from the 
sequential triple emission of sound signals and the relatively slow speed of 
sound. A general approach to improve the update rate is to code the signals 
in order to send them simultaneously. Several frequencies may be used, as 
demonstrated in Arranz & Flanigan, (1994). 

It has also been suggested that an infrared signal may be used to trigger 
the ultrasonic emission, thus making the system wireless (Fuchs, 1996). 
The principle of operation of such a system, the US Control ultrasonic 
tracking system, is shown in Figure 3.2. An infrared-triggered, ultrasonic 
system is composed of an infrared emitter, three ultrasonic receivers placed 
on the reference, and modules placed upon the target features to be sensed. 
Each module located on the target consists of an infrared receiver and an 
ultrasonic emitter installed on a small chip. The association of the ultra
sonic emitters on the modules and the ultrasonic receiver on the reference 
constitutes a time-of-flight ultrasonic tracking system. The infrared beam, 
sent by the reference at the beginning of each acquisition, triggers the firing 
of the ultrasonic signal emitted by the modules. This setup relies on the fact 
that the time offlightof infrared waves (speed in air ~3.0 x 108 mis) is neg
ligibly small compared to that of ultrasonic waves (speed in air 350 m/s). 
This system is able to localize the position of several modules simultane
ously, making it a three degrees-of-freedom position finder. However, if 
the geometry between the modules is known, the tracking system becomes 
a six degrees-of-freedom position and orientation finder. This system has 
the same advantages and limitations of a conventional ultrasonic system. 
Table 3.1 summarizes the characteristics of Ultrasonic TOF systems. 
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TABLE3.1 
Summary Table of the Characteristic of Ultrasonic TOF Systems. 

Physical phenomenon 
Measured variable 
Degrees of freedom (d.o.f.) 

Accuracy (position/orientation) 
Resolution (position/orientation) 
Update rate 
Range/Total Orientation Span 
Advantages 
Limitations 

Examples 

Acoustic pulse propagation 
Time of flight 
Some systems (Honeywell) measure only the orientation 

(2 or 3 d.o.f.). Others have position and orientation 
capabilities (6 d.o.f.). 

0.5-6 mm/0.1-0.6 degree 
0.1-0.5 mm/0.02-0.5 degree 
25-200Hz 
250-4500 mm/45 degrees 
Small, light, no distortion 
Sensitive to temperature, pressure, humidity, occlusion 

and ultrasonic noise from CRT sweep frequency or disk 
drives. Low update rate. 

Honeywell helmet tracking system, 3-D mouse from Alps 
Electric, RedBaron (Logitech, 1991), Lincoln laboratory 
Wand (Roberts, 1966), Mattel Power Glove, Sciences 
Accessories Space Pen. US Control localization senssor, 
OWL from Kantec, Intersense Inc. 

2.2 Pulsed Infrared Laser-Diode 

Pulsed infrared laser-diode tracking uses frequency and time techniques 
with an infrared laser beam. This principle was used in a hybrid system 
that will be described in Section 7.5. 

2.3 GPS 

The Global Positioning System (GPS) is a large-scale, time-frequency 
tracking system. The GPS uses 24 satellites arranged in orbit such that 
four satellites can be "seen" from any point on the earth at a given time. In 
addition, there are six monitoring stations, four ground antennas, a master 
control station, and a backup master control station (Farrell & Barth 1999). 
There are two levels of service available: a standard-positioning service 
(SPS) and a precise-positioning service (PPS), which is available only to 
users authorized by the U.S. government. Each satellite in the GPS has an 
atomic clock with a predictable accuracy of 340 ns for SPS (Farrell & Barth 
1999). The accuracy of the atomic clock is critical because a clock error 
of 1 ms can produce a horizontal measurement error of 300 km (Farrell & 
Barth 1999). The master control station controls the orbit of the satellites 
and corrects the clock for each satellite as needed. 
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Let us give some practical indications on frequency and time mod
em techniques. Usually all frequency stable or ultrastable sources exhibit 
stability better than 10-10/day (usual quartz oscillators are 10-11 /day and 
atomic clocks usually range in the 10-12 to 10-14 range). What does 10-10 

practically mean? It is extremely large, because, in the radio navigation 
system, a 10-10 error per day means an error of 3000 m. But it is also 
extremely small, because it means 0.25 s on a 80 years human life or a 
40 mm error on the distance between the earth and the moon. 

Theoretically, the system can determine the position of a user with a GPS 
receiver by receiving a signal from at least three satellites and computing 
the time of arrival of the respective signals. In practice, however, the GPS 
receiver clock has an unknown bias. Therefore, four signals from GPS 
satellites must be received, from which it is possible to determine the 
position of the receiver and the clock bias. The GPS has an accuracy of 
approximately 100 meters with SPS but up to date frequency and time 
systems for localization are much better. PPS systems are in principle at 
least 10 times better. The main drawback of the GPS system is the inability 
to locate the receiver without a direct line of sight to the satellites. A 
precise system for the overall scale of operation, the differential GPS, uses 
emitting ground stations that refine the resolution to the order of one-tenth 
of a meter (Farrell & Barth 1999). A GPS type of technology applied at the 
scale of a typical indoors virtual environment would yield high accuracy and 
precision for tracking human scale functions. In all cases, recent advances in 
frequency and time techniques make those techniques extremely attractive 
for future applications (see for instance Proc. of the 1999 Joint Meeting of 
EFTF/IEEE IFCS on frequency and time systems and applications - IEEE 
catalog 99CH363 l 3). Table 3 .2 summarizes the characteristics of the GPS. 

TABLE3.2 
Summary Table of the Characteristics of the Global Positioning System. 

Physical phenomenon 
Measured variable 
Degrees of freedom ( d.o.f.) 
Accuracy (position) 

Resolution (position) 
Update rate 
Range 
Advantages 
Limitations 

Line-of-sight radio signal 
Time of arrival ranging 
Horizontal and vertical position (2 d.o.f.) 
~ I 00 m horizontal, 156 m vertical (SPS), at least 10 times 

better for PPS, much smaller for differential GPS 
25.46 m (SPS), 8.51 m (PPS) 
< 1000 Hz (frequency of timing signal) 
Global 
Worldwide availability, uniform accuracy 
Sensitive to occlusion, currently suited to large scale tracking 
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--~ 
Laser 

Output 

FIG. 3.3. Schematic view of a FOG gyroscope. 

2 .4 Optical Gyroscopes 

Gyroscopes are instruments used to make angular velocity measurements. 
A sub-class of gyroscopes, the optical gyroscopes, operates on the TOP 
principle. Fiber Optics Gyroscopes (FOG) and Ring Laser Gyroscopes 
(RLG) use the time of propagation oflight to determine the angular velocity 
of a target. They are light, durable, and low in power consumption. 

A FOG relies on interferometry. Consider a free space interferometer, 
shown in Figure 3.3. A laser beam is divided in two waves that travel 
within the interferometer in opposite directions. In the absence of rota
tion, both waves combine to form an out of phase interference pattern due 
to consecutive pi phase shifts at each mirror reflection. 1 For a clockwise 
rotation of the device, the wavefront propagating counterclockwise trav
els a shorter path than the wavefront propagating clockwise, producing 
a shifted interference pattern at the output. The number of interference 
fringes produced is proportional to the angular velocity (Meyer-Arendt, 
1995). 

A RLG utilizes a ring laser cavity. It resembles the FOG except that 
it has an amplifying medium within the cavity to stimulate the emission 
of radiation (i.e., make the light a laser). Upon rotation of the device, two 
waves of slightly different frequencies propagate in opposite directions. The 
frequency of the signal observed at the output of the laser is the difference 
in frequencies of the two waves. The angular velocity of the target can 
be determined based upon the output signal frequency (Fraden, 1997). 
Table 3.3 summarizes the characteristics of phase-difference trackers. 

1 Note that there is a pi phase shift upon each mirror reflection. For the half-silvered mirror, how
ever,there is a pi phase shift on one side only. This results in a phase shift difference of pi between the 
two paths. 
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TABLE3.3 
Summary Table of the Characteristic of Optical Gyroscopes. 

Physical phenomenon 
Measured variable 
Degrees of freedom (d.o.f.) 
Accuracy (orientation) 
Resolution ( orientation) 
Update rate 
Advantages 
Limitations 
Examples 

Phase difference indicative of 
the relative motion 

Upcoming target signal 

Reference signal 

Interference of light 
Frequency of interference fringes 
3-axis orientation (3 d.o.f.) 
0.5 degrees 
0.1 degrees 
200Hz 
Fast, accurate 
Drift due to successive integrations, sensitive to vibration 
Crossbow DMU-FOG, Honeywell Space Systems 

FIG. 3.4. Working principle of phase coherent tracking system. 

2.5 Phase-Difference 

Phase-difference systems measure the relative phase of an incoming signal 
from a target and a comparison signal of the same frequency located on the 
reference. As in the common ultrasonic approach, the system is equipped 
with three emitters on the target and three receivers on the reference, as 
shown in Figure 3.4. 

Ivan Sutherland explored the use of an ultrasonic phase-difference head 
tracking system and reported preliminary results (Sutherland, 1968). In 
Sutherland's system, each emitter sent a continuous sound wave at a specific 
frequency. All the receivers detected the signal simultaneously. For each 
receiver, the signal phase was compared to that of the reference signal. 
A displacement of the target from one measure to another produced a 

META 1017 
META V. THALES



76 ROLLAND, DAVIS AND BAILLOT 

modification of the phases that indicated the relative motion of the emitters 
with respect to the receivers. After three emitters had been localized, the 
orientation and position of the target could be calculated. It is important 
to note that the maximum motion possible between two measurements 
is limited by the wavelength of the signal. Current systems use solely 
ultrasonic waves that typically limit the relative range of motion between 
two measurements to 8 mm. Future systems may include phase-difference 
measurements of optical waves as a natural extension of the principle that 
may find best application in hybrid systems. Because it is not possible 
to measure the phase of light waves directly, interferometric techniques 
can be employed to this end. The relative range of motion between two 
measurements will be limited to be less than the wavelength of light unless 
the ambiguity is eliminated using hybrid technology. 

The main disadvantage of phase-difference ultrasonic trackers is their 
vulnerability to cumulative errors in the measurement process. Other limi
tations are their sensitivities to environmental conditions ( e.g., temperature, 
pressure, humidity, and ultrasonic noise) and multiple reflections in the en
vironment. Finally, trackers based on phase-difference measurements are 
limited to relative motion measurements. They will need to be associated 
with another measuring scheme if absolute measurements are necessary. 
Such a scheme will also limit cumulative errors obtained from sole relative 
measures. 

An advantage of phase-difference trackers is their ability to generate 
high data rates because the phase can be measured continuously. It is then 
possible to use filtering to overcome environmental perturbations. As a re
sult, accuracy and resolution are improved compared to those ofTOF ultra
sonic trackers. Table 3 .4 summarizes the characteristics of phase-difference 
trackers. 

3. SPATIAL SCAN 

A spatial scan tracking system employs optical devices to determine the 
position and orientation of an object by scanning a working volume. Spatial 
scan trackers use one of two possible working principles to compute the 
position and the orientation of a target: the analysis of 2-D projections of 
image features or the determination of sweep-beam angles. The optical 
sensors used are typically charge-coupled device (CCD) cameras, lateral
effect photodiodes, or four-quadra ( 4Q) detectors. A CCD array is a detector 
receiving an in-focus or out-of-focus image at the focal plane of a camera, 
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TABLE3.4 
Summary Table of the Characteristics of Phase-Difference Trackers. 

Physical phenomenon 
Measured variable 
Degrees of freedom (d.o.f.) 
Accuracy 
Resolution 
Update rate 
Range 
Advantages 
Limitations 

Examples 

Phase difference sensing (e.g. ultrasonic, optical) 
Phase difference 
Orientation and position (6 d.o.f.) 
Unknown 
0.1 mm, 0.1 degree, 1/32 of the maximum range 
Independent of the range of operation 
Unknown 
Less sensitive to noise than TOF systems, high data rate 
Error increases in time since relative measurements. Sensitive to 

occlusion. Possible ambiguity in reported measures 
Sutherland-Seitz-Pezaris head mounted display position tracker 

(Sutherland, 1968). 

depending upon the application. A lateral-effect photodiode is a 1D or 2D 
array that directly reports the location of the centroid of detected energy 
(Wang et al., 1990; Chi, 1995). A 4Q detector is a planar component that 
generates two signals specifying the coordinates of the estimated centroid 
of the incoming out-of-focus light beam on its surface. The 4Q detector 
signals are useful for directly controlling two axes of some pointing system 
gimbals (see Section 8.4). Any device that estimates centroids is designed 
to work optimally without out-of-focus imagery. 

A possible subclassification of spatial scan systems is outside-in versus 
inside-out. Wang first proposed this terminology for a subclass of opti
cal trackers that use beacons as target features (Wang, 1990). We pro
pose to extend these two classes to pattern recognition and beam sweeping 
systems, to indicate and emphasize their common physical principles. In 
the outside- in configuration, the sensors are fastened to the fixed refer
ence. In the inside-out configuration, the sensors are attached to the mobile 
target. 

Optical tracking systems typically have good update rates because they 
interact with the environment at the speed of light. The measurement ac
curacy and resolution tend to worsen with increased distance of the target 
from the sensor (a function of the working volume). This is because the 
relative distance between two points on the sensor appears smaller as the 
target gets farther away, making the points harder to resolve spatially. Op
tical noise, spurious light, and ambiguity of the sensed surface are sources 
of errors. Most optical tracking systems use infrared light to minimize the 
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effects of optical noise and spurious light. However, in systems that utilize 
feature detection, the accuracy of the estimation process often depends 
upon how many target features are detected. Thus, another source of error 
is inaccurate reporting of the target position and orientation due to miss
ing/occluded features. Fortunately, this source of error can be controlled 
by correct placement/choice of target features. 

3.1 Outside-In 

Outside-in systems employ video cameras placed on the reference to record 
features of the target. This widely used technique has two subclassifica
tions, multiscopy and pattern recognition. We refer to multiscopy as an 
outside-in technique that employs multiple imaging sensors. The sim
plest multiscopy system uses only two cameras (stereoscopy) as shown in 
Figure 3.5. A simple example of such a system is the human visual system 
that perceives 3-D shapes of objects from two viewpoints (i.e., right and 
left eye position). Multiscopy, therefore, will employ two or more video 
cameras to compute the spatial position of a target feature by triangulation. 
The measurement of several features allows determining the orientation of 
the target. A tracking system may always use additional views either to 
refine a measure using an appropriate sensor fusion technique or to com
pensate for potential occlusions. Most of the systems define a plane on the 
target by detecting several features to measure the orientation and the po
sition of the target (6 DOFs) (Hom, 1987). Some systems, however, could 
measure a subset of the DOFs to meet the needs of an application. 
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FIG. 3.5. Principle of the optical stereoscopic tracking system. 
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• Original Cube 
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Cube rotated: 
one side 
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Cube going 
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FIG. 3.6. Pattern recognition method. The 3-D shape of the fea
tures of the cube is known and the image analysis allows recon
structing position and orientation. 

Pattern recognition uses one camera and a known geometrical arrange
ment (pattern) of a set of features on a target (Gennery, 1992; Horn, 1987). 
The recorded 2-D pattern on the image is a function of the position and ori
entation of the target. For example, considering a cube structure originally 
placed perpendicularly to the visual axis, we can detect the slant of the cube 
by the size of one side compared to the other, as shown in Figure 3.6. If the 
cube is moved further away from the camera, the overall size is reduced. 
The combination of these analyses can be used to calculate the orientation 
and position of the cube. In this example, the tracking system constitutes 
an orientation and position finder (6 DOFs). 

Pattern recognition is also used to reconstruct the motion characteristics 
of the human body (Simonet al., 1993; Barrett et al., 1994; Regh & Kanade, 
1994). To this end, numerous algorithms have been developed, most often 
without use of landmarks or sensors on the target. If no landmark is used, 
this method needs complex algorithms to recover the position and orien
tation from the image of the object. To reduce the processing time, these 
algorithms can be implemented in electronic circuitry (Okereke & Ipson, 
1995) or as artificial neural networks (ANN) rather than in software (Chan 
et al., 1992; Colla et al., 1995). 

Another approach to pattern recognition is the optical formation of a reg
ular pattern in space. The pattern is projected on the tracked objects and im
aged by the camera. The shape of the objects can be determined by analysis 
of the projected pattern. There are two ways of producing regular patterns of 
light in space. The first method is to produce interference between two or 
more laser beams (Dewiee, 1989). The advantages of this method are the 
opportunity to produce fringes with a very small spatial period and equal 
spacing between the fringes in the region where the beams overlap. The 
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smallest possible period is half the wavelength, which occurs when two in
terfering beams propagate in opposite directions and form a standing optical 
wave. The disadvantages to producing a spatial pattern by interference are 
the small beam overlap region, which makes it difficult to track objects in 
large environments, and the need to form a pattern with specific geometry. 

A second method based on optical imaging is to employ a diffracted beam 
created by a grating. In this case, the shape of an object can be extracted 
by analyzing the spacing between the fringes of the diffraction pattern 
superimposed on the object (Chavel & Strand, 1984). The advantages of 
this method are the simplicity in forming a spatial pattern of arbitrary 
geometry using Fourier optics approaches, the lack of restrictions on the 
size of the environment to be tracked, and the simplicity of the setup. 
The disadvantage of this scheme is the limited resolution obtained. While 
these methods are typically used for 3-D shape extraction from a 2-D view, 
Harding and Harris (1983) demonstrated that it could be used for motion 
tracking. We therefore postulate that it could be potentially extended to 
tracking human motion as well. Table 3.5 summarizes the characteristics 
of outside-in optical trackers. 

TABLE3.5 
Summary Table of the Characteristics of Outside-In Optical Trackers. 

Physical phenomenon 
Measured variable 

Degrees of freedom (d.o.f.) 

Accuracy 
Resolution 
Update rate 
Range/Total Orientation Span 
Advantages 
Limitations 

Examples 

Projection of an optical pattern 
Shape of target features in an image acquired via a camera. 

Position and orientation for most of the applications. 
Position finder for each feature (3 d.o.f.). Orientation and 

position finder if feature geometry is known (6 d.o.f.). 
0.1-0.45 mm/1/2800 of cameras field of view/2-15 mrad 
1/1000 to 1/65536 of cameras field of view/0.01 to 0.1 mm 
50--400 Hz 
Up to 6000 mm/8.8 to 27 degrees 
Good update rate 
Sensitive to optical noise, spurious light, ambiguity of 

surface and occlusion 
Sirah TC242 from Micromaine, CAE system (CAE 

Electronics, 1991), Optotrak from Northern Digital, 
LED array or pattern for Helmet tracking from 
Honeywell, Selspot tracker from SELCOM, Elite 
from BTS, Multitrak from Simulis, OrthoTRACK 
and Expert Vision from Motion Analysis Corporation, 
Vicon 370E from Oxford Metrics, CoSTEL (Cappozzo, 
1983), pattern recognition methods. 

r 
{. 
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3.2 Inside-Out 

In an inside-out configuration, the sensors are on the target and the emitters 
are on the reference as shown in Figure 3.7. We distinguish between two 
techniques: one based on 2-D projection of image features, referred to as 
videometric, and one based on sweep-beam angles, referred to as beam 
scanning. The videometric technique uses optical sensors (e.g., CCDs) 
placed on the target (e.g., head of the user), whereas the beam scanning 
system uses rotating beams emitted from the reference and detected by the 
sensors located on the target. While it is not necessarily trivial, it can be 
noted that both techniques rely on scanning principles. In the videometric 
technique, the CCD detector of a camera serves as the scanning element, 
whereas the rotating beam technique uses rotating mirrors to scan the work
ing volume. Both techniques are able to measure position and orientation 
if the system is equipped with a sufficient number of sensors and features. 

The inside-out configuration typically yields higher resolution and ac
curacy in orientation than the outside-in. The same rotation of a target 
around a point (e.g., the head of a user rotating around the neck) will pro
duce more displacement on the CCD sensor in an inside-out than in an 
outside-in configuration. This can be explained by noting that the ratio of 
the radius of the trajectory of the features being tracked following either 
rotation of the target or rotation of the camera is smaller in the outside-in 
than in the inside-out configuration. This is illustrated in Figure 3.7. In 
spite of their classification as inside-out configurations, systems based on 
beam scanning techniques do not share this advantage. 

~~ B---+----~ B ( 0 
Target ~ W Reference \J) 

Reference T 
arget 

FIG. 3.7. The inside-out and outside-in configurations: (left) 
Inside-out configuration: The rotation of the camera, held by the 
target in this case, produces a large motion of the image of the 
cube on the cco camera, (right) Outside-in configuration: The ro
tation of the cube, the target in this case, produces a small motion 
of the image on the CCD camera. 
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3.2.1 Videometric 

The videometric technique shown in Figure 3 .8 employs several cameras 
placed on a target (e.g., the head of a user). The reference has a pattern of 
features (e.g., the ceiling panels) whose locations in 3-D space are known. 
The cameras acquire different views of this pattern. The 2-D projections 
of the pattern on the sensor can be used to define a vector going from the 
sensor to a specific feature on the pattern. The position and orientation of 
the target are computed from at least three vectors constructed from the 
sensor(s) to the features. The system shown in Figure 3.8 has been built with 
four cameras located on an helmet-mounted display (target) and a ceiling 
(reference) covered with sequentially fired infrared LEDs. Theoretically, 
it is possible to use one camera to track the target. However, redundant 
measures improve tracking and multiple cameras allow a larger range of 

FIG. 3.8. Inside-out configuration: Opto-ceiling tracking system at 
the Department of Computer Science at the University of North 
Carolina at Chapel Hill. At the top left, the working principle of the 
tracker is shown with the fields of view of four cameras. On the 
right, an early head-mounted display equipped with the tracking 
device is shown. At the bottom, a more recent version utilizing 
the SCAAT algoritl,m (Welch & Bishop, 1997). 
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motion, constantly keeping the reference (ceiling) in view. A mathematical 
technique called "space resection by collinearity" is used to recover the 
position and the orientation of a target (Azuma & Ward, 1991). More 
recently the capabilities of the tracking system have been expanded by 
utilizing sensor data immediately when it is obtained (Welch & Bishop, 
1997). Furthermore, in principle, this tracking system has the advantage of 
being scalable by adding ceiling panels. In practice, the cost inferred may 
outweigh the benefits of a larger tracking volume. 

3.2 .2 Beam Scanning 

This technique uses scanning optical beams emitted from a reference 
location. Sensors located on the target detect the time of sweep of the 
beams across their surfaces. The time of sweep is used with the angular 
velocity to determine the angle from the reference axis to each sensor. The 
angle from the reference axis to each sensor is then used to determine the 
position and the orientation of the target. 

An example of a beam scanning tracking system is the Honeywell sys
tem, used to determine the orientation of the head of a pilot in a cockpit. 
Given a known location of the helmet, the Honeywell helmet-tracking 
method computes the angle of the beam on the sensors from the time of 
sweep (Ferrin, 1991). Figure 3.9 illustrates this principle for two beams 
and two sensors. In this case only azimuth and elevation of the target can 
be measured. In more complex configurations where several emitters and 
sensors are used, the 3-D position and orientation of the target can be 
computed by triangulation from the angle measurements. 

The Minnesota scanner tracking method employs a scanning laser beam 
to compute the distance between fixed sensors attached to the structure of 

target 

Flat beam ray 

Front view Side view 

FIG. 3.9. Inside-out configuration: Structure of a beam scan
ning tracking system used for the determination of pilots' head
orientation in airplane cockpits (Honeywell). 
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TABLE3.6 
Summary Table of the Characteristics of Inside-Out Trackers. 

Physical phenomenon 
Measured variable 
Degrees of freedom 
Accuracy 
Resolution 
Update rate 
Range 
Advantages 
Limitations 
Examples 

Laser Fan 
Rotating 

mechanism 

Spatial scan 
Beam position or sweep detection 
Position and orientation 
2-25 mrad 
Diminishes with the range of operation 
up to 1500 Hz 
In principle, scalability is unlimited for the UNC tracker 
Better resolution than outside-in systems, scalability 
Occlusion sensitive 
OptoCeiling from UNC at Chapel Hill, Honeywell helmet rotating 

infrared beam system (Ferrin, 1991), LC Technology rotating 
mirror system (Starks, 1991), Minnesota Scanner (Cappozzo, et al., 
1983; Sorensen et al., 1989), CODA (Miller, 1987), Self-tracker 
project (Bishop, 1984). 

Scanning beam 

Scanned 
CCD of the 

camera 

Passive features 

FIG. 3. 10. Similarity between the inside-out beam scanning (left) 
and the outside-in videometric (right) configurations. 

the scanner and sensors attached to the user. The distance is computed by 
counting the elapsed time between the two sensors during a sweeping cycle 
(Cappozzo et al., 1983; Sorensen et al., 1989). 

The scanning-beam technique, while an inside-out configuration, does 
not share the advantage of higher accuracy and resolution in orientation 
like videometric tracking systems. Given that the receivers are on the target, 
which makes it an inside-out configuration, the scanning of the working 
volume is done from the reference. Paradoxically, we show in Figure 3.10 
that such a configuration can be likened to an outside-in configuration where 
a camera is attached to the reference and scans the scene. Characteristics 
of inside-out trackers are summarized in Table 3.6. 
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4. INERTIAL SENSING 

Inertia is defined as the property of matter which manifests itself as a resis
tance to any change in the momentum of a body (Parker, 1984). Therefore, 
an inertial reference frame is a coordinate system in which a body does 
not experience a change in momentum. In an inertial coordinate system, 
the mass of an object is determined according to Newton's Second Law, as 
opposed to the Newton's Law of Gravitation. 

Inertial sensors use physical phenomena to measure acceleration and 
rotation relative to the inertial reference frame of the earth. The coordinate 
systems of these sensors are not inertial, due to the changing accelerations 
( centripetal or linear) of their frame of reference. However, inertial tracking 
systems are composed of inertial sensors, whose data can be used to deter
mine the absolute position and orientation of an object. In this section, we 
examine the inertial sensing devices that enable inertial tracking methods. 

4.1 Mechanical Gyroscope 

A mechanical gyroscope, in its simplest form, is a system based on the 
principle of conservation of angular momentum, which states that an object 
rotated at high angular speed in the absence of external moments, conserves 
its angular velocity. The gyroscope contains a wheel mounted on a frame 
so that the external moments due to friction are minimized. This allows 
the target to tum around the wheel without experiencing a change in the 
direction of its axis, as illustrated in Figure 3 .11. The orientation of the 

Fixed orientationi 
of the wheel axi~ 

z 

Encoders-equipp€d axes 

FIG. 3. I I. Structure of a mechanical gyroscope. 
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TABLE3.7 
Summary Table of the Characteristics of Mechanical Gyroscopes. 

Physical phenomenon 
Measured variable 

Degrees of freedom (d.o.f.) 
Accuracy 
Resolution 
Update rate 
Total Orientation Span 
Advantages 
Limitations 

Examples 

Inertia 
Orientation between the axis of rotation of the wheel and an axis 

attached to the target 
Orientation finder (1 to 3 d.o.f.) 
0.2 degree, static drift 0.01 deg/s, dynamic drift 0.25 deg/s 
0.032 degree 
SO Hz 
132 degrees in yaw, 360 degrees in roll. 
No reference needed 
Error increases with time since measurements are relative to previous 

ones leading to drift of the axis with time. 
Gyrotrac2 and Gyrotrac3 from VR systems, Gyropoint from 

Gyration. 

target can be computed from the angles reported by rotational encoders 
mounted on the frame. The working principle of the encoders is described 
in Appendix A. Each gyroscope provides one reference axis in space. At 
least two gyroscopes are needed to find the orientation of an object in space. 

A main advantage of this tracking system is that it does not require an ex
ternal reference to work. The axis of the rotating wheel is the reference. The 
main problem of gyroscopes, however, comes from the inertial momentum 
of the wheel that does not remain parallel to the axis of rotation because of 
the remaining friction between the axis of the wheel and the bearings. This 
causes a drift in the direction of the wheel axis with time. Taking relative 
measurements of the orientation rather than absolute measurements can 
minimize this drift. As a consequence, the system suffers from accumu
lated numerical errors but a periodic re-calibration of the system will insure 
greater accuracy over time. 

4.2 Accelerometers 

An accelerometer measures the linear acceleration of the object to which 
it is attached. An accelerometer can be specified as a single-degree-of
freedom device, which has some kind of mass, a spring-like supporting 
system, and a frame structure with damping properties. Accelerometers 
come in many forms including capacitive, nulling, piezoelectric, and ther
mal accelerometers. We discuss the forms more commonly used in tracking 
for virtual environments, the capacitive and the piezoelectric. 
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FIG. 3.12. Structure of capacitive and piezoelectric accelerome
ters. 

Capacitive accelerometers utilize a spring-mass system to tune a capac
itive element. As shown in Figure 3.12, a capacitor is constructed with a 
"floating plate" between two fixed plates. The floating plate is attached 
to a spring-mass system. As the unit accelerates, the mass is pushed in 
the direction opposite the acceleration. The result lies in the floating plate 
moving away from one fixed plate and towards the other. The motion of the 
floating plate changes the capacitance between the fixed plates, providing 
a measure of the amount of acceleration. The same concept is applied with 
other capacitor and/or spring mass configurations. 

Another type of accelerometer is the piezoelectric. The piezoelectric 
effect occurs when pressure is applied to a polarized crystal, resulting in 
a mechanical deformation that produces an electric charge (i.e., a cur
rent). Shown in Figure 3 .12, a piezoelectric accelerometer contains a mass 
mounted between two piezo-electric crystals. As the unit accelerates, the 
mass is pushed in the direction opposite the acceleration, producing a pres
sure on the crystal. The pressure on the crystal produces a voltage propor
tional to the amount of force applied, providing a measure of the amount 
of acceleration. An interesting variation on this method is found in Besson, 
et al., (1993). 

Position information is obtained from an accelerometer by twice inte
grating the resultant acceleration, assuming that the initial conditions of the 
target (position and speed) are known. However, this numeric integration 
produces errors in position that accumulate over time. Many accelerome
ters are lightweight (micro-machined accelerometers are available), and all 
accelerometers have an absolute reference. Accelerometer characteristics 
are summarized in Table 3.8. 

META 1017 
META V. THALES



88 ROLLAND, DAVIS AND BAILLOT 

TABLE3.8 
Summary Table of the Characteristics of Accelerometers. 

Physical phenomenon 
Measured variable 
Degree of freedom ( d.o.f.) 
Accuracy 
Resolution 
Update rate 
Range 
Advantages 
Limitations 
Examples 

Reference 

Mass inertia 
Depends on implementation. 
Position along one axis only ( 1 d.o.f.) 
0.0075 g (0.75% of gravitational acceleration) 
0.0001 g (0.01 % of gravitational acceleration) 
Up to 1500 Hz 
Unlimited 
No reference needed; light 
Errors in position due to integration 
Patriot Sensors 3001 series accelerometers, Sekia accelerometers 

Mechanical links equipped 
with encoders 

FIG. 3.13. Structure of a typical mechanically linked tracking 
system. 

5. MECHANICAL LINKAGES 

This type of tracking system uses mechanical linkages between the ref
erence and the target (Jau, 1991). Two types of linkages are used in me
chanical tracking systems. The first type is an assembly of mechanical 
parts that provides the user with multiple rotation capabilities, as shown in 
Figure 3 .13. The orientation of the linkages is computed from the various 
linkages angles measured with incremental encoders or potentiometers. 
The other type of mechanical linkage uses wires that are rolled on coils. A 
spring system ensures tension is applied to the wires to measure the distance 
accurately. The degrees of freedom of mechanical linkage trackers depend 
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TABLE3.9 
Summary Table of the Characteristics of Mechanical Linkages Trackers. 

Physical phenomenon 
Measured variable 
Degrees of freedom ( d.o.f.) 
Accuracy 
Resolution 
Update rate 
Range/Total Orientation Span 

Advantages 

Limitations 
Examples 

Mechanical linkages 
Angle measured by rotating encoder(s) 
Position and orientation (Up to 6 d.o.f.) 
0.l-2.5mm 
0.05-1.5 mm/0.15-1 degree 
Depends on data aqusition capabilities (about 300 Hz) 
1.8 m/40 degrees; Limited by the weight and deformation of 

the mechanical structure with distance from reference. 
Good accuracy, precision, update rate, and lag. No 

environmental linked error. 
Encoder resolution, limitation of motion. 
FaroArm(l), Phantom(!), Spidar(2), Anthropomorphic 

Remote Manipulator from NASA (Jau, 1991), Argonne 
Remote Manipulator (ARM), Fake Space Binocular 
Omni-Oriented Monitor (BOOM), GE Handyman 
Manipulator, MITI position tracker, Noll Box, Rediffusion, 
ADL-1 (Shooting Star Technology), Wrightrac (Magellan 
Marketing), PROBE-IC and PROBE-IX (Immersion 
Human Interface), Sutherland Head Mounted Display 
project, University of Tsukuba Master Manipulator, 
Spidar II (wire tracker) (Hirata & Sato, 1995) 

upon the mechanical structure of the tracker. While six degrees of freedom 
are most often provided, typically only a limited range of motions is pos
sible because of the kinematics of the joints and the length of each link. 
Also, the weight and the deformation of the structure increase with the 
distance of the target from the reference and impose a limit on the work
ing volume. Mechanical linkage trackers have been successfully integrated 
into force-feedback systems used to make the virtual experience more in
teractive (Brooks et al., 1990; Massie, 1993). Table 3.9 summarizes their 
characteristics. 

6. DIRECT-FIELD SENSING 

6. l Magnetic Field Sensing 

By circulating an electric current in a coil, a magnetic field is generated in 
the coil . The field at some distance r has the following polar components: B,. 
(along the radial direction) and B0 (perpendicular to the radial direction) 
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FIG. 3.14. Rediating electromagnetic field components. 

represented in Figure 3.14. If a receiver (some magnetic field sensor) is 
placed in the vicinity, the magnetic field from the coil induces a magnetic 
flux in the receiver. This is referred to as magnetic coupling between the 
emitting coil and the receiver. The sensor output resulting from the induced 
flux could then be measured. The flux in the vicinity of the receiver is a 
function of the distance of the receiver from the coil and of its orientation 
relative to the coil. 

To measure the position and orientation of a receiver in space, the emit
ter must be composed of three coils with orthogonal magnetic fields. This 
defines a spatial referential from which one magnetic field can exit in any 
direction, defined by a combination of the three elementary orthogonal di
rections. On the receiver, three sensors measure the components of the flux 
received <'.S a consequence of magnetic coupling. Based on these measures, 
the system determines the position and orientation of the receiver with 
respect to the emitter attached to the reference (Raab, 1977; Raab et al., 
1979). It is typically required that r » R and r » L, where r is the dis
tance of the receiver from the coil, and R and Lare the radius and the length 
of the coil, respectively, as shown in Figure 3.14. A practical solution actu
ally involves the emission of three orthogonal fields: one in the estimated 
direction of the target and two others in the orthogonal directions (Raab 
et al., 1979). 

Because magnetic trackers are inexpensive, lightweight, and compact, 
they are widely used in virtual environments. However, they have sev
eral issues that must be considered if accurate tracking is desired. First, 
magnetic trackers introduce lag (see Appendix A) into the desired ap
plication. Also, the working volume of the tracker is limited by the at
tenuation of the coupling signal with distance, additionally affecting the 
accuracy and resolution achievable by the tracker. Unfortunately, due to 
the effects of significant electromagnetic fields on human anatomy, the 
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field cannot be increased indefinitely. Lastly, the update rate may be lim
ited if filtering is applied to smooth the received signals, forcing a trade 
between the working volume, the accuracy and resolution, and the update 
rate desired. 

6. I . I Sinusoidal Alternating 
Current (AC) 

This type of magnetic tracker is based on alternating the current feeding 
the emitting coils. This produces a changing magnetic field. The current 
induced by the changing field in each of three receiving coils is proportional 
to the product of the amplitude of the magnetic flux and the frequency of 
the field oscillations. A problem with this system is the generation of eddy 
currents in the vicinity of metallic objects, which create an opposing field 
distorting the emitted magnetic field (Bryson, 1992) and possibly leading 
to tracking errors. The variation in amplitude of the signal is what produces 
eddy currents by induction in metal sheets. However, if the metallic objects 
are static, a lookup table, can in principle, be pre-computed to account for 
the distortions. Characteristics of AC magnetic trackers are summarized in 
Table 3.10. 

TABLE3.10 
Summary Table of the Characteristics of Alternating Current Magnetic Trackers. 

Physical phenomenon 

Measured variable 
Degrees of freedom (d.o.f.) 
Accuracy 
Resolution 
Update rate 
Lag 
Range/Total Orientation Span 
Advantages 

Limitations 

Examples 

Magnetic coupling of two coils, one of which is fed with 
sinusoidal alternating current 

Amplitude at the output of the receiving coil 
Orientation and position (6 d.o.f.) 
0.8 mm to 25 mm (75 mm at 5 m)/0.15 to 3 degrees 
0.04 mm to 0.8/0.025 to 0.1 degree 
15-120 Hz divided by the number of emitters 
4-20ms 
up to 5000 mm/360 degrees 
No occlusion problem, high update rate, low lag, inexpensive, 

small. 
Small working volume, distortion of accuracy with distance, 

sensitive to electromagnetic noise in the 8 Hz-1000 Hz 
range and metallic objects 

Fastrack, Isotrack, Insidetrack and Ultratrack from Polhemus 
(Polhemus, 1972), Honeywell, Rediffusion Zeis, Ferranti, 
Israeli government. 
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6.1.2 Pulsed Direct Current (DC) 

In contrast to the previously described system, direct current magnetic 
trackers use a pulsed, constant current to excite sensors capable of detecting 
a constant magnetic flux . To this end, the receiver may utilize magnetrons 
(described in Appendix A) as sensing devices (Ascension, 1991). During 
the rising portion of the DC pulse, eddy currents are generated as in AC 
systems. However, a DC system would wait until these currents die out to 
take a measurement to eliminate distortion due to eddy currents. Theoreti
cally, one would have to wait an infinitely long time for the eddy currents to 
fully vanish; therefore, DC systems wait the longest possible time (deter
mined by the acquisition rate of tracking) before making a measurement. 
For example, to make one measurement of magnetic flux per second, a DC 
system would produce the following sequence: 1) At time t equals O a DC 
magnetic field is induced; 2) the system waits 999 ms, the longest time 
allowed by the acquisition rate; 3) At t equals 1 s, the DC system measures 
the magnetic field. Thus, the pulsed DC method significantly reduces the 
influence of eddy currents on the accuracy of measurements. 

A problem with DC magnetic trackers is the distortion of the mag
netic field by ferro-magnetic objects and other sources of electromagnetic 
fields (such as computer monitors). A calibration procedure at startup of 
the system should measure the magnetic field bias produced by both the 
Earth's electromagnetic field and other sources to optimize the system per
formance. Characteristics of pulsed DC magnetic trackers are summarized 
in Table 3.11. 

6. l .3 Magnetometer/Compass 

Magnetometers measure the orientation of an object with respect to 
the magnetic field of the Earth. Types of magnetic field sensors include 
fluxgate, Hall effect, magneto-resistive, and magneto-inductive sensors. 
When used for tracking purposes, magnetometers use magneto-inductive 
sensors. Such sensors operate, on the change in inductance of a coil in the 
presence of an external magnetic field component parallel to the axis of 
coil. If the coil is used in a LCR oscillator, the output frequency of the 
oscillator changes. This change in frequency indicates the orientation of 
the coil with respect to the external magnetic field. Using three sensors, the 
orientation of an object with respect to the magnetic field can be completely 
determined. 

META 1017 
META V. THALES



3. TRACKING TECHNOLOGY FOR VIRTUAL ENVIRONMENTS 93 

TABLE3.11 
Summary Table of the Characteristics of Pulsed Direct Current Magnetic Trackers. 

Physical phenomenon 
Measured variable 
Degrees of freedom (d.o.f.) 
Accuracy 
Resolution 
Update rate 
Lag 
Range 
Advantages 
Limitations 

Examples 

Magnetic coupling 
Amplitude in output of the receiving sensor 
Orientation and position (6 d.o.f.) 
2.5 mm/0.1-0.5 degree 
0.8 mm/0. l degree 
144Hz 
22ms 
600-2400 mm radius of radiating magnetic sphere 
No occlusion problem, small, high update rate, low lag, inexpensive 
Small working volume, accuracy degraded with distance, sensitive 

to electromagnetic noise in the 8 Hz-1000 Hz range and to 
ferromagnetic objects 

Ascension Bird, Big Bird and Flock of Birds (Ascension, 1991). 

TABLE3.12 
Summary Table of the Characteristics of Magnetometers. 

Physical phenomenon 
Measured variable 
Degrees of freedom ( d.o.f.) 
Accuracy 
Resolution 
Update rate 
Advantages 
Limitations 
Examples 

Magnetic field sensing 
Depends on implementation 
Orientation with respect to magnetic north ( 1 d.o.f.) 
Up to 1 degree 
5 nT (nano-Teslas) 
300Hz 
No reference needed 
Unknown 
Component of Precision Navigation (TCMVR50), 

Crossbow 539 Magnetometer 

One problem with this technology is that the Earth's electromagnetic 
field is inhomogeneous and yields angular errors in the orientation mea
surements. As noted in previous methods, relative measurements can be 
implemented to compensate for these errors. This technique works well if 
the field is quasi-constant between measurements. Additionally, this tech
nology is sensitive to disturbances in the ambient magnetic field. Table 3 .12 
lists magnetometers characteristics. 
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6.2 Inclinometers: Gravitational 
Field Sensing 

An inclinometer detects changes in orientation with respect to the inertial 
reference frame of the earth. Because the direction of gravitational accel
eration is constant, the inclinometer uses sensing schemes which indicate 
this direction, indirectly defining the amount of rotation with respect to the 
direction of gravity. Common implementations use electrolytic or capaci
tive sensing of fluids. 

One method is to measure the relative level of fluids in two branches of 
a tube to compute inclination. In this case, the inclinometer measures the 
change in capacitance based upon the level of fluid in the tube. Another, 
less common implementation is that of an optical inclinometer, shown in 
Figure 3.15. A viscous, opaque liquid is placed between two optical ver
tical panels (Fuchs, 1996). One of the panels produces uniform light that 
is received by a linear array of photosensitive detectors on the other panel. 
The viscous liquid maintains its perpendicular orientation with respect to 
the Earth's gravitational field, and a number of photosensitive detectors are 
exposed (which activates them), while others remain occluded, due to the 
opacity of the liquid. This number of sensors activated indicates the orien
tation of the liquid, and, therefore, the orientation of the gravitational field 
with respect to the target, making it a one-degree-of-freedom orientation 
finder. We postulate that a problem with this sensor is the slow reaction time 
imposed by the viscosity of the liquid. The vibration and acceleration of 
the sensor also will affect the measurements. Inclinometer characteristics 
are summarized in Table 3.13. 

Given 
orientation to 

the target 

Excited 
receivers 

Non excited 
receivers 

FIG. 3. I 5. Principle of operation and structure of an optical incli
nometer. 

META 1017 
META V. THALES



3. TRACKING TECHNOLOGY FOR VIRTUAL ENVIRONMENTS 95 

TABLE3.13 
Summary Table of the Characteristics of Inclinometers. 

Physical phenomenon 
Measured variable 
Degrees of freedom (d.o.f.) 
Accuracy 
Resolution 
Update rate 
Advantages 
Limitations 
Examples 

7. 

Gravitational field sensing 
Relative heights; capacitance 
Orientation with respect to gravitational direction (1 d.o.f.) 
Up to 0.1 degrees 
Up to 0.03 degrees 
Up to 40 Hz 
No reference needed 
Reaction time degraded by viscosity of liquid 
EX-TILT 2000 from AOSI, Microstrain FAS, Crossbow CXT102E, 

SekiaNG360 

HYBRID SYSTEMS 

Hybrid technology refers to a combination of various tracking technologies 
(e.g. optical and mechanical) and/or sensor types. We would like to extend 
that definition to include also systems based on different principles of 
operation, such as time-frequency measurement combined with inertial 
sensing. While hybrid technologies increase the complexity of a tracking 
system (and likely its cost), they are adopted either to access variables that 
one technology cannot easily provide (relative and absolute measurements), 
or to make exhaustive measurements. In the latter case, when associated 
with filtering and predictive techniques, sensor fusion techniques are used 
to associate incomplete data sets coming from different sensor types. Five 
examples of hybrid systems are presented to illustrate how hybrid systems 
may be built: inertial, inside-out/inertial, magnetic/videometric, and two 
time-frequency/mechanical linkages/videometric systems. It is beyond the 
scope of this survey to present a comprehensive review of all hybrid systems 
that have possibly been conceived. 

7 .1 Hybrid Inertial Platforms 

We shall present two hybrid inertial platforms. The first system is com
posed of three accelerometers and three gyroscopes mounted on a target. 
The accelerometers measure the acceleration of the target along three in
dependent perpendicular axes and the gyroscopes measure the orientation 
of the target about the same axes. Gyrometers could be used instead of 
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TABLE3.14 
Summary Table of the Hybrid Inertial Platforms Characteristics. 

Physical phenomenon 
Measured variables 
Degrees of freedom ( d.o.f.) 
Accuracy 
Resolution 
Update rate 
Range 
Advantages 
Limitations 
Examples 

Direct field sensing and inertia 
Depends on implementation 
Orientation and position finder (6 d.o.f.) 
Unknown 
10 ug in acceleration, 0.002 degree in rotation 
Unknown 
Up to 10 g for acceleration, 500 deg/sin rotation 
Compact and no reference needed. 
Drift, integration errors 
Motion Pack from Systron-Donner 

gyroscopes to access the angular velocity rather than the orientation. By 
integration of angular velocity, orientation can be estimated. Similarly, the 
double integration of the measured accelerations leads to the spatial po
sition. The main limitation of gyroscopes is drift. The main limitation of 
accelerometers is the integration process that leads to additional errors. 

The second platform relies on three accelerometers, two inclinometers, 
and a magnetometer. As seen earlier, a magnetometer can determine the 
direction of magnetic north, providing the orientation of a target along the 
Y-axis (Yaw). Inclinometers placed along the X- and Z-axes can provide 
orientation of a target about these axes as well. These platforms without 
sources on a reference constitute six degrees of freedom self-trackers that 
are compact and light weight (Foxlin, 1996). 

7.2 Inside Out/Inertial 

Azuma proposed such a system to improve inside-out optical tracking sys
tems (Azuma, 1995). The improvement relies upon using Kalman filter
ing to predict head motion. The filter inputs are the outputs of an inertial 
platform added to the head-mounted display. A standard Kalman filter is 
used to predict head position while an Extended Kalman Filter is used for 
orientation, due to the non-linearity of the quaternions used to represent 
orientation. The inertial sensor includes three angular rate gyroscopes (i.e. 
gyrometers) and three linear accelerometers, as discussed in 7 .1. Azuma 
reported that this technique helped greatly in removing what is known 
as "swimming" of virtual images. Accurate registration still remains a 
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TABLE3.15 
Summary Table of Advantages and Disadvantages of Inside-Out/Inertial Hybrid Systems. 

Inside-Out 

Characteristics/ Measures orientation 
Advantages and position, accurate. 

Limitations Unstable, resolution 
may degrade with 
distance 
(implementation 
dependent), 
occlusions sensitive, 
processing lag. 

Inertial 

Compact, no occlusion 
problems give stable 
solution for orientation 
and position predictions 
and small lag when 
output filtered by 
Kalman predictor. 

Long term drift of the 
orientation. 

Hybrid 

Compact, accurate, 
Small lag, stable. 

Occlusion sensitive. 

challenge. By use of this technology, Azuma further showed improvements 
in interactive speed by a factor of 5 to 10 compared to techniques using no 
prediction tracking and by a factor of 2 to 3 compared to techniques with 
no inertial sensors. This platform allows the resolution of small fast move
ments in a shorter time than the original configuration would have allowed. 

7 .3 MAGNETIC/VIDEOMETRIC 

This system, developed by State, is composed of a magnetic and an inside
out videometric tracker (State et al., 1996). The cameras of the videometric 
tracker, as well as the receivers of the magnetic tracker, are placed on the 
target (see Figure 3.5). The system is used to measure the position and 
orientation of the head of a user in a virtual environment with respect to 
stationary objects in that environment. As a consequence we refer to the 
head of the user as the target, and the objects in the world as the references. 
The inside-out videometric system detectes dual color-coded landmarks 
placed on the objects. Two cameras placed on the target were used because 
the detection of at least three landmarks is necessary to recover the position 
and orientation of the target. 
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TABLE3.16 
Summary Table of the Advantages and Disadvantages of MagneticNideometric Hybrid Systems. 

Characteristics/ 
Advantages 

Limitations 

Pulse Direct Current 
(Magnetic) 

Robust, no occlusion 
sensitivity, 
inexpensive, fast, 
measure orientation 
and position. 

Non accurate, sensitive 
to electromagnetic 
noise and ferromagnetic 
objects. 

Videometric Hybrid 

Accurate, insensitive Accurate, robust, 
to electromagnetic insensitive to 
noise and ferromagnetic environment and 
object, measures occlusions, 
Orientation and measure position 
position. and orientation. 

Unstable, sensitive Lag due to 
to occlusions, lag processing of 
due to processing. videometric data. 

The magnetic tracking system is used to detect the gross positions and 
orientations of a target and determine the field of view within which the 
image processing is performed. A global non-linear equation solver and a 
local least-squares minimization are used to determine the effective field of 
view. The magnetic tracker is calibrated according to parameters given by 
the videometric system. The magnetic tracker is also used to remove any 
possible ambiguity in the occurrence of multiple solutions and to verify 
that the solution provided by the videometric system is reasonable, given 
that instabilities may occur. The system has the robustness of a magnetic 
tracker and the accuracy of a videometric tracker (State et al., 1996). 

7.4 TOF/Mechanical Linkages/ 
Videometric Position Tracker 

This hybrid system, developed by Maykynen et al. (1994), includes a point
ing device and a range finder. The pointing device is based on optical 
technology and is composed of an infrared emitter and a 4Q (four quad
rant) detector. Infrared light from the pointing device is reflected off a 
feature on a target to be localized. The 4Q detector actuates a two-axis 
motorized gimbal that keeps the feature being localized at the center of 
the sensor. The use of a 4Q detector allows direct control of the gimbal 
motors by using the voltage available at the detector output. The optical 
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TABLE3.17 
Summary Table of the Advantages and Disadvantages of TOP/Mechanical 

LinkagesNideometric Hybrid Systems. 

Videometric/ TOF Infrared 
Mechanical Reflective Range 

Linkages Pointing Measurement Hybrid 

Characteristics/ Pointing accurate, Fast range measurements, Position measurements, 
Advantages by 4Q detector, line which allows accuracy fast, accurate, long 

of sight measurement, through averaging, long range, and wireless. 
determine azimuth range, and wireless. 
and elevation. 

Limitations Mechanical gimbal Expensive range Expensive, track only 
conditions accuracy measurement one target at a time. 
and precision of detector can only be 
azimuth and elevation used for a target at a 
determination. time. 

axis of the pointing device is coaxial to the beam axis of the rangefinder. 
The range finder method of measurement is based on the principle of time
of-flight of infrared waves. Once the pointing device is aimed, the range 
finder measures the distance from the reference to the target. To determine 
the distance, the range finder sends an infrared beam to the target equipped 
with a reflective mirror (e.g. sign paint and cat's eye reflector). 

Illustration of the principle is shown in Figure 3 .16. Incremental encoders 
attached to the axis of the pointing device determine the elevation and 
azimuth. Thus the position in space of the target can be determined, as 
shown in Figure 3 .17. 

The accuracy and resolution of the system relies upon the character
istics of the motorized parts in the gimbals as well as on the electronics 
used in determining the distance to the target. Because the speed of the 
measuring process is high, numerous measurements can be averaged to 
improve the accuracy of a measure. However, the ability to only track one 
feature at a time limits the system. The system is mostly used for the mea
surement of large structures in outdoor environments. However, we see 
no fundamental limitation that would prohibit its use for applications on a 
smaller scale. Depending upon the accuracy and resolution requirements, 
high-speed electronics may be necessary to provide nanoscale resolution. 
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FIG. 3. I 6. Structure of a TOF/mechanical linkages/videometric 
tracking system. 

Target 

X 

FIG. 3.17. Geometrical view of the measurement method of a 
TOF/mechanical Jinkages/videometric tracking system. 

7.5 TOF/Mechanical Linkages/ 
Videometric 5-DOFS Tracker 

The orientation of an object can be determined by tracking the position 
of at least three features with two or more locating systems, such as those 
introduced in the previous section. This time-frequency/mechanical link
ages/videometric 5 DOFs tracker uses an original method to perform this 
function with a unique device. The tracking system is composed of an in
frared range finder and a pointing device similar to the previous system. 
The system is illustrated in Figure 3 .18. This tracking system was originally 
proposed to teach robot paths (Makynen, 1995). 
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FIG. 3.18. Structure of a TOP/Mechanical LinkagesNideometric 
tracking system. 

The target, a pen in this example, is equipped with three LEDs firing in 
the infrared. The pointing device aims constantly at the center of the diode, 
providing its elevation and azimuth to the processing unit via encoders 
mounted on the axis of the holding gimbal. The processing unit triggers the 
bottom and top tips of the pen where two LEDs are located. The TOFs of the 
two beams are measured by the range finder. The averaging of the two TOFs 
yields the distance of the central LED. As a result, the position of the center 
of the pen can be computed by the use of the elevation and azimuth variables. 
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TABLE3.18 
Summary Table of the Advantages and Disadvantages of TOP/Mechanical 

Linkages/Videometric 5 DOFs Hybrid Systems. 

Videometric/ 
Mechanical 

Linkages Pointing 

TOF Infrared Range 
Finding and 
Orientation 

Determination Hybrid 

Characteristics/ Measures azimuth and Determine orientation 
by TOF difference, 
fast, long range and 
accurate. 

2 Orientations and 
Advantages elevation. 

Limitations Videometric system Need wires to bring 
and gimbal mechanics back to the control 
limit the accuracy and unit the received 
resolution in position. signals, expensive 

time detector. 

3 position measures, 
fast, accurate, long 
range. 

Expensive, control wires 
needed, accuracy and 
resolution in position 
limited by mechanics 
of the gimbal and the 
quality of the videometric 
system. 

Orientation in pitch of the pen is determined from the times of arrival of 
the infrared pulses. If the pen is vertical, the times of arrival are the same. 
If the pen is tilted away from the vertical, one pulse is delayed with respect 
to the other, and the delay is a function of the amplitude of the pitch. The 
actual working of the system involves a sequential firing of the two diodes 
with a delay Td between each firing. Such a delay is necessary in practice to 
distinguish between the two signals emitted. One of the signals is therefore 
delayed by a time Td after reception for comparison. The pointing device 
equipped with a CCD sensing array instead of a 4Q detector as previously 
adopted measures the orientation in roll. The detection of the positions of 
the two extreme diodes at the time they fire leads to the identification of 
the roll of the pen. These two orientations and the position of the central 
point of the pen yield a 5 DOFs tracking system. 

8. DISCUSSION 

After reviewing some unique advantages and disadvantages of various 
tracking technologies, whether in isolation or in hybrid configurations, we 
shall now discuss common issues to these technologies. First, we shall ask 
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and discuss whether there are fundamental limitations in aiming for finer 
and finer accuracy and resolution. Next, we shall discuss a critical challenge 
for virtual environments, the capability for real-time operation. We shall 
then address the issue of scalability of the technology, an issue especially 
relevant to large virtual environments where users are physically navigat
ing through the virtual world (e.g. larger indoors or outdoors settings). 
Finally, general considerations for the choice of tracking technologies are 
discussed. 

8. I Fundamental Limitations in Accuracy 

A review of tracking devices according to their fundamental principle of 
operation may examine the theoretical limitations in accuracy and resolu
tion of these systems. Accuracy is a measure of the absolute error of either 
position or orientation of an object in the tracker coordinate system. It is 
also an estimation of the position or orientation of an object after the system 
noise has been fully accounted for and averaged. A measure of accuracy, 
therefore, assumes that a large number of samples have been collected to 
yield unbiased estimates of the mean values of the underlying distributions 
in position and orientation. 

In this regard, the fundamental limitation of obtaining perfect accuracy 
in position and orientation is the Heisenberg uncertainty relation. In our 
macroscopic world, this limitation is negligible. But, for instance, STM mi
croscopy can also be considered as a tracking technology and the uncertaint 
relations play a major role in this case. Other limitations to perfect accuracy 
are thermal noise in electronic circuits and quantum noise in the sensors. 

8.2 Fundamental Limitations 
in Resolution 

A measure of resolution, on the other hand, quantifies the noise of the 
tracking system. Resolution is a measure of the spread of an underlying 
statistical distribution in either position or orientation. Resolution can thus 
be mathematically defined as the square root of the second central moment 
of the considered distribution (Frieden, 1983). All trackers are theoretically 
limited in resolution by a quantification unit. For example, optical trackers 
are theoretically limited by the size of a quantum of light, while ultrasonic 
trackers are limited by the wavelength of the signals used. However, at the 
working scale of the technology, where the application is the tracking of 
human scale features (e.g. the head), the resolution sought by the tracking 
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technology considered is much larger than the limiting quantification units 
considered. An exception, perhaps, is the case where secondary parameters 
are measured with technologies that supersede microscale technology. An 
example is the measurement of head acceleration with nanoscale technol
ogy developed by NASA (Tom Caudell, personal communication, 1998). 
It has been shown that nanoscale accelerometers are limited in resolution 
due to interference of gravitational fields that may constitute a fundamental 
limitation in such measurements. As finer scale technologies are developed 
and investigated even beyond nanoscale technologies, other fundamental 
limitations are likely to be discovered. While such resolution requirements 
are likely beyond most applications, it is important to understand such phe
nomena and be able to set lower bounds on what can be achieved and what 
cannot. Nanoscale technology, for example, is now at the cutting edge but 
may be part of tomorrow's everyday technology. 

Today, two common practical limitations in resolution result from the 
state-of-the-art electronics and the manufacturing of various components 
of the trackers. Electronics is an essential component in the emission, de
tection, and processing of the measured variables. The finite speed of the 
electronic signals produces a lag in the measurements. The limited band
width of these signals also limits the data acquisition rates. As an example, 
one may increase the operating frequency used in an ultrasonic phase co
herent system to increase the resolution. A limit in the case of ultrasonic 
waves, depending on their amplitude, may be simply the viscosity of the 
air: the higher the frequency, the larger the attenuation. However, the re
sponse time of the electronic devices would limit the maximum data ac
quisition rates, also limiting the resolution of the tracking system. Optical 
data processing devices present promises for future improvements because 
of the larger bandwidth of the optical signals and the shorter switching 
times. 

The manufacturing specifications of the emitting and sensing compo
nents of the tracking system often limit the resolution of current tracking 
technology, but not in any fundamental way. As examples, the current 
resolution of a CCD array, or the architectural layout and the geometry of 
emitting and sensing sources, limit the resolution. Achievable resolutions 
rely essentially on the progress of technology, including micro-scale and 
nano-scales electronics, mechanics, and opto-electronics. However, even if 
optical switching devices, for example, were to successfully replace elec
tronic devices, and manufacturing errors were negligible, other components 
or factors of the virtual reality system would limit the achievable resolution 
of an application (e.g. monitor resolution). For example, the resolution of 
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the display used in the visualization and the natural occurrences of me
chanical vibrations are sources of limitation as well. There is no need to 
seek higher resolution for the tracking system than can be delivered by 
individual components of the overall virtual reality system. 

8.3 Real-Time Capability 

An issue of critical importance for trackers is their real-time capability. 
A virtual reality system qualifies as real-time if the virtual world reacts 
synchronously to the actions produced by a user. Because this capability 
is currently not reachable, the preferred term of interactive speed is com
monly used. The difficulty in achieving interactive-speed results from the 
reception of non-synchronous signals coming from the real world (we see 
the real hand moving) and the virtual world (we see the virtual hand mov
ing on the display). The signals from the real world appear as they are 
produced if seen directly (see the real hand), whereas the signals from the 
virtual world appear when the processing that produces them (time taken 
from end-to-end process of the virtual environment) is completed. More
over, virtual signals are often generated following the detection of a real 
signal (the detection of a hand motion), thus aggravating the problem. 

The total lag produced by this process comes from the establishment of 
the measurement conditions, the time to complete the measure before data 
is available, the filtering, the signal propagation and transmission times, 
and the synchronization between the tracking system, the computer, and 
the display. Different implementations may also have different temporal 
performances (Jacoby et al., 1996). 

To minimize the effect of lag, Kalman filtering has been used to predict 
the position of a target according to the present and past speed and position 
parameters (Kalman, 1960; Azuma, 1995). The time of prediction can 
be tuned to equalize the lag produced by the system to produce virtual 
signals with the impression of an interactive-speed response. However, the 
predicted position and orientation are solely estimations produced from the 
last measurements and do not exactly reflect a real position. As a result, 
the lag problem is often replaced by noticeable registration errors. 

In applications requiring registration of real and virtual objects, the lag, 
low update rates, and the errors in position and orientation are hindrances. 
Motion sickness can ensue if these variables are incorrect because of visual
proprioceptive conflicts (Kennedy & Stanney, 1997). The severity of the 
observed errors is a function of other system parameters (e.g. effectiveness 
of visual cues, use of sound) and the speed of various moving parts among 
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others. Evaluating a tracker in the context of specific applications is a key 
requirement. 

8.4 Scalability 

Another important issue of tracker technology development is the potential 
for scalability of the technology. In certain cases, it becomes the driving 
factor for adopting an approach to tracking. At the University of North 
Carolina at Chapel Hill, for example, the opto-ceiling tracker was essen
tially developed using an inside-out configuration because such an approach 
was believed to have the potential for natural scalability indoors. Such a 
system was described in section 3.2.1 and illustrated in Figure 3.7. In this 
case, the trade-off was between scalability and the need to wear three cam
eras on the head that appeared highly displeasing. This problem can be, and 
is being addressed by adopting custom-made, miniature camera configu
rations (Welch & Bishop, 1997). The first implementation of the tracking 
system succeeded in demonstrating tracking in a small volume ( ~ 10 x 10 
feet), and the second implementation demonstrated some scalability of the 
system (a factor of 2 in one dimension). Practical issues, however (e.g. the 
requirement for precise calibration of all LED-panels and associated cost), 
set some limit on scalability. Self-calibration was attempted to remedy this 
problem but the optimization becomes rapidly untractable for larger and 
larger volumes (Gottschalk & Hughes, 1993). 

Scalability is fairly challenging. Indeed, for most technologies, theoreti
cal as well as practical considerations have to be carefully examined. After 
reflecting on the scalability issues of the various technologies described 
in this document, we postulate that, most systems are scalable for indoor 
settings if the expense is not of primary concern and hybrid technologies 
can be considered. Most systems are not, however, scalable to handle large 
navigation settings such as outdoor navigation. Likely, outdoor tracking 
will not require the high accuracy and precision typical of most indoor 
settings. Generally speaking, however, scalability may imply that more 
complex algorithms (e.g. fusion algorithms) will be necessary as systems 
are scaled and hybrid technologies are implemented. 

8.5 General Considerations 

Finally, we summarize some general considerations of tracking technology 
for virtual environments. Ultrasonic systems typically suffer from ultra
sonic noise sources in the environment, while other time-frequency-based 
systems, such the GPS, suffer from occlusion. Phase difference systems 
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based on ultrasonic sources suffer from environment noise sources, while 
those based on light sources may offer attractive solutions for relative track
ing measurements. Direct field sensing trackers, such as magnetic track
ers, seem to be most employed in virtual environments because of their 
robustness and their low price, even though distortions of the magnetic 
field typically cause large tracking errors. Spatial scan trackers give ex
cellent accuracy and resolution, but typically suffer from occlusion. More
over, some of these systems are difficult to implement and thus tend to be 
expensive. Mechanical linkages have the best accuracy, update rate, lag, 
and resolution, but they impose constraints of motion on certain degrees 
of freedom. Inertial platform and other reference-less trackers are espe
cially well adapted for fast reaction time and long-range motion of the 
user, but they suffer from drift and are best used in hybrid configurations. 
Given an application and an environment (e.g. small scale versus large 
scale, the potential for environment noise and occlusion), a sole technol
ogy or hybrid technology may be selected for optimal performance and 
trade-offs. 

9. CONCLUSION 

This broad technical review examined existing trackers categorized accord
ing to their physical principle of operation to explore their similarities and 
differences. We briefly discussed the physical principle of each technol
ogy, as well as the technology advantages and drawbacks. Such taxonomy 
based on physical principle of operation was proposed to facilitate devel
oping new and improved ways to track features of the real world, as well 
as assist in the choice of a tracking system to best fit an application. At 
present, a major limitation of state-of-the-art tracking technologies is the 
difficulty in achieving interactive-speed performance for complex virtual 
environments. The limitation is often a system limitation, given that it 
depends on rendering speed as well as on tracking acquisition and transfer 
to the rendering engine. The tracker itself is often not the limiting factor. 
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APPENDIX A: DEFINITIONS 

Accuracy: Error between a real and a measured position X* for each spa
tial position. This number is evaluated by taking numerous measures 
at a given location and orientation, and comparing the computed mean 
to the real value. In this review, the extreme value of the error will 
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be given for each system. A system with an accuracy A will report a 
position within ±A of the actual position. 

CCD: Charge-Coupled Device. Sensitive photoelectric array measuring 
the light energy striking each pixel. 

Degree-of-freedom: Capability of motion in translation or rotation. There 
are six degrees of freedom: translation along X, translation along Y, 
translation along Z, rotation around X (pitch), rotation along Y (Yaw), 
and rotation along Z (roll). 

Interactive Speed: Attribute of a virtual reality system that reacts "in 
time" according to actions taken by a user. Such a system must be fast 
enough to allow a user to perform a task at hand satisfactorily. 

Lag: Delay between the measurement of a position and orientation by 
a tracking apparatus and the report to a device (e.g. scene genera
tor, force feedback apparatus) requiring the orientation and position 
values. 

LED: Light Emitting Diode. Photoelectric emitting device used as a light 
signal. 

Magnetron: A semi-conducting device in which the flow of electrons is 
controlled by an externally applied magnetic field. 

Pitch: Rotation in the vertical plane including the line of sight around 
the X axis shown in Figure 3.Al. Pitch is also called heading. 

Real-time: Attribute of a virtual reality system in which the virtual world 
reacts synchronously to the actions of a user. This capability is prac
tically not reachable since the processing time is not zero, so the 
preferred term of interactive speed is used. 

Reference: Part of a tracking system considered fixed with respect to the 
motion of a target. 

Resolution: Smallest resolvable change in position and orientation. A 
measure of resolution is the standard deviation of the underlying 

y 

Yaw 

Z ~ne of sight 
/ Li~irection 

X 

Pitch 

FIG. 3.Al Referential commonly employed in Virtual Reality. 
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distribution of measurements around the mean of a measured position 
or orientation. 

Roll: Rotation in the plane perpendicular to the line of sight around the 
Z axis shown in Figure 3.Al. 

Target: Feature (e.g. object, landmark, human feature) to be localized 
by the tracking process. 

Update rate: Maximum frequency of report of position or orientation. 
User: Person interacting in a virtual world. Can be a target. 
Yaw: Rotation in the horizontal plane including the line of sight around 

the Y axis shown in Figure 3.Al. 

SYMBOLS EMPLOYED IN THIS 
DOCUMENT 

II I I Monitor displaying the output of a camera. 

!I--$-- Camera. 

Q Piezo-electric sound emitter or receiver. 

A Helmet. 

I I Cylinder liaison which allows rotation axially around the 
bearing ( one degree of freedom or DOF). 

-(ff Side view of a cylinder liaison (not to confuse with the 

spherical or rotule liaison). 

Spherical or rotule liaison, allows three rotations (3 DOFs). 

Photo-transistor or photo-receiver in general. 

LED or light emitter. 
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l . INTRODUCTION 

One of the most promising and challenging future uses of head-mounted 
displays (HMDs) is in applications where virtual environments enhance 
rather than replace real environments. This is referred to as augmented 
reality (Bajura et al., 1992). To obtain an enhanced view of the real en
vironment, users wear see-through HMDs to see 3D computer-generated 
objects superimposed on their real-world view. This see-through capability 
can be accomplished using either an optical (shown in Fig. 4.1) or a video 
see-through HMD (shown in Fig. 4.2). We shall discuss the trade-offs be
tween optical and video see-through HMDs with respect to technological 
and human factor issues and discuss our experience designing, building, 
and testing these HMDs. 

With optical-see-through HMDs, the real world is seen through half
transparent mirrors placed in front of the user's eyes, as shown in Fig. 4.1. 
These mirrors are also used to reflect the computer-generated images into 
the user's eyes, thereby optically combining the real- and virtual world 
views. With a video see-through HMD, the real-world view is captured 

I 13 
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FIG. 4. I. Optical see-through head-mounted display. (Photo cour
tesy of KaiserE!ectro-Optics.) 

FIG. 4.2. A custom optics video see-through head-mounted dis
play developed at UNC-CH. Edwards et al. ( I 993) designed the 
miniature video cameras. The viewer was a large FOY opaque 
HMO from Virtual Research. 

with two miniature video cameras mounted on the head gear as shown in 
Fig. 4.2, and the computer-generated images are electronically combined 
with the video representation of the real world (Edwards et al., 1993; State 
et al., 1994). 

See-through HMDs were first developed in the 1960s. Ivan Sutherland's 
1965 and 1968 optical see-through and stereo HMDs were the first 
computer-graphics based HMDs that used miniature CRTs for display 
devices, a mechanical tracker to provide head position and orientation in 
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real time, and a hand-tracking device (Sutherland, 1965; Sutherland, 1968). 
Almost all subsequent see-through HMDs have been optical see-through. 
The VCASS system (Buchroeder et al., 1981, Furness, 1986), the Tilted 
Cat HMD (Droessler and Rotier, 1990), and the CAE Fiber-Optic HMD 
(Barrette, 1992) are examples of optical see-through HMDs. Several of 
these systems have been developed by Kaiser Electronics and McDonnell 
Douglas (Kandebo, 1988). A hybrid optical/video see-through HMD is the 
VDC HMD recently developed by SEXTANT Avionique (Desplat, 1997). 
This HMD superimposes information from three channels: the real scene 
viewed through a half-silvered mirror, symbolic graphical information, and 
information captured via infrared cameras looking at the real scene as well. 
The latter is equivalent to video see-through operating in the infrared in
stead of in the visible. A primary aim of these various military systems is 
to train aircraft pilots at reduced cost and risk. Another aim is to effectively 
display information in air navigation and combat. 

While the Air Force engaged in the development of various optical 
see-through HMDs, research in effective visualization conducted in both 
academia and other research laboratories started exploring the potential 
use of such devices as well. Developments in 3D scientific and medical 
visualization were initiated in the 1980's at the University of North Car
olina at Chapel Hill (Brooks, 1992). Optical see-through displays have also 
been developed for applications such as engineering (Caudell & Mizell, 
1992; Feiner et al., 1993) and medical applications (Peuchot et al., 1995; 
Edwards et al., 1995; Holloway, 1995; Wright et al., 1995; Rolland et al., 
1997). A low-cost optical see-through HMD was also developed by former 
Virtual I/0 Corporation to target perhaps less specialized and demanding 
applications. The systems targeted at specific applications will now be dis
cussed. Specific issues of the technology of see-through HMDs will then be 
presented. 

2. SOME PAST AND CURRENT 
APPLICATIONS OF OPTICAL AND 

VIDEO SEE-THROUGH HMDs 

Current applications of augmented reality using see-through technologies 
shall be reviewed to guide the discussion of technology development for 
optical and video see-through displays. 
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2.1 Medical Data Visualization 

The need for accurate visualization and diagnosis in health care is cru
cial. One of the main developments of medical care has been imaging. 
Since the discovery of x-rays in 1895 by Wilhelm Roentgen, and the first 
x-ray clinical application a year later by two Birmingham (UK) doctors, 
x-ray imaging and other medical imaging modalities (e.g., CT, Ultrasound, 
NMR) have emerged. Medical imaging allows the viewing of aspects of 
the interior architecture of living beings that were unseen before. With the 
advent of imaging technologies, opportunities for minimally invasive surgi
cal procedures have arisen. Imaging and visualization can be used to guide 
needle biopsy, laparoscopic, endoscopic, and catheter procedures. Such 
procedures do require additional training because the physicians do not see 
the natural structures seen in open surgery. For example, the natural eye and 
hand coordination is not available during laparoscopic surgery. Visualiza
tion techniques associated with see-through HMD promise to help restore 
some of the lost benefits of open surgery, for example by projecting a virtual 
image directly on the patient, eliminating the need for remote monitors. 

We now briefly discuss examples of recent and current research con
ducted with: 1) optical see-through HMDs at UNC-CH, at the University 
of Central Florida (UCF), and at the United Medical and Dental Schools 
of Guy's and Saint Thomas's Hospitals in England; 2) video-see-through 
at UNC-CH; and 3) hybrid optical/video see-though at the University of 
Blaise Pascal, Clermont Ferrand, France. 

A rigorous analysis of errors for an optical see-through HMD targeted 
toward the application of optical see-through HMD to craniofacial recon
struction was conducted at UNC-CH (Holloway, 1995). The superimpo
sition of CT skull data onto the head of the real patient would give the 
surgeons "x-ray vision." The promise of that system was that viewing the 
data in situ allows surgeons to make better surgical plans because they 
would be able to see the complex relationships between the bone and soft 
tissue more clearly. Holloway found that the largest registration error be
tween real and virtual objects in optical see-through HMDs was caused 
by delays in presenting updated information associated with tracking. A 
detailed analysis of Holloway's work can be found in Chapter 6 of this book. 

In the Optical Diagnostics and Applications (ODA) Laboratory at UCF, 
Jannick Rolland and colleagues, in a collaboration with Donna Wright 
from the Radiology Department at UNC-CH, are currently developing an 
augmented reality tool for visualization of human anatomical joints in 
motion (Wright et al., 1995; Kancherla et al., 1995; Rolland et al., 1997; 
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(a) 

(b) (c) 

FIG. 4.3. (a) The VRDA tool will allow superimposition of virtual 
anatomy on a model patient. (b) An illustration of the view of the 
HMO user (courtesy of Andrei State). (c) A rendered frame of the 
knee-joint bone structures animated based on a kinematic model 
of motion developed by Baillot and Rolland ( I 998) that will be 
integrated in the tool. 
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Parsons & Rolland, 1998; Baillot & Rolland, 1998; Baillot et al., 1999; 
Baillot, 1999). An illustration of the tool using an optical see-through HMD 
for visualization of anatomy is shown in Fig. 4.3. In the first prototype we 
have concentrated on the positioning of the leg around the knee joint. The 
joint is accurately tracked optically by using three infrared video cameras 
to locate active infrared markers located around the joint. The first obtained 
results of the optical superimposition of the graphical knee-joint on a leg 
model seen through one of the lenses of our stereoscopic bench prototype 
display are shown in Fig. 4.4 (Baillot et al., 2000). 

An optical see-through HMD coupled with optical tracking devices po
sitioned along the knee joint of a model patient are used to visualize the 
3D computer-rendered anatomy directly superimposed on the real leg in 
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FIG. 4.4. First demonstration of the superimposition of a graphi
cal knee-joint superimposed on a leg model for use in the VRDA 
tool: (a) a picture of the benchprototype setup; a snapshot of the 
superimposition through one lens of the setup in (b) a diagonal 
view and (c) a side view. 

motion, as shown in Fig. 4.5. The user may further manipulate the joint 
and investigate the joint motions. From a technology point of view, the 
field of view (POV) of the HMD should be sufficient to capture the knee
joint region, and the tracking devices and image-generation system must 
be fast enough to track typical knee-joint motions during manipulation at 
interactive speed. The challenge of capturing accurate knee-joint motions 
using optical markers located on the external surface of the joint was ad
dressed in Rolland et al. ( 1997). The application aims at developing a more 
advanced tool for teaching dynamic anatomy, advanced in the sense that 
the tool allows combination of the senses of touch and vision. We aim 
this tool to specifically impart better understanding of bone motions during 
radiographic positioning for the radiological science (Wright et al., 1995). 
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FIG. 4.4. First demonstration of the superimposition of a graphi
cal knee-joint superimposed on a leg model for use in the VRDA 
tool: (a) a picture of the benchprototype setup; a snapshot of the 
superimposition through one lens of the setup in (b) a diagonal 
view and (c) a side view. 

motion, as shown in Fig. 4.5. The user may further manipulate the joint 
and investigate the joint motions. From a technology point of view, the 
field of view (FOY) of the HMD should be sufficient to capture the knee
joint region, and the tracking devices and image-generation system must 
be fast enough to track typical knee-joint motions during manipulation at 
interactive speed. The challenge of capturing accurate knee-joint motions 
using optical markers located on the external surface of the joint was ad
dressed in Rolland et al. ( 1997). The application aims at developing a more 
advanced tool for teaching dynamic anatomy, advanced in the sense that 
the tool allows combination of the senses of touch and vision. We aim 
this tool to specifically impart better understanding of bone motions during 
radiographic positioning for the radiological science (Wright et al., 1995). 
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FIG. 4.5. Optical superimposition of internal anatomy using a 
bench prototype HMO. 
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To support the need for accurate motions of the knee joint in the VRDA 
tool, an accurate kinematic model of joint motion based on the geome
try of the bones and collision detection algorithms was developed (Baillot 
et al, 2000). The dynamic registration of the leg with the simulated bones 
is reported elsewhere (Outters et al., 1999; Argotti et al., 2000). High ac
curacy optical tracking methods, carefully designed ahd calibrated HMD 
technology, and appropriate computer graphics model for stereo pair gen
eration play an important role in achieving accurate registration (Vaissie & 
Rolland, 2000; Rolland, Quin, et al., 2000). 

At the United Medical and Dental Schools of Guy's and Saint Thomas' s 
Hospitals in England, researchers are projecting simple image features 
derived from preoperative magnetic resonance and computer-tomography 
images into the light path of a stereo operating microscope, with the aim 
to allow surgeons to visualize underlying structures during surgery. The 
first prototype used low contrast color displays (Edwards et al., 1995). The 
current prototype uses high contrast monochrome displays. The microscope 
is tracked intraoperatively and the optics are calibrated (including zoom 
and focus) using a pinhole camera model. The intraoperative coordinate 
frame is registered using anatomical features and fiducial markers. The 
image features used in the display are currently segmented by hand. These 
include the outline of a lesion, the track of key nerves and blood vessels, 
and bone landmarks. This computer-guided surgery system can be said to 
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FIG. 4.5. Optical superimposition of internal anatomy using a 
bench prototype HMD. 
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To support the need for accurate motions of the knee joint in the VRDA 
tool, an accurate kinematic model of joint motion based on the geome
try of the bones and collision detection algorithms was developed (Baillot 
et al, 2000). The dynamic registration of the leg with the simulated bones 
is reported elsewhere (Outters et al., 1999; Argotti et al., 2000). High ac
curacy optical tracking methods, carefully designed and calibrated HMD 
technology, and appropriate computer graphics model for stereo pair gen
eration play an important role in achieving accurate registration (Vaissie & 
Rolland, 2000; Rolland, Quin, et al., 2000). 

At the United Medical and Dental Schools of Guy's and Saint Thomas's 
Hospitals in England, researchers are projecting simple image features 
derived from preoperative magnetic resonance and computer-tomography 
images into the light path of a stereo operating microscope, with the aim 
to allow surgeons to visualize underlying structures during surgery. The 
first prototype used low contrast color displays (Edwards et al., 1995). The 
current prototype uses high contrast monochrome displays. The microscope 
is tracked intraoperatively and the optics are calibrated (including zoom 
and focus) using a pinhole camera model. The intraoperative coordinate 
frame is registered using anatomical features and fiducial markers. The 
image features used in the display are currently segmented by hand. These 
include the outline of a lesion, the track of key nerves and blood vessels, 
and bone landmarks. This computer-guided surgery system can be said to 
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be equivalent to an optical see-through system operating on a microscopic 
scale. In this case the real scene is now viewed through magnifying optics 
but the eye of the observer is still the direct detecting device as in optical 
see-through. 

At UNC, Henry Fuchs and colleagues are currently developing tech
niques using merging of video and graphical images for augmented reality 
(AR). The goal is to develop a system displaying live ultrasound data in 
real time and properly registered in 3D space within a scanned subject. 
This would be a powerful and intuitive visualization tool as well. The first 
application developed was the visualization of a human fetus during ul
trasound echography. Figure 4.6 shows the real-time ultrasound images 
which appear to be pasted in front of the patient's body, rather than fixed 
within it (Bajura et al., 1992). Real-time imaging and visualization remains 
a challenge. Figure 4. 7 shows a latter non real-time implementation of the 

FIG. 4.6. Real-time acquisition and superimposition of ultrasound 
slice images on a pregnant woman. 

FIG. 4.7. Improved rendering of fetus inside the abdomen. 
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(a) 

FIG. 4.8. Ultrasound guided biopsy (a) Laboratory setup during 
evaluation of the technology with Etta Pisano and. Henry Fuchs 
(b) A view through the HMD. 
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visualization where the fetus is rendered more convincingly within the body 
(State et al., 1994). 

More recently, knowledge from this technology was applied to devel
oping a visualization method for ultrasound-guided biopsies of breast le
sions that were detected during mammography screening procedures as 
shown in Fig. 4.8 (State et al., 1996). This application was motivated from 
the challenges we observed during a biopsy procedure while collaborat
ing on research with Etta Pisano, head of the Mammography Research 
Group at UNC-CH. The goal was to be able to locate any tumor within 
the breast as quickly and accurately as possible. The technology of video 
see-through developed by Fuchs and colleagues was applied to this prob
lem. The conventional approach to biopsy is to follow-up the insertion of a 
needle in the breast tissue on a remote monitor displaying real-time 2D ul
trasound depth images. Such a procedure typically requires five insertions 
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of the needle to maximize the chances of biopsy of the lesion. In the case 
where the lesion is located fairly deep in the breast tissue, the procedure 
is difficult and can be lengthy (e.g., one to two hours is not atypical for 
deep lesions). Several challenges remain to be overcome before the tech
nology developed can actually be tested in the clinic, including accurate 
and precise tracking and a technically reliable HMD. The technology may 
have applications in guided laparoscopy, endoscopy, or catheterization as 
well. 

At the University of Blaise Pascal in Clermont Ferrand, France, Peu
chot and colleagues developed several augmented reality visualization tools 
based on hybrid optical and video see-through to assist surgeons in sco
liosis surgery (Peuchot et al., 1994; Peuchot et al., 1995). Scoliosis is a 
deforming process of the normal spinal alignment. The visualization sys
tem, shown in Fig. 4.9 is from an optics point of view the simplest see
through system one may conceive. It is first of all fixed on a stand and 
it is designed as a viewbox positioned above the patient. The surgeon is 
positioned above the viewbox to see the patient, and the graphical informa
tion is superimposed on the patient as illustrated in Fig. 4.10. The system 

FIG. 4.9. Laboratory prototype of the hybrid optical/Video see
through AR tool for guided scoliosis surgery developed by Peu
chot ( 1995) at the University of Blaise Pascal, France. 
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FIG. 4. IO. Graphics illustration of current and future use of 
computer-guided surgery according to Bernard Peuchot. 
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FIG. 4.1 I. Optical scheme of the hybrid optical/video see-through 
AR tool shown in Fig. 4.9. 
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includes a large monitor where a stereo pair of images is displayed and 
half-silvered mirrors that allow the superimposition of the real and vir
tual objects. The monitor is optically conjugated to a plane through the 
half-silvered mirrors and the spine under surgery is located within a small 
volume around that plane. An optical layout of the system is shown in 
Fig. 4.11. 
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It is important to note that the method developed for this application em
ploys a hybrid optical/video technology. In this case, video is essentially 
used to localize real objects in the surgical field and optical see-through is 
used as the visualization tool for the surgeon. In the system, vertebrae are 
located in space by automatic analysis of the perspective view from a single 
video camera of the pellets located on the vertebrae. Knowing the underly
ing geometry of the pellet arrangements, a standard algorithm such as the 
inverse perspective algorithm is used to extract the 3D information from the 
projections observed in the detector plane (Dhome et al., 1989). The method 
relies heavily on accurate video tracking of vertebral displacements. High
accuracy algorithms were developed to support the application including 
development of subpixel detectors and calibration techniques (Peuchot, 
1993, 1994). The method has been validated on vertebral specimens and 
accuracy of submillimeters in depth has been demonstrated. 

The success of the method can be attributed to the fine calibration of the 
system, which, contrary to most systems, does not assume a pinhole camera 
model for the video camera. Moreover, having a fixed viewer with no optical 
magnification, contrary to typical HMDs, and a constant average plane of 
surgical operation, reduces the complexity of problems such as registration 
and visualization. It can be shown for example that rendered depth errors are 
minimized when the virtual image plane through the optics (i.e., a simple 
half-silvered mirror in Peuchot's case) is located in the average plane of 
the 3D virtual object visualized (Rolland, Ariely, & Gibson, 1995). 

Furthermore, Peuchot's system avoids challenging tracking problems, 
optical distortion compensation, and some issues of accommodation and 
convergence related to HMDs (Robinett & Rolland, 1992; Rolland & 
Hopkins, 1993). Some tracking and distortion issues will be further dis
cussed in Sections 3.1 and 3.2, respectively. However, good registration of 
real and virtual objects in a static framework is a first step to good calibra
tion in a dynamic framework and Peuchot's results are state of the art in 
this regard. 

While the first system developed used one video camera, the methods 
have been extended to include multiple cameras with demonstrated accu
racy and precision of 0.01 mm (Peuchot, personal communication, 1998). 
Peuchot deliberately chose the hybrid system developed over a video see
through approach because "it allows the operator to work in his real envi
ronment with a perception space that is real." Peuchot judged this point to 
be critical in a medical application like surgery (Peuchot, personal com
munication, 1998). 
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2.2 Visualization for Manufacturing 
and Assembly Tasks 
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A difficulty with a complex manufacturing assembly task is the need to 
have sufficient registration of real and virtual information so that workers 
may perform their jobs without any risk of errors due to limitations in the 
apparatus. However, accuracy and precision in the order of a millimeter as 
required in medical data visualization are not necessary. Moreover, only 
the HMD user moves in this case as opposed to cases where both virtual 
and real objects move as they are registered against each other. The VRDA 
tool for visualization of joint motions discussed previously, for example, 
must account for head and object (i.e., anatomical joint) motions. 

Caudell & Mizell (1992) built an optical see-through system for facili
tating the electrical wiring of an airplane that requires positioning a large 
number of wires according to some diagram. In a conventional wiring job, 
the workers assemble a set of wires to be later incorporated in the airplane 
on a foam board where drawings of the assembly are provided. In addition, 
diagrams of the wiring are also provided to guide the assembly. In the case 
of augmented reality, the assembly board is blank and the wiring diagram 
is projected on the board to guide the wiring process. This approach has the 
potential advantage that as the wiring is updated, modifications can be done 
quickly in the software. Moreover, the successful use of this technology 
should enable cost reductions and efficiency improvements in the electrical 
wiring of aircraft manufacturing and potentially other .aspects of the over
all assembly process. In the summer of 1997, a six-week pilot project was 
conducted to compare the augmented reality technology to the traditional 
foam board. The experiment led to the conclusion that the technology is not 
yet ready to deploy. The technology is being updated with a new generation 
of hardware and software to prepare for the next experiment planned in the 
Fall 1998 (Mizell, personal communication, 1998). Details of this research 
can be found in Chapter 14 of this book. 

Another engineering application is that of providing assistance with 
complex maintenance tasks. A proof of concept of such an application was 
developed by Steven Feiner at Columbia University (Feiner et al., 1993). 
The system developed, known as KARMA, uses a knowledge-based graph
ics component in order to aid the user in an end-user laser printer mainte
nance task. Feiner et al. used graphics superimposed on the laser writer to 
provide information on various tasks and used ultrasound tracker sensors on 
the printer's moving paits to reflect movements of the real-world objects in 
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the virtual scene. Following the development of this proof of concept, Feiner 
further developed the software to demonstrate the use of augmented real
ity in aiding architectural construction, inspection, and renovation (Feiner 
et al., 1997). Current developments of the technology focus on exploring 
the possibilities of wearable augmented reality systems for use outdoors 
and multiuser augmented reality systems (MacIntyre & Feiner, 1998). 

3. SIMILAR AND UNIQUE MAIN 
FEATURES OF OPTICAL AND 

VIDEO SEE-THROUGH IBCHNOLOGY 

As suggested in the description of the various example applications, the 
main goal of augmented reality systems is to merge virtual objects into the 
view of the real scene so that the user's visual system suspends disbelief 
into perceiving the virtual objects as part of the real environment. Current 
systems are far from perfect, and system designers typically end up making 
a number of application-dependent trade-offs. We shall list and discuss 
these trade-offs in order to guide the choice of technology depending upon 
the type of application considered. 

In both systems, optical or video, there are two image sources: the real 
world and the computer-generated world; these two image sources are to be 
merged. Optical see-through HMDs take what might be called a "minimally 
obtrusive" approach; that is, they leave the view of the real world nearly 
intact and attempt to augment it by merging a reflected image of the comput
ergenerated scene into the view of the real world. Video see-through HMDs 
are typically more obtrusive in the sense that they block out the real-world 
view in exchange for the ability to merge the two views more convincingly. 
In recent developments, narrow field of view video see-through HMDs 
have replaced large field of view HMDs, thus reducing the area where the 
real world captured through video and the computer-generated images are 
merged to a small part of the visual scene. In any case, a fundamental 
tradeoff is whether the additional features afforded by the more obtrusive 
approach justify the loss of the unobstructed real-world view. 

The trade-offs between optical and video see-through HMDs with re
spect to technological and human factors issues from our experience design
ing, building, using, and assessing these HMDs are discussed. These trade
offs are also discussed with respect to current systems, and those that can 
be built with today's technology. Improvements for future developments 
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3.1 Technological Issues 

3.1.1. System Latency 

3.1.2 Real Scene Resolution and 
Distortions 

3.1.3 Field of View 

3.1.4 EyepointMatching 

3 .1.5 Engineering and Cost Factors 
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3.2 Human Factor / Perceptual Issues 

3.2.1 User Acceptance and Safety 

32.2 Perceived Depth 

3.2.3 Adapatation 

3 .2.4 Peripheral Field of View 

3.2.5 Depth of Field 

3.2.6 Qualitative Aspects 

FIG. 4.12. Outline of Sections 3. I and 3.2. 

are suggested. It is important to realize, however, that many of the results 
may not bring results until perhaps five to ten years from now as many tech
nological and human factors challenges remain. The specific issues now 
discussed are illustrated in Fig. 4.12. While most issues addressed could be 
easily discussed under both technological and human-factors/perceptual 
issues, given that the two are closely interrelated in HMD systems, we 
have chosen to classify each issue where it is most adequately addressed at 
this time given the state of the art of the technology. For example, delays 
in HMD systems are addressed under technology because technological 
improvements are actively being pursued to minimize delays. Remaining 
delays certainly have several impacts on various human factors issues (e.g., 
perceived location of objects in depth; user acceptance). Therefore Fig. 4.12 
simply provides a map through this section of the chapter and the multiple 
arrows indicate some of the interrelationships of each issue to either of the 
two main categories: technological and human-factors/perceptual issues. 

3.1 Technological Issues 

The technological issues discussed in this section include latency of the 
system, resolution and distortion of the real scene, field of view (FOV), 
eyepoint matching of the see-through device, and engineering and cost 
factors. While we shall discuss properties of both optical and video see
through HMDs, it must be noted that contrary to optical see-through HMDs, 
there are no commercially available products for video see-through HMDs. 
Therefore, discussions with such systems should be considered more 
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carefully as findings may be particular to only a few current systems. 
Nevertheless, we shall provide as much insight as possible in what we 
have learned up to date with such systems as well. 

3.1. l System Latency 

An essential component of see-through HMDs is the capacity to prop
erly register a user's surrounding and the synthetic space. The geometric 
calibration between the tracking devices and the HMD optics is assumed 
to be performed. The major impediment to achieving registration is the gap 
in time, referred to as lag, between the moment when the HMD position 
is measured and the moment when the synthetic image for that position is 
fully rendered and presented to the user. 

Lag is the largest source of registration error in most current HMD sys
tems (Holloway, 1995). This lag in typical systems is between 60 and 180 
ms. The head of a user can move during such a period of time, and the dis
crepancy in perceived scene and supposed scene can destroy the illusion of 
the synthetic objects being fixed in the environment. The synthetic objects 
can "swim" around significantly in such a way that they may not even seem 
to be part of the real object to which they belong. For example, in the case of 
ultrasound-guided biopsy, the computer-generated tumor may appear to be 
located outside the breast while tracking the head of the user. This swim
ming effect has been demonstrated and minimized by predicting HMD 
position instead of simply measured positions (Azuma & Bishop, 1994). 

Current HMD systems are lag limited as a consequence of tracker lag, 
the complexity of rendering, and displaying the images. Tracker lag is often 
not the limiting factor. If displaying the image is the limiting factor, novel 
display architectures supporting frameless rendering can help solve the 
problem (Bishop et al., 1994). Frameless rendering consists in continuously 
updating an image, as information becomes available instead of updating 
entire frames at a time. The trade-offs between lag and image quality are 
currently investigated (Scher-Zagier, 1997). If we assume we are limited 
by the speed of rendering an image, eye-tracking capability can be useful 
in the sense that one only needs to quickly update information around the 
gaze point of the user (Thomas et al., 1989; Rolland, Yoshida, et al., 1998; 
Vaissie and Rolland, 2000). 

Lag Minimization in Video See-Through HMDs One of 
the major advantages of video see-through HMDs is the potential capa
bility of reducing the relative latencies between the 2D real and synthetic 
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images as a consequence of both types of images being digital. Jacobs et al. 
(1997) review techniques for managing latency in augmented reality video 
see-through systems. Manipulation in space and in time of the images is 
applied to register them. Three-dimensional registration is computationally 
extensive, if at all robust, and challenging for interactive speed. The spatial 
approach to forcing registration in video see-through systems is to correct 
registration errors by imaging landmark points in the real world and regis
tering virtual objects with respect to them (State et al., 1996). One approach 
to eliminate temporal delays between the real and computer-generated im
ages in such a case is to capture a video image and draw the graphics 
on top of the video image. Then the buffer is swapped and the combined 
image is presented to the HMD user. In such a configuration, no delay 
apparently exists between the real and computer-generated images. If the 
actual latency of the computer-generated image is large with respect to the 
video image, however, it may cause sensory conflicts between vision and 
proprioception because the video images no longer correspond to the real
world scene. Any manual interactions with real objects could suffer as a 
result. 

Another approach to minimizing delays in video see-through HMDs is to 
delay the video image until the computer-generated image is rendered. This 
approach is only valid when two streams are available and combined. Bajura 
& Neumann (1995) applied chroma keying, for example, to dynamically 
image a pair of red light-emitting diodes (LEDs) placed on two real objects 
(one stream) and then registered two virtual objects with respect to them 
(second stream). By tracking more landmarks, better registration of real and 
virtual objects may be achieved (Tomasi & Kanade, 1991). The limitation 
of the approach taken is the attempt to register three-dimensional scenes 
using two-dimensional constraints. If the user rotates his head rapidly or if 
a real-world object moves, there may be no "correct" transformation for the 
virtual scene image. In order to align all of the landmarks, one must either 
allow errors in registration of some of the landmarks or perform a nonlinear 
warping of the virtual scene that may create undesirable distortions of the 
virtual objects. The nontrivial solution to this problem is to increase the 
speed of the system until scene changes between frames are small and can 
be approximated with simple 2D transformations. 

In a similar vein, it is also important to note that the video view of the real 
scene will normally have some lag due to the time it takes to acquire and 
display the video images. Thus, video seethrough HMDs will normally be 
slightly delayed with respect to the real world even without adding delay to 
match the synthetic images. This delay may increase if an image-processing 
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step is applied to either enforce registration or perform occlusion. The key 
issue is whether the delay in the system is too great for the user to adapt 
to it. This subject has been treated at length in the teleoperation literature 
(Held & Durlach, 1987).' 

Lag Minimization in Optical See-Through HMDs Systems 
using optical see-through HMDs have no means to introduce artificial de
lays to the real scene. Therefore, the system may need to be optimized 
for low latency, as suggested, perhaps less than 60 ms where predictive 
tracking can be effective (Azuma & Bishop, 1994). For any remaining lag, 
users may have to limit their actions to using slow head motions. Applica
tions where speed of movement can be readily controlled, such as in the 
VRDA tool described earlier, can highly benefit from optical see-through 
technology (Rolland and Arthur, 1997). The advantage of not introducing 
artificial delays is that real objects will always be where they are perceived 
to be, and this may not only be highly desired but importantly crucial for 
a broad range of applications. 

Lag Minimization and Eye Tracking We shall note that most 
current HMDs have the shortcoming to lack integrated effective interac
tion capabilities combining head and eye tracking (Rolland, Yoshida, et al., 
1998). The interaction capability is ordinarily limited to the use of head 
and hand tracking to measure the position and orientation of the user's 
head or hand and to generate scenery from the user's perspective (Ferrin, 
1991). Thus, for situations that require fast response times or difficult co
ordination skills, interaction capability supported by manual input devices 
becomes inadequate. For those cases, eye movement could be used in con
junction with manual input devices to provide effective interaction meth
ods. Various interaction methods can thus be realized through the use of 
hand, body, and eye movements (Bolt, 1981; Bryson, 1991; Jacoby & 
Ellis, 1992). Since the eyes respond to stimulus ~150 ms faster than the 
hand (Colgate, 1968; Oster & Stem, 1980; Girolamo, 1991), they can be 
used for fast and effective input, selection, and control methods. Vaissie 
and Rolland (2000) also recently demonstrated that eye tracking is es
sential in HMDs for accurate rendered depth. A question of investigation 
is how can eye-tracking capability be best integrated in optical or video 
see-through systems. To our knowledge eye-tracking capability has been 
tested, yet not fully integrated, in optical see-through systems (Barrette, 
1992; Desplat, 1997). It has not yet been considered in video see-through 
systems. 
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Furthermore, it is important to note that image rendering can also take 
advantage of the physiological limitation of the eyes. It has been well known 
since Reymond Dodge in the 1900s that when the eyes move, information 
processing is suppressed. This is known, in the modern literature, as sac
cadic suppression (Dodge, 1903; Volkman et al., 1978; Volkman, 1986). 
Therefore, while the gaze point is in rapid motion, the image update does 
not have to occur at full resolution and the fine detail of the scene can be 
rendered when the gaze point is considered fixed. The speed of smooth 
pursuit movements is mostly relevant for discussing speed of rendering. 
It is typically 100 degrees/second (Goldberg et al., 1991). Furthermore, it 
is widely accepted in the vision literature that it takes typically 100 ms to 
process new visual information (numbers from 80 to 150 ms are argued 
among visual scientists). As a result, a fixation is typically defined as a 100 
ms pause in eye movement (ASL, 1997). Finally, tracking of eye move
ments may help predict motion of the user in the virtual environment. Thus, 
one of the authors (JR) postulates that tracking eye movements may play a 
fundamental role not only in providing unique means of interaction in the 
VE, rendering accurate depth, but also in minimizing system lag. 

3.1 .2 Real-Scene Resolution 
and Distortion 

The best real-scene resolution a see-through-device can provide is that 
perceived with the naked eye under unit magnification of the real scene. 
Certainly under microscopic observation as described by Hill (Edwards 
et al., 1995), the best scene resolution goes beyond that obtained with a 
naked eye. It is also assumed that the see-through device has no image
processing capability. A resolution extremely close to that obtained with the 
naked eye is easily achieved with an optical see-through HMD because the 
optical interface to the real world is simply a thin parallel plate (e.g., glass 
plate) positioned between the eyes and the real scene. Such an interface 
typically introduces only very small amounts of optical aberrations to the 
real scene: For example, for a real-point object seen through a 2 mm planar 
parallel plate placed in front of a 4 mm diameter eye pupil, the diffusion 
spot due to spherical aberration would subtend a 2 x 1 o-7 arc-minute visual 
angle for a point object located 500 mm away. Spherical aberration is one 
of the most common and simple aberrations in optical systems. Such a 
degradation of image quality is negligible compared to the ability of the 
human eye to resolve a visual angle of 1 minute of arc. Similarly, planar 
plates introduce low distortion of the real scene, typically below 1 %. There 
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is no distortion only for the chief rays that pass the plate parallel to its 
normal. 1 

In the case of a video see-through HMD, real-scene images are digitized 
by miniature cameras (Edwards et al., 1993) and converted to an analog 
signal, which is fed to the HMD. The images are then viewed through the 
HMD viewing optic that typically uses eyepiece design. The perceived res
olution of the real scene can thus be limited by the resolution of the video 
cameras or the HMD viewing optics. Currently available miniature video 
cameras typically have a resolution of 640 x 480, which is also near the res
olution limit of the miniature displays currently used in HMDs.2 Depending 
upon the magnification and the field of view of the viewing optics various 
effective visual resolutions may be reached. While the miniature displays 
and the video cameras seem to currently limit the resolution of most sys
tems, such performance may improve with higher resolution detectors and 
displays. 

In assessing video see-through systems, one must distinguish between 
narrow and wide FOV devices. Large FOV eyepiece designs (2:: 50 degree 
FOV) are known to be extremely limited in optical quality as a consequence 
of optical aberrations that accompany large FOV s, pixelization that may 
become more apparent under large magnification, and the exit pupil size 
that must accommodate the size of the pupils of a person's eyes. Thus, even 
with higher resolution cameras and displays, video see-through HMDs may 
remain limited in their ability to provide a real-scene view of high resolution 
if conventional eyepiece designs continue to be used. In the case of small to 
moderate FOV video see-through HMDs (10 to 20 degrees) the resolution 
is still typically a lot less than the resolving power of the human eye. 

A new technology, referred to as tiling, may overcome some of the 
current limitations of conventional eyepiece design for large FOV s (Kaiser 
Electro-Optics, 1994). The idea is to use multiple narrow FOV eyepieces 
coupled with miniature displays to completely cover (or tile) the user's 
FOV. Because the individual eyepieces have a fairly narrow FOV, higher 
resolution, nevertheless currently less than the human visual system, can 
be achieved. An additional challenge however is in the assembly process 
and in rendering seamless views from multiple displays. 

Theoretically, distortion is not a problem in video see-through systems 
since the cameras can be designed to compensate for the distortion of the 

1 A chief ray is defined as a ray that emanates from a point in the FOY and passes through the center 
of the pupils of the system. The exit pupil in an HMD is the entrance pupil of the human eye. 

2The number of physical elements is typically 640 x 480. One can use signal processing to inter
polate between lines to get higher resolutions. 
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optical viewer, as demonstrated by Edwards et al. (1993). However, if the 
goal is to merge real and virtual information, as in ultrasound echography, 
having a warped real scene increases the complexity of the synthetic image 
generation significantly (State et al., 1994). Real-time video correction can 
be used at the expense of an additional delay in the image generation se
quence. An alternative is to use low distortion video cameras at the expense 
of a narrower FOV, merge unprocessed real scenes with virtual scenes, and 
warp the merged images. Warping can be done using for example real-time 
texture mapping to compensate for the distortion of the HMD viewing 
optics as a last step (Rolland & Hopkins, 1993; Watson & Hodges, 1995). 

The need for high, real-scene resolution is highly task dependent. De
manding tasks such as surgery or engineering training, for example, may 
not be able to tolerate much loss in real-scene resolution. Because the large 
FOV video see-through systems we have experience with are seriously 
limited in terms of resolution, narrow FOV video see-through HMDs are 
currently preferred. An additional critical issue in aiming toward narrow 
FOV video see-through HMDs, independently of resolution, is the need to 
match the viewpoint of the video cameras with the viewpoint of the user, 
an unresolved issue with large FOV systems discussed in Section 3.2.3. 
Also, methods for matching video and real scenes for large FOV tiled 
displays must be developed. Now, simply considering resolution and given 
the growing availability ofhighresolution flat-panel displays, we do not see 
why the resolution of see-though HMDs cannot gradually increase for both 
small and large FOV systems. The development and marketing of minia
ture high-resolution technology must be undertaken to achieve resolutions 
that match that of the human visual system. 

3.1.3 Field of View (FOV) 

A generally challenging issue of HMDs is providing the user with an 
adequate FOV for a given application. For most applications, having a 
large binocular FOV means that fewer head movements are required to 
perceive an equivalently large scene. However, in many cases, one would 
prefer to have a large binocular FOV without trading off the amount of 
binocular overlap that is necessary for stereo vision (Rash, 1999). In these 
cases, the monocular FOV itself must be optimized. We believe that a large 
FOV is especially important for tasks that require grabbing and moving 
objects and that it provides increased situation awareness when compared 
to narrow FOV devices (Slater & Wilbur, 1997). The situation with see
through devices is somewhat different from that of fully opaque HMDs in 
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that the aim of using the technology is different from that of immersing the 
user in a virtual environment. 

Overlay and Peripheral FOV The term overlay POV is defined 
as the region of the FOV where graphical information and real information 
are superimposed. The peripheral POV is the real-world POV beyond the 
overlay POV. For immersive opaque HMDs no such distinction is made; 
one refers simply to the POV. It is important to note that the overlay POV 
may only need to be narrow for certain augmented reality applications. For 
example, in a visualization tool such as the VRDA tool, only the knee-joint 
region is needed in the overlay POV. In the case of computer-guided breast 
biopsy, the overlay POV could be as narrow as the synthesized tumor. The 
real scene need not necessarily be synthesized. The available peripheral 
POV however is critical for situation awareness and is most often required 
for various applications whether it is provided as part of the overlay or 
around the overlay. If provided around the overlay, the transition from 
real to virtual imagery must be made as seamless as possible, an issue of 
investigation that has not yet been addressed in video see-through HMDs. 

Optical see-through HMDs typically provide from 20 to 60 degrees 
overlay POV via the half-transparent mirrors placed in front of the eyes, 
a characteristic that may appear somewhat limited but promising for a va
riety of applications whose working visualization distance is within arm 
reach. Those include various medical visualization and engineering tasks. 
Larger FOVs have been obtained, up to 82.5 x 67 degrees, at the expense 
of reduced brightness, increased complexity, and massive, expensive tech
nology (Welch & Shenker, 1984). Such FOVs may have been required 
for performing various navigation tasks in real and virtual environments, 
but are likely not required in most augmented reality applications. Those 
tasks include, for example, air pilot navigational tasks in either simula
tors and test air flights to assess the technology. While this chapter fo
cuses on binocular HMDs typically operating in the visible, night vision 
goggles are HMDs and such systems have been extensively used in air 
combat (Rash, 1999). We would also like to mention that the Apache dis
plays, in fact monocular HMDs, were also extensively used during Desert 
Storm missions as a precursor perhaps of binocular systems of the future 
(M. Shenker, personal communication, 1998). Optical see-through HMDs, 
however, whether or not they have a large overlay POV have been typically 
designed open enough that the user can use his/her peripheral vision around 
the device, thus increasing the total real-world POV to numbers that match 
closely one's natural POV. An annulus of obstruction usually results from 
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the mounts of the thin see-through mirror similar to the way that our vision 
may be partially occluded by a frame when wearing eyeglasses. 

In the design of video see-through HMDs, a difficult engineering task 
is matching the frustum of the eye with that of the camera, as discussed in 
Section 3 .1.4. While such matching is not so critical for far field viewing, 
it is certainly important for near field visualization. This difficult matching 
problem has led the consideration of narrower fields of view systems. A 
compact, 40 x 30 degrees FOV design, intended for optical see-through 
HMD but adaptable to video see-through, was proposed by Manhart et al. 
(1993). Video see-through HMDs, on the other hand, can provide in terms 
of a see-through FOV, the FOV displayed with the opaque type viewing 
optic that typically ranges from 20 to 90 degrees. In such systems where 
the peripheral FOV of the user is occluded, the effective real world FOV is 
often smaller than in optical see-through systems. When using a video see
through HMD, we found in a recent human-factors study that users needed 
to perform larger head movements to scan an active field of vision required 
for a task than with the unaided eye (Biocca & Rolland, 1998). We predict 
that the need to make larger head movements would not arise as much with 
see-through HMDs with equivalent overlay FOVs but larger peripheral 
FOV s because users are provided with increased peripheral vision, and 
thus additional information, to more naturally perform the task. 

Increasing Peripheral FOY in Video See-Through HMDs 
An increase in peripheral FOV in video see-through systems can be ac
complished in two ways: 1) in a folded optical design, as used for optical 
see-through HMDs, but with an opaque mirror instead of a half transpar
ent mirror, or 2) in a nonfolded design but with nonenclosed mounts. The 
latter calls for innovative opto-mechanical design since optics heavier than 
in either optical or folded video see-through must be supported. Folded 
systems only require a thin mirror in front of the eyes, and the heavier 
optical components are placed around the head. The trade-off with folded 
systems, however, is a significant reduction in the overlay FOV. 

Trade-Off Resolution and FOY While the resolution of a dis
play is defined in the graphics community as the number of pixels, the rel
evant measure of resolution for HMDs is the number of pixels per angular 
FOV, also referred to as angular resolution. Indeed, what is of importance for 
usability is the angular subtends of a pixel at the eye of the HMD user. Most 
current high-resolution HMDs achieve higher resolution at the expense of 
a reduced FOV. That is, they use the same miniature, high-resolution CRTs 
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but with optics of less magnification to achieve higher angular resolution. 
This results in a POV that is often too narrow for certain applications. The 
current solutions proposed to improve resolution without trading POV are 
either tiling techniques or head-mounted projective displays. 

TIiing One of the few demonstrations of high-resolution, large POV 
displays are the tiled displays. They consist in placing a series of miniature 
displays side by side, thus forming an array of displays in front of the eyes 
where each element of the array has an associated magnifying lens. An
other approach employs large high-resolution displays, or light valves, and 
transports the high-resolution images to the eyes by imaging optics cou
pled to a bundle of optical fibers (Thomas et al., 1989). When rendering the 
images at the gaze point with higher accuracy than the surrounding image, 
such displays yield high-resolution insets. Displays with high-resolution 
inset also aim to achieve high resolution and large POV (Fernie, 1995). The 
tiled displays certainly bring new practical and computational challenges 
that need to be confronted. If a see-through capability is desired (e.g., to 
display virtual furniture in an empty room), it is currently unclear whether 
the technical problems associated with providing overlay can be solved. 

Head-Mounted Projective Displays HMDs of the projection 
type have been designed and demonstrated for example by Kojima & Ojika 
(1997), Parsons & Rolland (1998), Rolland, Parsons, et al. ( 1998); Hua et al. 
(2000). Kojima used a conventional projection screen in his prototype. Par
sons and colleagues developed a first prototype head-mounted projective 
display, shown in Fig. 4.13, in order to demonstrate that an undistorted vir
tual 3D image could be rendered when projecting a stereo pair of images 
on a bent sheet of microretroreflector cubes. Rolland and colleagues are 
developing the next generation prototypes of the technology. The system 
presents various advantages over conventional HMDs including distortion
free images, occluded virtual objects from real objects interposition, no 
image cross-talks for multiuser participants, and the potential for a wide 
POV (i.e., up to 120 degrees). 

3.1.4 Viewpoint Matching 

In video see-through HMDs, the camera viewpoint (i.e., the entrance 
pupil) must be matched to the viewpoint of the observer (i.e., the entrance 
pupil of the eye). The viewpoint of a camera or eye is equivalent to the 
center of projection used in the computer graphics model employed to 
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FIG. 4.13. Proof of concept prototype of a head-mounted projec
tive display with microreflector sheeting. 

137 

compute the stereo images and is taken here to be the center of the entrance 
pupil qf the eye or camera (Vaissie & Rolland, 2000). In earlier video see
through designs at UNC-CH, Edwards et al. (1993) investigated ways to 
mount the cameras to minimize errors in viewpoint matching. The error 
minimization versus exact matching was a consequence of working with 
wide FOV systems. If the viewpoints of the cameras do not match the 
viewpoints of the eyes, the user experiences a spatial shift in the perceived 
scene that may lead to perceptual anomalies, as further discussed under 
human factors issues (Biocca & Rolland, 1998). Error analysis should then 
be conducted in such a case to match the need of the application. 

For cases when the FOV is small (less than about 20 degrees) exact 
matching in viewpoints is possible. Because the cameras cannot be phys
ically placed at the actual eyepoints, mirrors can be employed to fold the 
optical path (much like a periscope) in order to make the cameras' view
points correspond to the real eyepoints as shown in Fig. 4.13 (Edwards 
et al., 1993; Colucci & Chi, 1994). Although such geometry solves the 
shift in viewpoint problem, it increases the optical path length, which re
duces the field of view, for the same reason that optical see-through HMDs 
tend to have smaller fields of view. Thus, video see-through HMDs must 
either trade their large FOVs for correct real-world viewpoints or require 
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the user to adapt to the shifted viewpoints as further discussed in Section 
3.2.3. 

Finally, correctly mounting the video cameras in a video see-through 
HMD requires that the HMD has interpupillary distance (IPD) adjustment. 
The video cameras must then be slaved to that adjustment for the views 
obtained by the video cameras to match those that would have been obtained 
with naked eyes, given the IPD of a user. Thus the cameras must be separated 
by the appropriate IPD. If one were to account for eye movements in video 
see- through HMDs, the level of complexity in slaving the camera viewpoint 
to the user viewpoint would be highly increased. To our knowledge it has 
not yet been considered. 

3. 1 .s Engineering and Cost Factors 

Most HMD designs usually suffer from low resolution, limited FOY, 
poor ergonomic design, and heavy weight. To overcome any of these lim
itations, one must face new challenges and further trade-offs. A good er
gonomic design requires a HMD that is light enough to not weigh much 
more than a pair of eyeglasses, or folds around the user's head in order for 
the center of gravity of the device to fall near the center of rotation of the 
head (Rolland, 1994). This aims toward maximum comfort and usability. 
Reasonably lightweight HMD designs currently suffer narrow FOYs, on 
the order of 20 degrees. To our knowledge, there are currently no large 
FOY stereo see-through HMDs of any type that are comparable in weight 
to a pair of eyeglasses. Rolland predicts that it could be achieved with some 
emerging technology of projection HMDs (Rolland, Parsons et al., 1998). 
However, it must be noted that such technology may not be well suited to 
all visualization schemes as it requires a projection screen somewhere in 
front of the user, not necessarily attached to the user's head. 

With optical see-through HMDs, the folding can be accomplished with 
either an on-axis or an off-axis design. Off-axis designs are more elegant 
and also by far more attractive since they free the user from seeing the ghost 
images that plague current on-axis designs. The reason off-axis designs are 
not commercially available is that very few prototypes have been built and 
those that have been built have been classified (M. Shenker, personal com
munication). Moreover, off-axis systems are difficult to design and build 
(Shenker, 1994). A nonclassified, off-axis design has been designed by 
Rolland ( 1994) at UNC-CH, and recently further analyzed (Rolland, 2000). 
Several factors including cost have prohibited building a first prototype as 
well. There is expectation that new generations of computer-controlled 
fabrication and testing will change this trend. 
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Since their beginning, high-resolution HMDs have been CRT based. 
Early systems were even monochrome, but color CRTs using color wheels 
or frame sequential color have been fabricated and incorporated into HMDs 
(Allen, 1993). Five years ago, we may have thought that, today, high
resolution color flat-panel displays would be the first choice for HMDs. 
While it is slowly happening, miniature CRTs may not be fully obsolete 
today. It has certainly been predicted for years that CRTs· would become 
obsolete because they will never yield the compact, lightweight designs 
that could be conceived with flat-panel miniature displays. The current 
optimism, however, lies in new technologies such as reflective LCDs, 
micro-electromechanical systems (MEMS)-based displays, and nano
technology-based displays. 

3.2 Human-Factor and Perceptual Issues 

Assuming that many of the technological challenges described have been 
addressed and high performance HMDs can be built, a key human factor 
issue for see-through HMDs is that of user acceptance and safety. This will 
be discussed first. We shall then discuss technicalities of perception in such 
displays. An ultimate see-through display is one that provides quantitative 
and qualitative visual representations of scenes that conform to a predictive 
model ( e.g. conform to that given by the real world if it is what is intended). 
This includes 1) accuracy and precision of rendered and perceived location 
of objects in depth; 2) accuracy and precision of rendered and perceived 
size of real and virtual objects in a scene; and 3) an unobstructed peripheral 
POV, which is important for many tasks from situation awareness to simple 
manipulation of objects and accessories. 

3.2. l User Acceptance and Safety 

A fair question for either type of technology is "Will anyone actu
ally wear one of these devices for extended periods?" The answer will 
doubtlessly be application and technology specific but will be reduced to 
the issue of whether the advanced capabilities afforded by the technol
ogy offset the problems induced by the encumbrance and sensory conflicts 
associated with it. 

In particular, one of us (JR) thinks that video see-through HMDs may 
meet with resistance in the work place since they take away the direct 
real-world view in order to augment it. It is an issue of trust that may be 
difficult to overcome for some users. If wide-angle POV video see-through 
HMDs are used, the problem is exacerbated in safety-critical applications. 
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A key difference in such applications may tum out to be the failure mode 
of each technology. A technology failure in the case of optical see-through 
HMDs may leave the subject without any computer-generated images but 
still with the real-world view. In the case of video see-through, it may leave 
the user with complete suppression of the real-world view, as well as the 
computer-generated view. HF however is of the opinion that, because the 
video view occupies such a small fraction ( ~ 10 degree visual angle) of 
the scene in recent developments of the technology, the issue has became 
less critical. This is especially true of flip-up and down devices such as that 
developed at UNC-CH in recent years (Colucci & Chi, 1995). 

Certainly image quality and its trade-offs are critical issues related to 
user acceptance for all types of technology. In a personal communica
tion, Martin Shenker, a senior optical engineer with over twenty years of 
experience designing HMDs, pointed out that there exists no current stan
dards of image quality and technology specifications for design, calibration, 
and maintenance of HMDs. This is a current concern at a time where the 
technology may be adopted in various visualization tasks and various users 
groups including children. 

3.2.2 Rendered and Perceived Location 
of Objects in Depth 

Occlusion The ability to perform occlusion in see-through HMDs 
is an important issue of comparison between optical and video see-through 
HMDs. One of the most important differences between these two technolo
gies is how they handle the depth cue known as occlusion ( or interposition). 
In real life, an opaque object can block the view of another object so that 
part or all of it is not visible. While there is no problem in making computer
generated objects occlude each other in either system, it is considerably 
more difficult to make real objects occlude virtual objects and vice versa 
unless the real world for an application is predefined and has been modeled 
in the computer. Even then, one would need to know the exact location of 
a user with respect to that real environment. This is however not the case 
of most augmented reality applications where the real world is constantly 
changing and on the fly acquisition is all the information one will ever have 
of the real world. Occlusion is a strong monocular cue to depth perception 
and may be required in certain applications (Cutting & Vishton, 1995). 

In both systems, computing occlusion between the real and virtual scenes 
requires a depth map of both scenes. A depth map of the virtual scene is 
usually available (for z-buffered image generators), but a depth map of the 
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real scene is a much more difficult problem. Although one could create a 
depth map in advance from a static real environment, many applications 
require on-the-fly image acquisition of the real scene. For example, in the 
VRDA tool described earlier, each model patient will have a different knee, 
and a computer model of someone else's real knee may not be useful. While 
progress in this area is being made (Tomasi & Kanade, 1991; Laveau & 
Faugeras, 1994), the problem is far from solved. Thus, occlusion cues for 
either type of display will be limited by the state of the art in this area. We 
can now move on to a discussion of the trade-offs with respect to occlusion 
for each type of see-through HMD. 

Assuming the system has a depth map of the real environment, video 
see-through HMDs are perfectly positioned to take advantage of this in
formation. They can, on a pixel-by-pixel basis, selectively block out the 
view of either scene or even blend them to minimize edge artifacts. One of 
the chief advantages of video see-through HMDs is that they handle this 
problem so well. 

The situation for optical see-through HMDs is more complex. Exist
ing optical see-through HMDs blend the two images with beam splitters, 
which blend the real and virtual images uniformly throughout the FOV. 
Normally, the only control the designer has is the amount of reflectance 
versus transmittance of the beam splitter, which can be chosen to match 
the brightness of the displays with the expected light levels in the real
world environment. If the system has a model of the real environment, 
it is possible to cause real objects to occlude virtual ones simply by not 
drawing the occluded parts of the virtual objects. The only light will then 
be from the real objects, giving the illusion that they are occluding the 
virtual ones. Such an effect requires one to operate in a darkened room 
with light directed where needed. This technique has been used by CAE 
Electronics in their flight simulator: When the pilots look out the window, 
they see computer-generated objects. If they look inside the cockpit, how
ever, the appropriate pixels of the computer-generated image are masked 
so they can see the real instruments. They keep the room fairly dark so 
that this technique will work (Barrette, 1992). David Mizell from Boeing 
Seattle and Tom Caudell now at the University of New Mexico are also 
using this technique; they refer to it as "fused reality" (Caudell & Mizell, 
1992). 

Whereas optical see-through HMDs can allow real objects to occlude 
virtual objects, the reverse is even more challenging since normal beam 
splitters have no way of selectively blocking out the real environment. There 
are at least two possible partial solutions to this problem. The first solution 
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is to spatially control the light levels in the real environment and to use 
displays that are bright enough so that the virtual objects mask the real ones 
by reason of contrast. This approach is used in flight simulators for creating 
the virtual instruments. This may be a solution for a few applications. A 
possible second solution would be to locally attenuate the real world view 
by using an addressable filter device placed on the see-through mirror. It is 
possible to generate partial occlusion in this manner because the effective 
beam of light entering the eye from some point in the scene covers only 
a small area of the beam splitter, the eye pupil being typically 2 to 4 mm 
in photopic vision. A problem with this approach is that the user does not 
focus on the beam splitter, but rather somewhere in the scene. A point in the 
scene maps to a disk on the beam splitter, and various points in the scene 
map to overlapping disks on the beam splitter. Thus, any blocking done 
at the beam splitter may occlude more of the scene than expected, which 
might lead to odd visual effects. A final possibility is that some applications 
may work acceptably without properly rendered occlusion cues. That is, 
in some cases, the user may be able to use other depth cues, such as head
motion parallax, to resolve the ambiguity caused by the lack of occlusion 
cues. 

Rendered Locations of Objects in Depth We shall distin
guish between errors in the rendered and perceived location of objects 
in depth. The former yields the latter. One can conceive, however, that 
errors in perceived location of objects in depth can also occur even in 
the absence of errors in rendered depths as a result of an incorrect com
putational model for stereo pair generation or a suboptimal presentation 
of the stereo images. This is true for both optical and video see-through 
HMDs. Indeed if the technology is adequate to support a computational 
model, and the model accounts for required technology and correspond
ing parameters, the rendered locations of objects in depth as well as the 
resulting perceived locations of objects in depth will follow expectations. 
Vaissie and Rolland have shown some limitations of the choice of a static 
eyepoint in computational models for stereo pair generation for virtual en
vironments, and have demonstrated errors in rendered and thus perceived 
location of objects in depths (Vaissie & Rolland, 2000). The ultimate goal is 
to derive a computational model and required technology that yield desired 
perceived location of objects in depth. Errors in rendered depth typically re
sult from inaccurate display calibration and parameter determination such 
as the FOY, the frame buffer overscan, the eyepoints' location, conflicting 
or noncompatible cues to depth, and optical aberrations including residual 
distortions. 
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FOV and Frame Buffer Overscan · Errors of a few degrees in 
FOV, which are easily made if no calibration is conducted, can lead to 
significant errors in rendered depths depending on the imaging geometry. 
For some medical and computer-guided surgery applications for example, 
errors of several millimeters are likely unacceptable. For various navigation 
tasks, they may be considered negligible. The FOV and the overscan of the 
frame buffer that must be measured and accounted for to yield accurate 
rendered depths are critical parameters for stereo pair generation in HMDs 
(Rolland, Ariely, & Gibson, 1995). These parameters must be set correctly 
regardless of the specifics, optical or video see-through, of the technology. 

Specification of Eyepoint Location The location of the eye
points of the user used to render the stereo images from t\1/0 correct view
points must be specified for accurate rendered depth. This applies to both 
optical and video see-through HMDs. In addition for video see-through 
HMDs, the real-scene video images must be acquired from the correct 
viewpoint (Biocca & Rolland, 1998). 

For the computer graphics generation component, three choices of eye
point locations within the human eye have been proposed: the nodal point 
of the eye3 (Robinett & Rolland, 1992; Deering, 1992); the entrance pupil 
of the eye (Rolland, 1994; Rolland et al., 1995); and the center of rotation 
of the eye (Holloway, 1995). Rolland, Ariely, & Gibson, ( 1995) discuss that 
the choice of the nodal point would in fact yield errors in rendered depth in 
all cases whether the eyes are tracked or not. For a device with eye-tracking 
capability, the entrance pupil of the eye should be taken as the eyepoint. If 
eye movements are ignored meaning that the computer-graphics eyepoints 
are fixed, then it was proposed that it is best to select the center of rota
tion of the eye as the eyepoint (Fry, 1969; Holloway, 1995). An in-depth 
analysis of this issue reveals that while the center of rotation yields higher 
accuracy in position, the center of the entrance pupil yields in fact higher 
angular accuracy (Vaissie & Rolland, 2000). Therefore, depending on the 
task involved, and whether angular accuracy or position accuracy is most 
important, the centers of rotation or the centers of the entrance pupil may 
be selected as best eyepoints location in HMDs. 

Residual Optical Distortions Optical distortion, an optical aber
ration that does not affect image sharpness, introduces warping of an image. 
It only occurs for optics including lenses or curved mirrors. If the optics 

3Nodal points are conjugate points in an optical system that satisfy an angular magnification of L 
Two points are conjugate of each other if they are image of each other. 

META 1017 
META V. THALES



144 ROLLAND AND FUCHS 

only includes plane mirrors, as in Peuchot' s augmented reality system, there 
are no distortions. The outcome of such a mapping is errors in rendered 
depths. Distortion is an outcome of the location of the pupil of the user 
away from the nodal points of the optics. Moreover, it varies as a function 
of where the user looks through the optics. However, if the optics are well 
calibrated to account for the user's IPD, distortion will be fairly constant for 
typical eye movements behind the optics. Prewarping of the computer gen
erated image can thus be conducted to compensate for the optical residual 
distortions (Robinett & Rolland, 1992; Rolland & Hopkins, 1993; Watson 
& Hodges, 1995). 

Perceived Location of Objects in Depth Once depths are 
accurately rendered according to a given computational model and the 
stereo images presented according to the computational model, the per
ceived locations of objects in depth and the perceived sizes of objects be
come an important issue for assessment of the technology and the model. 
Accuracy and precision can only be defined statistically. Given an en
semble of measured perceived locations of objects in depths, the depth 
percept will be accurate if objects appear in average at the location pre
dicted by the computational model. Perceived location of objects in depth 
will be precise if objects appear within a small spatial zone around that 
average location. A strong component of rendering depth accurately is 
occlusion of overlapping objects. We shall thus distinguish between per
ceived locations of objects in depth of nonoverlapping and overlapping 
objects. 

In the case of nonoverlapping objects, one may resort to depth cues 
other than occlusion. These include familiar sizes, stereopsis, perspective, 
texture, and motion parallax. A psychophysical investigation of perceived 
location of objects in depth in an optical see-through HMD using stereopsis 
and perspective as the visual cues to depth is given in Rolland, Ariely, 
& Gibson, (1995), Rolland & Arthur, (1997), and Rolland, Quinn, et al. 
(2000). The HMD is mounted on a bench to facilitate the calibration and 
the setting of system parameter (see Fig. 4.14). 

In a first investigation, a systematic shift in the order of 50 mm in 
perceived location of objects in depth from predicted values was found 
(Rolland et al., 1995). Moreover, the precision of the measures varied sig
nificantly across subjects. As we learn more about the interface between 
the optics and the computational model used in the generation of the stereo 
image pairs, and as we improve the technology, we have since demon
strated errors in the order two millimeters (Rolland, Quinn, et al., 2000). 

T 
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FIG. 4.14. A 10 degree FOV video see-through HMO: Oglasses 
developed at UNC-CH. Lipstick cameras and a double fold mirror 
arrangement were used to match the veiwpoints of the camera 
and user. 

The technology is now ready to deploy for extensive testing in specific 
applications (e.g., the VRDA tool). Some measures of perceived size were 
conducted by Roscoe and colleagues in see-through HMDs and a main 
result was that objects seemed to be perceived smaller than they actually 
were (Roscoe, 1984, 1991). As the technology and the associated methods 
for image generation improve, follow-up experiments are required to assess 
the perception of objects in virtual environments. 

Studies of perceived location of objects in depth, for overlapping objects 
in an optical see-through HMD, have been conducted by Ellis & Buchler 
(1994). They showed that the perceived location of objects in depth of a 
virtual object could be affected by the presence of a nearby opaque physical 
object. When a physical object was positioned in front of or at the initial 
perceived location of a 3D virtual object, the virtual object appeared to 
move closer to the observer. In the case where the opaque physical object 
was positioned substantially in front of the virtual object, human subjects 
often perceived the opaque object as transparent. 
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In the ODA Laboratory at UCF headed by Jannick Rolland, assessment 
of the technology through controlled psychophysical and human-factors 
studies has been an important component of the research program. The 
major difficulty we have encountered in conducting the assessment work 
is that of HMD calibration and maintenance of the calibration. The current 
calibration procedure is still tedious and future research should address 
quick calibration methods as well as maintenance of calibration over time. 

3.2.3 Adaptation 

When a system does not offer what the user ultimately wants, two paths 
may be taken: 1) Improve on the current technology or 2) study the ability 
of the human system to adapt to an imperfect technological unit and de
velop adaptation training when appropriate. This is possible because of the 
astonishing ability of the human visual and proprioceptive systems to adapt 
to new environments, as has been shown in multiple studies on adaptation 
(Rock, 1966). 

Biocca and Rolland (1998) conducted a study of adaptation to visual 
displacement using a large FOV video see-through HMD. Users see the 
real world through two cameras that are located 62 mm higher and 165 
mm forward from their natural eyepoints. Subjects showed evidence of 
perceptual adaptation to sensory disarrangement during the course of the 
study. This revealed itself as improvement in performance over time while 
wearing the see-through HMD and as negative aftereffects once they re
moved it. More precisely, the negative aftereffect manifested itself clearly 
as a large overshoot in a depth pointing task, as well as an upward trans
lation in a lateral pointing task after wearing the HMD. Moreover, some 
participant experienced some early signs of cybersickness (Kennedy and 
Stanney, 1997). 

The presence of negative aftereffects has some potentially disturbing 
practical implications for the diffusion of large FOV video see-through 
HMDs. Some of the intended earlier users of these HMDs are surgeons 
and other individuals in the medical profession. Hand' eye sensory recal
ibration for highly skilled users such as surgeons could have potentially 
disturbing consequences if the surgeon were to enter surgery within some 
period after use of a HMD. It is an empirical question how long the nega
tive aftereffects might persist, and whether a program of gradual adaptation 
(Welch, 1994) or dual adaptation (Welch, 1993) might minimize the effect 
altogether. In any case, any shift in the camera eyepoints needs to be mini
mized as much as possible to facilitate the adaptation process that is taking 
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FIG. 4.15. (a) Bench prototype head-mounted display with head
motion parallax developed in the VG!Lab at UCF ( I 997). (b) 
Schematic of the optical imaging from a top view of the setup. 
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place. This path has been taken in recent years at UNC-CH as a conse
quence of this investigation. As we learn more about these issues, we build 
devices with less error and the distance between using these systems and a 
pair of eyeglasses decreases so that adaptation takes less time and afteref
fects decreases as well. Remaining issues are conflicts of accommodation 
and convergence in such displays. The issue can be solved at some cost 
(Rolland, Krueger, & Goon, 2000). For lower-end systems, a question of 
investigation concerns how users adapt to various settings of the technol
ogy. For high-end systems, much research is still needed in understanding 
the importance of perceptual conflicts and how to best minimize them. 
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FIG. 4.16. Study of adaptation to visual displacement. A user 
wearing a video see-through HMO performs a localization task. 

3.2.4 Peripheral FOY 

Given that peripheral vision can be provided for both optical and video 
see-through systems, the next question is whether it is used as effectively 
for both systems. In optical see-through, there is almost no transition or 
discrepancy between the real scene captured by the see-through device and 
the peripheral vision seen on the side of the device. 

For video see-through, the peripheral FOV has been provided by letting 
the user see around the device, as with optical see-through (Colucci & Chi, 
1995). Especially in the latter case, it remains to be seen however whether 
the difference in presentation of the superimposed real scene and the pe
ripheral real scene will cause discomfort or provide conflicting cues to the 
user. The issue is that the virtual displays call for a different accommodation 
for the user than the real scene in various cases. 

3.2.5 Depth of Field 

One important property of optical systems, including the visual system, 
is depth of field. Depth of field _refers to the range of distances from the 
detector (e.g., the eye) in which an object appears to be in focus without the 
need for a change in the optics focus (e.g., eye accommodation). For the 
human visual system example, if an object is accurately focused monocu
larly, other objects somewhat nearer and further away are also seen clearly 
without any change in accommodation. Still nearer or further away objects 
are blurred. Depth of field reduces the necessity for precise accommodation 
and is markedly influenced by the diameter of the pupil. The larger the pupil, 
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the smaller the depth of field. For a 2 and 4 mm pupil, the depths of field are 
+ /- 0.06 and+/- 0.03 diopters, respectively. For a 4 mm pupil, for exam
ple, such a depth of field translates as a clear focus from 0.94 to 1.06 m for 
an object 1 m away, and from 11 to 33 m for an object 17 m away (Campbell, 
1957; Moses, 1970). An important point is that accommodation plays an 
important role only at close working distance where depth of field is narrow. 

With video see-through systems, the miniature cameras used for acquir
ing the real-scene images must provide a depth of field equivalent to the 
required working distance for a task. For a large range of working distances, 
the camera may need to be focused at the middle working distance. For 
closer distances, the small depth of field may require an autofocus instead 
of a fixed-focus camera. 

With optical see-through systems, the available depth of field for the real 
scene is essentially that of the human visual system but for a larger pupil 
than would be accessible with unaided eyes. This can be explained by the 
brightness attenuation of the real scene by the half transparent mirror. As a 
result, the pupils are dilated ( we assume here that the real and virtual scenes 
are matched in brightness). Therefore, the effective depth of field will be 
slightly less than with unaided eyes. This is only a problem if the user is 
working with nearby objects and the virtual images are focused outside of 
the depth of field required for nearby objects. For the virtual images and no 
autofocus capability for the 2D virtual images, the depth of field is imposed 
by the human visual system around the location of the displayed virtual 
images (Rolland, Krueger, & Goon, 2000). 

When the retinal images are not sharp following some discrepancy in ac
commodation, the visual system is constantly processing somewhat blurred 
images and tends to tolerate blur up to the point at which essential detail is 
obscured. This tolerance for blur extends the apparent depth of field con
siderably, so that the eye may be as much as +/- 0.25 diopter out of focus 
without stimulating accommodative change (Moses, 1970). 

3.2.6 Qualitative Aspects 

The representation of virtual objects, and in some cases of real objects, 
is altered by see-through devices. Aspects of perceptual representation in
clude the shape of objects, their color, brightness, contrast, shading, texture, 
and level of detail. In the case of optical see-through HMDs, folding the 
optical path by using a half-transparent mirror is necessary because it is 
the only configuration that leaves the real scene almost unaltered. A thin 
folding mirror will introduce a small apparent shift in depth of real objects 
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precisely equal to e(n - 1)/n where e is the thickness of the plate and n is 
its index of refraction. This is in addition to a small amount of distortion 
of the scene at the edges of the FOY (e.g., <1 % for a 60 degree FOY). 
Consequently, real objects are seen basically unaltered. Virtual objects, on 
the other hand, are formed from fusion of stereo images formed through 
magnifying optics. Each optical virtual image formed of the display associ
ated with each eye is typically aberrated. For large FOY optics, astigmatism 
can be a limiting factor. Shenker (1994) proposes an objective performance 
estimate for evaluating visual performance in HMDs. 

It must be noted that real and virtual objects in such systems may be seen 
sharply by accommodating in different planes under most visualization set
tings. This yields conflicts in accommodation for real and virtual imagery. 
For applications where the virtual objects are presented in a small working 
volume around some mean display distance ( e.g., arm length visualization), 
the 2D optical images of the miniature displays can be located at that same 
distance to minimize conflicts in accommodation and convergence between 
real and virtual objects (Rolland, Ariely, & Gibson, et al., 1995). Another 
approach to minimizing conflicts in accommodation and convergence is 
multifocal-plane technology (Rolland, Krueger, and Goon, 2000). 

Beside brightness attenuation and distortion, other aspects of objects 
representation are altered in video see-through HMDs. The authors' ex
perience with at least one system is that the color and brightness of real 
objects are altered along with the loss in texture and levels of detail due to 
the limited resolution of the miniature video cameras and the wide-angle 
optical viewer (Biocca & Rolland, 1998). This alteration includes spatial, 
luminance, and color resolution. This is perhaps resolvable with improved 
technology but it currently limits the ability of the HMD user to perceive 
real objects as they would appear with unaided eyes. In wide FOY video 
see-through HMDs, both real and virtual objects call for the same accom
modation; however, conflicts of accommodation and convergence are also 
present. As with optical see-through HMDs, these conflicts can be mini
mized if objects are perceived at a relatively constant depth near the plane 
of the optical images. In narrow FOY systems where the real scene is seen 
in large part outside the overlay imagery, conflicts in accommodation can 
also result between the real and computer generated scene. 

For both technologies, an effective solution to these various conflicts in 
accommodation may be to allow autofocus of the 2D virtual images as a 
function of the location of the user gaze point in the virtual environment, or 
to implement multifocal planes (Rolland, Krueger, & Goon, 2000). Given 
eye-tracking capability, while certainly not the optimal appoach, autofocus 
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could be provided because small displacements of the miniature display 
near the focal plane of the optics would yield large axial displacements of 
the 2D virtual images in the projected virtual space. The 2D virtual images 
would move in depth according to the user gaze point. Multifocal-plane 
approaches also allow autofocusing but with no need for eye tracking. 

4. CONCLUSION 

We have presented issues involving optical and video see-through head
mounted displays. In the authors' opinion, the most important issues are 
system latency, occlusion, the fidelity of the real-world view, and user ac
ceptance. Optical see-through systems offer an essentially unhindered view 
of the real environment; they also provide an instantaneous real-world view 
that assures the synchronization of visual and proprioception information. 
Video systems give up the unhindered view in return for improved ability 
to see real and synthetic imagery simultaneously. 

Some of us working with optical see-through devices strongly feel that 
providing the real scene through optical means is important for applications 
such as medical visualization where human lives are implicated. Others, 
working with video see-through devices feel that a video see-through device 
with a flip-up view is adequate for safety of the patient Also, while how to 
perform occlusion is far from solved and is actively researched, the ability 
to selectively render occlusion of the real scene at given spatial locations 
may be important in various applications. Video see-through systems can 
also guarantee registration of the real and virtual scenes at the expense of 
a mismatch between vision and proprioception, which may or may not be 
perceived as a penalty if the human observer is able to adapt to such a 
mismatch. · 

Clearly, there is no "right" system for all applications: Each of the trade
offs discussed in this chapter must be examined with respect to specific 
applications and available technology to determine which type of system 
is most appropriate. A shared concern among scientists developing further 
technology is the lack of standards not only in the design, but also most 
importantly in the calibration and maintenance of HMD systems. 
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l . INTRODUCTION 

An augmented reality system is a system that creates a view of a real scene 
that visually incorporates into the scene computer-generated images of 
three-dimensional (3D) virtual objects. As the user of such a system moves 
about the real scene the virtual objects appear as if they actually exist in 
the scene. One motivation for augmenting reality in this way is to enhance 
the performance of real-world tasks. The performance requirements for an 
augmented reality system are: (1) merge images of 3D virtual objects with 
images of the real environment, (2) generate a consistent view of those 
objects from all views of the real scene, and (3) perform these operations 
in real time to be interactive with the user. Augmented reality can be com
pared to the more commonly known virtual reality. Virtual reality systems 
immerse a user in an environment that is completely computer generated. 
Augmented reality systems, on the other hand, strive to maintain the user's 
immersion in the real environment. The rationale behind this is twofold. 
First, real environments contain a wealth of information, much of which is 
impossible to model and simulate by computer. Secondly, if the end goal is 
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to enhance the performance of a real-world task the user will most naturally 
perform that task while looking at an augmented view of the real scene. 
Practical applications for augmented reality are described in other chapters 
of this book and include applications from the domains of manufacturing 
(Chapter 23), medicine (Chapter 21), and the military (Chapter 20). 

Both virtual reality and augmented reality systems provide an inter
face that allows the user to operate in a natural 3D physical space while 
receiving a consistent set of sensory inputs for both the real and virtual 
worlds. The primary performance goal for a virtual reality system is to 
present visual stimuli that are consistent with the changes in body position 
sensed by the user. Any inconsistency perceived by the user results from a 
misregistration between the coordinate system the user is maintaining in
ternally to describe body position and the coordinate system that describes 
the graphics system's viewpoint in the virtual scene. This can be contrasted 
to the primary performance goal for an augmented reality system, which 
is to render views of virtual objects that are consistent with the user's view 
of the real environment containing the objects. Any inconsistency, which 
manifests itself as a difference between two visual stimuli (i.e. the virtual 
and real images), derives from a misregistration between the coordinate 
system describing the user's viewpoint in the real scene and the graph
ics system's viewpoint in the virtual scene. The nature of this registration 
problem in augmented reality systems can be seen in Figure 5 .1 a. To create 
an image of the three-dimensional virtual objects that is consistent with 
the user's current view of the world and the object's placement in the real 
world requires the definition of the geometric relationships between the 
virtual and physical objects shown in Figure 5.la. Any errors in the de
termination of these relationships appear to the user as inconsistencies in 
the appearance of the virtual objects in the real scene (Figures 5.lb,c). 
These errors in registering the two images are classified as either static or 
dynamic (Chapter 6). Static errors are perceived by the user as differences 
in the placement or appearance of the virtual objects when viewed from 
different viewpoints. The dynamic errors are caused by the system lagging 
behind due to not meeting its real-time requirements. The visual effect of 
these dynamic errors is a shift in the position of the virtual objects when 
there is motion in the system. 

This chapter describes a method for solving the registration problem in 
augmented reality systems using affine object representations. The method 
defines a global non-Euclidean affine coordinate system and determines 
the relationships between that global coordinate system and all the coor
dinate systems in Figure 5.la. Unlike other solutions to the augmented 
reality registration problem that require position sensing and calibrated 
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FIG. 5.1. Components in an augmented reality system. (a) The 
multiple coordinate systems that must be registered are shown. 
Several types of augmented reality systems exist (Chapter 2). This 
diagram depicts a system using a monitor-based display or video 
see-through head-mounted display. (b) View of an affine wireframe 
model correctly overlaid on a small box. (c) Example of a misregis
tration of a virtual object with the real scene. The virtual wireframe 
is not correctly registered on the small box. 

cameras, this method relies solely on tracking four or more features in 
video images of the real scene using uncalibrated cameras. As shown in 
Figure 5 .1 a, our approach requires that a video camera view the real scene. 
This requirement favors operation with a monitor-based display or video 
see-through head-mounted display (Azuma 1997). This chapter describes 
working augmented reality systems that employ both those display types. 
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Operation with an optical see-through display, in addition to requiring the 
video camera, will require alignment of the camera with the see-through 
display (Janin, Mizell et al. 1993; Hoff, Nguyen et al. 1996). 

2. THE REGISTRATION PROBLEM 

The key requirement for creating an augmented reality image in which 
virtual objects appear to exist in the three-dimensional real scene is knowl
edge of the relationships among the object, world, and camera coordinate 
systems (Figure 5.la). These relationships are determined by the object-to
world, 0, world-to-camera, C, and camera-to-image plane, P, transforms. 
The object-to-world transform specifies the position and orientation of 
a virtual object with respect to the world coordinate system that defines 
the real scene. The pose of the video camera that views the real scene is 
defined by the world-to-camera transform. The projection performed by 
the camera to create a 2D image of the 3D real scene is specified in the 
camera-to-image plane transform. Visually correct merging of virtual ob
jects with the live video image requires computation of these relationships. 
Accurately performing this computation while maintaining real-time re
sponse and a low latency is the major challenge for an augmented reality 
system. 

2.1 Augmenting Reality Using 
Pose Sensors 

In many augmented reality systems, the problem of computing the trans
forms shown in Figure 5 .1 a is approached in a straightforward manner using 
sensing, calibration, and measurement to explicitely determine each trans
form (Feiner, MacIntyre et al. 1993; Ahlers, Breen et al. 1994; State, Chen 
et al. 1994). Sensors, based on mechanical, magnetic, or optical techniques 
are used to measure the position and angular orientation of the camera with 
respect to the world coordinate system. These two measurements together 
are termed the pose of the camera and determine the world-to-camera trans
form, C. Quantifying the camera-to-image transform, P, requires knowl
edge of the intrinsic parameters, such as focal length and aspect ratio, of 
the camera. These can be determined by performing a calibration proce
dure on the camera (Tsai 1987). The third transform, 0, is computed by 
simple measurement. The world coordinate system is a standard three
dimensional Euclidean space. The desired position and orientation for a 
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virtual object can be measured in the real scene. Using the methods just 
described, all of the necessary transforms are known so that, at least in prin
ciple, virtual objects can be rendered and merged correctly with the live 
video. 

These approaches do suffer from limitations. So far none of the pose 
sensors have been completely satisfactory for an augmented reality appli
cation (Azuma 1997). Mechanical sensors place limits on the range of the 
work space and require attachment to a restrictive linkage. Magnetic sen
sors are susceptible to disturbances in their generated magnetic field created 
by metal objects in the work space. Calibration for these distortions can 
reduce the errors (Byrson 1992). The magnetic sensors also have laten
cies that can only be improved with predictive estimation of pose (Azuma 
and Bishop 1994). Techniques for calibrating a camera to determine its 
intrinsic parameters are available (Tsai 1987) but calibration is a tedious 
process to perform. The intrinsic parameters of a camera may change over 
time requiring recalibration. In particular, zoom lenses, like those found 
on common consumer-grade video cameras, may change focal length with 
use either intentionally or with wear. Accurate sensing of zoom position 
is not commonly available, which would require recalibration with each 
change in focal length. Any errors introduced by incorrect pose sensing or 
camera calibration propagate through the system and will appear as mis
registration in the final augmented reality image. The optical see-through 
head-mounted displays used in some augmented reality systems also must 
be calibrated even if the system does not use a video camera (Janin, Mizell 
et al. 1993). Any inaccuracy in the calibration of the display will result in 
misregistration in the augmented image. 

2.2 Computer Vision 
for Augmented Reality 

The initial approaches to augmented reality discussed in the previous sec
tion all overlook one source of significant information. Computer vision 
research has developed techniques for extracting information about the 
structure of a scene, the intrinsic parameters of the camera, and its pose 
from images of the scene. Recent augmented reality systems are applying 
computer vision methods to improve performance. Tuceryan et al. (1995) 
provide a careful analysis of procedures that rely on computer vision for 
calibrating a monitor-based augmented reality system. Image analysis of 
the video signal at runtime can also be beneficial. Several systems have 
been described in the literature that track fiducials in the scene at runtime. 
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Bajura and Neumann (1995) track LED fiducials to correct registration 
errors. Other systems (Hoff, Nguyen et al. 1996; Neumann and Cho 1996) 
use knowledge of the intrinsic camera parameters and tracking of fidu
cials placed in known locations in the scene to invert the camera projection 
operation and obtain an estimate of the viewer pose. 

A hybrid method that uses fiducial tracking in combination with standard 
magnetic position tracking (State, Hirota et al. 1996) requires an initializa
tion procedure to determine the intrinsic parameters of the cameras viewing 
the scene. Fiducials, whose location in the scene are known, are tracked in 
two video images. The position of the viewer is computed by inverting the 
projection operation. Position data obtained from a magnetic tracker aid 
in localization of the landmarks. This aid is particularly useful when large 
motions are encountered between two video frames. Algorithms that rely 
solely on vision-based tracking often cannot determine the interframe cor
respondences between fiducials when large motions occur between frames. 
The magnetic tracker position estimates are also used when occlusions 
prevent the vision system from seeing the required minimum number of 
fiducials. 

Mellor (1995a,b) and Uenohara and Kanade (1995) describe two aug
mented reality systems that eliminate the need for explicit determination 
of the viewer's pose. For each viewpoint, Mellor (1995a,b) uses a linear 
method to solve for the camera's projection transform from the positions 
of tracked fiducials. The pose, specifying the 3D position and orientation 
of the camera, is not directly determined. Instead the computed projec
tion transform is used to render the virtual objects. The camera must be 
calibrated at initialization time and a laser range finder provides the 3D 
positions of the fiducials in the scene. The second method for obtaining 
correct registration with neither position tracking nor camera calibration 
is presented by Uenohara and Kanade (1995). They track features in live 
video and represent the virtual points associated with planar overlays as 
the linear combination of feature points. The placement and rendering of 
three-dimensional virtual objects were not considered. 

3. AUGMENTING REALITY USING 
AFFINE REPRESENTATIONS 

The approach to augmenting reality described in the following sections is 
motivated by recent computer vision research that has determined struc
ture for objects in a scene and the pose of the camera viewing it without 
knowledge of the object-to-world, world-to-camera, and camera-to-image 

META 1017 
META V. THALES



5. AUGMENTING REALITY 163 

plane transforms. The following observation was provided by Koenderink 
and van Doom (1991) and Ullman and Basri (1991): 

Given a set of four or more non-coplanar 3D points, the projection of all 
points in the set can be computed as a linear combination of the projection 
of just four of the points. 

This observation will be used to create a global coordinate system in which 
the coordinate systems diagralllllled in Figure 5.la can be expressed. Ad
ditionally, this global coordinate system will be defined solely from the 
locations of visible features in the real scene with no knowledge of the 
intrinsic parameters and pose of the camera. 

3.1 Affine Camera Approximation 

Accurate determination of where a point on a virtual object will project in 
the video image is essential for correct registration of the virtual and live
video images (Foley, van Dam et al. 1990; Tuceryan, Greer et al. 1995). In 
homogeneous coordinates, the projection, [u v hf in the video image of 
a 3D point [x y z w Y can be expressed using the equation: 

(1) 

The transforms P3x 4 , C4 x4 , and 0 4 x 4 are shown in Figure 5.la and are the 
camera-to-image plane, world-to-camera, and object-to-world transforms 
respectively. Equation 1 assumes that object, world, and camera coordinate 
systems are independently defined. Previous approaches to augmented re
ality have been based on an explicit determination of each of the transforms 
that relate the coordinate systems. Our approach will represent the three co
ordinate systems in a single non-Euclidean coordinate system and express 
the projection operation with the equation: 

(2) 

where [x' y' z' w'Y are the new coordinates for the point transformed 
from [x y z wY. 
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To fully exploit this simplification and the observation of Koenderink 
and van Doom (1991) and Ullman and Basri (1991) we will use weak 
perspective projection to model the camera-to-image plane transform P 
(Shapiro, Zisserman et al. 1995). Under a weak perspective approximation, 
the projections in the image plane of 3D points are determined by first 
projecting the points along parallel rays orthogonal to the image plane. The 
entire image is then scaled by f / Zavg, where f is the camera's focal length 
and Zavg is the average distance of the points from the image plane. This 
approximation is commonly seen in the computer vision literature and holds 
when the front to back depth of objects along the viewing direction is small 
compared to the viewing distance (Thompson and Mundy 1987). While this 
does impose restrictions on the system it has also been shown that the weak 
perspective approximation can yield more accurate structure-from-motion 
computations (Boufama, Weinshall et al. 1994; Wiles and Brady 1996). 

3.2 Global Affine Coordinate System 

All points in this system are represented with an affine representation whose 
coordinate system is defined using the location of feature points in the im
age. This representation is invariant when an affine transform (i.e. trans
lation, rotation, nonuniform scaling) is applied to all points. Transforms 
caused by the motion of a weak perspective camera viewing a scene will 
maintain this affine invariant representation. Affine reprojection or transfer 
(Barrett, Brill et al. 1992; Shashua 1993) is used to compute the projection 
of virtual objects placed into the real scene. 

The affine representation for a collection of points, p0 , •.• , Pn, is com
posed of: 1. the affine basis points, which are four non-coplanar points, one 
of which is specially designated as the origin, and 2. the affine coordinates 
of each point that define the point with respect to the affine basis points. 
The properties of affine point representation are illustrated in Figure 5.2. 

Our affine augmented reality systems are based on two properties of 
affine representations (Koenderink and van Doom 1991; Mundy and 
Zisserman 1992; Weinshall and Tomasi 1993): 

Property 1 (Affine Reprojection Property) The projection, 
[up v py, ofanypoint,p, represented with affine coordinates [x y zY, 
is expressed by the equation: 

+ [Upo] ' 
VpO 

(3) 
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(a) (b) (c) 

FIG. 5.2. Properties of affine point representations. The tracked 
features p 0 , p 1 , p 2 , p 3 define an affine coordinate frame within 
which all world points can be represented: Point p 0 is the origin, 
and points p 1 , p 2 , p 3 are the basis points. The affine coordinates 
of a fifth point, p, are computed from its projection in (a) and (b) 
using Property 2. Point p's projection in (c) can then be computed 
from the projections of the four basis points using Property I . 

165 

where[up; Vp;]T, i = 0, ... , 3aretheprojectionsoftheoriginp0 and 
the three other basis points, p 1, p2, and p3, that define the affine co
ordinate system. This can be equivalently expressed in homogeneous 
coordinates with the equation: 

[~: l [ Up! - UpO Up2 - UpO Up3 - UpO UpO l [tl Vp] - VpO Vp2 - VpO Vp3 - Vpo VpO 

0 0 0 1 

I13x4 

(4) 

Equation 4 provides an explicit definition for the projection matrix fhx 4 

seen in Equation 2 and defines the projection of a 3D point in any new image 
as a linear combination of the projections of the affine basis points in that 
image. Equation 4 provides a method by which an augmented reality system 
can calculate the projection of a point on a virtual object with knowledge 
of only the location of the projections of the affine basis points and the 
homogeneous affine coordinates for the virtual point. The affine basis points 
will be defined by visually tracking features in the scene and determining 
the projections in each new video image. The following property provides 
the technique for determining the affine coordinates of any 3D point. 

Property 2 (Affine Reconstruction Property) The affine coordi
nates of any point can be computed from Equation 4 if its projection 
in at least two views is known and the projections of the affine basis 
points are also known in those views. 
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This results in an overdetermined system of equations based on Equa
tion 4. Given two views, / 1, / 2 , of a scene in which the projections of 
the affine basis points, p0 , ••• , p3 , are known then the affine coordinates 
[x y z lf for any point p can be recovered from the solution of the fol
lowing equation: 

ul 1 1 1 1 1 l 1 
p upI - upo up2 - upo up3 - upo UpO 

Vl 1 l 1 1 1 1 1 

m 
p V pl - V pO vp2 - vpo V p3 - V pO VpO 

··························································· (5) 

u2 2 2 2 2 2 2 2 
p upl - upo up2 - upo up3 - upo UpO 

2 2 2 2 2 2 2 
Vpo2 Vp V pl - V pO Vp2 - V pO V p3 - V pO 

where [u~ v~f and [u~j v~j f are the projections of point p and affine 
basis point pj, respectively, in image/;. 

3.3 Affine Augmented Reality 

One performance goal for an augmented reality system is the ability to oper
ate in real time, which will often limit the photorealism possible in rendering 
the virtual objects. As a minimum the very basic operation of hidden surface 
removal (Foley, van Dam et al. 1990) must be performed to have a correct 
visualization of any three-dimensional virtual object. The hidden surface 
removal algorithm uses a front-to-back ordering of surfaces to determine 
visibility. That ordering is obtained by assigning a depth to each rendered 
point that represents its distance from the viewpoint. The following two 
properties will extend the familiar notions of "image plane" and "viewing 
direction" to the affine representation. This extension will allow for the 
required front-to-back ordering of virtual surfaces and use of hardware
supported rendering via z-buffering. The image plane and viewing direc
tion define a 3D coordinate system that describes the orientation of the 
camera. The graphics system can operate entirely within this global affine 
coordinate system and completely ignore the original object representation. 

Property 3 (Affine Image Plane) Let x and VJ' be the homogeneous 
vectors corresponding to the first and second row of TT 2 x 3, respect
ively. ( 1) The vectors x and VJ' are the directions of the rows and 
columns of the camera, respectively, expressed in the coordinate frame 
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of the affine basis points. (2) The affine image plane of the camera is 
the plane spanned by the vectors x and 1/f. 

The unique direction in space along which all points project to a single 
pixel in the image defines the viewing direction of a camera under our 
model of weak perspective projection. In the affine case, this direction is 
expressed mathematically as the null-space of the matrix I12x 3 : 

Property 4 (Affine Viewing Direction) When expressed in the co
ordinate frame of the affine basis points, the viewing direction, l;, of 
the camera is given by the cross product 

s = X X 1/f. (6) 

Property 4 guarantees that the set of points {p + t t;, t E 9't} that defines 
the line of sight of a point p will project to the same pixel under Equation 
3. The z-buffer value needed for hidden surface removal that is assigned 
to every point is the dot product [ l; T O] • p T. The actual magnitude of this 
value is irrelevant: The important characteristic is that the front-to-back 
order of virtual points rendered to the same pixel is correctly maintained 
along the camera viewing direction. 

The affine image plane and viewing direction vectors define a 3D coor
dinate system that in general will not be an orthonormal reference frame 
in Euclidean 3D space. Despite this, correct visible surface rendering of 
any point [x y z If defined in the global affine coordinate system can be 
performed by applying the transform: 

m = 

Upl - UpO Up2 - UpO Up3 - Upo Upo 

Vpl - Vpo Vp2 - VpO Vp3 - Vpo Vpo 

ST 0 
0 1 

m (7) 

rr4x4 

where u and v are the graphic image coordinates of the point and w is its 
assigned z-buff er value. 

I14 x 4 has the same form as the viewing matrix that is commonly used 
in computer graphics systems to perform transforms of graphic objects. 
The structural similarity allows standard graphics hardware to be used 
for real-time rendering of objects defined in the affine coordinate system 
developed here. In our system, a Silicon Graphics Infinite Reality Engine 
is directly used to render virtual objects with hardware-supported hidden 
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FIG. 5.3. Procedure for rendering virtual objects showing the 
coordinate systems and transforms involved. 

surface removal. The graphics system not only renders the virtual objects, 
but it may also render affine models of real objects, as described in the next 
section when we discuss occlusions. 

3.4 Rendering Virtual Objects 

The affine projection matrix, TT 4 x 4, will correctly render virtual objects for 
merging with the video image provided that those objects are represented 
in the global affine coordinate system. A method to define and place objects 
in this global coordinate system is needed. These operations will have to 
be performed at runtime since the structure of the coordinate system is not 
know a priori. The interactive methods are based on the affine reconstruc
tion property. The resulting transform operations for rendering a virtual 
object are shown in Figure 5.3. 

In order to use TT 4 x 4 to render the virtual objects, those objects must be 
represented in the global affine coordinate system defined by the tracked 
basis points. The 3D object-centered Euclidean coordinate system that will 
commonly describe a virtual object must be transformed to the global affine 
coordinate system developed in the previous sections. The calculation of 
this object-to-affine transform will be done at runtime. In the simplest 
approach, the user interactively specifies this transform by placing a real 
object in the scene that defines a bounding box for the virtual object. In 
two separate views of the scene the user will specify the locations of four 
points defining the bounding box. The affine reconstruction property is 
then applied to determine the affine coordinates of the bounding box. The 
bounding box of the virtual object is used to compute the object-to-world 
transform, 0 4 x 4 , from Figure 5. la. In this case the world coordinate system 
is the common affine coordinate system. The computed transform handles 
both the change to the global coordinate and placement in the 3D scene. 

The user can be further supported in the process of interactively placing 
virtual objects. By using results from stereo vision, constraints can be 
imposed on where the user is allowed to specify points representing physical 
locations in 3D space. Once a point has been specified in one image, the 
epipolar constraint (Shapiro, Zisserman et al. 1995) determines the line in 
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the second image on which the projection of this point must lie. The user 
specification of the point in the second image can be "snapped" to the 
nearest point on this epipolar line. Additionally, techniques for constraining 
points to be collinear or coplanar with physical edges and surfaces are 
available (Kutulakos and Vallino 1996). 

In an augmented view of the scene visual interactions between real and 
virtual objects must be considered. The affine projection matrix, IT4 x 4, will 
correctly handle hidden surface elimination within a virtual object (Figure 
5.4a). It will also cause rendering algorithms to correctly occlude virtual 
objects that are behind other virtual objects (Figure 5.4b). Hidden surface 
removal does not occur when a real object occludes a virtual one (Figure 
5 .4c) because there is no information about the geometric relationship 
between these objects (Wloka and Anderson 1995). If an affine model of a 
real object is included as another virtual object and rendered in a key color 
the occlusions are resolved by chroma or luminance keying (Figure 5.4d). 
A method for directly creating an affine model for a real object is described 
in Section 5. 

4. THE UNIVERSITY OF ROCHESTER 
AUGMENTED REALITY SYSTEMS 

Augmented reality systems based on affine representations have been devel
oped in the Department of Computer Science at the University of Rochester. 
Conceptually, our augmented reality systems consist of tracking and graph
ics subsystems that work together. The major differences between the two 
systems that have been built to date are in feature tracking and the technol
ogy used for viewing the augmented reality image (Azuma 1997). 

4. I A Monitor-Based Augmented 
Reality System 

A block diagram of our monitor-based augmented reality system is shown 
in Figure 5.5. The augmented reality technique described in this chapter 
requires the ability to track features in frames throughout a video sequence. 
It is not dependent on the particular type of feature being tracked. Our 
affine method does restrict the motion of the features to a rigid motion with 
respect to each other. Features on multiple objects that are moving relative 
to each other cannot be used. The tracking subsystem provides updates 
of the affine projection matrix to the graphics system and, as such, can 
be considered to be an "affine camera position tracking" system. We have 
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(a) (b) 

(c) (d) 

FIG. 5.4. Visible-surface rendering of affine virtual objects. The 
virtual towers were represented in Openlnventor ™. Affine basis 
points were defined by the centers of the circular markers. The 
virtual towers were defined with respect to those points. (a) Initial 
augmented view. (b) Augmented view after a clockwise rotation 
of the object containing the affine basis points. (c) Hidden-surface 
elimination occurs only between virtual objects; correct occlu
sion resolution between physical and virtual objects requires infor
mation about the geometric relations between them (Wloka and 
Anderson 1995). (d) Real-time visible surface rendering with oc
clusion resolution between virtual and real objects. Visibility inter
actions between the virtual towers and the L-shaped object were 
resolved by first constructing an affine graphical model for the ob
ject. By painting the entire model a fixed background color and 
treating it as an additional virtual object, occlusions between that 
object and all other virtual objects are resolved via chroma or lu
minance keying. Affine models of real objects can be constructed 
using the interactive modeling technique of Section 5. 
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FIG. 5.5. Configuration of a monitor-based augmented reality 
system. 
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implemented trackers that use regions and lines as features (Kutulakos and 
Vallino 1996). The trackers use Datacube MaxVideo 10 boards as frame 
grabbers with two standard consumer camcorders (Sony TR CCD-3000) 
used to view the scene. The trackers are interactively initialized by the 
user selecting seed points in the regions to be tracked. A search for the 
boundary of each uniform intensity region proceeds from the seed point 
using a radially expanding coarse-to-fine search algorithm. The detected 
boundary points are grouped into linear segments using the polyline curve 
approximation algorithm (Ballard and Brown 1982) and lines are fitted 
to the segments using least squares. The region's vertices are located by 
intersecting the lines fitted to adjacent segments. The actual basis points 
used to define the affine coordinate system do not directly correspond to 
visible features. Instead they are the center of mass and the three principal 
components of the 3D set of vertices of the regions being tracked. The basis 
points are computed from more than the minimum four points needed to 
define the affine frame. The inclusion of more than the minimum number of 
points increases the robustness of the localization of the basis points (Reid 
and Murray 1996). A Kalman filter (Bar-Shalom and Fortmann 1988) is 
used for tracking the feature points. The output of the filters estimates the 
image position and velocity of the projections of the basis points. 

The graphics subsystem is the second component of the system. It is 
based on a Silicon Graphics workstation with Infinite Reality graphics. 
The graphics rendering is performed using the OpenGL and Open Inven
tor graphics libraries. Communication between the tracker and graphics 
subsystems is via an Ethernet network. The rendered virtual objects are 
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displayed in a graphics window on the workstation console. This image 
is used as the foreground element of a luminance keying operation (Jack 
1993) in a Celect Translator keyer. The background element is the live 
video signal. The key er will show live video in all areas of the image where 
the luminance value of the foreground element is below the key value. This 
value is set to key on the black background in the graphics image. 

System operation is broken into initialization and runtime phases. There 
are three steps in the initialization phase: (1) graphics-to-tracker align
ment, (2) affine basis initialization, and (3) placement of virtual objects. 
The graphics-to-tracker alignment is necessary due to differences in image 
coordinates used by the tracker and graphics subsystems. To establish the 
relationship between these two 2D coordinate systems the correspondence 
between three points in the two buffers must be known. The graphics sys
tem outputs an alignment pattern composed of three crosses on a black 
background. This pattern is then merged with the live video signal and dig
itized by the tracker. (During this alignment sequence the tracker digitizes 
the merged video signal, which is different than normal operation when 
it works with the original live video.) The user interactively specifies the 
location of the crosses in the digitized image. From these locations and the 
known position of the crosses in the graphics image the 2 x 3 graphics-to
video transform (Figure 5.3) is computed. The initialization of the affine 
coordinate system is performed interactively by the user when the region 
trackers are initialized as described above. Automatic tracking of these re
gions by the tracking subsystem commences after initialization. The next 
step is placement of virtual objects into the scene. This is accomplished 
interactively using the techniques specified in Section 3.4. With initializa
tion complete the system enters its runtime phase. The tracking subsystem 
computes the affine projection matrix, TT 4 x 4 , and transmits updates to the 
graphics subsystem at rates between 30 and 60 Hz. Using the updated pro
jection matrix the virtual scene is rendered and output to the luminance 
keyer to create the merged augmented reality image. 

The static and dynamic performance of the system was measured. Static 
performance was measured to determine the misregistration errors caused 
by the affine approximation to perspective projection and any distortions 
introduced by the camera lens. The ground truth values were gotten from 
the image projections of vertices on a physical object. The projections 
were manually specified in the sequence of images from approximately 
50 camera positions. The camera was moved in a roughly circular path 
around the object at multiple distances ranging to 5 m. Camera zoom was 
used to maintain a constant image size as the distance from the object 
increased. Four points were selected to define the affine basis through the 
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entire set of images. From these points the affine projection matrix in each 
image was computed. The affine coordinates of the remaining vertices were 
calculated using the affine reconstruction property from two images in the 
sequence. The projections of the nonbasis points in the other images of 
the sequence were then computed and compared to the manually specified 
points. Misregistration errors range up to 15 pixels, with the larger errors 
seen for shorter distances to the object. This is as expected with the weak 
perspective approximation to perspective projection. 

Dynamic performance is measured while the system is running and quan
tifies the misregistration error of overlays caused not only by the factors 
discussed in the previous paragraph but also by latencies in the system's 
real-time operation. The test was initialized by calculating the affine co
ordinates of a feature on a real object from its projection in two images. 
This feature was not one used for defining the affine coordinate system. 
The augmented image was a white dot that with perfect registration would 
align with the feature in the merged view. Two correlation based trackers 
provided independent measurements of the position of the feature in the 
live video and the white dot in the graphics image. The former was con
sidered the ground truth and the Euclidean distance in image coordinates 
between the two positions was measured as the dynamic registration error. 
The test system was manually translated and rotated in an arbitrary fashion 
for approximately 90 seconds. The mean absolute registration error in the 
vertical and horizontal directions was 1.74 and 3.47 pixels, respectively. 

4.2 Using a Video see-Through Display 

The user's perception of being present in the augmented reality scene can 
be increased by using either a video or optical see-through display (Azuma 
1997). The technique of augmenting reality with affine representations im
mediately lends itself to operation with a video see-through display. Since 
neither position information nor camera calibration parameters are needed, 
creating a video see-through display is simply a matter of attaching cam
eras to a standard virtual reality head-mounted display (HMD). We created 
our display by mounting two Panasonic miniature color CCD cameras each 
with a 7.5 mm lens on a Virtual Research VR4 HMD. To obtain a properly 
fused stereo view of the real scene the user manually adjusts the fixtures 
holding the two cameras to correctly orient them. This is the only additional 
system initialization step needed. The system block diagram is shown in 
Figure 5.6. 

The features being tracked by cameras on the HMD can undergo large
scale shifts between video frames due to motion of the user's head (State, 
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Hirota et al. 1996). Because the region-based tracker had difficulty tracking 
these motions we implemented new trackers based on color blob detection. 
Color-based tracking also allows for increased flexibility in selecting the 
real scene because features are simply colored marker dots placed in the 
scene rather than the high-contrast regions used previously. The tracking 
subsystem is based on a Datacube MV200 image processing system with 
a Digicolor board for color frame grabbing. The video frames are digi
tized in the hue-saturation-value (HSV) colorspace where segmentation 
of color features is pei;formed via table look-up. After performing blob 
coloring (Ballard and Brown 1982) and centroid calculations the tracker 
computes the affine projection matrices. These operations are performed 
at a 30 Hz rate. The registration errors and latencies in this implementation 
are comparable to those found on our original system using region-based 
trackers. 

The HMD-based system incorporates a new graphics subsystem running 
on a Silicon Graphics Indigo2 workstation with High Impact graphics and 
Impact video. The video hardware provides a luminance keyer for merging 
the graphics on a single channel of live video. An interesting observation 
made during informal experiments in the laboratory is that the user was 
unaware of this limitation when the augmented view was presented to the 
user's dominant eye. Only when asked to close that eye did the user notice 
the missing augmentation in the nondominant eye. 

5. AN AUGMENTED REALITY-BASED 
INTERFACE FOR INTERACTIVE 

MODELING 

The ability to overlay virtual images on live video leads to an interactive 
method for building models that can be used as virtual objects. The approach 
uses the real object as a physical three-dimensional model. Instead of trying 
to solve the difficult problem of understanding the shape of an object from 
video images of it, the user uses a hand-held pointer to trace the surfaces 
of the object for which a model is desired. 

First, the global affine coordinate system is computed from the projec
tions of the tracked feature points. No placement of the virtual object is 
necessary. The user identifies a surface of the object by moving a hand
held pointer in contact with the surface as if painting it (Figure 5.7a). 
This motion is tracked from two viewpoints using a normalized correlation 
technique (Ballard and Brown 1982). Given the projection of the pointer in 
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(a) (b) 

(c) 

FIG. 5.7. Interactive 30 affine modeling. Live video is provided 
by two camcorders whose position and intrinsic parameters 
were neither known in advance nor estimated. (a) An easily
distinguishable hand-held pointer is moved over the surface of an 
industrial part. The dark polygonal regions are tracked to estab
lish the affine basis frame. The regions were only used to simplify 
tracking and their Euclidean world coordinates were unknown. 
(b) Visualizing the progress of 30 stenciling. The augmented dis
play shows the user drawing a virtual curve on the object's sur
face in real time. (c) When the object is manually rotated in front of 
the two cameras, the reconstructed points appear "locked" on the 
object's surface, as though the curve traced by the pointer was 
actually drawn on the object. 

two images, the affine reconstruction principle is applied to compute affine 
coordinates for that point on the object's surface. This turns the pointer into 
the equivalent of a 3D digitizer (Foley, van Dam et al. 1990; Tebo, Leopold 
et al. 1996). Feedback is given to the user by rendering small spheres at 
the 3D points defined to be on the object's surface and merging this image 
with the video image (Figure 5.7b). By looking at this augmented view 
the user sees areas of the object that have not yet been modeled and those 
that may require refinement. The augmentation is correctly rendered even 

T 
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ifthe object is moved (Figure 5.7c), giving the appearance that the user has 
applied virtual paint on the surface of the object (Agrawala, Beers et al. 
1995). We are currently developing techniques for incremental real-time 
triangulation, surface representations that can efficiently grow in an incre
mental fashion, and texture mapping of the object's video image onto the 
model. 

6. DISCUSSION 

The technique for augmenting reality using affine representations provides 
a method for merging virtual objects with live video without magnetic po
sition tracking and camera calibration. While the elimination of these two 
inputs is an advantage, the technique comes with a set of new requirements 
and limitations, namely, the requirement for real-time tracking of features, 
the weak perspective approximation, and the use of a non-Euclidean refer
ence frame. 

Augmenting reality with affine representations is limited by the accuracy, 
response, and abilities of the tracking system. To date we have simplified our 
tracking problem by limiting it to tracking high-contrast objects and easily 
segmented color blobs. For each video image the tracking subsystem must 
compute a consistent global coordinate system. This becomes a problem 
when feature points become occluded or the tracker detects new features in 
the image. A promising approach to overcome this problem is the Variable 
State Dimension Filter (VSDF) (McLauchlan and Murray 1995). We are 
currently testing whether the application of the VSDF allows the tracker to 
maintain a stable affine coordinate system even when there are a variable 
number of feature points from one video frame to the next. 

This entire system operates by defining all objects in a global affine 
coordinate system. The technique approximates the camera's perspective 
projection with a weak perspective model. The validity of this approxima
tion is limited to regions close to the optical axis of the camera, and to 
objects whose front-to-back distance is small compared to the object's av
erage distance from the camera. The weak perspective assumption can be 
eliminated if a common projective representation is used instead (Faugeras 
1992). A projective representation requires a minimum of five feature points 
to be tracked instead of the four required by an affine representation. The 
relative merits of several methods to compute projective structure has been 
described in the literature (Zisserman and Maybank 1994; Hartley 1995; 
Rothwell, Csurka et al. 1995; Li, Brady et al. 1996). The weak perspective 
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approximation also does not account for any distortion in the camera lens. 
Radial distortion is present to some degree in most lenses. Calculating an 
appropriate image warp (Mohr, Boufama et al. 1993) or estimating the 
distortion coefficients in conjunction with the tracking subsystem using a 
VSDF (McLauchlan and Murray 1996) can compensate for this. 

Representing virtual objects in the global affine coordinate system im
poses some constraints on system operation. Since the coordinate system in 
which the virtual objects will be represented is not defined until run time, 
the placement of virtual objects cannot be done beforehand. No metric 
information about the real 3D world is used, which eliminates the possi
bility of placing virtual objects based on measurements in the real scene. 
Instead virtual objects must be placed interactively after the global co
ordinate system has been determined via methods described in Section 
3.4. The graphics system operates in the global affine coordinate system, 
which, in general, is not an orthonormal frame in space. Our system shows 
that projection computations, z-buffer determination of visible surface, and 
texture mapping can be performed within this affine representation. Other 
rendering algorithms, such as lighting computations, that require metric 
information in the form of measurement of angles, cannot be performed 
directly in affine space. Image-based methods can, in principle, provide 
correct rendering with lighting by linearly combining multiple shaded im
ages of the objects that have been precomputed (Shashua 1992; Belhumeur 
and Kriegman 1996; Dorsey, Arvo et al. 1996). 

There are also some limitations in our specific implementations that 
were described in Section 4. The latency in our current color trackers 
is one video frame for acquisition and one frame for blob coloring and 
centroid calculation. We have also measured a maximum delay of 90 ms 
(approximately three video frames) from transmission of a new projection 
update to rendering of the virtual objects. This results in a total latency on 
the order of 5 frames. We are investigating methods to perform tracking at 
60 Hz to reduce the latency introduced by the tracking subsystem. We are 
also experimenting with predictive estimation of feature positions (Azuma 
and Bishop 1994) for mitigating the other latency in our system. Finally, our 
graphics subsystem only has the hardware capability to perform a single 
merging operation. For a monitor-based augmented reality system this is not 
a major limitation but in the HMD system it eliminates the possibility of the 
user viewing stereo virtual objects. The purchase of additional hardware 
to provide luminance keying on two video channels will overcome this 
limitation. 
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7. CONCLUSIONS AND FUTURE WORK 

The primary challenge for an augmented reality system is to determine the 
proper rendering and registration of the virtual objects that will be merged 
with the view of the real scene. This requires computation of the rela
tionships between multiple coordinate systems. Most augmented reality 
systems use methods that transform these coordinate systems into a com
mon 3D Euclidean frame relying on position sensing, camera calibration, 
and knowing the 3D locations of fiducial markers in the scene. This chapter 
has presented an alternative method for rendering virtual objects that are 
registered with a live video image to create augmented reality images. The 
problem has been reduced to: 

• real-time tracking of a set of four or more points that define a global 
affine coordinate system, 

• representing the virtual objects in this coordinate system, 
• computing the projections of virtual points in each video image as 

linear combinations of the projections of the affine basis points. 

We are continuing to work in this area to overcome limitations present 
in the prototype. Affine representations are particularly well suited when a 
priori knowledge of the environment is not available. To work in this gen
eral setting, a tracking subsystem capable of tracking features in a natural 
setting is needed. The tracking subsystem should also handle temporary oc
clusions or permanent disappearance of features and the appearance of new 
features in images. We are investigating recursive estimation techniques 
that will compute a consistent global coordinate system while being robust 
to these perturbations in the feature set. The weak perspective approxima
tion of the camera's perspective projection generates errors in rendering 
and registration when the system operates outside the range in which the 
approximation is valid. Representing objects in a common projective frame 
will remove the limitations of that approximation. 
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Registration Error Analysis 
for Augmented Reality 

Systems 

Richard L. Holloway 
University of North Carolina 

1. INTRODUCTION 

An important goal of most augmented reality systems is to display 
computer-generated objects so that they appear to be aligned with the real 
objects in the scene. For example, in a jet-engine maintenance application, 
we may want to display a computer-generated arrow that points to the faulty 
wire on the wiring harness; clearly, the arrow must point to the correct wire 
for the system to be useful at all. The correct positioning of the virtual 
objects with respect to the real objects is known as registration, and failure 
of the system to correctly align the virtual objects is called registration 
error. Figure 6.1 below shows a system with significant registration error 
and Figure 6.2 shows the same system with the error corrected. 

Since no AR system is perfect, each has some amount of registration 
error. How much registration error is tolerable depends on the application: 
One would expect a missile-targeting system to be more tolerant of a one
centimeter registration error than a surgical system would be. What we 
would like, then, is a way of determining how much registration error to 
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FIG. 6.1. Registration error. (Image courtesy of Gentaro Hirota 
and Andrei State, University of North Carolina at Chapel Hill © 
1996.) 

FIG. 6.2. Correctly registered real and virtual objects. (Image 
courtesy of Gentaro Hirota and Andrei State, University of North 
Carolina at Chapel Hill © 1996.) 
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expect from a given system so that we can determine whether the system 
will be usable, and, if not, how to change it so that it will be. Because AR 
systems are fairly complex, the analysis is nontrivial: It turns out that there 
are on the order of a dozen error sources in a typical AR system, and it is 
not always obvious which one is causing the observed misregistration. 

This chapter presents an error model for AR systems that allows the 
system architect to determine 

1. what the registration error sources are and which ones are the most 
significant contributors to the total error, 

2. the sensitivity of the net registration error to input errors in each part 
of the system, 

3. the nature of the distortions caused by each type of input error, and 
4. the level of registration accuracy one can expect as a function of the 

input errors. 

The chapter also provides insights on how to best calibrate the system. 
In other words, the model tells the system architect where to spend his 

time and money in order to improve the system's registration, and also 
gives some idea of what level of registration he can expect for a given set 
of hardware and software. 

The model presented applies to systems that use optical see-through 
head-mounted displays (STHMDs), although many of the results apply to 
video STHMDs and non-head-mounted systems as well. 

The main results of the analysis conducted using the model are: 

1. Even for moderate head velocities, system delay causes more reg
istration error than all other sources combined. A rule of thumb for 
medical applications is that each millisecond of delay introduces 
a millimeter of registration error in the worst case, and ½ rnm/s in 
the average case. The only hope for good dynamic registration with 
optical see-through systems will be to use predictive head tracking. 

2. Eye tracking is probably not necessary, since error due to eye rotation 
can be minimized by using the eye's center of rotation as the center 
of projection. 

3. Tracker error is a significant problem both in head tracking and 
in system calibration, even when the tracker is calibrated for field 
distortion and other static errors. 

4. The World (or reference) coordinate system adds error and should 
be omitted when possible. 
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TABLE6.1 
Error Sources and Associated Registration-Error Magnitudes 

Registration 
Rank Error Source Error (mm) Assumptions 

2 

3 

4 

5 

6 

7 

8 

Delay 20-60+ Max head velocities of 500 mm/s, 50° /s 

Optical distortion 0-20 11 % distortion at comer of image, 4% at top 
(in image plane) of image, magnification = 6.0, 

image distance = 500 mm 
World-Tracker 4-10+ Assumes head is ~500 mm from transmitter 

calibration error and viewed point is at arm's length (500 mm) 
Tracker measurement 1-7+ Assumes magnetic tracker w/source-sensor 

error (static, dynamic, distance ;s,500 mm 
jitter) 

Acquisition/alignment 1-3 Typical medical dataset w/voxel sizes of 
error lxlx3mm 

Viewing error 0-2+ Virtual image at 500 mm, 5 mm of eye 
movement or calibration error, viewed 
point is ±200 mm from virtual image plane. 

Display nonlinearity 1-2 1" CRT with nonlinearity ;s,l %, 
magnification= 6.0 

Image misalignment, <1 Good calibration procedures 
lateral color, Perceived image point is average of RGB 
aliasing images NTSC resolution 

5. Computational correction of optical distortion may introduce more 
delay-induced registration error than the distortion error it corrects. 

6. There are many small error sources that will make submillimeter 
registration almost impossible in an optical STHMD system. 

Table 6.1 gives an approximate ranking of error sources with estimated 
error ranges and assumptions. 

Holloway (1995) describes the model and the test system in full detail; 
the rest of this chapter gives a brief overview of the model and summarizes 
the most important results. 

2. RELATED WORK 

While there are many descriptions of STHMD systems in the literature 
(Sutherland (1968), Furness (1986), Bajura et al. (1992), and Feiner et al. 
(1993)), only a few papers have dealt with errors or models for HMD 
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systems. Robinett and Rolland (1991) present a computational model for 
HMDs that identifies key parameters for characterizing a system, and 
Grinberg et al. (1994), Robinett and Holloway (1995), and Southard (1994) 
present models for correctly computing the complete viewing transforma
tion once the system parameters are known. Janin et al. (1993) and Oishi 
and Tachi (1996) describe methods for calibration of STHMDs and discuss 
a number of registration-error sources and their effects. Deering (1992) de
scribes a number of error sources encountered in creating a CRT-based AR 
tool. Azuma and Bishop (1994) give a brief listing of error sources and 
present methods for correcting some of the worst error sources via cali
bration procedures and predictive head tracking. Hodges and Davis (1993) 
discuss the geometry of stereoscopic viewing and list a number of error 
sources and their effects, but they stop short of a complete system analysis. 
Min and Jense (1994) also list several error sources and describe a user 
study to determine the optimal system parameters for each subject. State 
et al. (1994) describe problems encountered in attempting to register ul
trasound data displayed with a video STHMD with a real patient. Bajura 
and Neumann (1995) present a model for video-based AR systems that 
dynamically corrects the registration error by forcing alignment of the real 
and virtual images. 

3. ERROR MODEL 

3.1 Registration Error Metrics 

In the course of the analysis of registration-error sources, it became clear 
that there are several metrics for registration error and that each is useful for 
describing some aspect of the problem. This section describes the metrics 
used and when they are useful. 

If two points that are supposed to be coincident are separated by some 
distance, one can describe the degree of separation or misregistration with 
a 3D error vector from one point to the other. Linear registration error 
is defined here to be the length of this error vector. While this is often 
a useful metric for registration error, generating the 3D error vector for 
a stereoscopic display requires knowledge of the projectors from both 
eyes in order to specify the location of the perceived point, and there 
are many cases in which we would like to examine the registration er
ror for a single eye. Moreover, in cases where the projectors are nearly 
parallel, even tiny errors can cause the projectors to become parallel, in
ducing theoretically infinite linear registration error. To characterize such 
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E 

FIG. 6.3. Registration error metrics. 

a situation as having infinite registration error seems overly pessimistic 
and not very useful, since the projectors do pass near the point and may 
appear to converge at the point when coupled with other depth cues, such 
as head-motion parallax. All of this leads to the conclusion that registra
tion errors in depth are somehow different from registration errors that 
cause a clear visual separation between the real and virtual points, partic
ularly when a stereoscopic display is involved. For this reason, I will also 
describe the registration error using the three related metrics pictured in 
Figure 6.3. 

In the figure, E is the eyepoint, P' is the displayed point, and P is the 
real point (where we want P' to appear). The angular error 0 is the visual 
angle subtended at the eyepoint by the line segment PP'. The lateral error 
s answers the question, "If P' were at the same distance as P from the eye, 
how far apart would they be?" Mathematically, this is the length of a line 
from P to EP' perpendicular to the bisector of the angle PEP', and it is given 
by 

2 
. 0 

s = rsm-. 
2 

(1) 

Finally, the depth error t tells us how much closer or further P' is relative 
to P and is given by 

(2) 

where II VE_p' II and II VE_p II are the magnitudes of the vectors from E to P' 
and P, respectively. 

Clearly, all of these measures depend on the geometry defining the seg
ment PP', so a complete specification will depend on the situation being 
discussed. I will use these metrics for discussing viewing and display errors 
and the linear registration error for the analysis of head-tracking error and 
digitization/alignment error. 
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FIG. 6.4. Acquisition/alignment process. 

3-2 System Operation 

189 

In a typical AR system, the virtual objects that are to be registered with 
their real counterparts are first acquired by some form of imaging equip
ment (e.g., a CT scanner) or modeled with some design tool (e.g., a 
computer-aided design package). This typically produces a virtual object 
defined in its own coordinate system (CS), which must then be aligned 
with the real object(s) in the laboratory or World CS. Figure 6.4 shows this 
process. 

In the top part of the figure, the virtual object is created via a scanning or 
modeling process (indicated by the right-facing arrow). Because of errors 
in this process (such as scanning artifacts and approximation errors), the 
virtual object is only an approximation of the object it is intended to repre
sent. In the next part of the figure, the real and virtual objects are aligned in 
World space via some alignment procedure. A typical method is to digitize 
landmarks on both objects and use an algorithm such as that described in 
Besl and McKay (1992) to rotate, translate, and scale the virtual object 
to be in a least-squares alignment with the real object. This is shown in 
the bottom part of the figure. Note that there is already some registration 
error at various points on the real and virtual objects and that this error 
is independent of the process of viewing the objects (which is discussed 
next). 

In order to view the real and virtual objects, the system employs a see
through head-mounted display (STHMD), which superimposes the view 
of the virtual object onto the real object, as shown in Figure 6.5. The user 
sees the virtual image of the screen (created by the lens) reflected off of 
the beam splitter and can see the real environment as well. Figure 6.6 
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FIG. 6.5. STHMD operation for one eye. 
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FIG. 6.6. Top view of binocular case showing perceived point. 

gives a more abstract view from the top showing the situation for both 
eyes. 1 

As in the previous figure, P' is the point displayed by the STHMD, and 
it is defined as the intersection of the projectors from the eyepoints (LE and 
RE) through the projected points (LQ and RQ). The reference coordinate 
system shown is that of the Sensor, which is the part of the tracker attached 
to the STHMD. The arrow labeled Ts....r in the figure represents the trans
formation between the Sensor and Image coordinate systems. The sensor's 
position and orientation is reported relative to the Tracker CS, as shown in 
Figure 6.7. 

In this figure, the Tracker CS is the coordinate system defined by the 
tracker's base or transmitter, which is mounted somewhere in the World CS. 
The Sensor coordinate system is the reference CS for the STHMD, which 
displays the point P'. The World-Tracker transformation (represented by 

1 For clarity, errors are not shown in the figures in this section. See Holloway ( 1995) for a more 
thorough explanation. 
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FIG. 6.7. System overview showing STHMD as a black box and 
all coordinate systems. 

the heavy dashed line between these two CSs) is derived via a calibration 
procedure, and Tracker-Sensor transform is measured and reported by the 
tracker each frame. 

3 .3 Error Model Overview 

Following the system overview given above, we can simplify the error 
analysis by dividing the registration error sources into four categories: 

I. Acquisition/alignment error: Error in acquiring the data for the vir
tual anatomy and aligning it with the real patient in the laboratory. 
For this application, the error sources are CT scanning artifacts, ap
proximations made in polygonalizing the resulting CT volume, and 
errors in the landmark-based alignment procedure. 

2. Head-tracking error: Error in the World-Tracker and Tracker
Sensor transformations, which define where the STHMD is in World 
space. Error sources are tracker delay, static and dynamic tracker 
measurement error, and calibration error. 

3. Display error: Error made in displaying the computed image. This 
includes optical distortion, miscalibration of the virtual images with 
respect to the tracker's sensor, aliasing, nonlinearity in the display 
devices (e.g., CRTs), and lateral color aberration. 

4. Viewing error: Error in the modeled location of the user's eyepoints 
in the computer graphics model. Error sources are calibration error, 
rotation of the user's eyes, and slippage of the STHMD on the user's 
head. 

The error model was derived by examining each of the four types of er
ror and (where possible) deriving separate2 analytical expressions for the 

2To first order, these error sources can be treated as independent; the issue of interaction between 
the error sources is treated more thoroughly in Holloway (1995). 
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registration error as a function of the system parameters (e.g., viewing 
distance, sensor-to-transmitter separation, etc.) and the size of the input 
error (e.g., the magnitude of the translational error in the tracker measure
ment). Although the classic approach to error analysis is to use partial 
derivatives to determine a function's sensitivity to errors in its inputs, this 
approach yielded expressions so large they were useless. Instead, I derived 
error expressions by modeling the input errors explicitly in the geometry 
for each situation, which generally yielded smaller, more intuitive expres
sions. Moreover, while the partial-derivative approach is valid only for 
small errors, the geometric error model is valid for both small and large 
errors, which is important for examining the behavior oflarge error sources. 
Finally, the use of the error metrics discussed in Section 3.1 allowed the 
model to give finite error bounds whenever possible. 

3.4 Description of System for Testing 
the Error Model 

To test the error model, I conducted a set of experiments to verify that the 
model was both complete and accurate. That is, I wanted to verify that 
each error source contributed to the net registration error in the expected 
fashion and that I had not left out any significant error sources. I only 
checked the equations describing the major sources of error ( discussed in 
the next section), that is, head-tracking error (due to delay, tracker error, 
and World-Tracker calibration error), optical distortion, and viewing error. 3 

The behavior of the smaller error sources (image calibration error, aliasing, 
display nonlinearity, lateral color, and acquisition/alignment errors) was 
not tested (except to note the absence of any major effects due to these 
sources). The experimental results are reported in Holloway (1995) and 
will not be repeated here, since they add nothing to the discussion of the 
error expressions themselves. However, the test system itself may be of 
some interest, since it turned out to be a rather accurate AR system. 

The system used for the error model test experiments was the UNC 
30° STHMD connected to Pixel-Planes 5 (Fuchs et al. (1989)) and a Faro 
Industrial Metrecom mechanical tracker. The Faro arm is a very accu
rate tracker/digitizer4 and was used so that the system could be calibrated 

3This was tested not because it was a large error source, but rather because its behavior seemed 
complex enough to warrant at least a simple check. 

4 According to Faro (1993), the 2cr value for single-point repeatability is .3 mm, and the 2cr value 
for linear displacement is 0.5 mm. My experience is that it meets these specifications in real use. 

META 1017 
META V. THALES



6. REGISTRATION ERROR ANALYSIS 193 

FIG. 6.8. System overview. 

accurately; however, due to its limited range and unwieldiness, it is not 
an ideal solution for a real surgical planning system. Figure 6.8 shows the 
experimental setup. 

The general approach was to calibrate the system as well as possible and 
then deliberately introduce errors of each type and record their effect on 
the overall registration error. The setup used for most of these experiments 
was as follows: A small video camera (a Panasonic model GP-KS102 color 
CCD camera) was inserted into a Styrofoam head with the entrance-pupil 
center positioned roughly at the head's eyepoint. The system was calibrated 
and then errors from the list above were introduced and their corresponding 
registration errors measured. The test point in World space was a point on a 
sheet of graph paper surrounded by a ruled grid, which was used to measure 
the size of the error in World space. Because the system is calibrated and 
the errors are artificially introduced, the system has full knowledge of the 
errors in the transformations and can calculate and display both the correct 
location for the displayed point and the erroneous location, as shown in 
Figure 6.9. 

In the figure, the large crosshair on the right is the point drawn using 
transformations containing error (in this case, error in the World-Tracker 
transform, which moves it 20 mm from its modeled location). The small 
crosshair aligned with the circle is the point drawn using the correct trans
formations. The box and crosshair to the left of the other two crosshairs 
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FIG. 6.9. Camera image of virtual and real scene. 

is just a reference marker fixed in the center of the virtual image. At any 
instant, the distance between the small and large crosshair gives the regis
tration error due to the deliberately introduced error source, and this can 
be measured on the paper grid in World space or on a distortion-corrected 
grid in Image space (not shown). Since the location of the camera's "eye
point" is also known via measurement, we can compute the angular error, 
the lateral error, and the depth error. 

A side benefit to the model verification experiments is that the test system 
turned out to be a very accurate ( albeit unwieldy) augmented reality system. 
After calibration, the system achieves static registration of 1-2 mm, which 
is the best of which I am aware. The main reason for the good registration 
with this system is that it uses an accurate mechanical tracker both for head
tracking and for digitizing calibration points, which ( as we shall see) avoids 
some of the largest error sources. The disadvantages to this configuration 
are its unwieldiness and poor dynamic performance (the system latency is 
on the order of 300 ms). 

The error model was quite useful during the calibration process, since it 
can be used to determine which parts of the system need to be calibrated 
carefully and which ones can be approximated. In particular, I found that 
the parameters whose values are difficult to measure are often those for 
which precise calibration is not necessary. For example, the z coordinate 
(i.e., the depth) for the Image coordinate system is difficult to measure with 
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precision, but the net registration error is fairly insensitive to error in this 
parameter. In contrast, error in the x or y coordinate induces registration 
error directly and is therefore easy to detect and correct. 

The next section discusses the most interesting results of the analysis 
and related experiments. 

4. MAIN RESULTS 

The results in this section follow the organization just presented, except 
that small error sources (including acquisition/alignment error) are treated 
together at the end. The section begins with delay and other head-tracking 
errors, then treats optical distortion, then viewing error, and finishes with 
a brief discussion of smaller error sources. 

4. 1 Delay swamps Other Error Sources · 

It should come as no surprise to anyone who has used an AR system that the 
largest source of registration error is due to system delay. Even relatively 
slow head motions can induce large registration errors, which quickly kills 
the illusion that the virtual objects are fixed in the real environment. System 
delay is the sum of all the delays from the time the measurement of head 
position/orientation is made until the time that the image generated using 
that information is finally visible to the user and is discussed in Adelstein 
et al. (1992), Mine (1993), Olano et al. (1995) and Wloka (1995). Although 
many of the delays that contribute to this tracker-to-display latency are 
not specifically associated with the tracker, they each contribute to the 
discrepancy between the real and reported head position and orientation at 
display time. Mine (1993) gives a complete listing and analysis of delay 
sources for the UNC system; a similar list follows. 

Delay Sources 

• Tracker delay: This is the time required for gathering data, mak
ing calculations in order to derive position and orientation from the 
sensed data, and transmitting the result to the host. The Polhemus 
Fastrak is quoted at 4 ms of delay; Mine measured 11 ms at UNC, 
but this included transmission time and some host processing. 

• Host-computer delay: This delay includes tasks such as fetching and 
massaging the tracker data, running host-based application code, and 
any operating-system tasks. 
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• Image-generation delay: This is the time to render the image cor
responding to the current tracker report into the frame buffer. For 
UNC's Pixel-Planes 5 graphics engine, typical delay values for a 
small hardware configuration (13 graphics processors, 5 renderers) 
range from 75 ms for 4,000 primitives to 135 ms for 60,000 prim
itives. An experimental low-latency rendering system developed by 
Cohen and Olano (1994) reduced the delay to 17 ms, but only for 
very small data sets (100-200 triangles). 

• Video sync delay: This is the delay while waiting for the next video 
frame to begin. The worst case for a 60 Hz refresh rate is 16. 7 ms, and 
the best case is a synchronized system for which the delay is zero. 

• Frame delay: Most raster devices paint the image sequentially from 
top to bottom. For a 60 Hz noninterlaced display, the delay is roughly 
17 ms between the display of the upper left pixel and the lower right 
pixel. 

• Internal display delay: Some display devices add additional delays 
due to processing within the display device itself. For example, Mine 
(1993) reports that the LCDs in an HMD in use at UNC added an 
additional field time ( about 17 ms) of delay. This could be due to the 
display having a different resolution from the input signal and having 
to resample the input before it can display the current frame. 

For immobile objects, the amount of registration error due to delay is 
determined by the amount the head moves from the time the tracker makes 
its measurement until the image is scanned out. If we use a simple first
order model · for head motion, the general expression for bounding the 
delay-induced error is 

. . 10heact.6.tl 
bctelay = llvheact.6.tll + 2-sm 

2 
· IIVs_p,11 (3) 

where 0heact and vheact are the angular and linear velocity of the user's head, 
and /',,.tis the net delay (which in the worst case is the sum of all the delays 
listed above). The values for 0heact and vheact will clearly be application 
dependent: One would expect fighter pilots to have higher velocity values 
than surgeons, for example. 

To get an idea of representative head velocities for surgery planning, I 
measured the angular and linear velocities of a physician's head (with a 
Fastrak magnetic tracker) while he conducted a simulated planning session. 
Most of the head movements were slower than about 50 deg/sand 500 mm/s, 
and the average velocities were 164 mm/sand 20 deg/s. This is consistent 
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with data collected by Azuma ( 1995) for naive users in a demo application: 
The linear velocities peaked at around 500 mrn/s, and most of the angular 
velocities were below 50 deg/s (although the peak velocities did get as high 
as 120 deg/sin some cases). 

If we take 500 mm/s and 50 deg/s as fairly conservative upper bounds 
for head movement and plug them into the expression for bcteiay for the 
minimum delay number for the normal Pixel-Planes rendering system (65 
ms), we get 

bL.s = 500 mm/s · 0.065 s + 2-sin 50 
cteg/~· 0

·
065 

s • 500 mm 

= 28.4 + 32.5 = 60.9 mm, 

which is clearly a very large error. If we plug in the mean velocities, we get 
22 mm. This is still quite a large error and gives an indication of just how 
serious a problem delay-induced registration error is. Note that, at least 
for this application, the linear and angular terms contribute equally to the 
net registration error. Note also that these delay values have not included 
b.tframe, the time to draw a full NTSC field, which adds up to 17 ms for the 
last pixel scanned out. 

Using these numbers, a simple rule of thumb for this application is 
that we can expect about 1 mm of registration error for every millisecond 
of delay in the worst case and ½ mm/ms in the average case. Note the 
significance of this result: If our goal is registration to within 1 mm, unless 
we do predictive head tracking, the system will only have (in the worst 
case) 1 millisecond to read the tracker, do its calculations, and update the 
displays! Even the most aggressive strategies for reducing system delay 
cannot hope to achieve this level of performance. The only hope for good 
dynamic registration will be to use predictive head tracking. 

In summary, delay is clearly the largest error source in our current system 
and is likely to be a problem for the foreseeable future. For the maximum 
head velocities and typical system delays, delay-induced registration error 
is greater than all other registration errors combined. Angular velocity 
seems to dominate for applications in which the user is surrounded by the 
data (e.g., a building walkthrough), while translational velocity is more 
of a factor in applications where a single object is being studied (as in 
surgery planning). Azuma and Bishop (1994) were able to reduce dynamic 
registration errors by a factor of 5 to 10 by using predictive filtering with 
rate gyroscopes and linear accelerometers, but the problem is far from 
solved. One of their results is that prediction errors increase at greater than 
linear rates with respect to increasing prediction intervals, which means that 
prediction may not be effective for long delays (which for their data was 
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> 80 ms). Thus, systems must be optimized forlow latency ( see Olano et al. 
(1995)), which is in direct conflict with the need for high throughput. In 
addition, techniques to synchronize the rendering process with the display 
scanout (such as beginning-of-frame synchronization, frameless rendering 
(Bishop et al. 1994), and just-in-time pixels (Mine and Bishop 1993)) will 
also be essential for reducing delay-induced error. 

4.2 Beware the world coordinate System 

It is common practice to have a user- or system-defined World CS as a refer
ence. An example of when we need a World CS is when we have a special 
digitizer (such as a camera measurement system) for precisely locating 
points in W, but which is not suitable for head tracking. We then have W as 
the reference CS and T is expressed relative to it. To understand the error 
this causes, let us examine the process of aligning virtual points within the 
real environment. If we want the virtual point P' to coincide with the real 
point P, we must express the location of Pin some coordinate system known 
to the system. In one method, we measure P relative to some World CS, 
which we have defined for convenience, and then transform the vector from 
W to Pinto Sensor space for viewing in the STHMD via the transformation: 

Vs_p = Ts_T · TLw · Vw_p, (4) 

where Ts_T is the inverse of the Tracker-Sensor transform (reported by the 
head tracker), Tr_w is the inverse of the World-Tracker transform (which 
expresses the Tracker CS in W), and vw _p and v s_p are the vectors to P from 
W and S, respectively. 

A second method is to measure P with respect to the Tracker CS directly 
by digitizing the point via a number of measurements in Tracker space. 
This reduces the previous equation to 

(5) 

This method has better error properties (as we shall see) but is not always 
an option, since accurate digitizing trackers are often ill-suited for head 
tracking (as mentioned in Section 3.3). 

The problem with the first approach lies in its error propagation behavior. 
In the absence of other errors, the linear registration error due to error in 
Tw_T is given by 

. 180w_TI 
bw_T = 118vw_TII + 2-sm 

2 
·(llvLsll + IIVs_pll). (6) 

, 
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Here, 8vw_T is the error in positioning the tracker's origin in W, 80w_T is 
the orientation error of T in W, vT _s is the vector from the origin of T to the 
origin of S, and Vs_p is the vector from the Sensor CS to P. Note that while 
the translational error in T w_T just adds to the net error, the rotational error 
term is scaled by the magnitudes of two vectors which may be rather large. 

As reported in Janin et al. (1993 ), the origin and orientation of magnetic 
trackers (such as the Polhemus Fastrak) are difficult to measure directly 
with any accuracy, since the origin is inside of a transmitter. Therefore, a 
common approach for orienting and positioning the tracker source in World 
space involves taking tracker readings and deducing the T w _T transform 
from them. If we assume that the determination of T w _T' is limited by 
the static accuracy of the tracker, we can use the specifications for the 
tracker to get another estimate of the net error. The quoted specifications 
for the Polhemus Fastrak for distances up to 760 mm are 0.15° RMS for 
static angular accuracy and 1.3 mm static translational accuracy (Polhemus 
(1993) ). If we assume that the user's head is 500 mm from the tracker origin 
and that P is 500 mm from the sensor, we get a linear registration error of 
4 mmjustfrom error in locating the tracker in World space. If the tracker
head distance and sensor-to-point distances go up to 1000 mm, the error 
reaches 6.6 mm. Again, this is independent of error in measuring the head 
position and orientation, which will add even more error. 

The heart of the problem is that angular errors in orienting the tracker 
precisely in W are magnified by the "moment arm" of the tracker-to-point 
distance, which can be quite large. If we can eliminate this transform from 
the system by measuring point locations relative to the tracker, the net error 
should go down. For systems that require a separate digitizer for aligning 
the virtual objects in the real environment (and therefore a World CS), it 
may be possible to use the scaling behavior of this error source to calibrate 
it out of the system; that is, by using large head-to-tracker and head-to-point 
distances, we might be able to use this moment arm to our advantage to 
reduce 8vw _T to a negligible level. 

4.3 Tracker Measurement Error 

Apart from the delay error and World-Tracker error already discussed, there 
is the problem of error in the measurement of head position as reported by 
the tracker. We can break the tracker error into three categories: 

I. Static field distortion: This is any systematic, repeatable distortions 
of the measurement volume, such as the warping seen in the presence 
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of metal for magnetic trackers. This distortion can be corrected via 
calibration to the extent that it is repeatable and systematic. 

2. Nonrepeatable tracker error ( or jitter): This is error that cannot be 
calibrated out of the system and includes both short-term variations 
due to noise and long-term variations that cause readings to change 
from one day to the next. 

3. Dynamic tracker error: This is any error that is a function of the sen
sor's motion. For example, systems that assume the sensor's motion 
is negligible with respect to their measurement interval will have 
some amount of error for moving objects. 

The problem with quantifying tracker error is that it is very dependent on 
the tracker technology and the environment in which the tracker is used. For 
example, magnetic trackers are sensitive to metal and electromagnetic fields 
in their operating environment, yet most AR setups are in labs chock full of 
electronic equipment and have significant amounts of metal in walls, floors, 
etc. In such hostile environments, the error in the tracker measurements may 
exceed the manufacturer's specifications by an order of magnitude or more. 

As indicated above, there are two questions for static tracker accuracy: 
1) How much noise (or jitter) is there in the tracker readings over time? 
and 2) Can we calibrate the tracker so that the average accuracy is roughly 
equal to the average jitter? 

The work of Bryson (1992) addresses both questions for a Polhemus 
Isotrak. They measured the accuracy of a Polhemus Isotrak and reported 
that for source-sensor distances of up to 760 mm, readings taken on two 
different days varied as much as 1-2" (25-51 mm), even though the standard 
deviation of the readings in any one-second period was less than 3 mm 
(all errors increased with the source-sensor distance). They tried several 
calibration methods and were able to calibrate the tracker to within 1-2" for 
separations of around 30". In short, they were able to calibrate the tracker 
to within the long-term jitter, but the net error was still about ten times the 
standard deviation of the short-termjitter (25-50 mm). 

I measured the jitter of the Polhemus Fastrak and the Ascension Flock of 
Birds in the UNC laboratory; summary plots for both are given in Figures 
6.10 and 6.11. 

For the Fastrak for transmitter-sensor separations of less than 500 mm, 5 

the translation sigma values are 0.25 mm or lower, and the orientation 

5In the head-motion study cited earlier, I also measured the range of head motion for the surgeon 
and found that most of the time his head was within 500 mm of the patient; therefore a centrally located 
transmitter could keep the transmitter-sensor separation to 500 mm or less most of the time. 
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sigmas are all below 0.05°. At 1000 mm, the translation sigma rises to 
1.3 mm and the orientation is 0.15°. The readings were taken over intervals 
of a few seconds ( although intervals of a few minutes showed no significant 
difference); longer intervals were not tested. 

For the Flock of Birds with the extended range transmitter, transmitter
to-sensor separations of less than 500 J1llll led to saturation of the sensor 
inputs and therefore readings were not taken in this region. The jitter was 
generally less than 0.5 mm and 0.05° for separations of 500-1000 mm, and 
then rose to about 2 mm and 0.15° at 1500 mm. As with the Fastrak, the 
jitter appears to be a function of the square of the source-sensor separation 
(because of the falloff of the magnetic field with distance). 

Efforts at calibrating the Flock at UNC have not come close to the 
measured short-term jitter values. Livingston and State (1995) report that 
they were able to calibrate the Flock to an average error of 5 mm (in 
a volume roughly equal to one-half a cubic meter) for translation error 
(down from an average error of 42 mm before calibration). This is similar 
to what Bryson reported: His calibration reduced the error to about 10 times 
the short-term jitter standard deviation. Thus, while calibration can reduce 
tracker error significantly, calibrating trackers to the one-sigma level looks 
like a nontrivial task. 

Turning now to the error model, we find that the sensitivity of overall 
registration error to tracker measurement error is given by 

. 180Lsl · 
htracker= 118vLsll +2-sm 2 ·JIVs_pll- (7) 

This shows that translation error just adds to the registration error, but 
rotational error is magnified by the distance to the point. For llvs_r II= 
500 mm, each tenth of a degree of angular error yields about a millimeter 
of registration error. 

If we use the specified static accuracy for the Polhemus Fastrak (1.3 
mm, 0.15°), we get 2.6 mm of error for llvs_pll = 500 mm. If the error is 
as bad as 10 times the measured jitter value at 500 mm (i.e., 2.5 mm and 
0.5°), we get about 7 mm of registration error. 

As for dynamic error, recent work by Adelstein et al. (1995) indicates 
that for the Fastrak and the Flock, there does not seem to be any additional 
error for a moving sensor for normal volitional head motion. 

The upshot is that tracker calibration is a difficult but important task 
and that systems using magnetic trackers should do as much as possible 
to reduce the source-sensor distance in order to reduce the nonrepeatable 
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tracker errors. Equation 7 gives an idea of the quality of registration one 
can expect for a given amount of nonrepeatable tracker error. 

4.4 Optical Distortion 

Optical distortion (hereafter referred to as distortion) is the most significant 
optical aberration for most HMD systems and has been analyzed in Robinett 
and Rolland (1991) and in Rolland and Hopkins (1993). Distortion is a 
lateral shift in the position of the imaged points, which can be approximated 
to third order by the followfog equation: 

ri=m·rs+k(mrs)3, (8) 

where r; is the radial distance from the optical axis to the point in image 
space, m is the linear magnification, k is the third-order coefficient of optical 
distortion, and r5 is the radial distance to the point in screen space. If k is 
positive, the magnification increases for off-axis points, and the aberration 
is called pincushion distortion; if k is negative, the magnification decreases, 
and it is called barrel distortion. Pincushion distortion is more common in 
HMD systems and is pictured in Figure 6.12. 

Since this error does not vary with time, it can be corrected by prewarp
ing the image prior to display so that it appears undistorted when viewed 
through the optics (several approaches for this are given in the above refer
ences). While optical and electronic methods for predistortion exist, they 
are not always feasible for various reasons and many systems can only 
predistort in the rendering process. Currently, though, predistortion is so 
computationally intensive that it may induce more system-latency error 
than the warping error it corrects. For example, on Pixel-Planes 5, Lastra 

FIG. 6.12. Pincushion distortion. 
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( 1994) reports that he was able to achieve 20 frames per second with predis
tortion, but only by adding it as a stage in the rendering pipeline. This added 
a frame of delay, or about 50 ms, which corresponds to about 50 mm of error 
for the head velocities observed in this application. This is a much larger 
registration error than that introduced by the distortion itself, and leads to 
the conclusion that predistortion in the rendering process is not a quick and 
simple fix for all systems. It is therefore useful to examine the effect of 
uncorrected distortion in order to compare it with other error sources. 

The general term for lateral display error is 

Sctisplay ~ (d - z)~, (9) 

where q is the magnitude of the display error in the projection plane. Note 
that lateral display error is zero at the eyepoint (where z = d) and increases 
linearly as z approaches negative infinity. Assuming that we have correctly 
modeled the linear magnification, the q value for distortion (in the absence 
of other errors) is 

(10) 

The plot in Figure 6.13 shows the distortion error for the current UNC 
STHMD, for which m = 6.0, k = 2.66 x 10-6 mm-2, and the screens are 
54.7 x 41 mm. xJZ is thenormalizedx coordinate in screen space (similarly 
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for y-11) and we have used the previously calculated values fork and m. 
Because of the 4:3 aspect ratio, the normalized screen-space coordinates 
have maxima in x and y at 0.8 and 0.6, respectively, and the comer is at unit 
screen-space radius. It is clear from the plot that the error in image space 
becomes quite significant in the comers of the image, where the distortion 
error is 23 mm (corresponding to 11.2% distortion). At the center of right 
edge, the distortion error gets up to 11.8 mm (7.2%), and at the center of 
the top edge it reaches 5 mm (4%). For points 200 mm beyond the screen 
image, the lateral error is 32 mm at the comer, 17 mm at the left/right edge, 
and 7 mm at the top/bottom. 

In general, the distortion error scales linearly with k and as the cube of 
m • r G. Thus, for a given value of k, using a larger display device to increase 
the system FOV will also increase the distortion error significantly at the 
edges of the larger virtual image. Because distortion is systematic, we can 
look at the binocular case to see what sort of warpings in depth it is likely 
to cause. 

Figure 6.14 shows a top view of the warping of a square caused by dis
tortion. The points LI and RI denote the centers of the two coplanar images 
and therefore the centers for distortion in each image. Thus, the projec
tors for the points A and B for RE pass through RI and are not distorted 
(since rs = 0), whereas all the other displayed points have nonzero rs 
values and are moved accordingly. The distorted projectors are shown for 
A* and D*; note how much more the projectors from LE are moved than 
those from RE, since the projected points for LE are much further from 
LL Distortion tends to cause peripheral objects to "wrap around" the user; 
that is, it tends to move points further into the periphery but shifted inward 
toward the user. 

FIG. 6.14. Warping due to optical distortion. 
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In general, distortion is a small error source in the center of the im
ages but increases rapidly in the periphery and can become quite large. For 
objects that fill the field of view, the misregistration may well be unaccept
able. Moreover, because distortion is an image-space error, the amount of 
warping will be a function of where the object is drawn within the field of 
view, which means that the object will seem to change shape as the user's 
head moves. Finally, because the eyes converge to look at an object, one or 
both eyes will typically be looking at image points that are not at the exact 
center of the image, which means that some amount of distortion error will 
be present even in the best of cases. 

4.5 Is Eye Tracking Unnecessary? 

Another source of registration error is viewing error, which is the error in the 
modeled eye point locations. This is not usually a large source of registration 
error, but one of the byproducts of the analysis was the realization that 
there is a method for calibrating systems such that eye tracking may not 
be necessary in order to eliminate the small error that eye rotation causes. 
This section begins with a discussion of viewing error in general and then 
moves on to the issues of eye tracking and system calibration. 

For this discussion, I use the center of the entrance pupil6 E as the 
eyepoint, following Rolland et al. (1995) rather than the first nodal point7 
N as in Deering (1992). Eis approximately 11 millimeters forward of the 
center of rotation for the eye8 (vs: 6 mm for the first nodal point), as shown 
Figure 6.15. 

The eyepoints deviate from their modeled locations for two reasons: 
calibration error and eye movement. That is, a calibration procedure is 
used to derive the eyepoint locations, but the actual eyepoint E will deviate 
from the modeled eyepoint E' because of eye movement9 and error in the 
procedure. The approximate bound for the resulting lateral error is 

lzl 
Sview R:; e• d' (11) 

6The entrance pupil of the eye is the image of the pupil seen through the cornea. 
7 A ray passing through the first nodal point will emerge at the same angle from the second nodal 

point. 
8This value was calculated using data from Longhurst (1957). The entrance pupil is about 0.5 mm 

forward of the pupil itself. 
9If an eye tracker is used, there will still be residual error attributed to eye movement. 
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FIG. 6.16. Viewing error for modeled eyepoint at center of 
rotation. 

where e is the magnitude of the viewing error, d is the distance from 
E' to the screen image, and z is the distance from the screen image ( or 
projection plane) to P'. The first observation is that the registration er
ror due to viewing error goes to zero for points in the projection plane10 

(like P 4 in Figure 6.16) since P = Q and z = 0, which suggests that 
we should position the screen's virtual image in the center of the work
ing volume (preferably dynamically) in order to minimize the effects of 
viewing error. Also, this property should also be of use in system cali
bration, since it helps distinguish viewing error from other error sources. 

10Oishi and Tachi (1996) also noted this property and use it to make their calibration method more 
accurate. 
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While it might seem that letting d approach infinity (i.e., using colli
mated images) would reduce viewing error to zero, the situation is some
what more complex. z is measured relative to the virtual image (not the 
eye) so that when d becomes large, z also becomes large (for relatively 
close points). Thus, moving the projection plane to infinity will make 
z/d -+ 1 for near points, inducing lateral errors approaching e. For close 
work with shallow depths of field, this is probably not desirable. How
ever, for applications requiring a large range of depths, putting the virtual 
image at infinity has the advantage of capping the lateral error at a value 
equal toe, while a smaller value ford can induce large lateral errors for 
z/d » I. 

Let us now examine the case where all the error is due to eye rotation. 
That is, we assume a perfect calibration procedure that identifies E when 
the eye is looking straight ahead, and then we examine the error as the eye 
rotates. If we designate the measured, straight-ahead eyepoint by E' and 
rotate E by an angle £ about C, the viewing error magnitude is given by 

(12) 

For a 60° monocular FOV, we would expect £ to range from - 30° to + 30°, 
corresponding to an eyepoint movement of ±5.7 mm in the worst case. If 
we used = 500 mm and e = 5 mm, we find that the lateral errors for points 
in the range 0 < lzl < 500 mm vary linearly from Oto 5 mm (i.e., the 
lateral error increases by 1 mm every 100 mm). Depending on the precision 
required by the application, it would seem that eye tracking would be the 
only way to reduce this error. Fortunately, there is reason to hope that eye 
tracking will not be necessary if the point C can be located with precision. 
That is, it turns out that using C as the modeled eyepoint may reduce the 
viewing error in this case to a negligible level, even without eye tracking. 
This is because C is always aligned with the true eyepoint for a point in the 
center of the eye's field of view, as shown in Figure 6.16. 

The figure shows four points, P 1-P 4 , projected using E' = C as the center 
of projection. As the eye rotates about C to fixate on Pl, E comes into 
alignment with E' ( = C), Q1, and P 1, and thus there is no registration error 
for P 1. While the eye is fixated on P 1 ( and Q1 ), there is a slight registration 
error f01: P2 , a larger error for P3 , but none for P4 since it is in the projection 
plane. Similarly, if the eye rotates to fixate on P3 for example, E, E', Q3, 

and P3 will all fall on the same line, and the registration error for P3 will 
then be zero. Thus, when the eye is not looking at a point, it will have some 
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amount of registration error, but when it turns to look at the point, its error 
goes to zero. 

The next question is: How much viewing error is induced in the nonfix
ated points? The answer depends on the viewing parameters but appears 
to be fairly small in general. Ford = 500 mm, the angular errors for a 
60° POV HMD are less than 1.5° for points from 200 mm from the eye on 
out to infinity (points closer than 200 mm can have much larger angular 
errors, but these points are closer than the near point, or the closest point 
of comfortable focus for an adult (Longhurst 1957)). Points lying along 
or near the gaze direction and points within or near the screen image will 
have zero or very small angular registration error. Although the angular 
errors calculated here correspond to large lateral errors for distant points, 
because the angles corresponding to the errors are small, it is unlikely that 
the human eye would detect such errors due to the falloff in acuity for non
foveal vision. Thus, although it remains to be confirmed by user studies, 
there is reason to hope that eye tracking will not be necessary for systems 
that can accurately locate the center of rotation of the user's eyes. Another 
benefit of this result is that in some cases it is easier to find C than E, since 
calibration procedures often require the eye to swivel in order to align itself 
with two or more World-space vectors (as in Azuma and Bishop (1994) 
and one method used in Janin et al (1993)); such procedures identify the 
center of rotation rather than the eyepoint. 11 

As for eye calibration error, if the center of rotation of the eye is used as 
the center of projection, the lateral error is bounded by 

lzl 
Sview ~ C· d' (13) 

where c is the magnitude of the calibration error. For d = 500 mm, 5 mm 
of calibration error will induce lateral errors of about 5 mm for points 500 
mm from the screen image (and O mm at the screen image). Clearly, the 
error is linear in c, so halving the calibration error will halve the lateral 
error, etc. 

Finally, if we examine the binocular case, we can characterize and quan
tify some of the distortions induced by viewing error. Two cases of particu
lar interest are rigid-pair motion, where the eyes translate together relative 
to the screen image, and inter-pupillary distance (IPD) error, in which the 
modeled IPD is different from the actual IPD. As noted in Hodges and 

11 Note that if the user is wearing eyeglasses, the point to use is the image of C as seen through the 
glasses, which is exactly the point located by these calibration procedures. 
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Davis (1993) and Rolland et al. (1995), rigid-pair motion induces a shear 
distortion for horizontal/vertical motion, and a compression/elongation dis
tortion for in/out movements. According to the error model, the deviation 
of each point is equal to ~ e for a motion of size e. 

IPD error can induce gross registration errors in depth, 12 as shown by 
the exaggerated case depicted in Figure 6.17. In this top view, LE' and RE' 
are the modeled eyepoints and LE and RE are the actual eyepoints. The 
heavy dashed line indicates the theoretically perceived version of the square 
ABCD. In general, the error vector between the theoretically perceived 
point P' and the real point P = (x, y, z) is 

(14) 

where i' is the modeled IPD and i is the actual IPD. Note that for suitable 
values of the parameters, the denominator can go to zero, leading to an 
infinite-length error vector, corresponding to the case where the projectors 
for a point become parallel for the perceived point. 

In summary, viewing error is not likely to be a large registration error 
source, but its effects can be minimized by using the center of the eye's 
rotation as the center of projection, calibrating the system carefully for each 
user, and setting the screen image in the center of the working volume ( since 

12That is, the mathematical model shows gross errors in depth based on the intersection of the 
projectors from each eye; since the process of visual perception is based on multiple depth cues, it is 
somewhat unlikely that the depth error predicted by the model will be a reliable predictor of perceived 

depth error. 
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the registration error due to viewing error is zero there). Systems display
ing objects at different depths may need to have an automatic adjustment 
for screen-image distance, which would also make the accommodation 
distance for the virtual and real objects the same. 

4.6 Other Error Sources 

This section will briefly discuss each of the remaining, small error sources. 
While these are small in comparison to the other error sources, it is worth 
noting that they would have to be dealt with in a system requiring submil
limeter accuracy, and they might prove difficult to correct as well. 

• Virtual object alignment/scanning: These are errors accrued in mod
eling or scanning the virtual objects and aligning them in the real 
environment. The amount of error is clearly a function of the ac
curacy of the scanning/modeling method and the accuracy of the 
alignment process. Since both of these are very application depen
dent, it is very hard to generalize about this error source. For 3D 
registration of medical data sets, the literature seems to indicate that 
mean-squared error values of less than 1 mm can be achieved, al
though larger errors (2-8 mm) are not uncommon depending on the 
alignment method and scan accuracy (Udupa and Herman (1991)). 
A general registration algorithm by Besl and McKay (1992) reports 
good results at matching 3D shapes, often to within 0.1 % of the shape 
size, which for a head-sized data set would correspond to less than a 
millimeter. Holloway ( 1995) examines the behavior of this alignment 
algorithm in the presence of errors in picking the landmarks. 

• Virtual-image calibration errors: In order to properly render the 
stereo projections of the virtual objects, the transformation between 
the Sensor CS and the Image CSs must be determined precisely. The 
approximate image-space error q for image alignment error is 

which is just rigid-body transformation error of the projected points. 
Various calibration methods and their results have been reported 
(Janin et al (1993) and Azuma and Bishop (1994)). 

The critical observation regarding virtual-image misalignment is 
that the resulting error is fixed in image space and is therefore inde
pendent of viewing direction, etc. Moreover, certain misalignments 
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are readily detectable (and therefore correctable). For example, if the 
screen image is shifted in x or y relative to its modeled location by 
2 mm, all of the points in the scene will be shifted by that amount. 
Rotation about the z axis will displace points as a function of their 
distance from the rotation axis and can easily be detected with the 
use of a crosshair or grid. Errors in the remaining three degrees of 
freedom (z translation, x and y axis rotation) are less easily detected, 
but that is precisely because they do not induce much registration 
error unless the error is severe. That is, these errors for the most part 
move points along their projectors, which, because of the projection 
operation, has very little effect on q;m- If the errors are severe, they 
will be systematic and can therefore be distinguished from other error 
sources and corrected. In summary, errors in this transformation that 
induce noticeable registration error can be corrected, and those that 
do not induce noticeable registration error can be ignored. Based on 
these observations and the experience with the prototype system, I 
estimate that this error can be reduced to 1 mm or less. 

• Aliasing: If antialiasing is not done (e.g., for performance reasons), 
the worst-case error is for all of the edge pixels for a primitive to be 
shifted by half a pixel in x and y. In this case, the primitive's center 
of mass will shift by ,J2/2 times the pixel spacing. Assuming the 
display does not resample the signal from the frame buffer, the net 
error is just this shift magnified by the optics, or 

(16) 

where p is just the screen width divided by the horizontal resolution 
(for square pixels), and mis the linear magnification. For a 52 mm
wide LCD screen with 640 pixels/line and a magnification of 6.0, 
this amounts to 0.4 mm of error. Aliasing should not be a major error 
source for most systems. 

• Display device nonlinearity: Certain displays (CRTs in particular) 
have nonlinearities that cause the final screen display to deviate from 
a regular rectangular grid. For CRTs, nonlinearities in the beam de
flection process can distort the final image. This nonlinearity is quoted 
as a percentage of the screen size; values range from 0.1 % to 3%. 
While values of 3% can induce enough error to be troublesome (on 
the order of 5 mm), values of 1 % (corresponding to 1-2 mm of 
error) are more common. Moreover, any prewarping implemented 
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for distortion correction could be modified to compensate for this 
problem as well. Finally, one can always use more elaborate (and 
expensive) drive electronics to further reduce this error source. 

5. CONCLUSIONS AND FUTURE WORK 

Most of the major error sources are associated with the tracker in some way. 
The tracker is a critical component for making augmented reality work, and 
any error or delay in its data causes serious flaws in the illusion. The errors 
associated with the tracker are due to delay in displaying the tracker data 
(due to delay in the entire system), error in the tracker measurement, error 
in locating the Tracker CS in the World CS, and errors in tracker readings 
used for system calibration. 

Another result of this analysis is that eye tracking is probably unnec
essary if the eye's center of rotation is used as the center of projection, 
since it gives the correct projection for fixated points and small errors for 
nonfixated points. The last of the major error sources is optical distortion, 
which can cause large errors in the image periphery; unfortunately, invert
ing the distortion in the rendering process may cause more delay error than 
the warping error it corrects. Finally, there are several other small error 
sources, each of which may add a small amount of registration error. 

The analysis shows that submillimeter registration is not likely any time 
soon since there are many error sources on the order of a millimeter; but it 
does seem probable that we will achieve 5-10 millimeter dynamic accuracy 
(and 1-2 mm for static accuracy) with the use of predictive tracking, syn
chronized display methods, and careful calibration. The progress toward 
submillimeter registration error will probably be asymptotic, with increas
ing effort and expense required to gain each small increase in precision. 

The error model discussed here was tailored to a particular application 
(surgery planning) and as such was not thoroughly explored for different 
systems and different applications. In particular, this model could easily be 
expanded to analyze video STHMD systems, CAVE systems, 13 and opaque 
HMDs. For video STHMDs, the model for viewing error would have to 
be changed, but much of the rest of the model would work as is. In CAVE 
systems, many of the problems of head tracking disappear (since the images 

13CAVE systems use several rear-projection screens and head-tracked stereo glasses to immerse the 
user in a 10' x 10' virtual environment (Ghazisaedy et al. (1995)). 
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are fixed in the environment), but the analysis of viewing error would be 
rather useful, especially since multiple users often view a scene that is 
only correct for the user wearing the head-tracker. Finally, opaque HMDs 
do not have the strict requirements for registering real and virtual objects 
(since the real objects are not visible), but nevertheless they suffer from 
the apparent swimming of virtual objects due to delay and tracker error, as 
well as the visual distortions from viewing error and optical distortion. 

For the most part, however, the future work suggested by this research 
is not in the area of extending the work presented here, but rather in ad
dressing the problems that it describes. In particular, more work needs to 
be done in the following areas: tracker and system calibration methods, 
low-latency rendering, synchronized rendering with just-in-time incorpo
ration of tracker measurements, predictive and hybrid tracking methods, 
and feedback methods such as those used in video STHMDs. 
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Mathematical Theory for 
Mediated Reality and 

Wearcam-Based 
Augmented Reality 

Steve Mann 
Uniuersity of Toronto 

This chapter provides the mathematical framework for WearCam-based 
augmented reality and mediated reality (which, by definition, is WearCam
based). 

Traditionally video has been either part of the environment, as with video 
surveillance cameras mounted on or inside a building or video conferenc
ing systems based on fixed cameras within a special room, or it has been 
the domain of large organizations such as broadcast television stations. 
Recently, however, a new field of research called "Personal Imaging," has 
emerged. Personal Imaging systems are typically characterized by video 
from a truly first-person perspective. This first-person perspective arises 
from a head-mounted camera and display together with an image process
ing computer worn on the body of the user. The possibilities afforded by 
Personal Imaging include a personal safety device for crime reduction, 
a new kind of videoconferencing system for computer supported collab
oration, as well as a new tool for photojournalism. This chapter briefly 
describes the mathematical framework for Personal Imaging, as used, for 
example, in computer supported collaborative wireless video. 
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l . WHY WEARCAM? 

Implicit within mediated reality is the need for a camera [Mann, 1994]. 
However, there are actually two classes of apparatus that will provide video 
from a first-person perspective and are of interest within the context of this 
chapter: 

l. Mediated Reality (MR) 
2. Camera-based augmented reality 

In the case of MR, the camera is an essential component of the reality 
mediator and therefore may be used, for example, for head-tracking, in 
addition to being or as part of the means by which light is absorbed and 
quantified for purposes of altering the visual perception of reality. In the 
case of augmented reality, a camera may be added to the system if it does 
not already have one, so that head-tracking can be done using the camera 
added thereupon. 

1 . 1 Why camera-Based Head-Tracking? 

A goal of Personal Imaging is to facilitate the use of the WearCam [Mann, 
1997] apparatus in ordinary everyday situations, not just on a factory as
sembly line "workcell," or other restricted space. Thus it is desired that the 
apparatus have a head-tracker that need not rely on any special apparatus 
in the environment. 

Accordingly, most embodiments of the WearCam invention incorporate, 
at the very least, camera-based head-tracking (sometimes in addition to 
tracking by inertial system, compass, GPS, etc.). 

Moreover, the camera goes beyond functioning just as a head-tracker, 
and the setup suggests a symbiosis in which the wearer becomes both a 
producer and consumer of information. 

2. INFINITE SCREEN RESOLUTION 
WITH CAMERA-BASED HEAD-TRACKING 

As previously stated, the reality mediator, by definition [Mann, 1994], must 
have a camera in order for the wearer to see. Accordingly, other uses of 
this camera are proposed in this section. These other uses are (1) as a head
tracker and (2) to make the wearer into a producer as well as a consumer 
of virtual information. 
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The proposed methodology (MR) is quite different from other related 
work where the assumption is often that there is a controlled environment 
such as the assembly line of a factory, where VR headsets might be used 
to make employees more productive, and where head-tracking and the 
like may therefore be done quite easily with a special device fixed in the 
environment. By tethered cables, workers are, in effect, imprisoned in their 
workcells, unable to roam freely without taking off their VR headsets. 

Quite the opposite is true with Personal Imaging, where there is no 
assumption regarding a fixed location. Indeed, the goal of Personal Imaging 
is that the apparatus function in nearly any environment, with no special 
preparation of the environment being required. 

Accordingly, a new method of head-tracking based on the use of a video 
camera has been proposed [Mann, 1997] and is based on the VideoOrbits 
algorithm [Mann and Picard, 1995]. The VideoOrbits algorithm performs 
head-tracking, visually, based on a natural environment, and it works with
out the need for object recognition. Instead it is based on algebraic projec
tive geometry and a featureless means of estimating the change in spatial 
coordinates arising from movement of the wearer's head, as illustrated in 
Figure 7.1. 

3. HISTORICAL CONTEXT FOR 
PERSONAL IMAGING: FROM "PAINTING 

WITH LIGHT" TO "PAINTING WITH LOOKS" 

In the early days of Personal Imaging, a specific location was selected from 
which a measurement space or the like was constructed. From this single 
vantage point, a collection of differently illuminated/exposed images was 
constructed using the wearable computer and associated illumination appa
ratus. However, this approach was often facilitated by transmitting images 
from this single specific location (base station) back to the wearable com
puter, and vice versa. Thus, when I developed the eyeglass-based computer 
display/camera system, it was natural to exchange viewpoints with another 
person (namely the operator of the base station). This mode of operation 
("seeing eye-to-eye") made the notion of perspective very apparent, and 
thus projective geometry is at the heart of personal imaging. 

Personal Imaging situates the camera such that it provides a unique first
person perspective, that is, in the case of the eyeglass-mounted camera, the 
machine captures the world from the same perspective as its host (human). 

In this chapter, I emphasize the importance of projective geometry, and 
I present some new results that are germane to the principles of Personal 
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START WITH 
IMAGE PAIR, g AND h 

CONSTRUCT AN IMAGE PYRAMID 
FOR EACH OF g AND h 

INITIALIZE PARAMETERS TO THE IDENTITY 
AND INITIALIZE RESOLUTION INDEX TO 
LOWEST RESOLUTION DESIRED 

ESTIMATE PARAMETERS, q, OF APPROXIMATE 
MODEL RELATING IMAGES AT CURRENT 
RESOLUTION LEVEL 

CONVERT PARAMETERS, q, OF APPROXIMATE 
MODEL TO PARAMETERS, p, OF EXACT MODEL 

COMPOSE PARAMETERS, p 
WITH PREVIOUS PARAMETERS 

APPLY COMPOSITE 
PARAMETERS TO 
ORIGINAL COMPARISON 
IMAGE AT CURRENT 
RESOLUTION LEVEL 

APPLY COMPOSITE PARAMETERS TO 
ORIGINAL h TO BRING IT CLOSER TO TARGET g 

NO 

NO 

FIG. 7. I. The "Videoorbits" head-tracking algorithm: The new 
head-tracking algorithm requires no special devices installed in 
the environment. The camera in the Personal Imaging system sim
ply tracks itself based on its view of objects in the environment. 
The algorithm is based on algebraic projective geometry and pro
vides an estimate of the true projective coordinate transforma
tion, which, for successive image pairs is composed using the 
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Imaging and are used in such applications as "painting with looks" (build
ing environment maps by looking around), wearable tetherless computer
mediated reality, and the new genre of personal documentary that arises 
from this new perspective. 

4. WHY PROJECTIVE GEOMETRY? 

I present direct featureless methods for estimating the 8 parameters of 
an "exact" projective (homo graphic) coordinate transformation to register 
pairs of images, together with the application of seamlessly combining a 
plurality of images of the same scene, resulting in a single image ( or new 
image sequence) of greater resolution or spatial extent. The approach is "ex -
act" for two cases of static scenes: (1) images taken from the same location 
of an arbitrary 3-D scene, with a camera that is free to pan, tilt, rotate about 
its optical axis, and zoom, or (2) images of a flat scene taken from arbi
trary locations. The featureless projective approach generalizes interframe 
camera motion estimation methods, which have previously used an affine 
model (which lacks the degrees of freedom to "exactly" characterize such 
phenomena as camera pan and tilt) and/or which have relied upon finding 
points of correspondence between the image frames. The featureless pro
jective approach, which operates directly on the image pixels, is shown to 
be superior in accuracy and ability to enhance resolution. The proposed 
methods work well on image data collected from both good-quality and 
poor-quality video under a wide variety of conditions (sunny, cloudy; day, 
night). These new fully automatic methods are also shown to be robust to 
deviations from the assumptions of static scene and no parallax. 

Many problems require finding the coordinate transformation between 
two images of the same scene or object. Whether to recover camera motion 
between video frames, to stabilize video images, to relate or recognize pho
tographs taken from two different cameras, to compute depth within a 3-D 

projective group [Mann and Picard, 1995). Successive pairs of im
ages may be estimated in the neighbourhood of the identity coor
dinate transformation of the group, while absolute head-tracking 
is done using the exact group by relating the approximate param
eters q to the exact parameters p in the innermost loop of the 
process. The algorithm typically runs at 5-1 o frames per second 
on a general-purpose computer but the simple structure of the al
gorithm makes it easy to implement in hardware for the higher 
frame rates needed for full-motion video. 
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scene, or for image registration and resolution enhancement, it is important 
to have both a precise description of the coordinate transformation between 
a pair of images or video frames, and some indication as to its accuracy. 

Traditional block matching (e.g., as used in motion estimation) is really 
a special case of a more general coordinate transformation. In this chapter I 
demonstrate a new solution to the motion estimation problem using a more 
general estimation of a coordinate transformation and propose techniques 
for automatically finding the 8-parameter projective coordinate transfor
mation that relates two frames taken of the same static scene. I show, both 
by theory and example, how the new approach is more accurate and robust 
than previous approaches, which relied on affine coordinate transforma
tions, approximations to projective coordinate transformations, and/or the 
finding of point correspondences between the images. The new techniques 
take as input two frames and automatically output the 8 parameters of the 
"exact" model, to properly register the frames. They do not require the 
tracking or correspondence of explicit features, yet are computationally 
easy to implement. 

Although the theory I present makes the typical assumptions of static 
scene and no parallax, I show that the new estimation techniques are ro
bust to deviations from these assumptions. In particular, I apply the direct 
featureless projective parameter estimation approach to image resolution 
enhancement and compositing, illustrating its success on a variety of prac
tical and difficult cases, including some that violate the nonparallax and 
static scene assumptions. 

5. BACKGROUND ON MOTION 
ESTIMATION 

Hundreds of papers have been published on the problems of motion esti
mation and frame alignment. (For review and comparison, see Barron and 
Fleet [1994].) In this section I review the basic differences between coor
dinate transformations and emphasize the importance of using the "exact" 
8-parameter projective coordinate transformation. 

5.1 Coordinate Transformations 

A coordinate transformation maps the image coordinates, x = [x, yf, to 
a new set of coordinates, x' = [x', y'Y. The approach to "finding the coor
dinate transformation" relies on assuming it will take one of the forms in 
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Model 

Translation 
Affine 
Bilinear 

Projective 

Relative-projective 

Pseudo-perspective 

Biquadratic 

TABLE7.1 _ 
Image Coordinate Transformations Discussed in This Chapter 

Coordinate Transformation from x to x' 

x' =x+b 
x'=Ax+b 
x' = qx'xyXY + qx'xX + qx'yY + qx' 
y' = qy'xyXY + qy'xX + qy'yY + qy' 

x' = Ax+b 
cTx+l 

x' = Ax+b +x 
cTx+l 

x' = qx'xX + qx'yY + qx' + qax2 + qr;xy 
Y1 = qy'xX + qy'yY + qy, + qaXY + qr;y2 

x' = qx'xzx2 + qx'xyXY + qx'y2Y2 + qx1xX + qx'yY + qx, 
y' = qy'x2X2 + qy'xyXY + qy'y2Y2 + qy'xX + qy'yY + qy, 
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Parameters 

bfq, EJR 

A E JR2x2, b, c E JR2 

A E JR2x2, b, c E JR2 

q* E JR 

bfq, E JR 

Table 7.1 and then estimating the parameters (2 to 12 parameters depend
ing on the model) in the chosen form. An illustration showing the effects 
possible with each of these forms is shown in Fig. 7 .2. 

The most common assumption ( especially in motion estimation for cod
ing and optical flow for computer vision) is that the coordinate transfor
mation between frames is translation. Tekalp, Ozkan, and Sezan [Tekalp 
et al., 1992] have applied this assumption to high-resolution image recon
struction. Although translation is the least constraining and simplest to 
implement of the seven coordinate transformations in Table 7 .1, it is poor 
at handling large changes due to camera zoom, rotation, pan, and tilt. 

Zheng and Chellappa [Zheng and Chellappa, 1993] considered the im
age registration problem using a subset of the affine model-translation, 
rotation and scale. Other researchers [Irani and Peleg, 1991; Teodosio and 
Bender, 1993] have assumed affine motion (6 parameters) between frames. 
For the assumptions of static scene and no parallax, the affine model exactly 
describes rotation about the optical axis of the camera, zoom of the camera, 
and pure shear, which the camera does not do, except in the limit as the lens 
focal length approaches infinity. The affine model cannot capture camera 
pan and tilt, and therefore it cannot properly express the "keystoning" and 
"chirping" we see in the real world. (By "chirping" I mean the effect of 
increasing or decreasing spatial frequency with respect to spatial location, 
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FIG. 7.2. Pictorial effects of the six coordinate transformations of Table 7.1, ar
ranged left to right by number of parameters. Note that translation leaves the 
ORIGINAL house figure unchanged, except in its location. Most importantly, only 
the four rightmost coordinate transformations affect the periodicity of the window 
spacing (inducing the desired "chirping," which corresponds to what we see in 
the real world). Of these four, only the PROJECTIVE coordinate transformation 
preserves straight lines. The 8-parameter PROJECTIVE coordinate transforma
tion "exactly" describes the possible image motions ("exact" meaning under the 
idealized zero-parallax conditions). 
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FIG. 7.3. The "projective chirping" phenomenon. (a) A real-world 
object that exhibits periodicity generates a projection (image) 
with "chirping"-"periodicity-in-perspective." (b) Center raster of im
age. (c) Best-fit projective chirp of form sin(2n((ax + b)/(cx + I))). 
(d) Graphical depiction of exemplar 1-D projective coordinate 
transformation of sin(2nxi) into a "projective chirp" function, 
sin(2nx2 ) = sin(2n((2x 1 - 2)/(x 1 + 1))). The range coordinate as 
a function of the domain coordinate forms a rectangular hyper
bola with asymptotes shifted to center at the vanishing point 
X1 = -1/c = -I and "exploding point," x 2 = a_;c = 2, and with 
"chirpiness" c' = c2 /(be-a) = - 1/4. 

as illustrated in Fig. 7 .3.) Consequently, the affine model attempts to fit the 
wrong parameters to these effects. Even though it has fewer parameters, 
I find that the affine model is more susceptible to noise because it lacks 
the correct degrees of freedom needed to properly track the actual image 
motion. 

The 8-parameter projective model gives the desired 8 parameters that 
exactly account for all possible zero-parallax camera motions; hence, there 
is an important need for a featureless estimator of these parameters. To 
the best of my knowledge, the only algorithms proposed to date for such 
an estimator are those by Mann [1993], and shortly after, Szeliski and 
Coughlan [1994]. In both of these, a computationally expensive nonlinear 
optimization method was presented. In the earlier work [Mann, 1993], a 
direct method was also proposed. This direct method uses simple linear al
gebra and is noniterative insofar as methods such as Levenberg-Marquardt 
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and the like are in no way required. The proposed method instead uses 
repetition with the correct law of composition on the projective group, 
going from one pyramid level to the next by application of the group's 
law of composition. Because the parameters of the projective coordinate 
transformation had traditionally been thought to be mathematically and 
computationally too difficult to solve, most researchers have used the sim
pler affine model or other approximations to the projective model. Before 
I propose and demonstrate the featureless estimation of the parameters of 
the "exact" projective model, it is helpful to discuss some approximate 
models. 

Going from first order (affine), to second order, gives the 12-parameter 
biquadratic model. This model properly captures both the chirping ( change 
in spatial frequency with position) and converging lines (keystoning) ef
fects associated with projective coordinate transformations, but it does not 
constrain chirping and converging to work together ( the example in Fig. 7 .2, 
being chosen with zero convergence yet substantial chirping, illustrates this 
point). Despite its larger number of parameters, there is still considerable 
discrepancy between a projective coordinate transformation and the best-fit 
biquadratic coordinate transformation. Why stop at 2nd order? Why not 
use a 20-parameter bicubic model? While an increase in the number of 
model parameters will result in a better fit, there is a trade-off, where the 
model begins to fit noise. The physical camera model fits exactly in the 
8-parameter projective group; therefore, we know that "eight is enough." 
Hence, it seems reasonable to have a preference for approximate models 
with exactly eight parameters. 

The 8-parameter bilinear model is perhaps the most widely used 
[Wolberg, 1990] in the fields of image processing, medical imaging, re
mote sensing, and computer graphics. This model is easily obtained from 
the biquadratic model by removing the four x 2 and y2 terms. Although the 
resulting bilinear model captures the effect of converging lines, it com
pletely fails to capture the effect of chirping. 

The 8-parameter pseudo-perspective model [Adiv, 1985] and an 8-
parameter relative-projective model both do, in fact, capture both the con
verging lines and the chirping of a projective coordinate transformation. 
The pseudo-perspective model, for example, may be thought of as first, re
moval of two of the quadratic terms (bf q x'yz = qy'x2 = 0), whichresultsin 
a IO-parameter model (the "q-chirp" ofNavab and Mann [1994]), and then 
constraining the four remaining quadratic parameters to have two degrees 
of freedom. These constraints force the "chirping effect" (captured by qx'x2 

and qy'y') and the "converging effect" (captured by qx'xy and qy'xy) to work 
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together in the "right" way to match, as closely as possible, the effect of 
a projective coordinate transformation. By setting qa = qx'x' = qy'xy, the 
chirping in the x direction is forced to correspond with the converging of 
parallel lines in the x direction (and likewise for they direction). 

Of course, the desired "exact" 8 parameters come from the projective 
model, but they have been perceived as being notoriously difficult to esti
mate. The parameters for this model have been solved by Tsai and Huang 
[Tsai and Huang, 1981], but their solution assumed that features had been 
identified in the two frames, along with their correspondences. The main 
contribution of this chapter is a simple featureless means of automatically 
solving for these 8 parameters. 

Other researchers have looked at projective estimation in the context of 
obtaining 3-D models. Faugeras and Lustman [Faugeras and Lustman, 
1988], Shashua and Navab [Shashua and Navab, 1994], and Sawhney 
[Sawhney, 1994] have considered the problem of estimating the projec
tive parameters while computing the motion of a rigid planar patch, as part 
of a larger problem of finding 3-D motion and structure using parallax rel
ative to an arbitrary plane in the scene. Kumar et al. [Kumar et al., 1994] 
have also suggested registering frames of video by computing the flow 
along the epipolar lines, for which there is also an initial step of calcu
lating the gross camera movement assuming no parallax. However, these 
methods have relied on feature correspondences and were aimed at 3-D 
scene modeling. My focus is not on recovering the 3-D scene model but 
on aligning 2-D images of 3-D scenes. Feature correspondences greatly 
simplify the problem; however, they also have many problems. The focus 
of this chapter is simple featureless approaches to estimating the projective 
coordinate transformation between image pairs. 

s.2 Camera Motion: Common 
Assumptions and Terminology 

Two assumptions are typical in this area of research. The first assumption 
is that the scene is constant-changes of scene content and lighting are 
small between frames. The second assumption is that of an ideal pinhole 
camera-implying unlimited depth of field with everything in focus (infi
nite resolution) and implying that straight lines map to straight lines. 1 Con
sequently, the camera has three degrees of freedom in 2-D space and eight 

1 When using low cost wide-angle lenses, there is usually some barrel distortion, which we correct 
using the method of Campbell and Bobick (1995). 
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TABLE7.2 
The two "no parallax" cases for a static scene. Note that the first situation has 7 
degrees of freedom (yaw, pitch, roll, translation in each of the 3 spatial axes, and 
zoom), while the second has 4 degrees of freedom (pan, tilt, rotate, and zoom). 
Both, however, are represented within the 8 scalar paramters of the projective 

group of coordinate transformations 

Scene Assumptions Camera Assumptions 

MANN 

Case 1: 
Case 2: 

arbitrary 3-D 
planar 

free to zoom, rot., pan, and tilt, fixed COP 
free to zoom, rot., pan, and tilt, free to trans. 

degrees of freedom in 3-D space: translation (X, Y, Z), zoom ( scale in each 
of the image coordinates x and y ), and rotation (rotation about the optical 
axis, pan, and tilt). These two assumptions are also made in this chapter. 

In this chapter, an "uncalibrated camera" refers to one in which the 
principal point2 is not necessarily at the center ( origin) of the image and 
the scale is not necessarily isotropic.3 I assume that the zoom is continually 
adjustable by the camera user and that we do not know the zoom setting, 
or whether it changed between recording frames of the image sequence. I 
also assume that each element in the camera sensor array returns a quantity 
that is linearly proportional to the quantity of light received.4 With these 
assumptions, the exact camera motion that can be recovered is summarized 
in Table 7 .2. 

5.3 Video Orbits 

Tsai and Huang [Tsai and Huang, 1981] pointed out that the elements of 
the projective group give the true camera motions with respect to a pla
nar surface. They explored the group structure associated with images of 
a 3-D rigid planar patch, as well as the associated Lie algebra, although 
they assume that the correspondence problem has been solved. The so
lution presented in this chapter (which does not require priorsolution of 

2The principal point is where the optical axis intersects the film. 
3Isotropic means that magnification in the x and y directions is the same. Our assumption facilitates 

aligning frames taken from different cameras. 
4This condition can be enforced over a wide range of light intensity levels, by using the Wyckoff 

principle [Wyckoff, 1962; Mann and Picard, 1994a]. 
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correspondence) also relies on projective group theory. I briefly review the 
basics of this theory, before presenting the new solution in the next section. 

5.3.1 Projective Group 
in 1-D Coordinates 

A group is a set upon which there is defined an associative law of compo
sition ( closure, associativity), which contains at least one element (identity) 
who's composition with another element leaves it unchanged, and for which 
every element of the set has an inverse. 

A group of operators together with a set of operands form a group 
operation.5 

In this chapter, coordinate transformations are the operators (group), 
and images are the operands (set). When the coordinate transformations 
form a group, then two such coordinate transformations, p1 and p2, acting 
in succession, on an image (e.g., p1 acting on the image by doing a co
ordinate transformation, followed by a further coordinate transformation 
corresponding to p2 , acting on that result) can be replaced by a single co
ordinate transformation. That single coordinate transformation is given by 
the law of composition in the group. 

The orbit of a particular element of the set, under the group operation 
[Artin, 1991]-is the new set formed by applying to it all possible operators 
from the group. 

In this chapter, the orbit is a collection of pictures formed from one 
picture through applying all possible projective coordinate transformations 
to that picture. I refer to this set as the "video orbit" of the picture in 
question. Image sequences generated by zero-parallax camera motion on 
a static scene contain images that all lie in the same video orbit. 

For simplicity, I review the theory first for the projective coordinate 
transformation in one dimension. 6 

Suppose we take two pictures, using the same exposure, of the same 
scene from fixed common location (e.g., where the camera is free to pan, 
tilt, and zoom between taking the two pictures). Both of the two pictures 
capture the same pencil of light,7 but each one projects this information 
differently onto the film or image sensor. Neglecting that which falls beyond 

5 Also known as a group action or G-set [Artin, 1991). 
6In this 2-D world, the "camera" consists of a center of projection (pinhole "lens") and a line (1-D 

sensor array or 1-D "film"). 
7We neglect the boundaries (edges or ends of the sensor) and assume that both pictures have 

sufficient field of view to capture all of the objects of interest. 
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the borders of the pictures, each picture captures the same information 
about the scene but records it in a different way. The same object might, for 
example, appear larger in one image than in the other, or it might appear 
more squashed at the left and stretched at the right than in the other. Thus 
we would expect to be able to construct one image from the other, so that 
only one picture should need to be taken (assuming its field of view covers 
all the objects of interest) in order to synthesize all the others. We first 
explore this idea in a make-believe "Flatland" where objects exist on the 
2-D page, rather than the 3-D world in which we live, and where pictures 
are real-valued functions of one real variable, rather than the more familiar 
real-valued functions of two real variables. 

For the two pictures of the same pencil of light in Flatland, I define the 
common COP at the origin of our coordinate system in the plane. In Fig. 7.4 
I have depicted a single camera that takes two pictures in succession as 

FIG. 7.4. Camera at a fixed location. An arbitrary scene is pho
tographed twice, each time with a different camera orientation, 
and a different principal distance (zoom setting). In both cases the 
camera is located at the same place (COP) and thus captures the 
same pencil of light. The dotted line denotes a ray of light traveling 
from an arbitrary point, P, in the scene, to the COP. Heavy lines 
denote both camera optical axes in each of the two orientations 
as well as the image sensor in each of its two pan and zoom posi
tions. The two image sensors (or films) are in front of the camera 
to simplify mathematical derivations. 
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two cameras shown together in the same figure, one having been rotated 
through on angle of 0 with respect to the other. Let Zk, k E { 1, 2} represent 
the distances, along each optical axis, to an arbitrary point in the scene, 
P, and let Xk represent the distances from P to each of the optical axes. 
The principal distances are denoted Zk- In the example of Fig. 7.4, we are 
zaoming in (increased magnification) as we go from frame 1 to frame 2. 

Let a= arctan (xi/z 1) then the geometry of Fig. 7.4 defines a mapping 
from x 1 to x2 , given by [Mann, 1992, 1994]: 

Xz = Zz tan(arctan(x1/z1) - 0), Vx1 i- 01 

= (ax1 + b)/(cx1 + 1), 'v'x1 i- 01, (1) 

where a = z2/z1, b = -z2 tan(0), and c = tan(0)/z 1, and where o1 = 
z1 tan(n/2 + 0) = -1/c is the location of the singularity in the domain 
("appearing point" [Mann, 1994]). I should emphasize here that if we set 
c = 0 we arrive at the affine group. (Recall, also, that c, the degree of 
perspective, has been given the interpretation of a chirp rate [Mann, 1992].) 

Let p E P denote a particular mapping from x1 to x2, governed by the 
three parameters p' = [z1, z2 , 0], or equivalently by a, b, and c from (1). 

Proposition 1 The set of all possible operators, P1, given by the 
coordinate transformations ( 1 ), Va f= be, acting on a set of 1-D 
images, neglecting the situation when (0 = n /2 cameras are at right 
angles)forms a group operation. 

Proof: A pair of images related by a particular camera rotation and 
change in principal distance ( depicted in Fig. 7.4) correspond to an 
operator that takes any function g on image line 1, to a function h on 
image line 2: 

h(xz) = g(x1) = g((-xz + b)/(cxz - a)), \lxz # Oz 

-1 ( = g o X1 = g o p O Xz, 2) 

where pox= (ax+ b)/(cx + d) and o2 =a/c, d = 1 neglecting the 
cased= 0. As long as a f= be, each operator, p, has an inverse, namely 
that given by composing the inverse coordinate transformation: 

x1 = (b - xz)/(cxz - a), \lxz # Oz (3) 

with the function h( ) to obtain g = h o p. The identity operation is 
given by g =go e, where e is given by a= 1, b = 0, and c = 0. 
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In complex analysis (see, for example, Ahlfors [Ahlfors, 1979]) the 
form (az +b)/(cz +d) is known as a linear fractional transformation. 
Although our mapping is from~ to~ (as opposed to theirs from CC to 
q, I can still borrow the concepts of complex analysis. In particular, 
a simple group representation is provided using the 2 x 2 matrices, 
p = [a, b; c, 1] E ~

2 x ~ 2
. Closure8 and associativity are obtained by 

using the usual laws of matrix multiplication followed with dividing 
the resulting vector's first element by its second element. • 

Proposition 1 says that an element of the (ax + b)/(cx + 1) group 
(neglecting d = 0) can be used to align any two frames of the (1-D) image 
sequence provided that the COP remains fixed. 

Proposition 2 The set of operators that take nonsingular projec
tions of a straight object to one another form a group, P2. 

A "straight" object is one which lies on a straight line in Flatland.9 

Proof: Consider a geometric argument. The mapping from the first 
(1-D) frame of an image sequence, g(x1), to the next frame, h(x2), 

is parameterized by the following: camera translation perpendicular 
to the object, tz; camera translation parallel to the object, fx; pan of 
frame 1, 01; pan of frame 2, 02 ; zoom of frame 1, z1; and zoom of 
frame 2, z2 . (See Fig. 7.5.) We want to obtain the mapping from x1 to 
x2 • Let's begin with the mapping from X2 to x2 : 

a2X2 + b2 
x2 = z2 tan(arctan(X2/Z2) - 02) = ----, 

c2X2 + 1 
7T 

neglecting 0 = 2 (4) 

which can be represented by the matrix p2 = [a2 , b2 ; c2 , l], so that 
x2 = p2 o X2 . Now X2 = X1 - tx and it is clear that this coordinate 
transformation is inside the group, for there exists the choice of a = 1, 
b = -tx, and c = 0 that describe it: X2 = Pt o X1, where Pt = 

8 Also know as law of composition [Arlin, 1991]. 
9 An important difference to keep in mind, with respect to pictures of a flat object, is that in 

Flatland, if you take a picture of a picture, that is equivalent to a single picture for an equivalent camera 
orientation and position. However, with 2-D pictures in a 3-D world, a picture of a picture is, in general, 
not necessarily a simple perspective projection (however, if you continue taking pictures you do not 
get anything new beyond the second picture). However, the 2-D version of the group representation 
contains both cases. 
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FIG. 7.5. lwo pictures of a flat (straight) object.' The point P is 
imaged twice, each time with a different camera orientation, a dif
ferent principal distance (zoom setting), and different camera loca
tion (resolved into components parallel and perpendicular to the 
object). 

[1, -tx; 0, 1]. Finally, x1 = Z1 tan(arctan(Xif Zi) - 0) =Pio X1. Let 
Pi = [a1, b1; c1, l]. Then p = P2 o Pro p11 is in the group by the law 
of composition. Hence, the operators that take one frame into another, 
x2 =po x 1, form a group. • 

Proposition 2 says that an element of the (ax+ b)/(cx + 1) group can 
be used to align any two images of linear objects in Flatland, regardless of 
camera movement. 

Proposition 3 The two groups P1 and P2 are isomorphic; a group 
representation for both is given by the 2 x 2 square matrix [a, b; c, 1], 
neglecting 0 = TC /2. 
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Isomorphism follows because P1 and P2 have the same group represen
tation. 10 The ( ax + b) / ( ex + l) operators in the above propositions form 
the projective group P in Flatland. 

The affine operator that takes a function space G to a function space 
H may itself be viewed as a function. Let us now construct a similar plot 
for a member of the group of operators, p E P, in particular, the operator 
p = [2, -2; 1, 1], which corresponds top' = {1, 2, 45°} E P1. We have 
also depicted the result of mapping g(x1) = sin(2rrx1) to h(x2 ). When G 
is the space of Fourier analysis functions (harmonic oscillations), then H 
is a family of functions known as P-chirps [Mann, 1992], adapted to a 
particular vanishing point, o2 and normalized chirp rate, c' = c2 /(be - a) 
[Mann, 1994]. Figure 7.6(b) is a rectangular hyperbola (e.g., x2 = -c'

1 
) 

XJ 

with an origin that has been shifted from (0, 0) to (o1, o2). 

A member of this group of coordinate transformations, x' = ( ax + b) / 
(ex + d), \/ad =I= be (where the images are functions of one variable, 
x) is denoted by Pa,b,c,d and has inverse P-d,b,c,-a• The law of composi
tion is given by Pe.J,g,h O Pa,b,c,d = Pae+cf,be+df,ag+cd,bg+d2, In almost all 
practical engineering applications, d =I= 0, so I will divide through by 
d and denote the coordinate transformation x' = (ax + b)/(cx + 1) by 
x' = Pa,b,c o x. This is what I mean by neglecting 0 = n /2. When a =/= 0 
and c = 0, the projective group becomes the affine group of coordinate 
transformations, and when a = I and c = 0, it becomes the group of 
translations. 

Of the coordinate transformations presented in the previous section, only 
the projective, affine, and translation operations form groups. 

The equivalent two cases of Table 7 .2 for this hypothetical Flatland world 
of 2-D objects with 1-D pictures correspond to the following. In the first 
case a camera is at a fixed location and is free to zoom and pan. In the second 
case, a camera is free to translate, zoom, and pan, but the imaged object 
must be flat (i.e., lie on a straight line in the plane). The resulting two (1-D) 
frames taken by the camera are related by the coordinate transformation 
from x 1 to x2, given by (1) 

x2 = z2 tan(arctan(xi/z 1) - 0), Vx1 -=I=- o1 

= (ax1 + b)/(cx1 + 1), Vx1 -=I=- o1, (5) 

10For2-D images in a 3-D world, the isomorphism no longer holds. However, the group still contains 
and therefore represents both cases. 
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FIG. 7.6. Comparison of I-D affine and projective coordinate transformations, in 
terms of their operator functions, acting on a sinusoidal image. Note that whether 
the function is enlarged, or "chirped," the same information remains present but 
is simply recorded in a different way by the new function. (a) Orthographic pro
jection is equivalent to affine coordinate transformation, y = ax + t). In this ex
ample, a = 2 and b = 3. (b) Perspective projection for a particular fixed value of 
p' = ( 1, 2, 45°). Note that the plot is a rectangular hyperbola like x2 = 1/(c'x1) but 
with asymptotes at the shifted origin (-1, 2). Here g(xi) = sin(2nx 1). The arrows 
indicate t10w a chosen cycle of this sine wave is mapped to the corresponding 
cycle of the P-chirp, h(x2). 
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5.3.2 Projective Group 
in 2-0 coordinates 

MANN 

The theory for the projective, affine, and translation groups also holds 
for the familiar 2-D images taken of the 3-D world. The "video orbit" 
of a given 2-D frame is defined to be the set of all images that can be 
produced by applying operators from the 2-D projective group to the given 
image. Hence, I restate the coordinate transformation problem: Given a set 
of images that lie in the same orbit of the group, I wish to find, for each 
image pair, that operator in the group which takes one image to the other 
image. 

If two frames, say, f 1 and fz, are in the same orbit, then there is an 
group operation p such that the mean-squared error (MSE) between f 1 and 
fl = p o f 2 is zero. In practice, however, I find which element of the group 
takes one image "nearest" the other, for there will be a certain amount of 
parallax, noise, interpolation error, edge effects, changes in lighting, depth 
of focus, etc. Figure 7.7 illustrates the operator p acting on frame fz, to 
move it nearest to frame f 1• (This figure does not, however, reveal the 
precise shape of the orbit, which occupies an 8-D space.) 

Summarizing, the 8-parameter projective group captures the exact co
ordinate transformation between pictures taken under the two cases of 
Table 7 .2. The primary assumptions in these cases are that of no paral
lax and of a static scene. Because the 8-parameter projective model is 

1 

{a) (b) 

FIG. 7.7. Video orbits. (a) The orbit of frame I is the set of all im
ages that can be produced by acting on frame I with any element 
of the operator group. Assuming that frames I and 2 are from the 
same scene, frame 2 will be close to one of the possible projec
tive;_ coordinate transformations of frame I. In other words, frame 
2 "lies near the orbit of" frame I. (b) By bringing frame 2 along its 
orbit, we can determine how closely the two orbits come together 
at frame I. 

l 
l 
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"exact," it is theoretically the right model to use for estimating the coordi
nate transformation. Examples presented in this chapter demonstrate that 
it also performs better in practice than the other proposed models. 

6. FRAMEWORK: MOTION PARAMETER 
ESTIMATION AND OPTICAL FLOW 

To lay the framework for my new results, I will review existing methods of 
parameter estimation for coordinate transformations. This framework will 
apply to both existing methods as well as the new methods. The purpose 
of this review is to bring together a variety of methods that appear quite 
different, but which actually can be described in a more unified framework, 
which I present here. 

The framework I give breaks existing methods into two categories: 
feature-based and featureless. Of the featureless methods, I consider two 
subcategories: 1) methods based on minimizing MSE (generalized corre
lation, direct nonlinear optimization) and 2) methods based on spatiotem
poral derivatives and optical flow. Note that variations such as multiscale 
have been omitted from these categories; multiscale analysis can be applied 
to any of them. The new algorithms I propose in this chapter (with final 
form given in Sec. 7) are featureless and based on (multiscale if desired) 
spatiotemporal derivatives. 

Some of the descriptions of methods below will be presented for hypo
thetical 1-D images taken of 2-D "scenes" or "objects." This simplification 
yields a clearer comparison of the estimation methods. 

The new theory and applications will be presented subsequently for 2-D 
images taken of 3-D scenes or objects. 

6. I Feature-Based Methods 

Feature-based methods [Tsai and Huang, 1984; Huang and Netravali, 1984] 
assume that point correspondences in both images are available. In the 
projective case, given at least three correspondences between point pairs 
in the two 1-D images, I will find the element p = {a, b, c} E P that maps 
the second image into the first. Let xk, k = 1, 2, 3, ... be the points in 
one image, and let x{ be the corresponding points in the other image. Then 
x{ = (axk+b)/(cxk+l).Rearrangingyieldsaxk+b-xkx{c = x{, sothata, 
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b, and c can be found by solving k :::: 3 linear equations in three unknowns: 

(6) 

using least squares if there are more than three correspondence points. The 
extension from 1-D "images" to 2-D images is conceptually identical; for 
the affine and projective models, the minimum number of correspondence 
points needed in two dimensions is three and four respectively. 

A major difficulty with feature-based methods is finding the features. 
Good features are often hand-selected, or computed, possibly with some 
degree of human intervention [N avab and Shashua, 1994]. A second prob
lem with features is their sensitivity to noise and occlusion. Even if reliable 
features exist between frames (e.g., line markings on a sports playing field) 
these features may be subject to signal noise and occlusion (e.g., running 
players blocking a feature). The emphasis in the rest of this chapter will be 
on robust featureless methods. 

6.2 Featureless Methods Based 
on Generalized Cross-Correlation 

The purpose of this subsection is for completeness. We'll consider first what 
is perhaps the most most obvious approach (generalized cross-correlation 
in 8-D parameter space) in order to motivate a different approach provided 
in Sec 6.3, the motivation arising from ease of implemention and simplicity 
of computation. 

Cross-correlation of two frames is a featureless method of recovering 
translation model parameters. Affine and projective parameters can also be 
recovered using generalized forms of cross-correlation. 

Generalized cross-correlation is based on an inner-product formulation, 
which establishes a similarity metric between two functions, say, g and h, 
where h :::::; po g is an approximately coordinate-transformed version of g, 
but the parameters of the coordinate transformation, p, are unknown. 11 We 
can find, by exhaustive search (applying all possible operators, p, to h), the 
"best" p as the one that maximizes the inner product: 

loo p-1 o h(x) 
g(x) Joo -I h( ) d dx, -oo _

00 
p o X X 

(7) 

11 In the presence of additive white Gaussian noise. this method, also known as "matched filtering," 
leads to a maximum likelihood estimate of the parameters [Van Trees, 1968]. 
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where I have normalized the energy of each· coordinate-transformed h be
fore making the comparison. Equivalently, instead of maximizing a simi
larity metric, we can minimize some distance metric, such as MSE, given 
by J~

00
(g(x)-p- 1 oh(x))2 -Dx. Solving (7) has an advantage over finding 

MSE when one image is not only a coordinate-transformed version of the 
other but is also an amplitude-scaled version, as generally happens when 
there is an automatic gain control or an automatic iris in the camera. 

In one dimension, the orbit of an image under the affine group operation 
is a family of wavelets (assuming the image is that of the desired "mother 
wavelet," in the sense that a wavelet family is generated by 1-D affine co
ordinate transformations of a single function) while the orbit of an image 
under the projective group of coordinate transformations is a family of 
"projective chirplets" [Mann and Haykin, 1995],12 the objective function 
(7) being the cross-chirplet transform. A computationally efficient algo
rithm for the cross-wavelet transform has been presented [Young, 1993]. 
(See Weiss [1993] for a good review on wavelet-based estimation of affine 
coordinate transformations.) 

Adaptive variants of the chirplet transforms have been previously re
ported in the literature [Mann and Haykin, 1992]. However, there are still 
many problems with the adaptive chirp let approach; thus, for the remainder 
of this chapter, we consider featureless methods based on spatiotemporal 
derivatives. 

6.3 Featureless Methods Based 
on Spatiotemporal Derivatives 

6.3. l Optical Flow (Translation Flow) 

When the change from one image to another is small, optical flow [Horn 
and Schunk, 1981] may be used. In one dimension, the traditional optical 
flow formulation assumes each point x in frame t is a translated version 
of the corresponding point in frame t + !'!..t and that !'!..x and l'!..t are chosen 
in the ratio !'!..x / !'!..t = u 1 , the translational flow velocity of the point in 
question. The image brightness E(x, t) is described by: 

E(x, t) = E(x + ~x, t + t:,..t), V(x, t), (8) 

12 Symplectomorphisms of the time-frequency plane [Berthon, 1989; Grossmann and Paul, 1984] 
have been applied to signal analysis [Mann and Haykin, 1995], giving rise to the so-called q-chirplet 
[Mann and Haykin, 1995], which differs from the projective chirplet discussed here. 
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where u I is the translational flow velocity of the point. In the case of pure 
translation, u I is constant across the entire image. More generally, though, 
a pair of 1-D images are related by a quantity u 1(x) at each point in one of 
the images. 

Expanding the right-hand side of (8) in a Taylor series, and canceling 
0th order terms, gives the well-known optical flow equation: u 1 Ex + E1 + 
h.o.t. = 0, where Ex and Ei are the spatial and temporal derivatives re
spectively and h.o.t. denotes higher order terms. Typically, the higher order 
terms are neglected, giving the expression for the optical flow at each point 
in one of the two images: 

6.3.2 Weighing the Difference between 
"Affine Fit" and "Affine Flow" 

(9) 

A comparison between two similar approaches is presented, in the famil
iar and obvious realm of linear regression versus direct affine estimation, 
highlighting the obvious differences between the two approaches. This dif
ference, in weighting, motivates new weighting changes, which will later 
simplify implementations pertaining to the new methods. 

Given the optical flow between two images, g and h, I wish to find 
the coordinate transformation to apply to h to register it with g. We now 
describe two approaches based on the affine model: 13 ( 1) finding the optical 
flow at every point, and then fitting this flow with an affine model ("affine 
fit"), and (2) rewriting the optical flow equation in terms of an affine (not 
translation) motion model ("affine flow"). 

"Affine Fit" Wang and Adelson have proposed fitting an affine model 
to the optical flow field [Wang and Adelson, 1994a] between two 2-D im
ages. I briefly examine their approach with 1-D images; the reduction in 
dimensions simplifies analysis and comparison to affine flow. Denote co
ordinates in the original image, g, by x, and in the new image, h, by x'. 
Suppose that h is a dilated and translated version of g, so x' = ax + b for 
every corresponding pair (x', x ). Equivalently, the affine model of velocity 
(normalizing 6.t = 1), um = x' - x, is given by um = (a - l)x + b. We can 

13The 1-D affine model is a simple yet sufficiently interesting (non-Abelian) example selected to 
illustrate differences in weighting. 
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expect a discrepancy between the flow velocity, u f, and the model veloc
ity, Um, due to either errors in the flow calculation or to errors in the affine 
model assumption, so I apply linear regression to get the best least-squares 
fit by minimizing: 

8fit = ~:)um - UJ)2 = L(Um + Etf Ex)2
• (10) 

X 

The constants a and b that minimize E:fit over the entire patch are found by 
differentiating (10), and setting the derivatives to zero. This results in what 
I call the "affine fit" equations: 

[
LxX

2
, LxX] [a - li = _ [LxXE,/Ex]. (ll) 

LxX, Lx 1 b Lx Etf Ex 

"Affine Flow" Alternatively, the affine coordinate transformation 
may be directly incorporated into the brightness change constraint equa
tion (8). Bergen et al. [Bergen, Burt, Hingorini, and Peleg, 1990] have 
proposed this method, which I will call "affine fl.ow;' to distinguish it from 
the "affine fit" model of Wang and Adelson (11). Let us show how affine 
fl.ow and affine fit are related. Substituting um = (ax+ b) - x directly into 
(9) in place of u f and summing the squared error: 

Cflow = L(umEx + Et)2 (12) 
X 

over the whole image, differentiating, and equating the result to zero gives 
a linear solution for both a and b: 

[
Lxx

2
Et, Lxx~;l [a - li = _ [LxXExEtl. (1 3) 

Lx xEx, Lx Ex b Lx Ex Et 
To see how this result compares to the affine fit I rewrite (10) as 

(14) 

and observe, comparing (12) and (14), that affine fl.ow is equivalent to a 
weighted least-squares fit, where the weighting is given by E;. Thus the 
affine fl.ow method tends to put more emphasis on areas of the image that 
are spatially varying than does the affine fit method. Of course, one is free 
to separately choose the weighting for each method in such a way that 
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affine fit and affine flow methods both give the same result. Both my intu
ition and our practical experience tend to favor the affine flow weighting, 
but, more generally, perhaps we should ask "What is the best weighting?" 
Lucas and Kanade [Lucas and Kanade, 1981], among others, have consid
ered weighting issues, though the rather obvious difference in weighting 
between fit and flow doesn't appear to have been pointed out previously 
in the literature. The fact that the two approaches provide similar results, 
yet have drastically different weightings, suggests that we can exploit the 
choice of weighting. In particular, we will observe in Sec 6.3.3 that we can 
select a weighting that makes the implementation easier. 

Another approach to the affine fit involves computation of the optical 
flow field using the multiscale iterative method of Lucas and Kanade and 
then fitting to the affine model. An analogous variant of the affine flow 
method involves multiscale iteration as well, but in this case the iteration 
and multiscale hierarchy are incorporated directly into the affine estimator 
[Bergen, Burt, Hingorini, and Peleg, 1990]. With the addition of multiscale 
analysis, the "fit" and "flow" methods differ in additional respects beyond 
just the weighting. My intuition and experience indicate that the direct mul
tiscale affine flow performs better than the affine fit to the multiscale flow. 
Multiscale optical flow makes the assumption that blocks of the image are 
moving with pure translational motion, and then, paradoxically, the affine 
fit refutes this pure-translation assumption. However, "fit" provides some 
utility over "flow" when it is desired to segment the image into regions 
undergoing different motions [Wang and Adelson, 1994b], or to gain ro
bustness by rejecting portions of the image not obeying the assumed model. 

6.3.3 "Projective Fit" and "Projective 
Flow": New Techniques 

Analogous to the affine fit and affine flow of the previous section, I now 
propose two new methods: "projective fit" and "projective flow." For the 
1-D affine coordinate transformation, the graph of the range coordinate 
as a function of the domain coordinate is a straight line; for the projective 
coordinate transformation, the graph of the range coordinate as a function of 
the domain coordinate is a rectangular hyperbola (Fig. 7 .2( d)). The affine fit 
case used linear regression; however, in the projective case I use hyperbolic 
regression. Consider the flow velocity given by (9) and the model velocity: 

, ax +b 
Um =X -X = -X 

ex+ 1 
(15) 
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and minimize the sum of the squared difference as was done in (10): 

8 = L (ax + b _ x + E1 ) 

2 

x ex+ 1 Ex 
(16) 

As discussed earlier, the calculation can be simplified by judicious alter
ation of the weighting; in particular, multiplying each term of the summa
tion (16) by (ex+ 1), and solving, gives: 

where the regressor is¢= [x, I, xE1/ Ex - x 2f. 
For projective-flow (p-flow), I substitute um = :;!f-x into (12). Again, 

weighting by (ex + 1) gives: 

(the subscript w denotes weighting has taken place) resulting in a linear 
system of equations for the parameters: 

where <Pw = [xEx, Ex, xE1 - x 2 Ex]T. Again, to show the difference in the 
weighting between projective flow and projective fit, we can rewrite (19): 

where¢ is that defined in (17). 

6.3.4 The Unweighted 
Projectivity Estimator 

If we do not wish to apply the ad hoc weighting scheme, we may still 
estimate the parameters of projectivity in a simple manner, still based on 
solving a linear system of equations. To do this, we write the Taylor series 
of Um: 

Um+ x = b + (a - be)x + (be - a)ex2 + (a - be)e2x3 + • • • (21) 
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and use the first three terms, obtaining enough degrees of freedom to ac
count for the three parameters being estimated. Letting£ = :Z:::(-h.o.t .)2 = 
:Z::::((b + (a - be - l)x + (be - a)ex2)Ex + E1)2, qz = (be - a)e, q1 = 
a - be - 1, and q0 = b, and differentiating with respect to each of the three 
parameters of q, setting the derivatives equal to zero, and verifying with 
the second derivatives gives the linear system of equations for "unweighted 
projective flow": 

[

I:x4E; 
I:x 3E; 
I:x 2E; 

I:x 3E; 
I:x 2E; 
I:xE; 

In Sec. 7 I will extend this derivation to 2-D images. 

7. MUL TISCALE IMPLEMENTATIONS 
IN 1WO DIMENSIONS 

(22) 

In the previous section, two new techniques, projective-fit and projective
flow were proposed. Now I describe these algorithms for 2-D images. The 
brightness constancy constraint equation for 2-D images [Hom and Schunk, 
1981], which gives the flow velocity components in the x and y directions, 
analogous to (9) is: 

(23) 

As is well-known [Hom and Schunk, 1981] the optical flow field in two 
dimensions is underconstrained. 14 The model of pure translation at every 
point has two parameters, but there is only one equation (23) to solve; thus 
it is common practice to compute the optical flow over some neighborhood, 
which must be at least two pixels but is generally taken over a small block, 
3 x 3, 5 x 5, or sometimes larger (e.g., the entire image, as in this chapter). 

Our task is not to deal with the 2-D translational flow, but with the 
2-D projective flow, estimating the eight parameters in the coordinate 
transformation: 

, [x'] A[x,yf +b Ax+b 
x = y' = cT[x, y]T + 1 = crx + 1 · (24) 

14Optical flow in one dimension did not suffer from this problem. 
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The desired eight scalar parameters are denoted by p = [A, b; c, 1], A E 
]R2x2, b E ]R2xl' and C E ]R2xl. 

Analogous to (14), we have, in the 2-D case: 

'•= = L (um TE, +E,)' = L ( (:,:: ~ -x r Ex+ Er 
(25) 

where the sum can be weighted as it was in the 1-D case: 

Differentiating with respect to the free parameters A, b, and c and setting 
the result to zero gives a linear solution: 

(Lcfx!>T) [au, a12, b1, a21, a22, b2, c1, c2f = L(xTEx - Et)cf>, 

(27) 
where 

(/>T = [Ex(x, y, 1), Ey(x, y, 1), xEt - x 2 Ex 

-xyEy, yEt -xyEx - y 2 Ey]. 

7. l Unweighted Projective Flow 

As with the 1-D images, we make similar assumptions in expanding (24) 
in its own Taylor series, analogous to (21). If we take the Taylor series up 
to 2nd order terms, we obtain the biquadratic model mentioned in Sec. 5 .1. 
As mentioned in Sec. 5.1, by appropriately constraining the 12 parameters 
of the biquadratic model we obtain a variety of 8-parameter approximate 
models. In my algorithms for estimating the "exact unweighted" projective 
group parameters, I use one of these approximate models in an intermediate 
step. 15 

The Taylor series for the bilinear case gives: 

Um+ X = qx'xyXY + (qx'x + l)x + qx'yY + qx', 

Vm + Y = qy'xyXY + qy'xX + (qy'y + l)y + qy'. (28) 

15Use of an approximate model that doesn't capture chirping or preserve straight lines can still lead 
to the true projective parameters as long as the model captures at least eight degrees of freedom. 
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Incorporating these into the flow criteria yields a simple set of eight linear 
equations in eight unknowns: 

where ¢ 7 = [Ex(xy, x, y, 1), Ey(xy, x, y, 1)]. 
For the relative-projective model, ¢ is given by 

q;T = [Ex(x, y, 1), Ey(x, y, 1), Et(x, y)] (30) 

and for the pseudo-perspective model, </> is given by 

q;T = [Ex(x, y, l),Ey(x, y, 1),(x2 Ex +xyEy, xyEx + y2 Ey)]. (31) 

In order to see how well the model describes the coordinate transforma
tion between two images, say, g and h, one might warp16 h tog, using the 
estimated motion model, and then compute some quantity that indicates 
how different the resampled version of h is from g. The MSE between the 
reference image and the warped image might serve as a good measure of 
similarity. However, since we are really interested in how the exact model 
describes the coordinate transformation, we assess the goodness of fit by 
first relating the parameters of the approximate model to the exact model, 
and then we find the MSE between the reference image and the comparison 
image after applying the coordinate transformation of the exact model. A 
method of finding the parameters of the exact model, given the approximate 
model, is presented in Sec 7 .1.1. 

7. l . l Four-Point Method for Relating 
Approximate Model to Exact Model 

Any of the approximations above, after being related to the exact pro
jective model, tend to behave well in the neighborhood of the identity, A = 
I, b = 0, c = 0. In one dimension, I explicitly expanded the model Taylor 
series about the identity; here, although I do not explicitly do this, I shall 
assume that the terms of the Taylor series of the model correspond to those 
taken about the identity. In the 1-D case we solve the three linear equations 
in three unknowns to estimate the parameters of the approximate motion 

16The term warp is appropriate here, since the approximate model does not preserve straight lines. 
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model and then relate the terms in this Taylor series to the exact parameters, 
a, b, and c (which involves solving another set of three equations in three 
unknowns, the second set being nonlinear, although very easy to solve). 

In the extension to 2-D, the estimate step is straightforward, but the re
late step is more difficult, because we now have eight nonlinear equations 
in eight unknowns, relating the terms in the Taylor series of the approxi
mate model to the desired exact model parameters. Instead of solving these 
equations directly, I now propose a simple procedure for relating the pa
rameters of the approximate model to those of the exact model, which I 
call the four-point method: 

1. Select four ordered pairs (e.g., the four comers of the bounding 
box containing the region under analysis, or the four comers of the im
age if the whole image is under analysis). Here suppose, for simplicity, 
that these points are the comers of the unit square: s = [ s1, s2 , s3 , s4] = 
[(O, Ol, (0, ll, (1, Of, (1, ll]. 

2. Apply the coordinate transformation using the Taylor series for the 
approximate model (e.g., (28)) to these points: r = um(s). 

3. Finally, the correspondences between r ands are treated just like 
features. This results in four easy to solve linear equations: 

[x~l = [xk, Yk, 1, 0, 0, 0, -xkx~, -ykx~ l 
Yk 0, 0, 0, Xk, Yk, 1, -XkYk, -ykyk 

x [ax'x, ax'y, bx', ay'x, ay'y, by', Cx, Cy]~ (32) 

where 1 ::: k :::: 4. This results in the exact eight parameters, p. 

We remind the reader that the four comers are not feature correspon
dences as used in the feature-based methods of Sec. 6.1, but, rather, they 
are used so that the two featureless models (approximate and exact) can be 
related to one another. 

It is important to realize the full benefit of finding the exact parameters. 
While the "approximate model" is sufficient for small deviations from the 
identity, it is not adequate to describe large changes in perspective. How
ever, if we use it to track small changes incrementally, and each time relate 
these small changes to the exact model (24), then we can accumulate these 
small changes using the law of composition afforded by the group structure. 
This is an especially favorable contribution of the group framework. For ex
ample, with a video sequence, we can accommodate very large accumulated 
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q_to_p p 

FIG. 7.8. Method of computation of eight parameters p between 
two images from the same pyramid level, g and h. The approxi
mate model parameters q are related to the exact model parame
ters p in a feedback system. 

MANN 

changes in perspective in this manner. The problems with cumulative error 
can be eliminated, for the most part, by constantly propagating forward the 
true values, computing the residual using the approximate model, and each 
time relating this to the exact model to obtain a goodness-of-fit estimate. 

7.1.2 Algorithm for Unweighted 
Projective Flow: Overview 

Below is an outline of the algorithm; details of each step are in subsequent 
sections. 

Frames from an image sequence are compared pairwise to test whether 
or not they lie in the same orbit: 

1. A Gaussian pyramid of three or four levels is constructed for each 
frame in the sequence. 

2. The parameters p are estimated at the top of the pyramid, between 
the two lowest-resolution images of a frame pair, g and h, using the 
iterative method depicted in Fig. 7.8. 

3. The estimated pis applied to the next higher-resolution (finer) image 
in the pyramid, p o g, to make the two images at that level of the 
pyramid nearly congruent before estimating the p between them. 

4. The process continues down the pyramid until the highest-resolution 
image in the pyramid is reached. 

7.2 Multiscale Iterative Implementation 

The Taylor-series formulations I have used implicitly assume smoothness; 
the performance is improved if the images are blurred before estimation. 
To accomplish this, I do not downsample critically after low-pass filtering 
in the pyramid. However, after estimation, I use the original (unblurred) 
images when applying the final coordinate transformation. 

META 1017 
META V. THALES



7. MATHEMATICAL THEORY FOR MEDIATED REALITY 251 

The strategy I present differs from the multiscale iterative (affine) strat
egy of Bergen et al. in one important respect beyond simply an increase 
from six to eight parameters. The difference is the fact that we have two 
motion models, the "exact motion model" (24) and the "approximate mo
tion model;' namely the Taylor series approximation to the.motion model 
itself. The approximate motion model is used to iteratively converge to 
the exact motion model, using the algebraic law of composition afforded 
by the exact projective group model. In this strategy, the exact parameters 
are determined at each level of the pyramid and passed to the next level. 
The steps involved are summarized schematically in Fig. 7 .8 and described 
below: 

1. Initialize: Set h0 = h and set Po,o to the identity operator. 
2. Iterate (k = 1 ... K): 

(a) ESTIMATE: Estimate the eight or more terms of the approxi
mate model between two image frames, g and hk-I. This results 
in approximate model parameters qk. 

(b) RELATE: Relate the approximate parameters qk to the exact 
parameters using the four-point method. The resulting exact 
parameters are Pk. 

(c) RESAMPLE: Apply the law of composition to accumulate the 
effect of the pks. Denote these composite parameters by Po,k = 
Pk o Po,k-1. Then set hk = Po,k o h. (This should have nearly 
the same effect as applying Pk to hk-I, except that it will avoid 
additional interpolation and antialiasing errors you would get 
by resampling an already resampled image [Walberg, 1990]). 

Repeat until either the error between hk and g falls below a threshold, 
or until some maximum number of iterations is achieved. After the first 
iteration, the parameters q2 tend to be near the identity since they account 
for the residual between the "perspective-corrected" image h 1 and the "true" 
image g. We find that only two or three iterations are usually needed for 
frames from nearly the same orbit. 

A rectangular image assumes the shape of an arbitrary quadrilateral 
when it undergoes a projective coordinate transformation. In coding the 
algorithm, I pad the undefined portions with the quantity NaN, a stan
dard IEEE arithmetic value, so that any calculations involving these values 
automatically inherit NaN without slowing down the computations. The 
algorithm (in Matlab on an HP 735) takes about six seconds per iteration 
for a pair of 320 x 240 images. 
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7 .3 Exploiting Commutativity 
for Parameter Estimation 

MANN 

There is a fundamental uncertainty [Wilson and Granlund, 1984] involved 
in the simultaneous estimation of parameters of a noncommutative group, 
akin to the Heisenberg uncertainty relation of quantum mechanics. In con
trast, for a commutative17 group (in the absence of noise), we can obtain 
the exact coordinate transformation. 

Segman [Segman et al., 1992] considered the problem of estimating 
the parameters of a commutative group of coordinate transformations, in 
particular, the parameters of the affine group [Segman, 1992]. His work 
also deals with noncommutative groups, in particular, in the incorporation 
of scale in the Heisenberg group18 [Segman and Schempp, 1993]. 

Estimating the parameters of a commutative group is computationally 
efficient (e.g., through the use of Fourier cross-spectra [Girod and Kuo, 
1989]). I exploit this commutativity for estimating the parameters of the 
noncommutative 2-D projective group by first estimating the parameters 
that commute. For example, we improve performance if we first estimate the 
two parameters of translation, correct for the translation, and then proceed 
to estimate the eight projective parameters. We can also simultaneously 
estimate both the isotropic-zoom and the rotation about the optical axis by 
applying a log-polar coordinate transformation followed by a translation 
estimator. This process may also be achieved by a direct application of 
the Fourier-Mellin transform [Sheng et al., 1988]. Similarly, if the only 
difference between g and h is a camera pan, then the pan may be estimated 
through a coordinate transformation to cylindrical coordinates, followed 
by a translation estimator. 

In practice, I run through the following "commutative initialization" 
before estimating the parameters of the projective group of coordinate 
transformations: 

1. Assume that h is merely a translated version of g. 
(a) Estimate this translation using the method of Girod [Girod and 

Kuo, 1989]. 
(b) Shift h by the amount indicated by this estimate. 

17 A commutative ( or Abelian) group is one in which elements of the group commute, for example, 
translation along the x axis commutes with translation along the y axis, so the 2-D translation group is 
commutative. 

18While the Heisenberg group deals with translation and frequency-translation (modulation), some 
of the concepts could be carried over to other more relevant group structures. 
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( c) Compute the MSE between the shifted h and g, and compare 
to the original MSE before shifting. 

( d) If an improvement has resulted, use the shifted h from now on. 
2. Assume that h is merely a rotated and isotropically zoomed version 

of g. 
(a) Estimate the two parameters of this coordinate transformation. 
(b) Apply these parameters to h. 
( c) If an improvement has resulted, use the coordinate-transformed 

(rotated and scaled) h from now on. 
3. Assume that h is merely an "x-chirped" (panned) version of g, 

and, similarly, "x-dechirp" h. If an improvement results, use the 
x-dechirped h from now on. Repeat for y (tilt). 

Compensating for one step may cause a change in choice of an earlier 
step. Thus it might seem desirable to run through the commutative esti
mates iteratively. However, my experience on lots of real video indicates 
that a single pass usually suffices and, in particular, will catch frequent 
situations where there is a pure zoom, a pure pan, a pure tilt, etc., both 
saving the rest of the algorithm computational effort, as well as account
ing for simple coordinate transformations such as when one image is an 
upside-down version of the other. (Any of these pure cases corresponds to a 
single parameter group, which is commutative.) Without the "commutative 
initialization" step, these parameter estimation algorithms are prone to get 
caught in local optima, and thus never converge to the global optimum. 

8. PERFORMANCE AND APPLICATIONS 

Figure 7 .9 shows some frames from a typical image sequence captured by 
Wearable Wireless Webcam [Mann, 1997]. Figure 7.10. shows the same 
frames brought into the coordinate system of frame ( c ), that is, the middle 
frame was chosen as the reference frame. 

Given that we have established a means of estimating the projective 
coordinate transformation between any pair of images, there are two basic 
methods we use for finding the coordinate transformations between all 
pairs of a longer image sequence. Because of the group structure of the 
projective coordinate transformations, it suffices to arbitrarily select one 
frame and find the coordinate transformation between every other frame 
and this frame. The two basic methods are: 
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(a) 

(a) 

(b) (c) (d) 

FIG. 7.9. Frames from original image orbit, sent from my personal 
imaging apparatus. Note that the camera is mounted sideways 
so that it can "paint" out the image canvas with a wider "brush," 
when sweeping across for a panorama. Thus the visual field of 
view that I experienced was rotated through 90 degrees. Much like 
George Stratton did with his upside-down glasses, I adapted, over 
an extended period of time, to experiencing the world rotated 90 
degrees. (Adaptation experiments will be covered in Chapter 9.) 

(b) (c) (d) 

FIG. 7.10. Frames from original image video orbit after a coordi
nate transformation to move them along the orbit to the reference 
frame (c). The coordinate-transformed images are alike except for 
the region over which they are defined. Note that the regions are 
not parallelograms; thus, methods based on the affine model fail. 

MANN 

(e) 

( e) 

1. Differential parameter estimation: The coordinate transforma
tions between successive pairs of images, Po, 1, p 1,2, p2_3 , ... , estimated. 

2. Cumulative parameter estimation: The coordinate transformation 
between each image and the reference image is estimated directly. Without 
loss of generality, select frame zero (E0) as the reference frame and denote 
these coordinate transformations as Po,1, Po,2, Po,3, .... 

Theoretically, the two methods are equivalent: 

Eo = Po,1 o P1,2 o ... o Pn-1,nEn (differential method), 

Eo = Po,nEn (cumulative method). (33) 
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However, in practice, the two methods differ for two reasons: 

l. Cumulative error: In practice, the estimated coordinate transforma
tions between pairs of images register them only approximately, due to 
violations of the assumptions ( e.g., objects moving in the scene, center of 
projection not fixed, camera swings around to bright window and auto
matic iris closes, etc.). When a large number of estimated parameters are 
composed, cumulative error sets in. 

2. Finite spatial extent of image plane: Theoretically, the images ex
tend infinitely in all directions, but, in practice, images are cropped to a 
rectangular bounding box. Therefore, a given pair of images ( especially if 
they are far from adjacent in the orbit) may not overlap at all; hence it is not 
possible to estimate the parameters of the coordinate transformation using 
those two frames. 

The frames of Fig. 7.9 were brought intoregister using the differential 
parameter estimation, and "cemented" together seamlessly on a common 
canvas. "Cementing" involves piecing the frames together, for example, 
by median, mean, or trimmed mean, or combining on a subpixel grid 
[Mann and Picard, 1994b]. (Trimmed mean was used here, but the par
ticular method made little visible difference.) Figure 7 .11 shows this result 
("projective/projective"), with a comparison to two nonprojective cases. 
The first comparison is to "affine/affine" where affine parameters were 
estimated (also multiscale) and used for the coordinate transformation. 
The second comparison, "affine/projective;' uses the six affine parameters 
found by estimating the eight projective parameters and ignoring the two 
"chirp" parameters c (which capture the essence of tilt and pan). These 
six parameters A, b are more accurate than those obtained using the affine 
estimation, as the affine estimation tries to fit its shear parameters to the 
camera pan and tilt. In other words, the affine estimation does worse than 
the six affine parameters within the projective estimation. The affine coor
dinate transform is finally applied, giving the image shown. Note that the 
coordinate-transformed frames in the affine case are parallelograms. 

8. 1 Extreme Violations 
of the Underlying Assumptions 

To show that the algorithms are robust to large amounts of "noise" (vi
olations of the underlying assumptions), we consider a nonstatic scene 
containing some people (Figure 7.12). Images were acquired by the author, 
using an embodiment of the WearCam [Mann, 1997] invention. Because 
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projective/projective 

FIG. 7. I I. Frames of Fig. 7. Io "cemented" together on single im
age "canvas," with comparison of affine and projective models. 
Note the good registration and nice appearance of the projec
tive/projective image despite the noise in the amateur television 
receiver, wind-blown trees, and the fact that the rotation of the 
camera was not actually about its center of projection. Note also 
that the affine model fails to properly estimate the motion parame
ters (affine/affine), and even if the "exact" projective model is used 
to estimate the affine parameters, there is no affine coordinate 
transformation that will properly register all of the image frames. 

(a) (b) 

FIG. 7.12. PIC made from scene in which the assumptions are 
violated. The nonstatic scene (with television crew) also involved 
some parallax from nearby parts of the scene (especially leftmost 
person), changes in lighting resulting from sun shining through 
leaves which were blowing in the wind, etc. (a) These violations 
in the assumptions resulted in striping or banding artifacts, mainly 
due to the rapid fluctuations in illumination. However the estimator 
still performed quite well. (b) With a feather radius of 2 I pixels, 
frames were blended into each other, resulting in a seamless P!C. 
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the camera is worn some distance from the center of rotation (neck), and 
there are elements in the scene quite close (in particular, the leftmost per
son was about arms-length away), there was considerable parallax. The 
robustness of the algorithms is quite evident. 

9. SUMMARY 

I have proposed and demonstrated featureless estimation of the projective 
coordinate transformation between successive pairs of images captured 
from an eyeglass-based WearCam system. Not just one method, but various 
methods were proposed, among these, "projective fit" and "projective flow," 
which estimate the projective (homographic) coordinate transformation 
between pairs of images, taken with a camera that is free to pan, tilt, rotate 
about its optical axis, and zoom. The new approach was also formulated 
and demonstrated within a multiscale iterative framework. Applications to 
seamlessly combining images in or near the same orbit of the projective 
group of coordinate transformations were also presented. The proposed 
approach solves for the 8 parameters of the "exact" model (the projective 
group of coordinate transformations). 

The proposed method was found to work well on image data collected 
from both good-quality and poor-quality video under a wide variety of 
conditions (sunny, cloudy, day, night). It has been tested with a head
mounted wireless video camera and performs successfully even in the pres
ence of noise, interference, scene motion (such as people walking through 
the scene), lighting fluctuations, and parallax (due to movements of the 
wearer's head). It remains to be shown which variant of the proposed ap
proach is optimal, and under what conditions. 
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l. INTRODUCTION 

This chapter distinguishes between two classes of augmented reality ap
plications, those that require world-centric tracking and those that require 
object-centric tracking. Emphasis is placed on object-centric approaches 
that are suitable for applications in which annotated objects may move 
within an environment. These application classes impart differing require
ments upon the tracking systems that enable the presentation of augmented 
reality media in spatial relationships to objects. The tracking approaches 
are contrasted, and an instance of an object-centric approach is detailed 
to illustrate the research and implementation issues. The example system 
overcomes a limitation of many object-centric tracking systems through 
its ability to sense and integrate new features into its tracking database, 
thereby extending the tracking region semiautomatically. 

Tracking has been at the center of research and development in aug
mented· reality (AR) since it's inception in the 1960s [1]. Many systems 
have been developed to track the six degree of freedom (DOF) pose of an 
object ( or person) relative to a fixed coordinate frame in the environment 
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[2, 3, 4, 5, 6, 7, 8, 9]. These tracking systems employ a variety of sensing 
technologies, each with unique strengths and weaknesses, to determine a 
world-centric pose measurement that facilitates the rendering of graphics 
in a virtual or augmented reality. In a virtual reality, a fixed world coordi
nate frame is appropriate as the basis for tracking the user's viewing pose 
and positioning all the elements of the virtual world. Augmented reality, 
however, differs from virtual reality in that the virtual data or media are 
often linked to real objects in the environment. Tracking in a fixed frame of 
reference, therefore, can present a limitation for augmented realities, since 
it implies that objects in the environment are calibrated to the tracker's 
frame of reference and, after calibration, they do not move. 

The assumption that objects are calibrated and fixed within the envi
ronment may be valid for applications such as augmented architectural 
visualization [10, 11] where the real walls, floors, and doors form a rigid 
structure whose coordinates can be measured, or are already known from 
the design. A rigid body transformation calibrates the structure's coor
dinates to the tracking system. An application may add virtual elements 
(e.g., furniture) placed within the building and the tracking system's range. 
Figure 10.1 illustrates an example with virtual chairs and a virtual lamp 
registered to a world coordinate frame. The lamp and chair positions and 
occlusions are correct relative to the real table because the virtual objects, 

FIG. IO. I. Architectural augmented reality visualization showing 
a real desk, a virtual lamp, and two virtual chairs. (Courtesy of 
ECRC.) 
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FIG. I 0.2. World-centric (a) and object-centric (b) tracking ap
proaches to the scene shown in Figure Io. I . The object-centric 
approach preserves the relative positions of the table, lamp, and 
chairs for any (unknown world) table position. (Xap denotes the 
transformation between coordinate frames a and /3.) 

the real world, and the tracking system are all related by known static 
transformations. 

Figure 10.2a illustrates the coordinate frames and transformations needed 
to construct the augmented reality room scene (Figure 10.1) using a world
centric tracking approach. The arcs show the needed transformations. (The 
world and tracker coordinate frames are shown as a single entity, although 
an additional transformation may exist between them.) The tracker dy
namically measures the viewing pose for a camera or human observer. The 
virtual chair and the real world table are both calibrated to the tracker. 

Figure 10.2a shows clearly that if the real table moves, it must be tracked 
to make the chair and lamp move with it. If we must track the table any
way, why not simply trackfrom the table? This is the basic idea behind 
object-centric tracking and it is illustrated in Figure 10.2b where the ta
ble's pose within the world is unknown (and not needed). The viewpoint is 
tracked relative to the table, and all the virtual objects are placed relative 
to the table as well. One immediate advantage is that the table can be any
where in a room, a building, or even outside without a need for a tracking 
system to cover the entire space of possibilities. Another advantage is that 
tracking the camera directly from the table (Xrc) reduces the error propaga
tion [12, 13] caused by concatenating two measured and possibly dynamic 
transformations (Xwr and Xwc)-

A number of AR applications provide annotation on objects whose posi
tions in a room or the world may vary freely without impact on the desired 
AR media display. Figure 10.3 illustrates an example of some annotation 
that may appear on a door. Regardless of whether the door is open or closed, 
the annotation appears correctly aligned. Numerous AR applications in 
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FIG. 10.3. Example of AR annotation supporting an object-centric 
maintenance task. (Courtesy of The Boeing Corp.) 

manufacturing, maintenance, and training [10, 14, 15] require virtual an
notations that provide task guidance and specific component indications on 
subassemblies or portions of structure. These applications are well suited 
to object-centric tracking, and useful approaches, based on viewing objects 
[ 16, 17, 18, 19, 20, 21, 22, 23], are provided by the pose estimation methods 
developed in the fields of computer vision and photogrammetry [24, 25]. 
A summary of these methods is presented in Section 2. 

World-centric trackers can be used to calibrate movable objects [15, 21, 
26, 27], but this generally entails placing and calibrating tracking elements 
on each object of interest and operating within range of the shared tracking 
infrastructure (e.g., magnetic fields or active beacons [4, 9]). These re
quirements may make it difficult or expensive to calibrate moving objects 
with current world-centric tracking approaches. A summary of the quali
tative contrasts between the world- and object-centric tracking approaches 
is presented in Table 10.1. 

When used for object-centric tracking, vision-based pose accuracy tends 
to improve with proximity to an object. Image sensors measure the world in 
pixel-units that have a variable relationship to absolute world dimensions, 
depending on the lens system and the viewing pose. A distant view of 
an object may produce significant pose error because image pixels cover 
a relatively large world-dimension on the object. A close-up macro lens 
may measure microscopic dimensions and provide commensurate accuracy 
and resolution of pose. A camera and lens combination should match the 
tracking accuracy required for a given application and setting. 
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TABLE 10.1 
Contrasting World-Centric and Object-Centric Tracking System Characteristics 

World-Centric Tracking 

Assumes that objects are calibrated to 
infrastructure and remain fixed 

Tracking may cover large contiguous regions 
Permits substantial tracking infrastructure that 

may be a permanent part of environment 
Resolution and accuracy are in fixed world units 

relative to tracking system components (e.g., 
centimeters or inches over the working area) 

Tracking extensions and occlusions may be 
difficult to accommodate 

Object-Centric Tracking 

Permits tracked objects to move freely in 
environment 

Tracking regions are local to an object 
Objects carry minimal tracking infrastructure 

that has little impact on environment 
Resolution and accuracy are relative to camera 

view of objects (pixel-units of error vary over 
a range of world dimensions) 

Tracking extensions and occlusions may be 
semiautomatically accommodated 

A drawback of vision-based methods is that tracking is only possible in a 
constrained set of views for which certain features of the scene are visible. 
In Section 2.3 we describe how to reduce this limitation in many cases, by 
allowing users to dynamically expand the range of tracked camera views 
as the AR system is operating. 

2. VISION-BASED 1RACKING 

Vision-based tracking is the problem of calibrating a camera's pose relative 
to an object, given one or more images. Many tracking methods have been 
developed and they can be coarsely grouped into the following categories, 
based on their input requirements: 

• Three or more known 3D points must be visible in a single image 
[25,28,29, 10,22,23,30, 17, 8]. 

• A sequence of images with correspondences must be available from a 
moving camera, where 3D point positions may be known or unknown 
[31, 32, 33, 9, 20]. 

• A 3D model of the scene or image templates are available for match
ing to a single image [ 34, 16]. 

The first class of approaches utilizes a calibrated camera to provide con
straints, so only a few known points within a single image are needed for 
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pose determination. These methods are successfully employed in AR track
ing systems, including the example architecture described in the remainder 
of this chapter. 

The points needed for tracking may be natural features such as comers 
and holes, or they can be intentionally designed and applied targets or fidu
cials. We selected the latter option for our system since naturally occurring 
features can be difficult to recognize due to their variety and unpredictable 
characteristics. Also, objects do not always have features where they are 
needed for tracking; large regions of surfaces are often indistinguishable 
when viewed without context. Fiducials have the advantage that they can 
be designed to maximize the AR system's ability to detect and distinguish 
between them, they can be inexpensive, and they can be placed almost 
arbitrarily on objects. The design and detection of fiducials are important 
topics in themselves [7, 35], but for this chapter we assume that fiducials 
have some basic characteristics such as color and shape. Colored stickers 
are good examples of fiducials. 

2. I Camera Calibration 

The camera's internal parameters for focal length and lens distortion must 
be determined [36, 37]. Our method for focal length determination (Figure 
10.4) uses a planar target with a known grid pattern and spacing. Multiple 
images are taken at measured offsets D along the viewing direction. For 
several pairs of images the focal length f is computed using the equations 
and geometry in Figure 10.4. The final estimate is the average of all pair 
results. Grid points closest to the center of the image are used since they 
are least affected by lens distortions. 

The lens distortion calibration is a variation of the DLTEA-II algorithm 
[38]. Rather than use an arbitrary camera orientation with seven indepen
dent points, no four of which can be coplanar, a planar grid target and 
perpendicular view pose are employed, as described above. The image 

Viewpoint2 /=K1K2D where 
K1-K2 

K _ Xz - x1 arrl K _ x 4 - x 3 i--d- z--d-

FIG. 10.4. Two camera positions suffice for calculating focal 
length f. 
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coordinates (u,v) of a 3D point (x, y, z) can be represented by 

[Ul [fx O U 
0

] [xl i = >- ~ ~ ~o [R][l, - T] i , (1) 

where J... is a scale factor relating to perspective projection, fx and fy are 
effective focal lengths along the u and v axes, respectively, and (U0 , V0) is 
the center of lens distortion in the image. R and T are components of the 
view transformation, and due to our camera setup, R is approximated as 
an identity and all calibration points are on the z = 0 plane. Thus 

[Ul [fx O Uol [ -X
0

] Ix] i = A ~ ~ ~o /, =~~ l~ . 
Allowing for second-order lens distortion, we have 

u + !).U = u + fx (k1 UrD2 + t1 (D2 + 2U;) + 2t2U, Vr) 

fxXo + ZoUo - fxx 

Zo 

V + I). V = V + fy(k1 VrD2 + t2(D2 + 2V}) + 2t1U, Vr) 

fyYo + Zo Vo - fyY 

Zo 

(2) 

(3) 

(4) 

where k1 and t1, t2 are the coefficients of radial distortion and tangential 
distortion, respectively, as described in [38]. We thus have 

(U - Uo) 
Ur= fx ' 

(V - Vo) 
V,= fy' (5) 

The calculation of X0 , Y0 , k1, t1, and t2 is an iterative minimization of the 
least-square distortion residual. 

The remaining calibration issue is to specify how the fiducials and anno
tations will be calibrated to the actual assembly and each other. We calibrate 
the initial known points with a digitizer probe. In the manufacturing setting, 
jigs that support many assemblies have precision landmarks. We anticipate 
using those, perhaps with a digitizing probe, to fix an initial set of points 
on the surface of the assembly. Alternatively, CAD information can sup
ply the positions of features that are designed into the assembly, or the 
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autocalibration methods described in Section 2.3 may be employed. The 
best solution is application dependent, and we recognize a need for an array 
of flexible options and tools that can be applied as needed in each case. 

2.2 Pose Estimation 

Pose determination is computed based on three visible points [25]. In prac
tice, we find the method stable over a wide range of viewing conditions. 
The method involves the solution to a quartic polynomial, so up to four 
solutions may exist. In many cases the number of solutions collapses to 
two that are distant from each other. Discrimination between multiple so
lutions is performed in several ways. Assemblies often have a front-side 
that is exposed so viewpoints behind the assembly are culled. If more than 
three points are visible, the screen location of the fourth point must agree 
with its projection under the correct pose. In successive frames, proximity 
to the previous frame's position is meaningful. The placement of fiducials 
is not critical, but unstable poses are known to exist for any three-point 
geometry. The singularities occur in practice, but users quickly learn to po
sition themselves for stable views. The numerical characteristics of several 
three-point pose solution methods are described in Ref. [39]. 

2 .3 Extendible Tracking 

As noted earlier, a limitation of object-centric tracking is the need for fidu
cials to be in view at all times. Ideally, a wide range of camera motion should 
provide tracked viewing from a minimal number of fiducials that must be 
applied to an object a priori. A worst case occurs when all regions of a large 
object are equally likely to be viewed and therefore a dense distribution 
of fiducials is needed to support tracking over the entire object. Covering 
large objects (e.g., airplanes and vehicles) with calibrated fiducials is im
practical. Our approach is an alternative analogous to "lazy-evaluation" in 
algorithm design; fiducials are only placed, and their positions computed, 
as the need for them arises. An initial set of fiducials is strategically placed 
and calibrated on an object or a fixture rigidly connected to an object. As 
regions of the object require additional fiducials to support tracking, users 
simply add new fiducials to those regions and allow the system to automat
ically calibrate them (as described in the next section). Once calibrated, 
the new fiducials are added to the database of known fiducials and they are 
used for tracking. 

Adding fiducials is practical when a limited region of the object needs 
to be viewed and tracked for a given task, but that region or task is just one 
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of many that may be of interest. Assembly, training, and maintenance tasks 
often require information that relates to a local region, but the specific task 
is only one of many that may be performed by different people, at different 
times, in different places. Figure 10.3 illustrates an example of information 
display that requires tracking in only a limited region around an access 
panel within a larger structure. 

3. EXTENDIBLE OBJECT-CENTRIC 
'!RACKING SYSTEM ARCHITECTURE 

Figure 10.5 depicts a system architecture for extendible object-centric 
tracking. A single camera provides real-time video input, and a user ob
serves the camera images and the overlaid AR media on a display that may 
be desktop, hand-held, or head-mounted. The shaded areas (Figure 10.5) 
indicate functions that provide the new extendible tracking capability. 

camera 
video 

segmentation and 
feature detection 

identi~ed (p, q) 
fiduc1als 

display I 
video f 

FIG. 10.5. AR system architecture for extendible vision-based 
tracking. Functions for new fiducial integration are shown on gray 
background. 
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3.1 segmentation and Feature Detection 

The first stage of the system (Figure 10 .5) is responsible for robust fiducial 
detection in the video images. Fiducials are represented by a 2D-screen 
position p and a type q that encodes characteristics such as color and 
shape. Our fiducial design is a colored circle or triangle [17], but other 
designs such as concentric circles or coded squares are equally valid [7, 10]. 
The three primary and three secondary colors, along with the triangle and 
circle shapes, produce twelve unique fiducial types. Fiducials are detected 
by segmenting the image into regions of similar intensity and color and 
testing the regions for color and geometric properties that make them likely 
fiducials. Detection strategies are often dependent on the characteristics of 
the fiducials [18, 35, 40, 41]. 

3.2 20 Correspondence 

The 2D fiducials (p, q) must be corresponded to elements in a database 
of known 3D fiducial positions R and types q. The result of a successful 
match is a correspondence (R, p, q) between detected fiducials (p, q) and 
known 3D fiducials (R, q). Fiducials that are detected in the image but 
do not correspond to the world database are passed on as uncorresponded 
fiducials and potential new points to estimate. 

Computing correspondences is a hard problem in the general case but 
trivial if the fiducial types q are unique for each element in the database, 
as in Refs. [7, 10, 17, 18]. When multiple instances of a fiducial type q are 
possible, clusters of fiducials must be recognized to establish correspon
dences. Techniques for cluster recognition include the use of geometric and 
projective constraints [23, 41, 42, 43, 44], template matching [34], and as
pect graphs [ 19, 45]. These and other approaches are active research topics, 
and a scalable solution to this problem is vital for vision-based tracking to 
pe1form well in large-scale applications. 

3.3 Camera Pose 

Three or more corresponded fiducials allow the camera pose K to be deter
mined, as related in Section 2.2. Multiple pose solutions occur frequently 
[30], so rather than selecting only one pose at this point, the result of this 
function is an array of poses, ranked by their probability [46]. The new 
point functions (shown over gray in Figure 10.5) further refine the ranking 
of each pose by comparing the uncorresponded fiducial positions p against 
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the projections of new fiducials of the same type. The pose that produces 
the best agreement between new fiducials and uncorresponded fiducials is 
taken as the confirmed pose of the camera. 

3.4 New Point Estimation 

This section details the unique aspects of this architecture that provide 
the interactive extension of the tracked viewing range. Given the camera 
pose and image coordinates of the uncorresponded features, these features' 
position estimates are updated in one or two possible ways. 

3.4. l Initial Estimates 

For uncorresponded fiducials (p, q ), the intersection1 of two lines con
necting the camera positions and the fiducial locations in the image create 
the initial estimate of the 3D position of the fiducial. The intersection 
threshold is scaled to the expected size of the fiducials. For example, if the 
radius of the fiducials is 0.5 inch, as in our case, the threshold is 1.0 inch. 
Our selection is based on the minimum distance that two distinct fiducials 
can be placed without overlap. Lines with a closest point of approach less 
than 1.0 inch are considered to be intersecting. 

3.4.2 Extended Kalman Filter (EKF) 

The Extended Kalman Filter (EKF) has been adapted to many applica
tions, and details of the method can be found in, for example, Refs. [9, 32, 
47]. Inputs to the EKF are the current camera pose and the image coor
dinates of the fiducial. The state of the EKF is the current estimate of the 
fiducial's 3D position. The 3D positions of the fiducials are constant over 
time, so no dynamics are involved in the EKF equations. Parameters of the 
EKF, including the current state and its covariance matrix, are explained 
below: 

ck: camera pose at kth time step, 

Pc: intrinsic camera parameters including focal length, 

Zk (measurement): image coordinate of the fiducial at 
kth time step, 

1 Since two lines in 3D space may not actually intersect, the point midway between the points of 
closest approach is used as the intersection. 
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Zk (measurement prediction): predicted measurement 
at kth time step (see Eq. 11), 

Zk (residual): Zk = Zk - Zk, 

xk-I: real value of 3D fiducial position; 
Xk = Xk-1 = Xk-2 = · · · = X1. 

Given zk-1 = (z1 Zz · · · Zk-1), ck-I = (c1 Cz · · · Ck-1), and Pc= 

Xk-I (state): filter's estimate of the state value at (k - l)th 
time step, 

(6) 

Xk-1 = E(xk-1 I zk-1, ck-!, pc), (7) 

x; (state prediction): predicted state estimate at kth time 
step given measurements up to (k - l)th step, 

x; = E(xk I zk-1, ck-!, pc), (8) 

Q (process noise): a 3 x 3 covariance matrix, 

R (measurement noise): a 2 x 2 covariance matrix. 

Let U3 be 3 x 3 identity matrix; then Q = 10-5 
• U3 • Let U2 be 2 x 2 

identity matrix; then R = 2 · U2, assuming an measurement error variance 
of 2, and no correlation between x and y coordinates in the image. 

Other parameters are: 

Pk-I (state uncertainty): 3 x 3 uncertainty covariance matrix 
at (k - l)th time step, 

pk- (state uncertainty prediction): predicted state uncertainty 
at kth time step given measurement up to (k - l)th 
time step, 

(9) 

pk- = E[(xk - x;)(xk - x;lL (10) 

h (measurement function): returns the projection 
(measurement estimate) of the current position estimate 
given the current camera pose and camera parameters, 
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Zk = h(xi:, ck, Pc), (11) 

Hk (Jacobian): Jacobian matrix of h 
Kk (Kalman Gain): 3 x 2 matrix (see Eq. 15). 

The EKF process is composed of two groups of equations: predictor 
(time update) and corrector (measurement update). The predictor updates 
the previous (k - l)th state and its uncertainty to the predicted values at 
the current kth time step. Since the 3D fiducial position does not change 
with time, the predicted position at the current time step is the same as the 
position of the previous time step: 

• 

zk = h(xi:, ck, pc). 

(12) 

(13) 

(14) 

Corrector equations correct the predicted state value .x;; based on the resid
ual of actual measurement Zk and measurement estimate Zk- The 
Jacobian matrix linearizes the nonlinear measurement function: 

Kk = pk-H[(Hkpk-H[ + R),-1
, 

Zk = Zk - Zk, 

xk = xi: + Kk • zk, 
pk = (I - KkHk)pk-. 

3.4.3 Recursive Average 
of Covariances (RAC) Filter 

(15) 

(16) 

(17) 

(18) 

The RAC filter models each measurement as a 3D line through the current 
camera position and the fiducial location in the image. The 3D position 
estimate (X) of the fiducial is updated based on the measurement line (l). 
The uncertainty covariance matrix of the estimate is used in computing 
the update direction vector and the update magnitude of the estimate, and 
then it is recursively averaged with the uncertainty covariance matrix of the 
line. 

To obtain the update direction of the position estimate, a vector v from 
the current estimate (X) to a point on the line (l) that is closest to X is 
computed first. The update direction vector q is a version of the vector 
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FIG. 10.6. 20 analogy of the RAC algorithm for computing the 
update direction. 

v scaled by the uncertainty of X, to move the estimate in the direction of 
larger uncertainty. Figure 10.6 shows the 2D analogy of the update direction 
computation. The vector vis scaled in directions of 81 and 82 by A1 and A2 

respectively to produce q. 
The update direction vector q is computed by first finding parameters 

(a, b, c) satisfying a ·81 +b · 82 +c · 83 = v. These coefficients represent the 
vector from the current estimate to the closest point on the new line in the 
uncertainty eigenvector coordinate system. Then we compute (a', b', c') by 
scaling (a, b, c) by (A1 ).,2 A3). Finally, the update direction q is obtained 
using the scaled components (a', b', c'): 

[81 ii, S,J m • =v, 

m = [ii1 S, i',r1 
· V, 

[a' b' c'] = [/1 · a l2 · b l3 · c], 

• ,• b' • ,• 

q = a · 81 + · 82 + C · 83. 

The update magnitude m of the position estimate is 

(19) 

(20) 

(21) 

(22) 

(23) 

where d,, is the uncertainty of the current estimate in the direction of q and 
d1 is the scaled distance from X to l in the direction of q (i.e., lql). 
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The uncertainty of the position estimate is represented by a 3 x 3 co
variance matrix. Each line has a constant uncertainty Lk, which is narrow 
and long along the direction of the line. Uncertainty is updated by recur
sively averaging the covariance matrices, similar to the process used in 
the Kalman Filter. In the Kalman Filter, the uncertainty covariance matrix 
is updated by performing weighted-averaging with the 2D-measurement 
error covariance as below: 

Kk = pk-H[(Hkpk-H[ +Rk)-1, 

pk = (I - KkHk)pk-. 

(24) 

(25) 

In the RAC filter, the measurement is modeled as a line that is already 
in the same 3D space the estimate is in. Therefore we can eliminate the 
Jacobian matrix and its linearization approximation. This is an advantage 
of the RAC filter over the EKF, simplifying and reducing the computa
tional overhead. Let pk- be the uncertainty covariance matrix of the current 
estimate and Lk be that of the new line; then computation of the updated 
uncertainty covariance matrix Pk as simplified as below. The initial value 
of A is obtained in the same way by replacing pk- with Lk, resulting from 
the two initial line uncertainties. 

Kk = pk-(Pk- + Lk)-1, 

pk= (I - Kk)Pk-

= (I - pk-(Pk- + Lk)-1)Pk-

= ((Pk-+ Lk)(Pk- + Lk)-1 
- pk-(Pk- + Lk)-1 )Pk

= (Lk(pk- + Lk)-1)Pk-. 

4. EXPERIMENT AND RESULT 

(26) 

(27) 

(28) 

Both filters appear stable in practice. The EKF is known to have good char
acteristics under certain conditions [32]; however, the RAC gives compa
rable results, and it is simpler, operating completely in 3D world-space 
with 3D lines modeling measurements. The RAC approach eliminates the 
Jacobian matrices required as the EKF linear approximation. 
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Synthetic data sets were created, based on real camera poses captured 
by real camera movements. White noise of 0.5 and 2.0 peak pixel error 
were added to the measurements of the image coordinates of the fiducials. 
Figures 10.7 and 10.8 show some results of our experiments with synthetic 
data sets. 

In a real-world test, the EKF and RAC filters calibrate the positions of 
two new fiducials (referred to here as red and magenta fiducials ). We started 
with three known fiducials and two cases were tested. In the panning case, 
new fiducials were placed to the side of the known fiducials, assuming a 
translated region of interest. In the zooming case, new fiducials were placed 
in the center so that the user could zoom in to a region of interest. Exper
iment results for both the zoom and pan cases are shown in Figure 10.9, 
and screen images for the tests are shown in Figures 10.10 and 10.11. The 
estimates of the filters are compared with analytic solutions, which have 
the minimum sum of Euclidean distances to the input lines. Figure 10.12 
shows a 2D analogy of the analytic solution computation. 

A virtual camera view shows the results of the real data experiments 
graphically (Figure 10.13). The lines are traces of the camera (i.e., the 
input lines used for the RAC filter). The large spheres indicate positions 
of known fiducials, which were used for computing camera poses. The 
dark and bright small spheres represent the estimated positions produced 
by the RAC and EKF filters, while the black cube represents the analytic 
solution positions. The results show that the estimates of the filters converge 
quickly and remain stable after convergence with both real and synthetic 
data. 

Our hardware configuration included a desktop workstation: 

• SGI Indy 24-bit graphics system with MIPS4400@200 MHz, 
" SONY DXC-151A color video camera with 640 x 480 resolution, 

31 .4-degree horizontal and 24.3-degree vertical field of view (FOV), 
S-video output. 

However, this system is similar in computing power to currently available 
portable laptops or wearable computers. 

Our future work entails a solution to the 2D correspondence problem. 
This is necessary for the system to scale to greater numbers of fiducials. 
We also hope to improve our ability to select the correct pose solution, and 
we need to address the error propagation from multiple chained fiducial 
estimates. 
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FIG. 10.7. Synthetic data: Camera movement-zooming. 
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FIG. 10.9. Real data: zooming and panning cases. 

META 1017 
META V. THALES



348 NEUMANN 

FIG. IO. IO. Sequence depicting a zoom into a smaller region of 
interest. The virtual box around tl1e cross in the lower-right corner 
of (b) and (c) visually indicates the precision of the alignment. The 
box comers should be aligned with the ends of the cross. 

FIG. IO. I I. Sequence depicting a translation of the region of in
terest. The virtual box around the cross in the lower center of (b) 
and (c) visually indicates the precision of the alignment. The box 
corners should be aligned with the ends of the cross. 

FIG. I0.12. The 2D analytic solution is a point that has the mini
mum sum of distances to the lines. In this case, the analytic solu
tion is a point x that minimizes d 1 + d 2 + d3 + d4 . 
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• 

FIG. I 0.13. Virtual camera (close-up) views of the results of real 
data experiments. (Left) Pan case: Magenta fiducial. The EKF re
sult (bright sphere) appears in front of the analytic solution (black 
cube), and the RAC filter result (dark sphere) is just to their left. 
(Right) zoom case: Red fiducial. The EKF result (bright sphere), 
RAC filter result (dark sphere), and the analytic solution (black 
cube) overlap and are not separately discernible. 

5. SUMMARY 

In this chapter, we distinguished between world-centric and object-centric 
tracking approaches and their qualities that make them appropriate in dif
ferent application domains. An object-centric AR 'architecture was pre
sented and an implementation described. This system has the ability to 
sense and integrate new features into its tracking database, thereby ex
tending the tracking region semiautomatically. We feel strongly that in
teractive object-centric systems, such a's the one described, can provide 
useful information in an AR metaphor using existing computer tech
nology. 
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NaviCam: A Palmtop 
Device Approach 

to Augmented Reality 

Jun Rekimoto 
Sony computer Science Laboratory Inc. 

1. INTRODUCTION 

Current user interface techniques such as WIMP or the desk-top metaphor 
do not support real-world tasks, because the focus of these user interfaces 
is only on human-computer interactions, not on human-real world interac
tions. In this paper, we propose a concept of building computer augmented 
environments using a situation-aware portable device. With this technol
ogy, the user will be able to augment the real world with the computer's 
synthetic information. The user's situation is automatically recognized by 
the computer through various recognition methods, and the computer can 
assist the user without explicit commands from the user. We call this new 
interaction style Augmented Interaction, because this technology enhances 
the ability of the user to interact with the real-world environment. 

Based on the proposed concept, we have developed a portable interac
tion device called NaviCam, which has the ability to recognize the user's 
situation by detecting tags in real-world environments. It displays situation 
sensitive information by superimposing messages on its video see-through 
screen. The combination of ID-awareness and portable video-see-through 
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display solves several problems with current ubiquitous computers systems 
and augmented reality systems. 

1 . 1 Limitations of Current user Interfaces 

Computers are becoming increasingly portable and ubiquitous, as recent 
progress in hardware technology has produced computers that are small 
enough to carry easily or even to wear. However, these computers, often 
referred to as PDAs (Personal Digital Assistant) or palmtops, are not suit
able for traditional user-interface techniques such as the desk-top metaphor 
or the WIMP (window, icon, mouse, and a pointing device) interface. The 
fundamental limitations of graphical user interfaces (GUis) can be sum
marized as follows: 

1. Explicit operations GUis can reduce the cognitive overload of 
computer operations, but they do not reduce the volume of operations 
themselves. This is an upcoming problem for portable computers. As 
users integrate their computers into their daily lives, they tend to pay 
less attention to them. Instead, they prefer interacting with each other, 
and with objects in the real world. The user's focus of interest is not 
the human-computer interactions, but the human-real world interactions. 
People will not wish to be bothered by tedious computer operations 
while they are doing a real-world task. Consequently, the reduction of 
the amount of computer manipulation will become an issue rather than 
simply how to make existing manipulations easier and more under
standable. 

2. Unaware of the real-world situations Portability implies that 
computers will be used in a variety of situations in the real world. Thus, 
dynamical change of functionalities will be required for mobile comput
ers. Traditional GUis are not designed for such a dynamic environment. 
Although some context sensitive interaction is available on GUis, such as 
context sensitive help, GUis cannot deal with real-world contexts. GUis 
assume an environment composed of desk-top computers and users at a 
desk, where the real-world situation is less important. 

3. Gaps between the computer world and the real world Objects 
within a database, which is a computer-generated world, can be easily 
related, but it is hard to make relations among real-world objects, or between 
a real object and a computer-based object. Consider a system that maintains 
a document database. Users of this system can store and retrieve documents. 
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However, once a document has been printed.out, the system can no longer 
maintain such an output. It is up to the user to relate these outputs to 
objects still maintained in the computer. This is at the user's cost. We thus 
need computers that can understand real-world events, in addition to events 
within the computer. 

Recently, a research field called computer augmented environments has 
emerged to address these problems [25]. In this chapter, we propose a 
method to build a computer augmented environment using a portable de
vice that has an ability to recognize a user's situation in the real world. A user 
can see the world through this device with computer augmented informa
tion regarding that situation. We call this new interaction style Augmented 
Interaction, because this device enhances the ability of the user to interact 
with the real-world environment. 

2. SITUATION AWARENESS AND 
AUGMENTED INTERACTION 

Augmented Interaction is a new concept of human-computer interaction 
that aims to reduce computer manipulations by using environmental infor
mation (situations) as implicit input. With this style, the user will be able 
to interact with a real world augmented by the computer's synthetic infor
mation. The user's situation will be automatically recognized by using a 
range of recognition methods that will allow the computer to assist the user 
without having to be directly instructed to do so. The user's focus will thus 
not be on the computer, but on the real world. The computer's role is to 
assist and enhance interactions between humans and the real world. Many 
recognition methods and sensing technologies can be integrated with this 
concept. Time, location, and object recognition using computer vision are 
possible candidates. Also, we can make the real world more understandable 
to computers, by putting some marks or tags (barcodes, for example) on 
the environment. 

Figure 11.1 shows the overall architecture of Augmented Interaction. 
Augmented interaction regards various kind of situational information as 
implicit inputs from the environment, as well as the explicit inputs from 
the user. By integrating these two information sources, and accessing a 
database and other outer information services (such as the WWW), the 
system generates context-sensitive information. 
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FIG. I 1. I. The Augmented Interaction Concept: The user's physical environ
ment is augmented by context-sensitive information. 
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Augmented interaction brings us many kinds of applications. For exam
ple, a user who is new to a town should be able to get location-dependent 
information from his/her mobile computer. The computer recognizes the 
user's current location from a GPS sensor and retrieves information from 
the Internet based on the location information. The user could ask the com
puter about the finest Italian restaurant, and the computer could show the 
map of the nearby area and indicate the positions of recommended restau
rants. In a shopping mall, suppose that each shop installs its associated 
ID, and every shopping item has its own barcode. By reading these tags, 
the computer will be able to assist the user by informing "You can buy the 
same sweater in the other shop in this mall, at a much cheaper price." Using 
the augmented interaction technology, our everyday lives will be contin
uously assisted by highly context-sensitive and personalized information. 
This "situated assistance" is the crucial part of augmented interaction. 

It is, of course, possible to combine augmented interaction with several 
currently used user interface techniques including WIMP-Uis, pen or touch 
panel interfaces, button or dial interfaces, and voice inputs. Augmented 
interaction is not a denial of current interface technologies but is rather an 
orthogonal concept. 

Figure 11.2 shows a comparison of interaction styles involving human
computer interaction and human-real world interaction. In a desk-top 
computer (with a GUI as its interaction style), interaction between the user 

(a)GUI 

(c) Ubiquitous Computers 

ffi'.J Computer World 

@Real World 

R 

(b) Virtual Reality 

*
. 
I . 

. . 

{d) Augmented Interaction 

- Human - Computer Interaction 

......,.. Human - Real World Interaction 

- Real World - Computer Interaction 

FIG. 11.2. A comparison of HCI styles. 
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and the computer is isolated from the interaction between the user and the 
real world. There is a gap between the two interactions. Some researchers 
are trying to bridge this gap by merging a real desk-top with a desk
top in the computer [14, 24]. In a virtual reality system (Figure 1 l.2(b)), 
the computer surrounds the user completely and interaction between the 
user and the real world vanishes. In the ubiquitous computers environment 
(Figure l 1.2(c)), the user interacts with the real world but can also interact 
with computers embodied in the real world. Augmented Interaction (Figure 
11.2( d)) supports the user's interaction with the real world, using computer 
augmented information. The main difference between ( c) and ( d) is the 
number of computers. The comparison of these two approaches will be 
discussed later in Section 6. 

3. NaviCam: A CONTEXT-SENSITIVE 
INFORMATION ASSISTANT 

As an initial attempt to realize the idea of Augmented Interaction, we have 
developed a prototype interaction device called NaviCam (NAVlgation 
CAM era). Na vi Cam is a portable computer with a small video camera to de
tect real-world situations. This system allows the user to view the real world 
together with context-sensitive information generated by the computer. 

NaviCam has two hardware configurations. One is a palmtop computer 
with a small CCD camera, and the other is a head-up display with a head
mounted camera (Figure 11.3). Both configurations use the same software. 
The palmtop configuration extends the idea of position sensitive PDAs 
proposed by Fitzmaurice [11]. The head-up configuration is a kind of video 

FIG. I I .3. Palmtop configuration and head-up configuration. 
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see-through HMD [3], but it does not shield the user's real sight. Both 
configurations allow the user to interact directly with the real world and 
also to view the computer augmented view of the real world. 

The system uses attached tags to recognize real-world situations. The 
tag is a 2D cell matrix (black and white) printed on the paper that encodes 
an ID of a real-world object. For example, the tag on the door of the office 
identifies the owner of the office. By detecting a specific ID, NaviCam can 
recognize where the user is located in the real world, and what kind of 
object the user is looking at. 

In addition to the printed 2D markers, we also use infrared (IR) signal 
beacons for room-level location IDs (Figure 11.5). An IR beacon is a hard
ware module that periodically transmits its unique ID as an infrared signal. 
We installed these modules in each room and corridors in a building. When 
a mobile system detects an IR signal, it is possible to locate the current 
position by decoding it. This is the reverse idea of the active badge sys
tem [22], where a user wears an IR transmitter and receivers installed in 
the room detect the signal. 

Figure 11.4 shows the information flow of this system. First, the system 
recognizes a 2D code through the camera. Image processing is performed 
using software at a rate of 10 frames per second. Next, NaviCam generates 
a message based on that real-world situation. Currently, this is done simply 
by retrieving the database record matching the ID. Finally, the system 
superimposes a message on the captured video image. 

Using a CCD camera and an LCD display, the palmtop NaviCam presents 
the view at which the user is looking as if it is a transparent board. We 
coined the term magnifying glass metaphor to describe this configuration 

IR-1D 
Head-up Display 
(Sony Glass Tron) 

FIG. 11.4. The system architecture of NaviCam. 

Wireless 
Network 
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FIG. I I .5. 1Wo kinds of IDs: printed 20 matrix code and infrared 
beacon. 

FIG. 11.6. The magnifying glass metaphor. 

(Figure 11.6). While a real magnifying glass optically enlarges the real 
world, our system enlarges it in terms of information. Just as with a real 
magnifying glass, it is easy to move NaviCam around in the environ
ment, to move it toward an object, and to compare the real image and 
the information-enhanced image. 

4. APPLICATIONS 

We are currently investigating the potential of augmented interaction using 
NaviCam. What follows are some experimental applications that we have 
identified. 
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FIG. I I .7. Augmented Museum: NaviCam explains a biography 
of Rembrandt. 

4. I Information Augmented 
Physical Spaces 

361 

Figure 11.7 shows a sample snapshot of a NaviCam display. 1 The sys
tem detects the ID of a picture and generates a description of it. Sup
pose that a user with a NaviCam is in a museum and looking at a picture. 
NaviCam identifies which picture the user is looking at and displays rele
vant information on the screen. This approach has advantages over putting 
an explanation card beside a picture. NaviCam can provide personalized 
information depending on the user's age, knowledge level, or preferred 
language. The explanation cards in today's museums are often too basic 
for experts, or too difficult for children or overseas visitors. NaviCam over
comes this problem by displaying information appropriate to the viewer. 

Since 1996, NaviCam has been used several times as a navigation system 
for exhibitions and artistic installations. Figure 11.8 is a snapshot from the 
exhibition of architect Neil Denari, in Tokyo (September 1996) [6]. In this 
exhibition, works of the architect (writings, design sketches, and computer 
graphics by Neil Denari) are virtually installed in the physical gallery space, 
by attaching icons on the surfaces of the room. Visitors walk around the 
space with the NaviCam device, which serves as an portal to the information 
space from the physical space. 

1 Photographs in this paper with a "NaviCam" logo at the bottom left are snapshots from the 
NaviCam screen. 
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FIG. 11.8. Browsing information space from the physical envi
ronment. 

' FIG. 11.9. Merging real and cyber information: A paper calendar 
augmented by digital information. 

4.2 Active Paper Calendar 

Figure 11.9 shows another usage of NaviCam. By viewing a calendar 
through NaviCam, you can see your own personal schedule on it. This 
is another example of getting situation-specific and personalized informa
tion while walking around in real-world environments. NaviCam can also 
display information shared among multiple users. For example, you could 
put your electronic annotation or voice notes on a (real) bulletin board via 
NaviCam. This annotation can then be read by other NaviCam-equipped 
colleagues. 
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FIG. 1 I .10. A pseudo-active office door greets a visitor. 

4.3 Active Door 

The third example is a NaviCam version of the active door (Figure 11.10). 
This office door can tell a visitor where the occupier of the office is currently, 
and when he/she will come back. The system also allows the office occupier 
to leave a video message to be displayed on arrival by a visitor (through 
the visitor's NaviCam screen). Therefore, it is in fact a passive door that 
can behave as an active door. 

An important point here is that the door ID does not contain video 
message data. It only identifies the door. The video message is stored in 
the computer system, and the ID is used as a retrieval key. Thus, there is 
no need to embed any computer or storage in the door itself. 

4.4 Attaching Information 
to Movable Objects 

ID awareness has some advantages over the position-based approach used 
in traditional augmented reality systems. By using ID detection, the system 
can augment information related to an object that might move. For exam
ple, the system can display information about a videotape (Figure 11.11). 
Movable objects include people. Figure 11.12 is an example of people 
annotation; personal information is obtained from the worn ID badge. 
Using only position information, these capabilities are very difficult to 
achieve because it is almost impossible to track the location of all movable 
objects. 
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FIG. I I I I. Annotation of a movable object. 

FIG. I I. I 2. Showing information about people. 

4.5 Spatially Correct Augmenting 
Information 

REKIMOTO 

Using 2D matrix code detection, it is also possible to calculate the cam
era position as well as its ID number. This information can be obtained 
from positions of four comers of a 2D matrix pattern on the captured im
age. Figure 11.13 shows examples of spatially correct annotation using this 
technique. Unlike other vision-based AR systems [ 4, 21, 19], the number of 
distinguishable objects is almost limitless thanks to the ID detection capa
bility. Thus, the annotation information can automatically be switched from 
object to object, without requiring any explicit commands from the user. 
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(a) (b) 

(c) (d) 

FIG. 11 13. Examples of spatially correct information overlay us
ing a matrix code as a visual marker (a) An annotated circuit board. 
(b) A dinosaur skeleton with 3D annotations. (c) A 3D molecular 
model pops up from the book. (d) Triceratops in the Laboratory. 
(The matrix code is spread on the floor.) 

The feature can also be applied to more entertainment-oriented domains. 
Figure 11.13( c) is a virtual pop-up book, and ( d) is a "virtual dinosaur 
room," in which a 3D dinosaur model appears on a floor and the user 
(having a palmtop NaviCam or wearing a head-mounted NaviCam) can 
walk around that model for inspection. 

4.6 Building Navigation 

ID marking has proven to be a simple and useful method to realize several 
kinds of augmented reality systems. It can also be enhanced by combining 
other sensing technologies. Figure 11.14 is an experimental navigation 
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FIG. 11.14. A gyro-ehnahced NaviCam and a building navigation 
application. 

system used in a building, based on a gyro-enhanced NaviCam system. 
It demonstrates a typical usage of the combination of ID tags and spatial 
awareness. In this application, a user first puts the NaviCam display in front 
of a nearby ID on the wall. The system detects the global location including 
orientation information in the building based on the recognized ID and its 
shape. Then the user can freely look around the corridor. Even when the 
ID marker becomes out of the sight of the camera, the system continues to 
track the relative motion of the device using the gyro sensor and displays 
proper directional information.2 

4. 7 Navicam as a Collaboration Tool 

In the above three examples, NaviCam users are individually assisted by a 
computer. NaviCam can also function as a collaboration tool. In this case, 
a NaviCam user (an operator) is supported by another user (an instructor) 
looking at the same screen image from probably a remote location. Un
like other video collaboration tools, the relationship between the two users 
is not symmetric, but asymmetric. Figure 11.15 shows an example of a 
collaborative task (video console operation). The instructor is demonstrat
ing which button should be pressed by using a mouse cursor and a circle 
drawn on the screen. The instructor augments the operator's skill using 
NaviCam. 

2The gyro (JAE MAX3) used with this system is a solid state inertia-based position tracker con
sisting of three acceleration sensors and three orthogonal angular rate sensors. It is a 6DOF tracker so 
that it can report x, y, z positions as well as orientations (yaw, pitch, and roll). 
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FIG. t t. 15. NaviCam can be used as a collaboration tool. 

4.8 Situated Conversation with NaviCam 

The augmented interaction concept might also be an important contribu
tion to artificial intelligence (Al) research. Recognizing dialogue contexts 
remains one of the most difficult areas in natural language understanding. 
Real-world awareness allows a solution to this problem. For example, a 
system that has an ability to detect near object IDs can respond to a ques
tion such as "Where is the book entitled Multimedia Applications?" by 
answering "It is on the bookshelf behind you." This is because the system 
is aware of which bookshelf the user is looking at. It is almost impossi
ble to generate such a response without using real-world information. The 
system also allows a user to use deictic expressions such as "Tell me about 
the author of this book," because the situation can resolve ambiguity. This 
feature is similar to multimodal interfaces such as Bolt's Put-That-There 
system [5]. The unique point in the augmented interaction approach is that 
it uses real-world situations, other than commands from the user, as a new 
modality in the human-computer interaction. 

Following this idea, Katashi Nagao and the author have developed an 
extended version of NaviCarn that allows a user to operate the system with 
voice commands [15]. This system consists of the original NaviCam and 
a speech dialogue subsystem. The speech subsystem has speech recogni
tion and voice synthesis capabilities. The NaviCarn subsystem sends the 
detected ID to the speech subsystem. The speech subsystem generates a 
response (either voice or text) based on these IDs and spoken commands 
from the user. The two subsystems communicate with each other through 
Unix sockets. 
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An experimental application developed using this prototype is the aug
mented library. In this scenario, the system acts as a personalized library 
catalogue. The user carries the NaviCam unit around the library and the 
system assists the user to find a book, or answers questions about the books 
in the library. 

5. IMPLEMENTATION 

5.1 ID Recognition 

The 2D matrix code used with NaviCam is a 5 black-and-white cell matrix 
surrounded by a black frame (Figure 11.16). Its 25-bit cell information 
consists of 16-bit data area and 9-bit error check area. The matrix image can 
be printed on normal white paper by using black-and-white laser printers. 

The system seeks out 2D matrix codes on incoming video images. The 
image processing is done by software. No special hardware is required apart 
from video capturing. The code detection algorithm takes the following four 
steps. 

• Binarization: First, a captured video image is binarized by using 
the predefined threshold. 

• Connected Component Analysis: Then, connected components 
analysis of binary- I (black) pixels is performed. For each found con
nected region, a test based on the size and the aspect ratio of the region 
bounding the rectangle is applied to select code candidate areas. 

• Code Frame Fitting: For each selected region, a rectangle is fitted 
on the contour of the region using the least-square method. Then, 
distortion-compensation matrix is calculated based on the four cor
ners of the quad-tangle. This matrix cancels the effect of rotation 

FIG. I 1.16. 20 matrix code examples (left: original, middle: cap
tured, right: restored). 
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and perspective transformation and maps distorted code frame to the 
normalized space. 

• Decoding and Error Check: Using the obtained matrix, project the 
binary image to the code space (Figure 1 l.16(right)). Based on the 
numbers of black and white pixels that are projected within the area 
of each cell, the cell's bit is determined. Finally, the CRC-error check 
is applied on the decoded bit pattern, and the certificated cell value 
is regarded as a recognized code ID. 

• Camera Position and Pose Estimation: The last step is an op
tional phase to calculate position and orientation of the camera in 
relation to the matrix pattern. This information is used to spatially 
align annotation information. From four positions of known copla
nar (real-world) points on the image plane, it is possible to calculate 
a matrix representing translation and rotation of the camera in the 
real-world coordinate. We use four corners of the 2D-code frame as 
such reference points. Our method also tries to minimize the follow
ing constraint during estimation, to ensure an estimated coordinate 
system that is orthogonal: 

where v0 ••• v3 are orientation vectors of four edges, and v 4 ••. v5 are 
two diagonals of the code frame. 

Using the above algorithm, the system can recognize the code (3 cm x 
3 cmin size) ata distance of30-50 cm using a consumer-based small CCD 
camera (Sony CCD-MCl). IDs are placed in various environments (e.g., 
offices, libraries, video studios) and so the lighting condition also depends 
on the place and the time. Even under such conditions, the code detection 
algorithm was reasonably robust and stable. 

5.2 Superimposing Information 
on a Video Image 

The system superimposes a generated message on the existing video im
age. This image processing is also achieved using software. We could also 
use chromakey hardware, but the performance of the software-based super
imposition is satisfactory for our purposes, even though it cannot achieve 
a video frame rate. The message appears near the detected code on the 
screen, to emphasize the relation between cause and effect. 
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We use a 4-inch LCD screen with pixel resolution of 640 x 480. The 
system can display any graphic elements and characters as the X-Window 
does. However, it was very hard, if not impossible, to read small fonts 
through this LCD screen. Currently, we use a 24 or 32 point font to in
crease readability. The system also displays a semitransparent rectangle as 
a background of a text item. It retains readability even when the background 
video image (real scene) is complicated. 

5.3 Database Registration 

For the applications explained in Section 4, the system first recognizes IDs 
in the real-world environment and then determines what kind of information 
should be displayed. Thus, the database supporting the NaviCam is essential 
to the generation of adequate information. The current implementation of 
the system adopts a very simplified approach to this. The system contains 
a group of command script files with IDs. On receipt of a valid ID, the 
system invokes a script having the same ID. The invoked script generates 
a string that appears on the screen. This mechanism works well enough, 
especially at the prototype stage. However, we obviously need to enhance 
this element, before realizing more complicated and practical applications. 

6. RELATED WORK 

In this section, we discuss our Augmented Interaction approach in relation 
to other efforts in this area. 

6. l Ubiquitous Computers 

Augmented Interaction has similarities to Sakamura's highly functionally 
distributed system (HFDS) concept [18], his TRON house project, and 
ubiquitous computers proposed by Weiser [23]. These approaches all aim 
to create a computer augmented real environment rather than building a 
virtual environment in a computer. The main difference between ubiqui
tous computing and Augmented Interaction is in the approach. Augmented 
Interaction tries to achieve its goal by introducing a portable or wearable 
computer that uses real-world situations as implicit commands. Ubiquitous 
computing realizes the same goal by spreading a large number of computers 
around the environment. 
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These two approaches are complementary and can support each other. 
We believe that in future, human existence will be enhanced by a mixture 
of the two: ubiquitous computers embodied everywhere, and a portable 
computer acting as an intimate assistant. 

One problem with using ubiquitous computers is reliability. In a ubiq
uitous computer world, each computer has a different functionality and 
requires different software. It is essential that they collaborate with each 
other. However, if our everyday life is filled with a massive number of 
computers, we must anticipate that some of them will not work correctly, 
because of hardware or software troubles, or simply because of their drained 
batteries. It can be very difficult to detect each problem among so many 
computers and then fix them. Another problem is cost. Although the price 
of computers is decfeasing rapidly, it is still costly to embed a computer in 
every document in an office, for example. 

In contrast to ubiquitous computers, NaviCam's situation aware ap
proach is a low cost and potentially more reliable alternative to embedding 
a computer everywhere. Suppose that every page in a book had a unique 
ID (e.g., barcode). When the user opens a page, the ID of that page is 
detected by the computer, and the system can supply specific information 
relating to that page. If the user has some comments or ideas while reading 
that page, they can simply read them out. The system will record the voice 
information tagged with the page ID for later retrieval. This scenario is 
almost equivalent to having a computer in every page of a book but with 
very little cost. ID-awareness is better than ubiquitous computers from 
the viewpoint of reliability, because it does not require batteries, does not 
consume energy, and does not break down. 

Another advantage of an ID-awareness approach is the possibility of 
incorporating existing ID systems. Today, barcode systems are in use ev
erywhere. Many products have barcodes for point of sales (POS) use, while 
many libraries use a barcode system to manage their books. If NaviCam 
can detect such commonly used IDs, we should be able to take advantage of 
computer augmented environments long before embodied computers are 
commonplace. 

6.2 Augmented Reality 

Augmented reality (AR) is a variant of virtual reality that uses see-through 
head-mounted displays to overlay computer-generated images on the user's 
real sight [20, 10, 8, 3, 9, 7]. 
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AR systems currently developed use only locational information to gen
erate images. This is because the research focus of AR is currently on 
implementing correct registration of 3D images on a real scene [2][4]. 
However, by incorporating other external factors such as real-world IDs, 
the usefulness of AR should be much improved. 

We have built NaviCam in both head-up and palmtop configurations. 
The head-up configuration is quite similar to other AR systems. We thus 
have experience of both head-up and palmtop type of augmented reality 
systems and have learned some of the advantages and disadvantages of 
both. 

The major disadvantage of a palmtop configuration is that it always 
requires one hand to hold the device. Head-up NaviCam allows for hands
free operation. Palmtop NaviCam is thus not suitable for some applications 
requiring two-handed operation (e.g., surgery). On the other hand, putting 
on head-up gear is, of course, rather cumbersome and under some cir
cumstances might be socially unacceptable. This situation will not change 
until head-up gear becomes as small and light as bifocal spectacles are 
today. 

For the ID detection purpose, head-up NaviCam has some difficulties 
because it forces the user to place his or her head close to the object. Since 
hand mobility is much quicker and easier than head mobility, palmtop 
NaviCam appears more suitable for browsing through a real-world envi
ronment. 

Another potential advantage of the palmtop configuration is that it still 
allows traditional interaction techniques through its screen. For example, 
you could annotate the real world with letters or graphics directly on the 
Na vi Cam screen with your finger or a pen. You could also operate N aviCam 
by touching a menu on the screen. This is quite plausible because most 
existing palmtop computers have a touch-sensitive, pen-aware LCD screen. 
On the other hand, a head-up configuration would require other interaction 
techniques with which users would be unfamiliar. 

For example, Figure 11.17 shows a variation of NaviCam developed 
by Yuji Ayatsuka and the author, based on the palmtop-PC and Java. This 
system allows a user to manipulate the computer using pen inputs, as well 
as location and object ID information from the camera. 

Returning to the magnifying glass analogy, we can identify uses for head
up magnifying glasses for some special purposes (e.g., watch repair). The 
head-up configuration therefore has advantages in some areas; however, 
even in these fields hand-held magnifying lenses are still dominant and 
most prefer them. 
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FIG. I I. I 7. A pen-enabled NaviCam variation. 

6.3 Chameleon-A Spatially 
Aware Palmtop 

373 

Fitzmaurice' s Chameleon [ 11] is a spatially aware palmtop computer.Using 
locational information, Chameleon allows a user to navigate through a 
virtual 3D space by changing the location and orientation of the palmtop in 
his hand. Locational information is also used to display context-sensitive 
information in the real world. For example, by moving Chameleon toward 
a specific area on a wall map, information regarding that area appears on 
the screen. Using locational information to detect the user's circumstances, 
although a very good idea, has some limitations. First, location is not always 
enough to identify situations. When real-world objects (e.g., books) move, 
the system can no longer accurately locate them. Secondly, detecting the 
palmtop's own position is a difficult problem. The Polhemus sensor used 
with Chameleon has a very limited sensing range (typically 1-2 meters) 
and is sensitive to interference from other magnetic devices. Relying on 
this technology limits the user's activity to very restricted areas. 

7. ISSUES IN DESIGNING AUGMENTED 
INTERACTION 

7. 1 Situation Sensing Technologies 

We are currently using a 2D matrix code and a CCD camera to read the 
code, to investigate the potential of augmented interaction. Obviously, 
situation sensing methods are not limited to barcode systems. We should 
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be able to apply a wide range of techniques to enhance the usefulness of the 
system. 

Several, so-called next generation barcode systems have already been 
developed. Among them, the most appealing technology for our purposes 
would seem to be the Supertag technology invented by CSIR in South 
Africa [13]. Supertag is a wireless electronic label system that uses a 
batteryless passive IC chip as an ID tag. The ID sensor is comprised of 
a radio frequency transmitter and a receiver. It scans hundreds of nearby 
tags simultaneously without contact. Such wireless ID technologies should 
greatly improve the usefulness of augmented interaction. 

For location detection, we could employ the global positioning system 
(GPS), which is already in wide use as a key component of car navigation 
systems. The personal handy phone system (PHS) is another possibility. 
PHS is a cellular telephone system that came into operation in Japan in 
1995. Since this system uses relatively small size cells (typically 100 min 
diameter), it is possible to know where the user is located by sensing which 
cell the user is in. 

A more long-range vision would be to incorporate various kinds of 
computer vision techniques into the system. For example, if a user tapped 
a finger on an object appearing on the display, the system would try to detect 
what the user is pointing to by applying pattern matching techniques. 

7.2 Combining Information Sources 

Obviously, combining several information sources (such as location, real
world IDs, time, and vision) should increase the reliability and accuracy 
of situation detection. We are currently exploring the several combinations 
of sensing technologies including wireless tags, gyro, and GPS [1, 17, 
16] as well as printed 2D codes and infrared IDs. For example, when a 
user is outside the building, a GPS receiver could be used to locate the 
user's current position. When the user enters a building, infrared IDs could 
be used to detect room-level location. The user's orientation can also be 
obtained by the combination of ID and gyro sensors. Finally, when the user 
approaches a specific object such as a book, the attached tag could be used to 
detect it. 

A sequence of sensed information can also be used to determine the 
system's behavior. Suppose that the user enters the library room (detected 
by the infrared ID near the entrance), picks up a book (detected by barcode 
scanning), and leaves the room (detected again by the infrared ID). The 
sequence of these events is usable to detect the user's activity (borrowing 
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a book, in this case). In an augmented museum, the system would give 
more detailed explanation when the user visits the same picture again. The 
system can also explain a picture in relation to another picture according 
to the user's walk path. 

7 .3 Inferring the User's Intention 
from Situations 

Recognized situations are still only a clue of the·user's intentions. Even 
when the system knows where the user is and at which object the user is 
looking, it is not a trivial problem to infer what the user wants to know. This 
issue is closely related to the design of agent-based user interfaces. How 
do we design an agent that behaves as we would want? This is a very large 
open question and we do not have an immediate answer to this. It may be 
possible to employ various kinds of intelligent user interface technologies 
such as those discussed in Ref. [12]. 

One point we would like to argue is that we should not rely too much on 
intelligence in the system because it might make the system unpredictable 
and thus unreliable. Just like an automatic door can behave exactly as 
people expect, actions triggered by real-world situations are often smarter 
than intelligence in the computer. We argue that the combination of rich 
situational information, with rather simple behavior descriptions, should 
react more comfortably than its counterpart. 

8. CONCLUSIONS 

In this chapter, we proposed a new method to realize computer augmented 
environments. The proposed augmented interaction style focuses on 
human-real world interaction and not just human-computer interaction. 
It is designed for the highly portable and personal computers of the future 
and concentrates on reducing the complexity of computer operation by 
accepting real-world situations as implicit input. We also reported on our 
prototype system called NaviCam, which is an ID-aware palmtop interac
tion device, and we described several applications to show the effectiveness 
of the proposed interaction style. 

Acknowledgments We would like to thank Mario Tokoro and 
Toshi Doi for supporting this work. We would also like to thank Katashi 
Nagao, Satoshi Matsuoka, Yuuji Ayatsuka, Hiroaki Kitano, and members 

META 1017 
META V. THALES



376 REKIMOTO 

of Sony Computer Science Laboratory for their encouragement and help
ful discussions. Special thanks also go to Masaaki Oka and Terutoshi 
Nakagawa for organizing NaviCam-based exhibitions. 

REFERENCES 

[l] Yuji Ayatsuka, Jun Rekimoto, and Satoshi Matsuoka. Ubiquitous Links: Hypermedia links embe
ded in the real world. In IPSJ SIGH! Notes, number 67-4, pp. 23-30. Japan Information Processing 
Society, July 1996 (in Japanese). 

[2] Ronald Azuma and Gary Bishop. Improving static and dynamic registration in an optical see
through HMD. In Proceedings of SIGGRAPH '94, pp. 197-204, July 1994. 

[3] Michael Bajura, Henry Fuchs, and Ryutarou Ohbuchi. Merging virtual objects with the real world: 
Seeing ultrasound imagery within the patient. Computer Graphics, Vol. 26, No. 2, pp. 203-210, 
1992. 

[4] Michael Bajura and Ulrich Neumann. Dynamic registration correction in augmented-reality sys
tems. In Virtual Reality Annual International Symposium (VRAIS) '95, pp. 189-196, 1995. 

[5] R. A. Bolt. Put-That-There: Voice and gesture atthe graphics interface. ACM SIGGRAPH Comput. 
Graph., Vol. 14, No. 3, pp. 262-270, 1980. 

[6] Neil Denari. Interrupted Projections. Toto Publishing, 1996 (in Japanese). 
[7] Steven Feiner, Blair MacIntyre, Marcus Haupt, and Eliot Solomon. Windows on the world: 

2D windows for 3D augmented reality. In Proceedings of UJST'93, ACM Symposium on User 
Interface Software and Technology, pp. 145-155, November 1993. 

[8] Steven Feiner, Blair MacIntyre, and Doree Seligmann. Annotating the real world with knowledge
based graphics on a see-through head-mounted display. In Proceedings of Graphics Interface '92, 
pp. 78-85, May 1992. 

[9] Steven Feiner, Blair MacIntyre, and Doree Seligmann. Knowledge-based augmented reality. 
Communications of the ACM, Vol. 36, No. 7, pp. 52-62, August 1993. 

[10] Steven Feiner and A. Shamash. Hybrid user interfaces: Breeding virtually bigger interfaces for 
physically smaller computers. In Proceedings of UJST'91, ACM Symposium on User Interface 
Software and Technology, pp. 9-17, November 1991. 

[11] George W. Fitzmaurice. Situated information spaces and spatially aware palmtop computers. 
Communications of the ACM, Vol. 36, No. 7, pp. 38-49, July 1993. 

[12] Wayne D. Gray, William E. Hefley, and Dianne Murray, editors. Proceedings of the 1993 Inter
national Workshop on Intelligent User lnte1faces. ACM press, 1993. 

[ 13] Peter Hawkes. Supertag-reading multiple devices in a field using a packet data communications 
protocol. In CardTech/SecurTech '95, April 1995. 

[14] Hiroshi Ishii. TeamWorkStation: Towards a seamless shared workspace. In Proceedings of CS CW 
'90,pp. 13-26, 1990. 

[ 15] Katashi Nagao and Jun Rekimoto. Ubiquitous Talker: Spoken language interaction with real world 
objects. In Proc. of IJCAJ-95, pp. 1284-1290, 1995. 

[ 16] Katashi Nagao and Jun Rekimoto. Agent augmented reality: A software agent meets the real world. 
In Proceedings of the Second International Conference on Multi-Agent Systems, pp. 228-235, 
1996. 

[17] Jun Rekimoto. The magnifying glass approach to augmented reality systems. In International 
Conference on Artificial Reality and Tele-Existence '95 I Conference on Virtual Reality Software 
and Technology '95 (ICATIVRST'95) Proceedings, pp. 123-132, November 1995. 

[18] Ken Sakamura. The objectives of the TRON project. In TRON Project 1987: Open-Architecture 
Computer Systems, pp. 3-16, Tokyo, Japan, 1987. 

META 1017 
META V. THALES



I I . NaviCam: A PALMTOP DEVICE APPROACH 377 

[19) Andrei State, Gentaro Hirota, David T. Chen, William F. Garrett, and Mark A. Livingston. Su
perior augmented reality registration by integrating landmark tracking and magnetic tracking. In 
SIGGRAPH'96 Proceedings, 1996. 

[20) Ivan Sutherland. A head-mounted three dimensional display, Proc. of FJCC 1968, pp. 757-764, 
1968. 

[21) M. Uenohara and T. Kanade. Real-time vision based object registration for image overlay. Journal 
of the Computers in Biology and Medicine, pp. 249-260, 1995. 

[22) R. Want, A. Hopper, V. Falcao, and J. Gibbons. The active badge location system. ACM Trans. 
Inf Syst., January 1992. 

[23) Mark Weiser. The computer for the twenty-first century. Scientific American, pp. 94-104, Septem
ber 1991. 

[24] Pierre Wellner. Interacting with paper on the Digita!Desk. Communications of the ACM, Vol. 36, 
No. 7, pp. 87-96, August 1993. 

[25) Pierre Wellner, Wendy Mackay, and Rich Gold, editors. Computer Augmented Environments: 
Back to the Real World, volume 36. Communications of the ACM, August 1993. 

META 1017 
META V. THALES



12 

Augmented Reality 
for Exterior Construction 

Applications 

Gudrun Klinker 
Technische Uniuersitdt Munchen 

Didier Stricker 
Dirk Reiners 

Fraunhofer Projektgruppe fur Augmented Reality am 
ZGDV, Rundeturmstr. 6, D-64283 Darmstadt, 

Germany 

ABSTRACT 

Augmented reality (AR) constitutes a very promising new user interface concept 
for many applications. In this chapter, we pay particular attention to developing 
AR technology for exterior construction applications, augmenting video sequences 
from construction sites with information stored in models. Such augmentations 
can tremendously benefit several business processes common to many construction 
projects. 

We are focussing on two approaches to augment the reality of construction sites. 
The first one augments video sequences of large outdoor sceneries with detailed 
models of prestigious new architectures, such as TV towers and bridges. Since such 
video sequences are very complex, we currently prerecord the sequences and employ 
off-line, interactive techniques. The second approach operates on live video streams. 
To achieve robust real-time performance, we need to use simplified, "engineered" 
scenes. In particular, we place highly visible markers at precisely measured locations 
to aid the tracking process. 
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l . INTRODUCTION 

Augmented reality (AR) constitutes a very promising new user interface 
concept for many applications. Currently, we pay particular attention to 
developing AR technology for exterior construction applications. In the 
context of the European CICC project [10], we develop and evaluate the 
potential of AR in a series of pilot projects, augmenting video sequences 
from construction sites with information stored in models. Such augmen
tations can tremendously benefit several processes common to many con
struction projects. 

" Design and Marketing: Creating a design and evaluating it for func
tion and aesthetics, and showing a customer what a new structure will 
look like in its final setting. AR provides the unique opportunity to 
integrate the design into the real-world context. 

" Construction: Visualization whether an actual structure is built in 
accordance with the design; quick update of work plans after a design 
change; visualization of consequences of potential design changes 
before they are agreed upon. 

" Maintenance and Renovation: Visualization of hidden information 
(wires, pipes, beams in a wall); visualization of nongraphical in
formation (heat and pressure of pipes, maintainance schedules and 
records); visualization of potential redesigns (interior, exterior) to 
evaluate their compatibility with existing structures, and placement 
of new structures onto/into preexisting buildings. 

Some of these benefits can also be partially achieved with other graphi
cal approaches, such as Virtual Reality presentations. The level of realism, 
however, that can potentially be achieved with AR systems far surpasses 
VR, which seems to asymptotically narrow the gap between synthetic mod
els and the real world (see Figure 12.1). AR, on the other hand, starts with 
the real world, augmenting it as little or much as is deemed suitable for the 
task at hand [35]. 1 

This gain in realism is coupled with a potential gain in speed since the real 
environment doesn't have to be rendered but merely mixed with a (much 
smaller) virtual model. The price to pay is the effort to strive for perfect 
alignment between the real and the virtual world. Assuming that this can 
be achieved satisfactorily in real time in the foreseeable future, the overall 
speed gain by not having to synthesize the real world will be considerable. 

1 Sources of all graphical material are listed at the end of this chapter. 
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time 

FIG. 12.1. Potential realism of AR vs. VR approaches. 

l . l AR Challenges and Chances 
in Exterior Construction Applications 

Exterior construction applications impose very demanding challenges on 
the robustness and usability of evolving AR technologies. 

• First of all, the mere size of a large construction project ( e.g., a bridge, 
a tower, a shopping mall, or an airport) is overwhelming. The amount 
of synthetic data is huge and needs special processing technology. To 
present such a wealth of information in real time, the data need to be 
reduced and simplified. Concepts such as level of detail and relevance 
need to be developed with respect to the task at hand. Furthermore, 
much information is currently only represented in two dimensions. 
Tools to translate it into a three-dimensional context are necessary. 
To access all data when and wherever necessary, the system depends 
on a very good computer infrastructure, including fast and mobile 
networks, computers, and data repositories. 

• Second, the size of not just the synthetic data model but also of the real 
site impose problems. Users maneuver in a very large space. Some AR 
devices, such as magnetic trackers or overhead surveillance cameras 
are rather geared toward indoor applications and unlikely to operate 
well under such conditions. On the other hand, GPS, optical tracking 
techniques, and inertial sensors have the potential to fare well. But 
they must be able to cope with situations when only partial informa
tion or only a local view of the entire construction site is available. 
Exterior construction scenarios thus require more tracking skills than 
what is currently shown in table-top demonstrations [55, 60, 65, 68]. 
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• Third, AR applications require a very accurate model of the current 
site (a reality model) both to determine the current camera position 
and to augment the current view realistically with synthetic informa
tion (the virtual model). Realistic immersion of virtual objects into a 
real scene requires that the virtual objects behave in physically plau
sible manners. They occlude or are occluded by real objects, they 
are not able to move through other objects, and they cast shadows on 
other objects. To this end, AR systems need geometrically precise 
descriptions of the real environment. Yet, construction environments 
are not well structured. Natural objects such as rivers, hills, trees, 
and also heaps of earth or construction supplies are scattered around 
the site. Typically, no exact detailed 3D information of such objects 
exists, making it difficult to generate a precise model of the site. 
Even worse, construction sites are in a permanent state of change. 
Buildings and landscapes are demolished; new ones are constructed. 
People and construction equipment move about, and the overall con
ditions depend on the weather and seasons. AR applications thus 
need to identify suitable approaches for generating and dynamically 
maintaining appropriate models of the real environment. It is also 
important to decide upon the appropriate level of realism with which 
virtual objects are rendered into the real world. For safety reasons, 
construction workers need to have and maintain a very clear under
standing of the real objects and safety hazards around them. Virtual 
objects must not decrease people's awareness of danger (e.g., by per
fectly adding virtual floors and walls to the bare wireframe of beams 
of the next floor being built in a high-rise). 

In other situations, however, the highest level of realism is highly 
desirable (e.g., when visualizing whether a designed object will in
tegrate well into an existing landscape). 

• In addition to augmenting reality, exterior construction scenarios also 
need tools to diminish reality, since in most cases, objects and land
scapes are removed or changed before new ones are built. Thus, 
techniques for synthetically removing real objects from the incom
ing video input stream need to be developed. 

Despite such challenges, exterior construction is a very suitable ap
plication area for AR. Construction, in its very nature, is very much a 
three-dimensional activity. Business practices and work habits are all ori
ented toward the design, comprehension, visualization and realization of 
3D plans. Workers are used to graphical descriptions such as 2D plots. 
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Much information is already represented and communicated in graphical 
form. Thus, new graphical user interfaces like AR fit very naturally into 
current work practices. 

Furthermore, gathering high-precision geodesic measurements of se
lected points on a construction site and marking them in suitable ways is a 
well-established practice. Large construction sites use a wealth of high pre
cision equipment, such as theodolytes, differential GPS, and laser pointers, 
that AR can build upon. Engineering the environment to suit the current 
capabilities of the technology is acceptable within limits. Thus, AR can be
gin by building applications that simplify many of the general challenges, 
adapting the construction site to suit their skills. Over time more sophisti
cated and general approaches can be developed. 

l. 2 Our Approach 

Figure 12.2 illustrates our current framework for augmenting images of 
the real world with virtual objects. The AR viewer takes four kinds of 
input (shown in the darker, rounded rectangles): virtual object models to 
be visualized or rendered, a photo or an image sequence to which the virtual 
objects are added, camera positions to facilitate seamless integration, and 

Info~ation 
visualization 

Image enh~cement, 
Geometric\correction, 
Diminished reality 

FIG. 12.2. Conceptual framework of an AR system. 
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a reality model to enable physically correct coexistance of virtual and real 
objects. 

The white, sharp rectangles show our information processing tools: We 
use a wealth of both commonly available and special purpose visualization 
and graphical rendering schemes to present the synthetic (virtual) infor
mation (Section 4). We have also developed various interactive 3D scene 
reconstruction techniques to generate reality models from available infor
mation, such as photos, maps, or 3D measurements (Section 2). Third, 
we use various interactive or automatic techniques to calibrate and track 
cameras for live or prerecorded image sequences, using features that are 
specified in the reality model (Section 3). Fourth, we are aware of the 
principle need to synthetically alter the image prior to its display (e.g., to 
correct for lens distortions or to remove objects from the scene). Yet, we 
haven't approached the subject in much depth yet (Section 5). All original 
or processed information flows into the AR viewer where the final three
dimensional integration of real and virtual objects is generated (Section 4 ), 
ready for the user to interact with in various ways (Section 6 ). 

Within this framework, we are focusing on two approaches to augment 
the reality of construction sites. 

• The first approach augments video sequences of large outdoor scener
ies with detailed models of prestigious new architectures, such as TV 
towers and bridges that will be built to ring in the new milleneum 
(see Figure 12.3a). Since such video sequences are very complex, 

(a) (b) 

FIG. 12.3. Interactive vs. automatic video augmentation. (a) Vir
tual bridge across a real river. (b) Virtual wall and grid in a real 
room. 
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we currently prerecord the sequences and employ off-line, interac
tive calibration techniques to determine camera positions. Given all 
calibrations, the augmentation of the images with the virtual object is 
performed live (i.e., the virtual model can be altered and transformed 
while it is being seen in the video sequence). 

• The second approach operates on live video streams, calibrating and 
augmenting images as they come in. To achieve robust real-time per
formance, we need to use simplified, "engineered" scenes. In partic
ular, we place highly visible markers at precisely measured locations 
to aid the tracking process (Figure 12.3b). 

As indicated by these figures and example applications, we focus on only 
a subset of the challenges posed by exterior construction scenarios. We cur
rently use rather pragmatic simplified or semi-interactive approaches, ex
pecting that future developments will provide more automatic and general 
solutions. 

Furthermore, we focus on the graphical aspects of AR. A full AR system 
also requires sound and other multi-media interfaces, as well as a complex 
computer and network infrastructure, such as distributed, mobile, wireless, 
and wearable computing, to make relevant information and processing 
power available where the user happens to go [ 43, 59]. Such aspects of AR 
are discussed in other chapters of this book. 

I .3 Related Work and Current State · 
of the Art 

The fir-;t chapters of this book and recent surveys have provided excellent 
general overviews of AR and its young history [3, 6, 44]. We will focus 
here on topics closely related to our approach. 

For the interactive augmentation of landscapes (Figure 12.3a), our ap
proach is most closely related to photomontaging jobs performed by pro
fessional photo labs. Selected still photos are augmented to illustrate to 
the public how new construction projects, such as placing the Munich rail
road station underground, will improve the city. The process is currently 
very tedious and time consuming; the results are individual, unalterable 
augmentations of individual photos. Using our approach, the understand
ing (calibration) of the image is decoupled from its augmentation. Thus, 
augmentations can be altered at interactive speed; innumerous different ver
sions of the virtual objects can be integrated into the photo. Furthermore, 
the approach works for entire video loops, not just for still photos. 
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For the automatic augmentation of live video streams (Figure 12.3b), 
several research groups have begun exploiting the use of special targets in 
the sceneforoptical tracking [4, 31, 33, 41, 42, 48, 59, 60, 66]. Experiments 
indicate that optical approaches provide higher precision than nonoptical 
ones. Ideally, they are combined in hybrid approaches with other, nonoptical 
techniques [60]. Yet, since each group uses different targets and equipment, 
it is unclear which approach works best. So far, no standardized test scene 
has been shared between several groups. 

Little research has focused so far on architectural applications. Feiner's 
group is exploring approaches to improve the construction, inspection, 
and renovation of architectural structures with AR [68], focusing on space 
frame constructions. Bajura and Neumann augment a toy house with a 
virtual antenna and an annotation arrow [4]. Debevec et al., as well as 
Faugeras et al., have proposed technologies to semi automatically generate 
architectural models from images [12, 14]. 

2. REALITY MODELS 

In order to perfectly mix virtual and real objects, AR systems need to 
calibrate cameras and other sensing and display equipment so that the 
virtual objects are rendered from the same vantage point as the real objects. 
Realistic immersion of virtual objects into a real scene further requires that 
the virtual objects behave in physically plausible manners (i.e., they occlude 
or are occluded by real objects, they are not able to move through other 
objects, and they are shadowed or indirectly illuminated by other objects 
while also casting shadows and mirror images themselves). 

For optical camera calibration and to enforce physical interaction con
straints between real and virtual objects, augmented reality systems need 
to have a precise description of the physical scene: a reality model. 

2. 1 Required Complexity 
of Reality Models 

AR reality models don't need to be as complex as, for example, VR mod
els. VR models are expected to synthetically provide a realistic immersive 
impression of reality. Thus, the description of photometric reflection prop
erties and material textures is crucial. AR, on the other hand, can rely on 
live optical input to provide a very high sense of realism. The reality model 
only needs to indicate geometric properties, such as easily identifiable 
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landmarks in the scene for camera calibration and surface shapes for oc
clusion handling and shadowing between real and virtual objects. 

However, AR reality models have to be much more precise than VR 
models. Since an immersive VR system cuts users off from reality, users can 
only gain a qualitative impression whether or not the objects are modeled 
correctly. In AR, on the other hand, users have an immediate quantitative 
appreciation of the extent of mismatches between the reality model and the 
live video input from the real scene. 

A reality model has to track and adapt to changes in the real world. The 
need and frequency of model updates depends on the application. Many 
durable large-scale structures will remain in place during the entire con
struction work. Thus, such components need to be modeled only once. 
Using existing CAD models or semi-automatic modeling techniques to 
generate such models may be sufficient. Other aspects of construction sites 
are more variable: trucks and cranes move, trees lose their leaves in win
ter time, and buildings under construction slowly develop. Such gradual 
changes need to be mirrored in the reality model at an appropriate pace. In 
some applications, daily or real-time scence changes may also have to be 
modeled (e.g., when virtual objects have to be integrated into scenes with 
moving people, material, or equipment). 

Reality modeling and reality tracking are very complex and demanding 
tasks. Currently they cannot be achieved in real time in a general way. The 
subsequent sections present and discuss several approaches to generate 
reality models. 

2.2 Use of Existing Models 

The most straightforward approach to acquiring 3D scene descriptions is to 
use existing geometric models, such as CAD data, output from GIS systems, 
and maps (see Figure 12.4). When such models are available, they constitute 
the easiest approach toward integrating virtual objects into the real world. 
Yet, this approach is not always pursuable for a number of reasons. 

• In many applications, reality models are not commercially available. 
For example, interior restoration of old buildings typically needs to 
operate without preexisting CAD data. 

• The data points in a commercial model don't necessarily coincide 
well with visible features in images; quite the opposite is true: 
Geodesic measurements generally are indicated by small, barely vis
ible marks in the ground. 
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(a) Laboratory setup (b) At a real construction site 

FIG. 12.4. Example and use of a manually created reality mociel. 

• Available models are not complete. Real physical objects typically 
show more detail than is represented in the models. Furthermore, 
scene models cannot fully anticipate the occurrence of nonstation
ary objects, such as coffee mugs on tables and cars or cranes on 
construction sites . 

., The system needs to account for the changing appearances of exist
ing objects, such as buildings under construction or engines that are 
partially disassembled. 

When users see objects in the scene, they expect the virtual objects to 
interact with them correctly, independently of whether they are new to the 
scene or whether they have been there for a long time (i.e., have already 
been included in a reality model). Thus, it currently is often necessary to 
create and update reality models explicitly for the AR application. 

2 .3 Manual Approach 

The manual approach involves obtaining 3D measurements within the real 
world, using measuring tapes, theodolytes, GPS-operated laser pointers, 
information from GIS systems, etc. Such 3D points are entered into a small 
model, which in turn can be used to calibrate and track a camera by tracking 
the corresponding image points. Figure 12.4 shows such a generated reality 
model of our "tracking laboratory," a room with several carefully measured 
targets on its walls. 

The approach is intuitive and works well for very sparse reality models. 
Yet, it is prohibitively expensive to measure thousands of points this way. 
Furthermore, the approach depends upon availability of professionals and 
special equipment. Thus, models cannot be expected to be obtainable on 
short notice. 
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2 .4 Interactive Approach 

As an alternative, reality models can be generated with interactive graphical 
tools. 

We have developed a system, InCal, that begins with a very sparse, 
initial reality model of a landscape or cityscape, using externally provided 
information such as the known position and height of a few buildings, 
electric power poles, and bridge pillars. More information, such as the 
course of rivers and streets, is measured from two-dimensional maps and 
inserted at zero height into the model. From this model, we generate an 
initial camera calibration for a few site photos, interactively indicating how 
features in the image relate to the model. 

Once an image has been successfully calibrated (3.2), the model is over
laid on the image, showing good alignment of the image features with 
the model features. Models of new structures in the landscape, such as 
houses or hills, can then be entered into the reality model, using their two
dimensional position in the city map and estimating their height from their 
alignment with the image. Figure _12.5 shows the final model, compared 
with a commercially available model of the same area. 

2.5 Toward Automatically 
Generated Models 

Computer vision techniques are designed to automatically acquire three
dimensional scene descriptions from image data. Much research is currently 
under way, exploring various schemes to optically reconstruct a scene from 
multiple images, such as structure from motion [l, 14, 63, 67], (extended) 
stereo vision [12, 26, 28, 29, 45], and photograrnmetric techniques [21, 23]. 

(a) Final reality model (b) Merged with commercial model 

FIG. 12.s. Final interactive model superimposed on the commer
cial model of the city of London. 
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In the context of the European Realise project [22] and its successor, 
Cumuli [11], we explore to what extent automatically generated scene 
models can support AR and VR applications. In collaboration with INRIA 
and Lund University, we are developing and testing tools to semiautomati
cally generate descriptions of complex landscapes and cityscapes, such as 
parts of London along the Thames. Using epipolar relationships between 
features seen in several images from different unknown vantage points, geo
metric constraints on architectural structures, as well as city maps, the tools 
will help determine a set of progressively more precise projective, affine, 
and finally Euclidean properties of points in the three-dimensional scene. 

Figure 12.6 shows the final result of the Realise project, a reconstructed 
model of the Arcades of Valbonne. Figure 12.6a shows the reconstructed 
geometric model. In Figure 12.6b, the model has been enhanced by map
ping textures from the original image data onto the surfaces. Figure12.6c 
illustrates how the original image data can be augmented with synthetic ob
jects, such as a Ferrari, once the images have been analyzed and calibrated 
with the Realise system. 

(a) (b) 

(c) 

FIG. 12.6. Automatically generated model of the arcades of 
Valbonne. (a) Geometric model. (b) Enhanced with texture maps. 
(c) 20 picture of the plaza, augmented with a Ferrari. 
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2.6 Range Data Models 

As an interesting alternative to motion-based scene recognition, approaches 
using three-dimensional range sensors have been undertaken in efforts 
such as the RESOLV project [53]. RESOLV is developing a mobile robot 
(Figure 12.7a) to conduct a 3D survey of a building, including capturing 
the appearance of the visible surfaces. A portable unit is taken around the 
environment that is to be captured. The unit includes a spatial camera con
stituted of a scanning laser range finder for capturing the 3D structure of 
the surroundings and a video camera for adding the textures. 

The environment is scanned from a number of capture positions and 
reconstructed into a model, unifying measurements from all viewing posi
tions. Surfaces are recognized by processing the range data and are textured 
from the camera images. By combining what is seen from neighboring 
capture positions, surfaces that would be occluded from one position are 
recorded. The spatial camera travels from one capture position to another 
either on a trolley (Figure 12. 7) or an autonomous vehicle. The environment 
is reconstructed as the robot progresses and each new position is registered 
with previous ones using key points in the surroundings. The partial recon
struction is used to determine future capture positions. 

Figure 12. 7b shows a model taken from the interior of the Royal Institute 
of Chartered Surveyors, London. Of particular note is the fire extinguisher 

(a) (b) 

FIG. 12.7. (a) RESOLV trolley. (b) Automatically generated model 
of part of the interior of the Royal Institute of Chartered surveyors. 
London. 
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in one comer, and the curved surface of the pillar, showing the usefulness 
and accuracy of the laser/video combination. 

Currently, the robot is optimized for human-scale applications such as 
indoor refurbishment or maintainance tasks, and not yet designed for cap
turing external landscapes. Both the trolley shown in the picture and the 
autonomous vehicle are designed to support capture at two heights-eye 
level when sitting and standing. The size of the unit is comparable to that 
of a person to ensure that it can be taken to all the places where people are 
likely to pause when looking around a building. The data are held in a form 
suitable for CAD systems and for viewing on a WWW browser-which is 
also a suitable format for reality models of AR applications. 

3. CAMERA CALIBRATION 

One of the key issues of AR is the proper alignment of the virtual world 
with the real world. Such alignment requires that the view onto the real 
world be accurately determined and simulated for the virtual scene. Since 
we concentrate in our approach on viewing the real world through a TV 
camera, proper alignment means calibrating a camera, determining 5 in
ternal parameters (focal length Ux, fy), center (ex, Cy), aspect ratio a) and 
6 external parameters (position (x, y, z) and orientation (rx, ry, rz)). We do 
not yet account for lens distortions. 

We are experimenting with two different approaches, depending on var
ious application scenarios. Both approaches proceed in two steps: (a) the 
determination of suitable feature points in an image and the establishment 
of proper correspondences between such 2D image features and 3D scene 
features in the reality model, and (b) the computation of the current camera 
parameters according to the matches. These two steps, as well as sensor 
fusion concepts and precision and stability issues, are now discussed. 

3.1 Correspondence between the Reality 
Model and 2D Image Points 

3.1. l Live Automatic Mapping 
of Specific Targets 

To achieve live camera tracking performance, feature detection has to op
erate fast and automatically. The automatic detection of three-dimensional 
objects in images is a long-standing research area in computer vision. So 
far it cannot be achieved in a general way in real time. To provide fast and 
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robust optical tracking performance, it is common practice in AR appli
cations to simplify the computer vision problem by placing special, easily 
detectable target patterns into the real world [4, 31, 41, 42, 59, 60, 66]. 
For example, Neumann et al. use circular tracking targets [48]. State et 
al. use concentric multicolored disks [60]. Bajura and Neumann [4] track 
bright red LEDs that are significantly brighter than the other objects in 
the environment and thus can be easily detected. Starner et al. search the 
environment for visual tags consisting of two red squares bounding a bi
nary pattern of green squares to identify objects of special interest [59]. 
It is also very common in the car industry to attach special black-and
yellow circular patterns with an internal cross to cars to evaluate car crash 
tests. 

In our approach, we use black squares attached to a planar object with 
sufficient contrast. In order to uniquely identify each square independently 
of the current field of view, the black squares contain a labeling region, 
consisting of 2 rows with 4 positions (bits) for smaller red squares (see 
Figure 12.8). Using a binary encoding scheme, we can define up to 256 
different targets, each of which can be matched against a 3D target in a 
reality model. In a particular image, any set of two or more targets from 
the model suffices for our tracking system to work. 

At startup time, the optical tracker does not yet have any indication of 
the viewing direction. Thus, the entire image has to be searched quickly 
for targets. In a subsampled image, we begin by searching for candidate 

(a) Original image (b) With edge finding results 

FIG. 12.8. Processed image of a black target square 13 (binary 
label 1101). 
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"blobs," scanning sample lines for strong bright-to-dark and subsequent 
dark-to-bright transitions. We then follow the contours of each blob. We 
classify the edge pixels according to their gradient direction as belonging 
to one of four edge classes, and we fit straight lines to the edges of each 
class. The intersections of neighboring lines determine the comer points of 
candidate squares. The algorithm then examines the labeling area within 
each square, correlating the pixels along sampling lines of the first and 
second 4-bit row with the ideal binary signal of numbers 0 through 15. The 
number producing the highest correlation with the image is selected, and 
the candidate square label is compared against the list of 3D squares in 
the reality model. If the label exists and is assigned to exactly one image 
square, a match between the 2D and 3D square is established. To account 
for camera rolls by more than 90 degrees, we apply the same labeling 
test along all 4 edges of the square, selecting the labeling with the best 
match. 

Subsequent images do not have to be searched from scratch to find the 
squares. Rather, tracking algorithms can predict the approximate location of 
squares from their locations in previous images (see Section 3.4). To deter
mine the exact position of each square, we find strong image gradients in the 
vicinity of their predicted edge positions. We fit lines to edge pixels and in
tersect them to determine the corner points of the squares in the new image. 

This technique is fast (23 frames per second on an SGI 02, 14 frames 
on an Indy with an RS000 processor) and robust over quite a range of 
moderately fast camera motions. Typically, we move the camera on a tri
pod with wheels. Yet, we can also track an IndyCam in our hand. When 
the camera moves very fast or is jerked, the predicted square positions are 
incorrect and/or the image exhibits motion blurring. Under such circum
stances, the square redetection algorithm fails, and the square detection 
system is reinitialized in a third of a second. 

3.1.2 Interactive Mapping 
of Arbitrary Targets 

Although automatic target tracking can be demonstrated to operate well 
in small-scale, engineered environments, it imposes significant restrictions 
on applications. In many cases, special targets cannot be placed in the scene, 
or the size of the scene is so large that targets at some distance are barely 
visible in the images. Thus, more general feature detection approaches need 
to be investigated. Yet, it will take time for them to mature and to become 
fast enough for real-time AR applications. 
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FIG. 12.9. Mapping of selected 3D model features to 2D image 
features. 
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On the other hand, quite a few scenarios for exterior construction appli
cations such as project acquisition and design efforts can already benefit 
from much slower, off-line, photo and video film augmentation. Under 
such circumstances, we can employ human help and analyze much more 
general scenes without special targets. 

Our interactive calibration system, InCal, provides a user interface to 
calibrate and track camera positions in images. It superimposes a 3D 
reality model on an image that the user can move and rotate interac
tively. Furthermore, the user can interactively indicate correspondences 
between three-dimensional model features and pixels in the image (see 
Figure 12.9). Such correspondences are then used to automatically com
pute the current camera position. When the virtual camera is set to the 
same position, the reality model "snaps into alignment" with the image ( see 
Figure 12.10). 

When calibrating image sequences, InCal exploits interframe coher
ence to automatically propose feature locations in new images from their 
locations in previous images. For user-scalable rectangular template areas 
around each feature in the current image, InCal uses normalized cross
correlation to determine with sub pixel precision the best match between a 
template area in the current image and pixels within a search window of the 
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(a) 

(b) 

FIG. 12.10. Different results of full Tsai calibration, with one of 
the mapped features having been moved by one pixel. (a) Tsai: 
Feature at [537, 270]. (b) Tsai: Feature at [537, 269]. 
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next image. Such automatic feature tracking substantially helps the user in 
working through a long image sequence. Many features are well detected. 
Occasional mismatches can be corrected interactively. 

3.2 Calibration 

Once correspondences between 3D scene features and 2D image features 
have been established, they can be used to determine the camera position. 
Many camera calibration algorithms have been developed in various com
puter vision research efforts (see Refs. [64, 72] for reviews). The principle 
problem is well understood: Given a number of matches between 2D and 
3D points, compute the camera viewing parameters that minimize the dis
tance between the image points and the projected position of their matched 
3D world features. Since the system of equations is not linear, much ef
fort has been spent investigating various approaches for finding stable 
solutions. 

We have worked with two approaches in particular, one developed by 
Wenig [65, 71] and one by Tsai [64, 72]. Weng's algorithm computes all 
11 intrinsic and extrinsic camera parameters. It works only for noncopla
nar arrangements of features in the real world. Tsai's algorithm consists 
of a collection of calibration routines, geared toward computing different 
subsets of the camera parameters. Thus, different versions of the algo
rithm compute either all parameters or only the extrinsic ones, assuming 
that the focal length, center, and aspect ratio are known. The simplified 
version works also with coplanar 3D feature arrangements. The overall 
approach begins by adjusting the camera rotation parameters to reduce 
the misalignment between the world and the image as much as possi
ble. Next, camera translation is explored as a means to further reduce 
the alignment error. Finally, all six parameters are jointly reconsidered 
and optimized, using a nonlinear least squares routine to minimize the 
error. 

From Tsai's collection of calibration tools, we have distilled a number 
of further simplified approaches, assuming that in real applications even 
some of the extrinsic camera parameters can often be approximated by 
other means. In our approach, either of the first two steps of Tsai's al
gorithm (estimation of rotation and translation) can be skipped assuming 
externally provided data to initialize the nonlinear least squares optimiza
tion. The result is a much more stable system that can be adapted quickly 
to incorporate various external sources of information. 
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3.3 Precision and Repeatability 
of Calibration Results 

Calibration precision is a key issue in AR since it determines the quality 
and credibility of augmented video (27). 

We have been able to successfully calibrate many live and prerecorded 
video sequences. Even for the case of complex landscapes, such as from the 
river Wear in Sunderland, UK, we have been able to interactively calibrate 
sequences of hundreds of images nearly automatically within a few hours 
(e.g., the sequence containing Figure 12.13). 

Yet, calibration algorithms are inherently sensitive to noise and to spe
cific properties of the reality model, such as nearly planar or linear group
ings of 3D features. We will now report on the more challenging cases. 
Figures 12.10 and 12.11 illustrate the difficulties we had augmenting pho
tos of the Thames river shore with a new footbridge. For this particular 
scene, most of the visible houses are nicely aligned along the river. Thus, 
most targets, such as house corners, lie approximately within a plane. Con
sidering a distance of approximately 400 meters between the camera and 
the houses, the depth provided within house facades and even the depth 
of individual houses cannot supply good three-dimensional depth cues for 
any calibration algorithm. 

Figure 12. l 0 shows that at such camera distance and at the given image 
resolution slightly different 2D-to-3D mappings-as the result of imprecise 
user input-have a dramatic effect on the calibration result. In particular, 
there is a trade-off between the focal length of the camera and the distance 
of objects from the camera. Small mismatches of features along the line 
of sight can dramatically change the inferred focal length, altering the 
perspective appearance ( vanishing points) of virtual objects without greatly 
misaligning their silhouette in the image. Between Figures 12.lOa and b, 
one image feature at the back side of one of the houses is moved up by 
one pixel. The result is a significant calibration change: The near side of 
the river shore moves dramatically inward into the river when the feature 
is moved down. 

The calibration results also depend on the particular algorithm that was 
selected. Since all algorithms use different heuristic assumptions for pri
oritizing the nonlinear optimization scheme, they fail in different ways 
when confronted with poor mapping data. Figure 12.11 shows that-in 
this particular case-the Weng algorithm performed worse than the Tsai 
algorithm (compare with Figure 12.lOa). In other cases, the opposite was 
true. 
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(a) Weng: Feature at [537,270] 

(b) Weng: After ten I-pixel corrections 

FIG. 12. I I. Results of Weng calibration after automatic correction 
of feature mappings (ten iterations). 

399 

META 1017 
META V. THALES



400 KLINKER, STRICKER AND REINERS 

These examples demonstrate that real exterior construction applica
tions impose very hard requirements on AR and, in particular, on opti
cal camera calibration. In contrast to artificially created demonstrations 
shown in laboratory settings to exhibit the general concepts of an ap
proach, real applications provide challenging side constraints. For exam
ple, due to the fact that we are visualizing a new bridge, a river keeps us 
from getting closer to the buildings we use for camera calibration. In our 
work, we are thus emphasizing pragmatic concepts to cope with such real 
problems. 

• Considering current calibration instability, the need for good reality 
models becomes evident. They need to be very precise. Furthermore, 
they should cover targets in a widely spread three-dimensional vol
ume. Fm example, the inclusion of distant high rises and power poles 
or some targets on the near side of the river would greatly stabilize 
the results. Finally, the targets need to be easily detectable and pre
cisely locatable in image data. Tips of power poles have proven very 
suitable for this purpose. 

• To help users correctly identify image features, InCal automatically 
investigates which image feature currently has the largest influence on 
a calibration misalignment. By moving that feature by one pixel up, 
down, left, or right, a new calibration generates a much smaller mis
match between image features and projected scene features. Figure 
12.11 shows the results of Weng's algorithm after ten iterations. 

• Another pragmatically useful concept suggests exploiting as much 
externally available information as possible. Thus, we exploit the 
flexibility of Tsai's calibration system. Using interactively provided 
data on the camera's focal length, center, and aspect ratio, Tsai's 
algorithm computes only the external camera position and orienta
tion parameters, as shown in Figure 12.12. The algorithm can be 
constrained even further by providing approximate camera location 
and orientation information, as is done in the tracking systems being 
discussed next. 

3.4 Tracking 

When live video streams (image sequences) rather than individual images 
are augmented, camera tracking becomes an issue. Due to the numerical 
instability of calibration routines, it is not advisable to recalibrate each 
image from scratch. The result would be a rather bumpy camera path. 
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FIG. 12.12. Tsai calibration using a fixed focal angle of 42 
degrees. 
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Rather, camera motion must be modeled as part of the; parameter estimation 
process, influencing and stabilizing the system. 

Kalman filtering is a well-established technology to stabilize the es
timation of camera motion [5, 13] and user motion [2]. With D. Koller, 
we have developed a three-dimensional camera motion model, which ac
counts for camera velocity and acceleration [29, 31, 30]. With this motion 
model, physical camera motion can be calculated and tracked after the first 
two images have been taken, predicting the real-world camera trajectory 
for subsequent images. According to the predicted next camera position, 
the system determines local search areas in the image where the black 
squares should be. From their actually determined locations in the im
age a corrective term is calculated to influence the camera motion model. 
We have used this Kalman filtering approach in live tracking demonstra
tions, operating at about 10 frames per second on an SGI Indy worksta
tion (with an R5000 processor). Currently, the system tends to adjust only 
slowly to changing camera motion-due to its built-in technology to as
sume smooth camera motion. When faced with abrupt camera jerks, the 
algorithm tends to continue moving the virtual camera in a steady direction 
for a while before reversing to account for the jerk. As a result, virtual 
objects tend to have a swinging behavior in the scene and the black square 
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targets are frequently lost such that the tracker needs to be reinitialized. 
Similar observations have been reported by Lowe and by Ravela et al. 
[38, 51]. 

As an alternative, we have begun exploring simpler, more direct track
ing schemes. Using the extended tool box of Tsai's calibration routines, 
we use calibration parameters from the previous image to initialize the 
next calibration. This works particularly well under circumstances when 
we know that the camera motion is constrained. When the camera is 
known to be on a tripod, we can use the same camera position throughout 
the entire image sequence, recalculating only the rotational components. 
But even when the camera is not stationary, we have been able to obtain 
very good and stable calibrations by assuming that-at operating speeds 
of about 23 frames per second-the camera hasn't moved much in be
tween consecutive frames. We thus initialize the nonlinear least squares 
motion estimation routine with the previous motion parameters, allowing 
them to resettle according to the updated matching data. When the cam
era is rotated too fast, a complete recalibration is achieved in a third of a 
second. 

We use the same technology both for the live demonstrations and for the 
slower, interactive calibration of complex cityscapes. The system works 
very well for medium-speed camera motions. We are able demonstrate the 
system with a hand-held IndyCam. Virtual objects are much more stable 
within the real scene; the characteristic swinging of the Kalman filtering 
approach is not observed. 

3.5 Tracking Stability 

Tracking stability is a key issue in AR. Virtual objects must be precisely 
positioned in the picture and keep their position over time despite camera 
motion and noise. 

In our demonstrations generating high-quality presentations of new vir
tual buildings within a given environment, we have observed that appear
ant stability within the scene is much more important than the precise 
calibration of individual images by themselves. Thus, it is very impor
tant to make suitable stabilizing assumptions. In particular, assuming that 
the internal camera parameters (focal length) remain constant throughout 
the demonstration provides significant overall improvements-even though 
such assumption might be violated. Using schemes that avoid computing all 
six external parameters together have further stabilized the augmentations. 

META 1017 
META V. THALES



12. AUGMENTED REALITY 403 

To this end, we currently determine camera rotation and translation in two 
discrete steps, optimizing the nonlinear equations for only three unknowns 
at a time. 

3.6 Sensor Fusion: 
GPS and Optical Tracking 

Many different technologies can be used to determine the current camera 
location, such as optical, magnetic, mechanical, and inertial trackers. Each 
technology has advantages and drawbacks when compared to the others. 
Inertial or magnetic sensors, for example, are fast and can track abrupt mo
tions. Yet, they are not precise enough to allow for an accurate alignment of 
the graphical object in the pictures. Mechanical trackers are more precise, 
yet they-as well as magnetic trackers-severely limit camera motions, 
essentially requiring controlled, indoor application scenarios, such as vir
tual studios. Optical tracking can deliver precise calibrations both indoors 
and outdoors. Yet, it has trouble coping with fast camera motion and with 
scenes that are optically too complex. 

GPS [37] is another promising solution-especially for outdoor appli
cations. It is based on a set of 24 satellites orbiting Earth at about 20 km 
height. Each satellite has a high-accuracy atomic clock and transmits its 
time signal in a regular interval. A receiver on Earth receives the time sig
nal from at least 4 of these satellites and can calculate its position from the 
known orbits of the satellites via triangulation. The·typical accuracy for 
standard GPS due to different kinds of error is 98 min 3D. Using differ
ential GPS (which needs information that comes from a private or public 
base station or which might be sent from official sources in the near future) 
brings the accuracy down to the meter level, with expensive equipment 
available to reach the centimeter level. The problem with GPS is that it 
only works when the receiver can see the satellites. The signal is too weak 
to penetrate buildings or other cover. Thus within the canyons of a city's 
high rises or just standing close to a wall, getting enough satellites can 
be a problem. Another problem with using GPS for real-time AR tasks is 
its perfectionism. Rather than giving false data it will give no data. Thus, 
several seconds can pass between successful measurements. The very high 
end GPS systems are even slower, requiring a minute or more to initial
ize under imperfect circumstances. After initialization they are faster, yet 
when they lose track of some satellites, they require another initialization. 
In general most GPS receivers are not built for real-time measurements; 
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a typical update rate is once per second. More expensive systems go up 
to five per second. Thus GPS alone is not enough for real-time track
ing, even besides the fact that GPS only gives positional information, not 
orientation. 

A robustly operating system can be expected to benefit greatly from a 
well-designed fusion of sensor information provided by several different 
devices. For example, Jancene et al. combine optical camera calibration 
with mechanical tracking technology [26]. State et al. combine optical and 
magnetic trackers to augment table-top scenarios in real time. While sev
eral multicolored circular targets are visible, the system relies on optical 
tracking results. When the camera moves off target, the magnetic trackers 
ensure that the system maintains an overall sense of orientation and posi
tion, reinitializing the optical tracker when the targets come back into sight 
[60]. 

In our system we are exploring approaches toward injecting GPS data 
into optical trackers, since GPS is becoming increasingly available on to
day's construction sites, and since it is much better suited to outdoor sce
narios than magnetic trackers. Attaching a GPS sensor to the camera, we 
can complement the optical tracking system with camera position data 
provided by GPS. Since the GPS signal is produced at an unpredictable, 
asynchronous rate, optical tracking using Tsai's calibration still constitutes 
the core of the system, integrating GPS information whenever provided 
and relying on purely optical techniques in the mean time. 

4. AUGMENTING REALITY 

Once appropriate reality models and camera calibrations have been ob
tained, they form the basis for mixing real and virtual worlds. The subse
quent sections describe the different steps that need to be taken to achieve 
realistic and fast inclusion of virtual information into a real world. 

4.1 Geometric Data 

Since exterior construction is a very physical, three-dimensional business, 
much synthetic data relates directly to the 3D objects being designed and 
built. Such information is typically represented in 2D or 3D geometric 
primitives. 

With AR, such virtual geometric objects can be integrated into the real 
environment during all phases of the life cycle of a building. Before the 
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(a) (b) 

FIG. 12.13. Side view of a new footbridge, planned to be built 
across the river wear in Sunderland, UK. (a) Original scene. 
(b) Augmented with planned footbridge. 

(a) (b) 

FIG. 12.14. A virtual wall at a real construction site. 
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construction project is started, AR can support marketing and design ac
tivities to help the customer visualize the new object in the environment 
(Figure 12.13). During construction, AR can help evaluate whether the 
building is constructed according to its design (Figure 12.14). After the 
construction is completed, maintainance and repair tasks benefit from see
ing hidden structures in or behind walls (Figure 12.15). 

AR thrives on fast, real-time augmentations of the real world. All vir
tual information thus has to be rendered very quickly. To this end, we 
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(a) (b) 

FIG. 12.15. Seeing the piping in the wall. (a) Original image. 
(b) X-ray view into the wall. 

carefully tune and prune geometric models to achieve maximal rendering 
performance while maintaining an acceptable level of realism. 

4.1. l 30 Models 

D models of medium-sized and large building projects are usually very 
complex. This is due to the inherent complexity of buildings, as a complete 
building has thousands of parts. Even if only the outside of the building 
is of interest, typical models are comprised of several hundred thousand 
polygons. For off-line augmentation (e.g., for video sequences) this is not 
a big problem; rendering just takes longer. For on-line interactive or head
mounted augmentations these models are not useful, as even high-powered 
graphics supercomputers cannot render them at an acceptable frame rate 
(i.e., more than 10 Hz). Standard geometry optimizations for rendering, 
such as conversion of individual polygons into triangle strips, increases 
performance, but not enough in most cases. They thus have to be sim
plified. We employ an interactive in-house tool [57] building on standard 
algorithms [56, 58]. Except for closeups, the resulting models are virtu
ally indistinguishable from the originals, albeit at a fraction of the cost 
(Figure 12.16a). 

Another problem stems from the fact that architectural models are usu
ally not created for presentation but rather for building purposes. They 
are typically generated using standard CAD tools, which work in wire
frame mode and do not pay attention to consistent orientation of polygonal 
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(a) (b) 

FIG. 12. 16. Model of Sunderland footbridge (decimated from 
45000 down to 25000 triangles). (a) Decimated model. (b) Model 
without surface normal correction. 
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faces. When such orientations are used to compute the surface normal 
for lighting purposes, many of them point the wrong way and thus are not 
shaded properly. The resulting models then typically have a checkered look 
(Figure 12.16b). There are some tools to help integrate the faces consis
tently in the model decimation system, but in general there is no automatic 
solution and some manual work is required until the modeling tools used 
and the resulting models get better. 

A related problem is the optical appearance of the models. Material 
parameters such as reflectivity and colors are not included in the standard 
modeling tools; thus this information has to be generated. The position and 
strength of light sources and other global lighting parameters have to be 
added to the model [47], unless they are extracted from the real images [18] 
or provided by other global information such as date, time, and place [ 46]. 

Even if this information were available in the modeling system there is 
no a standardized way yet to extract it. The most common export format 
for most CAD systems is DXF, which was designed for the exchange of 
2D drawings. It has been extended over the years to handle 3D data as 
well but is nowhere near being an adequate exchange format for high
quality models for rendering. For these purposes the SGI Inventor format 
[62] and the VRMLl or VRML2 formats are becoming popular, but they 
are still not universally supported. Public-domain [24] and commercial 
[49] converters are available, but most of them do not handle all possible 
variants of DXF reliably, so that sometimes specialized converters need to 
be written. 
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(a) Overview (b) Inside view 

FIG. 12. I 7. Arrangement of 2D plots in a 3D model. 

4.1.2 2D Models 

Much information is currently represented as two-dimensional plots 
rather than three-dimensional models. It currently seems more suitable 
for individual contractors to maintain their own 2D systems of information 
relevant to them than for everybody to access an all-inclusive, huge, 3D 
project model-even at the risk and cost of having to ensure that changes 
are quickly propagated between the systems of all relevant subcontractors. 

For AR applications however, data need to be coordinated within a three
dimensional coordinate system. As one simple approach toward integrating 
2D plots into a real-world framework, we have arranged the plots as a 
system of appropriately stacked panes (see Figure 12.17). 

4.2 Fast Rendering and Tracking 

Besides fast and robust camera tracking, high-quality, real-time rendering 
[52, 54] is the essential ingredientto an AR system. To both track and render 
at high quality and with high speed, a distributed solution is appropriate. 
This can either mean distributing across several machines or across tasks. 

Distribution across several machines allows the use of cheaper machines 
and more importantly allows the use of vastly different machines. For ex
ample the tracking from simple sensors could be done by a small wearable 
machine while the high-quality rendering of a complex model is done on 
a stationary graphics supercomputer [59]. Or the situation can be the other 
way around, in which an expensive optical tracking algorithm using very 
little information about the scene runs on a supercomputer while simple 
models or textual information are rendered by the wearable machine. The 
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problem of this multi;machine distribution is the neccessary communica
tion. The amount of data that has to be communicated can be quite high 
(e.g., video images for tracking or from rendering). But in any case this 
distribution adds lag to the entire system, which is quite detrimental to the 
effect of immersion. 

The alternative is to use multiple threads on a single machine. For this 
to be useful the machine has to have multiple processors. A short time ago 
this meant an expensive workstation, but multiprocessor Pentium boards 
are becoming commonplace. Running both tasks on one machine shortens 
the communication pathways dramatically, as in the worst case a memory 
to memory copy has to be done and in the best case of a shared memory 
system just pointers have to be moved. This is the model that we use for 
our high-quality real-time applications, running the optical tracking on one 
processor while the other is feeding the graphics pipeline. 

Thus the natural separation of an augmented reality system into the 
two tasks of tracking and rendering allows parallel processing for high 
throughput and also asymmetric distributed processing to comply with 
constraints of specialized machinery such as wearable computers. 

4.3 Interactions between Virtual 
and Real Objects 

Realistic immersion of virtual objects into a real scene requires that the 
virtual objects behave in physically plausible manners (i.e., they occlude 
or are occluded by real objects, they are not able to move through other 
objects, and they are shadowed or indirectly illuminated by other objects 
while also casting shadows and mirror images themselves). 

4.3. l Occlusion 

Occlusions between real and virtual objects can be computed quite ef
ficiently by the geometric rendering hardware of high-quality graphics 
workstations, when provided with a list of the geometric descriptions of all 
real and virtual models. By drawing real objects in black, the luminance 
keying feature of video mixing devices can be activated to substitute the 
respective image area with live video data. As a result, the user sees a picture 
on the monitor that blends virtual objects with live video, while respecting 
3D occlusion relationships between real and virtual objects (Figure 12.18). 

Other mixing approaches use depth maps of the real world obtained 
with a laser scanner [53] or vision-based scene recognition approaches 

META 1017 
META V. THALES



410 KLINKER, STRICKER AND REINERS 

(a) (b) 

(c) 

FIG. I 2. 18. A toy house occluding parts of a virtual pink house 
while being partially occluded by a virtual green house. (a) With
out occlusion handling. (b) Reality model shown in black. (c) With 
occlusion handling. 

[11, 12, 28]. The depth maps can be used to initialize the Z-buffer of the 
graphics hardware [29, 73]. Occlusion of virtual objects is then performed 
automatically. When the virtual object is rendered, pixels that are further 
away from the camera than the Z values in the depth map are not drawn. 
By setting the background color to black, the real objects present in the 
original video are displayed in these unmodified pixels. 

Both approaches have advantages and disadvantages, depending on the 
application. Full 3D geometric models are best for real-time movement 
of cameras. Polygonal approximations to depth maps can be used over 
a certain range of camera positions since the synthesized scene model is 
rerendered when the camera moves. Copying the depth maps directly into 
the Z-buffer is the hardest approach: The map needs to be recomputed after 
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each camera motion because the new projective transformation "shifts" 
all depth values in the depth map. Thus, this approach only works with 
stationary cameras or with shape extraction algorithms that perform at 
interactive speeds. 

On the other hand, the geometric modeling approach suffers from an 
inherent dependence on scene complexity. If the scene needs to be repre
sented by a very large polygonal model, the rendering technology may not 
be able to process it in real time. In contrast, the size of a depth map does 
not depend on scene complexity. Which approach to use in an application 
depends on the overall requirements and the system design. 

4.3.2 Shadows and Reflections 

Objects in the real world not only determine their own shading, they also 
have an influence on the appearance of other, distant objects by means of 
shadows and reflections [18, 19]. 

With the availability of reality models, standard computer graphics algo
rithms [17] can be used to compute the geometry of shadows cast by virtual 
objects onto real ones (see Figures 8 and 9 in Ref. [60]). Given the right 
hardware, this can even be done in real time. Depending on the amount 
of ambient light in the scene, shadows should not coID:pletely replace the 
object they are falling on, but should rather be blended with the image of 
the underlying object [26]. 

Reflections are a more difficult topic that can be solved for many useful 
special cases, but not in general. Reflections of virtual objects in planar 
real mirrors can be resolved using standard computer graphics techniques 
[17]. Similar to shadows, perfect reflections are rare in the real world; 
the reflected object should be blended with the mirror image rather than 
replacing it. This also allows the simulation of essentially planar reflective 
surfaces such as water (see Figure 12.19). 

Difficult to handle are reflective virtual objects, as in general they would 
have to reflect things from the surrounding environment that are not visible 
in the image. For special cases this can be circumvented by placing real 
reflecting objects, such as a silver sphere, in carefully chosen locations in 
the scene and using their reflections as an environment map to determine 
the light reflections for the virtual object [61]. 

An alternative approach would be to use a high-quality reality model to 
render the reflection onto the virtual object, but that would defeat the idea 
of augmented reality not having to build such a complex, photometrically 
precise model. 
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FIG. I 2. I 9. Virtual London bridge reflecting in the real water. 

4.3.3 Physical Constraints: 
Solid Virtual Objects, Gravity 

For an augmented world to be realistic the virtual objects not only have 
to interact optically with the real world but also physically. This applies to 
virtual objects when animated or manipulated by the user. For example, a 
virtual chair shouldn't go through walls when it is moved, and it should 
exhibit gravitational forces [7]. 

According to the law of nonpenetration, two solid objects cannot be 
in the same place at the same time. Thus, virtual objects should prevent 
themselves from moving into or through other objects. Given a reality 
model, this behavior can be achieved using the same collision detection 
and avoidance systems that are used for virtual reality systems (75]. 

Another important physical law concerns gravity: When not supported 
by anything virtual objects should move downwards while obeying the law 
of nonpenetration until they reach the lowest possible position. 

These two laws make up the most important physical constraints. A 
full physical simulation including more aspects of the interaction between 
real and virtual objects, such as elastic behavior and friction, would be 
desirable. For off-line applications this is possible if enough information 
about the virtual objects and a complete enough reality model are available. 
For real-time applications most simulation systems are not fast enough. Yet, 
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even simple implementations of the above rules will make the system much 
more realistic. 

4.4 Leaving Reality Behind 

Augmented reality and virtual reality are not two discrete alternatives but 
rather part of a spectrum of mixed realities [44] with full virtual reality 
on one end and full physical reality on the other. Augmented reality is in 
the middle, combining the best of both worlds. But sometimes it might be 
desirable to lean more in one direction or the other. 

Because registered augmented reality by concept needs real images, its 
freedom of movement is limited to the places where an image recording 
device (possibly a human eye) can go. Unless employing rather exotic hard
ware such camera-carrying blimps [50] this limits the possible positions 
of the viewer. Virtual reality on the other hand allows complete freedom 
of movement, as computer generated images can be generated for every 
possible viewpoint. Thus it is sometimes desirable to leave the augmented 
reality behind and switch into the virtual reality to take a look from a point 
where it's physically impossible to get (e.g., from above). 

The disadvantage of leaving the augmented reality behind is that the 
view now has to be constructed entirely from synthetic information (i.e., 
the virtual objects and the reality model) and from previous image data. A 
very promising area of current computer graphics research to circumvent 
this shortcoming is image-based rendering [9, 20, 36, 40], which strives 
toward generating images from new viewpoints given some images from 
other viewpoints. A future system might employ a camera to take images 
while viewing the augmented scene and later using these images to give 
the freedom of movement to the user while incorporating images taken on 
site just a short time ago, thus being as current as possible. 

4.5 Nongeometric Data 

Virtual information doesn't have to be exclusively three dimensional and 
geometric (polygonal) [59]. In large construction projects, many kinds 
of information are gathered, stored, maintained, and shared digitally in 
many formats [34]. When suitable information visualization schemes are 
used, AR can bring any such information to users roaming the real world. 
Examples of such sources of information include: 

• Business data, such as project schedules and time lines, building 
codes and tolerances, customer preferences, as well as texts describing 
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(a) (b) 

FIG. 12.20. (a) Heating schedule and visualized temperatures 
within heating pipes. (b) Picture of a fire hose inside a cabinet and 
an instruction sheet. superimposed on (next to) the cabinet door. 

subcontractors (e.g., their WWW entries). When available "on loca
tion," such information can provide the basis for on-site evaluations 
analyzing whether the construction is progressing according to sched
ule, which firm is to come in next, etc. Furthermore, contractors can 
be contacted immediately to discuss discrepancies between the spec
ification and what was really built [10]. Business information can be 
made available as 2D windows on the world [15] or on virtual sheets 
of paper or panels attached to real walls or floating next to objects 
under discussion ( see the virtual panel showing a heating schedule in 
Figure 12.20a and the fire hose instruction sheet in Figure 12.20b). 

• Image/video data. Using on-line brochures of contractors and cat
alogs of material suppliers, customers can choose among various 
options (e.g., different wood grains for doors), within the real life 
context. Like business data, brochures and catalogs can be presented 
(texture-mapped) on virtual panels. Even entire videos can be pre
sented, advertising how novel window or door designs will much 
improve their ease of use, how they will reduce the evaporation of 
heat, or other things. Multimedia information will be at the architect's 
and customer's fingertips. 

Images and videos can also show equipment such as pipes or 
electric wiring inside walls from photos taken before the equipment 
was covered with plaster. When such images i;tre shown well aligned 
with the walls they provide the illusion of X-ray vision skills (see 
Figure 12.15b and Figure 12.20b). 
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• Process data, indicating the operating conditions of machinery in 
use. Such information is essential to building maintainance and 
renovation tasks. It can help find leaks in pipes etc. AR can show 
the information right on the device that is being inspected. In Fig
ure 12.20a, we use a red-to-blue coloring scheme to symbolically 
represent warm-to-cold temperature variations within heating pipes. 

• Instructions, such as what to build next. AR can remind people of 
the correct scheduling of tasks, showing them one step at a time what 
to do next (see Figure 12.25). Much time and material is wasted when 
a wall is erected too early and has to be removed again so that large 
equipment (e.g., elevator equipment or a water tank) can be put into 
its correct place. 

Further instructions can serve as navigation aides. Large construc
tions sites such as a new airport or shopping mall are ever-changing 
mazes of roads. AR can help people navigate within the area ( e.g., to 
find the currently shortest or safest path from one place to another) 
(see Figure 12.21). 

• Simulated data, such as the expected circulation of air within a build
ing and lighting simulations to verify and optimize the placement of 
windows and artificial light sources inside buildings (Figure 12.22). 

Various exterior construction applications benefit from granting work
ers and engineers on-site access to all of these sources of information, 
augmenting reality in suitable, nondisturbing ways. 

FIG. 12.2 I. Navigation aide. 
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(a) (b) 

FIG. 12.22. Simulated illuminance values on a working plane. 

5. DIMINISHING REALITY 

Many construction projects require that existing structures be removed 
before new ones are built. Thus, just as important as augmenting reality is 
technology to diminish it. 

Figure 12.23a shows one of several pictures of TV towers on Monte 
Pedroso near Santiago de Compostela, Spain. The project to build a new 
communications tower on Monte Pedroso for completion by 1999 was 
conceived by the Concello de Santiago as part of an overall plan for the city 
and for the mountain. The new tower, designed by the architects Sir Norman 
Foster and Parners and consulting engineers at Ove Arup and Partners, 
UK, is primiarily intended for telecommunications users, but because of 
the drawing power of unusual buildings and its location, the tower is also 
intended to appeal to public visitors. 

Prior to augmenting the image with a model of the new tower, the existing 
towers need to be removed (Figure 12.23b ). To this end, a part of the sky 
has to be extrapolated into the area showing the TV towers and the barracks. 
Then the new tower can be put into place (Figure 12.23c). 

In principle, the problem of diminshing reality consists of two phases. 
First expiring buildings have to be identified in an image. When such 
structures are well represented in a reality model, they can be located 
by projecting the model into the image according to the current camera 
calibration. 

Next, the outdated image pixels need to be replaced with new pixels. 
There is no general solution to this problem since we cannot know what 
a dynamically changing world looks like behind an object at any spe
cific instant in time-unless another camera can see the occluded area and 
provides us with the information. Yet, some heuristics can be used to solve 
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(c) 

FIG. 12.23. Monte Pedroso near Santiago de Compostela, Spain. 
(a) Original image. (b) Diminished reality. (c) Augmented dimin
ished reality. 

the problem for various realistic scenarios: 
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• The most simple approach might just deemphasize outdated areas, 
graying them out or smoothing across them with large convolution 
windows. 

• More sophisticated morphological approaches might extrapolate pro
perties of surrounding "intact" areas (e.g., a cloudy sky) across out
dated areas. 

• When a building is to be removed from a densely populated area in a 
city, particular static snapshots of the buildings behind it can be taken 
and integrated into the reality model. Computer graphics technology 
can then map those textures into the appropriate spaces of the current 
image. 

First results of such "X-ray vision" capabilities are shown in Fig
ure 12.1 Sb. In the case of diminished reality, the supplemented video 
image (piping) must be displayed a full alpha-level, thus completely 
hiding the current video (wall). 
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• For video loops of a dynamically changing world, computer vision 
techniques can be used to suitably merge older image data with the 
new image. Faugeras et al. have shown that soccer players can be 
erased from video footage when they occlude advertisement ban
ners: For a static camera, changes of individual pixels can be ana
lyzed over time, determining their statistical dependence on camera 
noise. When significant changes ( due to a mobile person occluding 
the static background) are detected, "historic" pixel data can replace 
the current values [76]. 

In more general schemes using mobile cameras, such techniques 
can lead toward incremental techniques to diminish reality. While 
moving about in the scene, users and cameras see parts of the back
ground objects. When properly remembered and integrated into a 
three-dimensional model of the scene, such "old" image data can be 
reused to diminish newer images, thus increasingly effacing outdated 
objects from the scene as the user moves about. 

We currently use interactive 2D tools .to erase old structures from images. 
This approach can only be used for static, individual photos, but not for 
video sequences from a live, dynamically moving camera. 

6. USER INTERACTION 
IN A THREE-DIMENSIONAL 

AUGMENTED WORLD 

Augmented reality is a technology' by which a user's view of the real world 
is augmented with additional information from a computer model. Users 
can work with and examine real 3D objects while receiving additional 
information about those objects or the task at hand. Exploiting people's 
visual and spatial skills, AR thus brings information into the user's real 
world rather than pulling the user into the computer's virtual world. 

6.1 A Real-World Interface 
to Virtual Worlds 

The power of AR as a real-world interface to virtual worlds becomes evident 
when we present a virtual building on areal table top (Figure 12.24a). Rather 
than using complex 2D or 3D interaction metaphors, users can walk around 
the table to inspect the building from all sides, rotating a reference pattern 
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FIG. 12.24. (a) Virtual buildings viewed on a real table. (b) Inter
active layout of a city scape. 
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on the table to turn the building. Using several reference patterns, several 
virtual objects can be moved independently of each other (Figure 12.24b). 
At the same time, users can reference other material on the table, such as 
maps, and discuss the model with colleagues. 

In these examples, our approach incorporates the concepts of the 
DigitalDesk [69, 70], the metaDESK [25], and the Responsive Workbench 
[32], extending them toward augmenting more complex realities than pla
nar desktops. It leads to hybrid digital/real mock-ups (e.g., of a complex 
construction site for which a scaled-down physical model of the environ
ment might already exist). AR can augment it with digital prototypes of new 
buildings or objects until their design and layout matures. Similar concepts 
apply when extensions or renovations of large manufacturing facilities are 
planned. 

6.2 Computer-Provided Guidance 
to Real-World Tasks 

Computer augmentations of the real world can provide the user with dy
namic, up-to-date instructions on how to perform a task [8]. We explore 
and demonstrate the potential of this new paradigm in our laboratory with 
the example of a Tangram game (Figure 12.25). 

In contrast to 2D games played on a monitor screen, the Tangram game 
takes place on a real table using real Tangram pieces. Figure 12.25a shows 
our setup. The user sits in front of a small cubicle in which the game 
takes place. A camera behind his shoulder records the scene. Our live AR 
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(a) (b) 

FIG. 12.25. computer-guided assembly of a Tangram shape. 
(a) Real world. (b) Augmented world. 

system (See Sections 1.2 , 3 .1.1, and 3 .4 ) running on the Indy in the corner 
is capable of tracking camera or cubicle motion, while maintaining the 
three-dimensional augmentations of the scene. 

The computer three-dimensionally augments the real-world view with 
instructions on how to assemble a complex Tangram shape. A virtual sheet 
shows the entire shape (Figure 12.25b ). Both on the sheet and superimposed 
on the table the next piece to align is highlighted. Either on the monitor or 
in a "feed-through" head-mounted display, the user sees the augmentations 
while working in the scene. The user can now proceed to assemble the 
entire Tangram shape. 

Similar concepts also apply to exterior construction tasks, such as the 
computer-guided installation of an elevator in its shaft where extreme care 
has to be taken to plan the path along which to insert the elevator. Other 
applications include the assembly or repair of machines [15] and the in
stallation of alluminum struts in a diamond shaped spaceframe [68]. 

6.3 TWo-Way Human-Computer 
Interaction in the Real world: 
Reality Tracking 

To fully exploit the AR paradigm, the computer must not only augment 
the real world but also receive input (feedback) from it. In truely three
dimensional human-computer interaction, actions or instructions issued 
by the computer cause the user to change the real world-which, in turn, 
prompts the computer to perform further actions, as demonstrated in the 

META 1017 
META V. THALES



12. AUGMENTED REALITY 421 

ALIVE project [39, 74] in which a person can interact with a virtual dog, 
gesturing it to sit down, etc. 

The use of magnetically tracked devices, such as data gloves and body 
suits, and GPS-tracked laser pointers provides three-dimensional, interac
tive schemes to communicate with the computer. Speech or sound input, 
as well as gesture recognition, provide further interaction means. In their 
spaceframe construction demonstration, Webster et al. equip users with 
barcode readers to enable them to inform the computer of newly selected 
struts [68]. 

Yet, not all changes in the real world can be tracked by a discrete set 
of (more or less bulky) physical tracking devices, and the user also cannot 
describe all changes verbally or with a barcode reader. To this end, AR 
systems must be capable of automatically detecting and tracking changes 
in the real world. We explore optical reality tracking approaches at the 
example of a tic-tac-toe game (Figure 12.26). The physical setup of the 
game is similar to the one used in the Tangram scenario (Figure 12.25a). 
In this case, a real tic-tac-toe board is sketched out on the surface of the 
cubicle. After the user has placed a stone on the board and hit the virtual 
"GO" button by moving his or her hand across it, the computer detects the 
stone in the image and plans a counter move, indicating its decision by a 
virtual cross on the board and instructing the user on the virtual panel to 
continue. In this example, the user does not need to touch a keyboard or 
mouse once the game has started. All interactions occur directly on the 
game board, embedded in the real world. 

FIG. 12.26. Real-world-based tic-tac-toe. 
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These demonstrations are a first, essential step toward enabling truely 
real-world-based interactive AR applications. They form the basis for real 
construction, maintenance, and repair tasks. 
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Figure 12.14: Picture from a video sequence . 
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Figures 12.23a,b,c: Picture of Monte Pedroso near Santiago de Com
postela, Spain. The model of the TV tower was provided by Sir Nor
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Figures 12.6a,b,c: Picture and reconstructed model of the Arcades in 
Valbonne, France. 

• Royal Institute of Charted Surveyors, London, UK: Work conducted 
by U. Leeds, JRC, and BICC (RESOLV Project). 

Figure 12.7: Pictures of the RESOLV trolley and the reconstructed 
model of the Royal Institue of Charted Surveyors. Courtesy of the 
RESOLV project. 
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Collaboration with 
Wearable Computers 

Mark Billinghurst, Edward Miller, 
and Suzanne Weghorst 

Uniuersity of Washington 

If, as it is said to be not unlikely in the near future, the principle of sight is applied to 
the telephone as well as that of sound, earth will be in truth a paradise, and distance 
will lose its enchantment by being abolished altogether. 

-Arthur Strand, 1898 

l. INTRODUCTION 

A century has passed since magazine editor Arthur Strand imagined a 
world where people could communicate with anyone, anywhere, anytime 
[Strand 1898]. Today with the advent of portable computing and commu
nications this is becoming possible. The nearly ubiquitous mobile phone 
allows people to have access to wearable collaborative audio spaces, ex
tending their mouths and ears across continents. Videoconferencing and 
collaborative applications common on the desktop are appearing on the 
laptop, extending our sense of sight as well. Mobile computers and displays 
allow the use of visual and audio enhancements to further aid the commu
nication process. As computing is applied to the task of communication the 
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Human-Computer Interface will give way to a Human-Human Interface 
mediated by computers. 

As optimistic as this sounds, there are many problems that must be over
come before Strand' s vision becomes a reality. Paramount among these is 
the task of providing universal access, enabling people to communicate 
wherever they are. One promising approach is through the newest genera
tion of portable machines, wearable computers, coupled with improved 
wireless networking infrastructure. Worn on the body, wearable computers 
provide constant access to computing and communications resources. In 
general, a wearable computer may be defined as a computer that is sub
sumed into the personal space of the user, controlled by the wearer and 
has both operational and interactional constancy (i.e., is always on and 
always accessible) [Mann 97]. Wearables are typically composed of a belt 
or backpack computer, see-though or see-around head mounted display 
(HMD), wireless communications hardware such as a CDPD cellular mo
dem, and a touchpad or chording keyboard input device. This configuration 
has been demonstrated in a number of real-world applications including 
aircraft maintenance [Esposito 97], navigational assistance [Feiner 97], and 
vehicle mechanics [Bass 97]. In such applications wearables have dramat
ically improved user performance, reducing task time by half in the case 
of vehicle inspection [Bass 97]. 

While wearable computers have been shown to be valuable for single
user applications, less research has been conducted on how they can en
hance collaboration. This is despite the fact that many of the target appli
cation areas are those where the user could benefit from expert assistance, 
either local or remote. Several researchers have found that remote assistance 
significantly improves task performance in wearable applications [Siegal 
95; Kraut 96]. However, these applications have involved connections be
tween only one local and one remote user. Wearable computers can also be 
used to enhance communication among multiple remote people or between 
users at the same location. 

The issue we are interested in addressing is how the computing power 
of a wearable computer can be used to support collaboration and commu
nication. In particular we want to explore the following aspects: 

• What visual and audio enhancements can be used to aid communi
cation? 

• How can a collaborative communications space be created among 
users? 
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• What is the effect of using wearable computers on communication 
between users? 

These issues are becoming increasingly important as the telephone incor
porates more computing power and as portable computers become more 
like telephones. A key question is whether or not it is necessary to use 
the visual and audio enhancements that wearable computers make possi
ble: When do we need a wearable computer to mediate communication, 
and when is a conference phone call or shared whiteboard just as effec
tive? In this chapter we discuss why wearable computers are an attractive 
platform for collaboration and we present several prototype collaborative 
interfaces. These prototypes show just some of the ways wearables could 
be used to support collaboration that goes beyond the conference phone 
call. 

2. MOTIVATION: WHY COLLABORATION 
WITH WEARABLE COMPUTERS? 

Certain attributes of wearable computers make them attractive as tools for 
collaboration. Fickas et al. [Fickas 97] identify the following key charac
teristics of wearable systems: 

• Hands-Free Operation: Wearable computers can be used with one 
orno hands. 

• Mobility: Wearable computers are not tethered, allowing the user to 
roam freely. 

• Augmented Reality: See-through or see-around wearable displays 
allow the overlay of graphical information onto the real world. 

• Perception: Wearable computers can be connected to sensors that 
measure aspects of the surrounding environment allowing the com
puter to respond in an intelligent and context-sensitive manner. 

They suggest that augmented reality and the computer's ability to perceive 
aspects of its physical environment are the most novel aspects of wearable 
systems. These sarne attributes make wearable computers ideal platforms 
for computer supported collaborative work (CSCW) because they support 
two key aspects of collaborative interfaces: seamlessness and the ability to 
enhance reality. 
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2.1 seamless Collaboration 

A seam in an interface is a spatial, temporal, or functional constraint that 
forces the user to shift among a variety of spaces or modes of operation 
[Ishii 94]. For example, the seam between computer-based word processing 
and traditional pen and paper makes it difficult to produce digital copies 
of handwritten documents without a cumbersome translation step. Seams 
can be of two types: 

• Functional Seams: Discontinuities between different functional 
workspaces, forcing the user to change modes of operation. 

• Cognitive Seams: Discontinuities between existing and new work 
practices, forcing the user to learn new ways of working. 

One of the most important functional seams is that between shared and 
interpersonal workspaces. The shared workspace is the common task area 
between collaborators, while the interpersonal space is the common com
munications space. In face-to-face conversation the shared workspace is 
often a subset of the interpersonal space, so there is a dynamic and easy 
change of focus between spaces using a variety of nonverbal cues. However, 
most CSCW systems have an arbitrary seam between the shared workspace 
and interpersonal space, for example, that between a shared whiteboard and 
a video window showing a collaborator (Figure 17 .1). This prevents users 
who are looking at the shared whiteboard from maintaining eye contact 

FIG. 17.1. The functional seam between a shared whiteboard 
and video window. 
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with their collaborators, an important nonverbal cue for conversation flow 
[Kleinke 86]. 

A common cognitive seam is that between computer-based and tradi
tional tools. This seam causes the learning curve experienced by users who 
move from physical tools to their digital equivalents, such as the painter 
moving from canvas and oil to digital drawing tools. Grudin [Grudin 88] 
points out that CSCW tools are generally rejected when they force users to 
change the way they work; yet this is exactly what happens when computer
based collaborative interfaces make it difficult to use traditional tools in 
conjunction with the computer-based tools. There are many examples of 
seemingly effective collaborative interfaces that were rejected by users 
because of the additional learning associated with them and their lack of 
integration with current work methods. For example, Ehrlich describes an 
electronic calendar with a collaborative feature that checks other user's 
calendars before scheduling a meeting [Ehrlich 87]. For this to work ef
fectively all of the people in the same group must use it, changing the way 
individuals work and forcing them to use an additional digital tool. The 
calendar was most useful for group managers and so was used by them 
as a collaboration tool, but it was ignored by most of the remaining group 
members. 

The seam introduced by technologically mediated remote collaboration 
changes the nature of collaboration and produces communication behav
iors that are different from face-to-face conversation. Sellen suggests that 
what makes the biggest difference is not the communication medium but 
whether the conversation is mediated or not [Sellen 95]. Comparing com
munication among audio-only, video-only, and face-to-face collaboration, 
Sellen found no difference in conversation structure between the audio
and video-only conditions. However, conversation structure in both these 
conditions differed significantly from face-to-face conversation. Even with 
no video delay, video-mediated conversation doesn't produce the same 
conversation style as face-to-face interaction [O'Malley 96]. This occurs 
because video cannot adequately convey the nonverbal signals so vital in 
face-to-face communication [Heath 91]. Thus, sharing the same physical 
space positively affects conversation in ways that is difficult to duplicate 
by remote means. 

It is possible to design seamless interfaces that enhance collaboration. 
Ishii et al. developed the Team WorkStation [Ishii 91] and Clear Board [Ishii 
92] interfaces, which use seamless design to remove the discontinuities in 
collaborative interfaces. TeamWorkStation removes the seam between the 
real world and shared workspace by combining video- and computer-based 
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FIG. I 7.2. The ClearBoard seamless interface. (Image courtesy 
of H. Ishii, MIT Media Laboratory.) 

tools. Video overlay on a collaborative whiteboard supports use of real
world and computer-based tools. ClearBoard addresses the seam between 
the individual and the shared workspace. By using work surfaces with large 
mirrors and applying video projection techniques, users can look directly 
at their workspace and see a projection of their collaborator behind it, 
as shown in Figure 17.2. Users can effectively and easily change focus, 
maintain eye contact, and use gaze awareness in collaboration; the result 
is an increased feeling of intimacy and copresence. 

In order for an interface to minimize functional and cognitive seams it 
must have the following characteristics: 

• It must support existing tools and work techniques. 
" Users must be able to bring real-world objects into the interface. 
• The shared workspace must be a subset of the interpersonal space. 
" There must be audio and visual communication between participants. 
• Collaborators must be able to maintain eye contact and gaze 

awareness. 

Wearable computers exhibit these attributes and have the potential for 
seamless collaboration because of their mobility, augmented reality dis
plays, and context-sensitive computing. The mobility of wearable comput
ers means that they are able to support collaboration in the user's existing 
workplace: In contrast to many CSCW tools, the user does not have to go 
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to a special workstation or teleconferencing.room to collaborate. Wearable 
cameras and displays also enable users to bring remote collaborators into 
their workspace and send views of their workspace to distant collabora
tors. This has many potential applications for remote supervision or on-site 
training. 

The use of see-through displays in wearable computing allows the over
lay of computer graphics on the real world. This may be used by remote 
collaborators to annotate the user's view, or it may enhance face-to-face 
conversation by producing shared virtual models that can be manipulated 
by using traditional tools. Wearable augmented reality supports seamless 
collaboration with the real world, reducing the functional and cognitive dis
continuities between participants. Context-sensitive computing means that 
the wearable computer can change functionality based on the surroundings 
or the user's behavior to seamlessly support the user's current tasks. 

2.2 Enhancing Reality 

Removing the seams in a collaborative interface is not enough. As Hollan 
and Stometta point out [Hollan 92], CSCW interfaces may not be used 
if they provide the same experience as face-to-face communication; they 
must enable users to go "beyond being there" and enhance the collaborative 
experience. 

Traditional CSCW research attempts to use computer and audio-visual 
equipment to provide a sense of remote presence. Measures of social pres
ence [Short 76] and information richness [Draft 91] have been developed 
to characterize how closely telecommunication tools capture the essence 
of face-to-face communication. The hope is that collaborative interfaces 
will eventually be indistinguishable from actually being there. 

Hollan and Stometta suggest that this is the wrong approach. By consid
ering face-to-face interaction as its own medium, it becomes apparent that 
this approach requires one medium to adapt to another, pitting the strengths 
of face-to-face collaboration against new CSCW interfaces. Mechanisms 
that are effective in face-to-face interactions may be awkward if they are 
replicated in an electronic medium, often making users reluctant to use 
the new medium. For example, the Cruiser video conferencing system was 
developed to replace face-to-face meetings and support remote awareness. 
However, the system was mostly used for brief conversations and to set up 
face-to-face meetings rather than replacing face-to-face collaboration [Fish 
91]. In fact, it may be impossible for mediated collaborations to provide the 
same experience as face-to-face collaboration because of the nature of the 
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medium [Heath 91]; however, it may be possible to compensate for these 
detrimental effects and to provide an even richer interaction environment. 

Hollan and Stornetta argue that rather than using new media to imitate 
face-to-face collaboration, researchers should be considering what new 
attributes the media can offer that satisfy the needs of communication so 
well that people will use it regardless of physical proximity. A better way to 
develop interfaces for telecommunication is to focus on the communication 
aspect, not the tele- part. The main motivation should be developing tools 
that go beyond being there by identifying needs that are not met in face-to
face collaboration and evolving mechanisms that use new media to meet 
those needs. 

Wearable computers are ideally suited for this approach. They allow nor
mal face-to-face collaboration but enhance it with capabilities that satisfy 
previously unmet needs. Some of the limitations of normal face-to-face 
collaboration include the difficulty of archiving and retrieving conversa
tions, accessing relevant external data, and producing supporting visual 
aids. Starner et al. [Starner 97] present single-user wearable applications 
that could be expanded to meet these needs, including: 

• physically based hypertext in which graphics are overlaid over physi
cal objects, 

• a remembrance agent that continually searches the user's hard disk 
for information relevant to the current task and displays it in the user's 
field of view, and 

• a face recognition tool that displays names and other information 
above people in the user's field of view. 

Wearable computers are ideally suitable as a platform for collaborative 
interfaces because they enable the creation of collaborative interfaces that 
are seamless and enhance reality. Naturally, there are many different ways 
that these attributes can be used in real applications. We (and our collab
orators) have developed several prototype interfaces to explore the effects 
of wearable technology on communication; in all cases we developed the 
application to explore how the characteristics of the interface affect the 
collaboration and which shared artifacts are needed to support communi
cation. In the remainder of the chapter we present four interfaces, two for 
remote collaboration and two for collocated collaboration: 

• Remote Collaboration: 
WearCom: An interface for multiparty conferencing that enables a 

user to see remote collaborators as virtual avatars surrounding them 
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in real space. Spatial visual and audio cues help overcome some 
of the limitations of current multiparty conferencing systems. 

Block Party: An interface for collaboration between a user at a work
station and a user wearing a see-though head-mounted display. 
The workstation user can use virtual cues to aid the HMD user in 
performing a real-world task and can see video of the task envi
ronment. 

• Collocated Collaboration: 
Collaborative Web Space: An interface that allows people in the same 

location to view and interact with virtual Web pages floating about 
them in space. Users can collaboratively browse the Web while 
seeing the real world and use natural communication to talk about 
the pages they're viewing. 

Shared Space: An interface that explores how augmented reality can 
enhance face-to-face collaboration and compares collaboration in 
this setting with that in an immersive virtual environment. 

3. WEARABLE INTERFACES FOR 
REMOTE COLLABORATION 

Remote collaboration is a particularly attractive application area for wear
able computers. Many real-world tasks could be enhanced if people could 
easily access a remote expert and effectively convey information about their 
situation. Kraut et al. have found that users performing a bicycle repair task 
were able to complete repairs twice as fast when a remote expert provided 
assistance [Kraut 96]. In this case the user wore a head-mounted display 
and video camera, enabling him or her to share repair manual pages with 
the expert and give the expert a view of what the user was doing. The user 
didn't wear a computer but had wireless access to a computer displaying the 
repair manual pages. Similar results have been found by Siegal et al. [Siegal 
95] and the British Telecom CamNet system [Garner 1997]. Figure 17.3 
shows an emergency medic using CamNet to send images from a crash 
site back to the base hospital while talking to the waiting doctors about the 
patient's condition. 

In these examples the wearable is just used as a two-way audio-visual 
display and input device. A key question is whether the visual and audio 
enhancements that the computing power of the wearable makes possible 
can improve collaboration. Do we need a wearable computer to mediate 
communication when a conference phone call may be just as effective? 
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FIG. I 7.3. CamNet. (Image courtesy of British Telecom Labora
tories Ltd.) 

There is a large body of relevant research from the teleconferencing and 
CSCW fields that sheds light on this issue and suggest characteristics that 
wearable interfaces should have to enhance remote collaboration. 

3.1 Related Work 

Previous research on the roles of audio and visual cues in teleconferencing 
has produced mixed results. There have been many experiments conducted 
comparing face-to-face, audio-and-video, and audio-only communication 
conditions, as summarized by Sellen [Sellen 95]. While people generally 
do not prefer the audio-only condition, they are often able to perform tasks 
as effectively or almost as effectively as in the face-to-face or video con
ditions, suggesting that speech is the critical medium in teleconferencing 
[Whittaker 95]. 

Sellen reports that the main effect on collaborative performance is due 
to whether or not the collaboration is technologically mediated, not to the 
type of technology used. Naturally, this varies somewhat according to task. 
While Williams [Williams 77] reports that for cognitive problem-solving 
tasks face-to-face interaction is no better than speech-only communication, 
Chapanis [Chapanis 75] found that visual cues were important in tasks 
requiring negotiation. 

There is, however, strong evidence that video transmits social cues and 
affective information, establishing "social presence" [Whittaker 97], al
though not as effectively as face-to-face interaction [Heath 91]. In 
general, the usefulness of video for transmitting nonverbal cues may be 
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overestimated, and video -may be better used to show the communica
tion availability of others or views of shared workspaces [Whittaker 95]. 
Typically, when users do attempt nonverbal communication in a video con
ferencing environment their gestures are either distorted due to inadequate 
frame rates or must be wildly exaggerated to be recognized as the equivalent 
face-to-face gestures [Heath 91]. 

Based on these results, audio alone should be explored as a suitable 
medium for a shared communication space. An example of this, Thunder
wire [Hindus 96], is a purely audio system that allows high-quality audio 
conferencing among multiple participants with the flip of a switch. In a 
three-month trial Hindus et al. found that audio can be sufficient for a us
able communication space and that Thunderwire afforded a social space for 
its users. There were, however, several major problems with the approach, 
including: 

• Users not being able to easily tell who else was within the space. 
• Users not being able to use visual cues to determine one another's 

willingness to interact. 

In addition, Thunderwire was rarely used by more than two or three users 
at once. With more users it becomes increasingly difficult to discriminate 
among speakers and there is a higher incidence of speaker overlap and 
interruptions. These problems are typical of audio-only spaces and suggest 
that while audio-only interfaces may be useful for small group interaction, 
they become less usable with more people present. 

These shortcomings can be overcome through the use of visual and 
spatial cues. In face-to-face interaction, speech, gesture, body language, 
and other nonverbal cues combine to show attention and interest in col
laborative conversations. However, the absence of spatial cues in most 
video conferencing systems means that users often find it difficult to know 
when people are paying attention to them, to hold side conversations, 
and to establish eye contact [Sellen 92]. This may explain the similar
ity in results between audio-only and video-and-audio teleconferenc
ing conditions, and the differences they both exhibit from face-to-face 
results. 

In collaborative "immersive" virtual environments spatial cues can en
hance visual and audio cues in a natural way to aid communication [Benford 
93]. The well-known "cocktail-party" effect shows that people can easily 
monitor several spatialized audio streams at once, selectively focusing on 
those of interest [Bregman 90]. Schmandt shows how a spatial sound system 
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with nonspatial audio enhancements can allow a person to simultaneously 
listen to several sound sources [Schmandt 95]. Even a simple virtual avatar 
representation and spatial audio model of other users in the collaborative 
space enables users to discriminate among multiple speakers [Nakanishi 
96]. Spatialized interactions are particularly valuable for governing inter
actions between groups of people, enabling crowds of people to inhabit the 
same virtual environment and interact in a way impossible in traditional 
video or audio conferencing [Benford 97]. 

These results suggest that, although it may be difficult to achieve, an 
ideal wearable interface for remote collaboration should have three ele
ments: 

• high-quality audio communication; 
• visual representations of the collaborators; and 
• an underlying spatial model for mediating interactions. 

In the remainder of this section we describe two prototype interfaces 
we have developed that have these elements. The first is a wearable com
munications space designed to support communication among multiple 
wearable computer users and desktop computer users. The second is a 
task-based interface for collaboration between a wearable user and a remote 
expert on a desktop computer. The remote expert can manipulate virtual 
models in the wearable user's field of view to assist them in a real-world 
task. 

3.2 wearcom: A wearable 
Communication Space 

Multiparty conferencing phone calls allow participants to share a collab
orative audio space. However, as the number of participants increases it 
becomes increasingly difficult to distinguish among speakers, and com
munication may break down unless "asynchronous" speaker protocols are 
established. Providing the same spatial cues that people have in face-to-face 
conversations may reduce this problem. Taking advantage of the ability of 
current wearable computers to generate spatial audio and visual cues in 
real time, we have developed a prototype wearable communication space 
(WearCom) to evaluate the effects of spatialized audio and visual cues on 
communication. 

One of the most important aspects of creating a collaborative communi
cation interface is the visual and audio presentation of information. Most 
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current wearable computers use see-through oi- see-around monoscopic 
displays in which command line or "desktop" interfaces are displayed. 
Combined with various spatial tracking options, however, visual and au
ditory information can be stabilized with respect to a variety of reference 
points-a concept first introduced for aircraft cockpit displays [Furness 
88]. For ground-based body-worn systems, information can be presented 
in a combination of at least three ways: 

Head-stabilized-information display is fixed relative to the user's field
of-view and doesn't change position as the user changes viewpoint 
orientation or position. 

Body-stabilized-information display is fixed relative to the user's body 
position but adjusts within the field of view as the user changes view
point orientation. This requires the user's viewpoint orientation to be 
tracked relative to his or her body. 

World-stabilized-information display is fixed to real-world locations 
and varies as the user changes viewpoint orientation and position. This 
requires the user's viewpoint position and orientation to be tracked 
relative to the environment. 

Body- and world-stabilized displays are attractive for a number of rea
sons. As Reichlen [Reichlen 93] demonstrated, a body-stabilized infor
mation space can overcome the resolution limitations of head-mounted 
displays. In his work a user wears a head-mounted display while seated 
on a rotating chair. By tracking head orientation the user experiences a 
hemispherical information surround-in effect a "hundred million pixel 
display." World-stabilized information presentation enables annotation of 
the real world with context-dependent data, creating information enriched 
environments [Rekimoto 95] and increasing the intuitiveness of real-world 
tasks. For example, researchers at the University of North Carolina register 
virtual fetal ultrasound views on the womb to aid doctors in pregnancy 
planning [Bajura 92]. Despite these advantages, most wearables currently 
use only head-stabilized information display. 

In our work we have chosen to begin with the simplest form of body
stabilized display, one which uses one degree of orientational freedom 
to give the user the impression that he or she is surrounded by a virtual 
cylinder of visual and auditory information. Figure 17.4 contrasts this with 
the traditional wearable display. 

In the body-stabilized case we just track head motion about the vertical 
axis to change the user's view of the information space. Using only one 
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FIG. 17.4. A comparison of (left) head- and (right) body-stabilized 
information displays. 

degree of freedom has a number of advantages: 

• Users cannot become easily disoriented. 
• No additional input devices are needed to pan the display. 
• It is natural to use, since most head and body motion is about the 

vertical axis. 

Users can locate information more rapidly with this type of body-stabilized 
information display than with a head-stabilized wearable information space 
and can also more easily remember where information is within the display 
space [Billinghurst 98]. 

With this display configuration it is possible to have remote collaborators 
appear as virtual avatars or as live video streams distributed spatially about 
the user (Figure 17 .5). As they speak their audio streams can be spatialized 
in real time so that they appear to emit from the corresponding avatar. Just 
as in face-to-face collaboration, users can tum to face the collaborators 
they want to talk to while still being aware of the other conversations tak
ing place. Since the displays are see-through or see-around the user can 
also see the real world at the same time, enabling the remote collaborators 
to help them with real-world tasks. These remote users may also be using 
wearable computers and head-mounted displays or could be interacting 
via a desktop workstation. Naturally, the actual implementation of a sys
tem such as this depends on the amount of network bandwidth available._ 
With a high bandwidth wireless connection it may be possible to receive 
and display several simultaneous audio and video streams. However, with 
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FIG. 17.5. A spatial conferencing space. 

limited bandwidth it may be more appropriate to use static images and 
spatialize audio remotely. 

3.2.1 Implementation 

Our research is initially focused on collaboration between a single wear
able computer user and several desktop PC users such as might be the case 
in a remote monitoring or technical assistance task. The aim is to develop 
software to support medium sized meetings (5-6 people) in a manner that 
is natural and intuitive to use. With this goal in mind we have implemented 
the prototype described above. 

The wearable computer we use is a custom-built 586 PC with 20 Mb 
of RAM running Windows 95. A hand-held Logitech wireless radio track
ball with three buttons is the primary input device and the display is a 
pair of Virtual i-O i-glasses!tm converted into a monoscopic display (by 
the removal of the left eyepiece). The Virtual i-O head-mounted display 
can either be see-through or occluded, has a resolution of 262 by 230 
pixels, and has a 30-degree field of view. The i-glasses! have stereo head
phones and a sourceless inertial and gyroscopic three degree of freedom 
orientation tracker. A BreezeComtm wireless LAN is used to give 2 Mb/s 
Internet access up to 500 feet from a base station. The wearable also has 
a soundBlaster compatible sound board with head-mounted microphone. 
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FIG. 17.6. The wearable interface. 

Figure 17.6 shows a user wearing the display and computer. The desktop 
PCs are standard Pentium class machines with internet connectivity and 
sound capability. 

The conferencing space runs as a full-screen application that is initially 
blank until remote users connect. Our wearable computer has no graph
ics acceleration hardware, so the graphical interface was deliberately kept 
simple. When users join the conferencing space they are represented by 
blocks with 128 x 128 pixel texture-mapped pictures of themselves on 
them. The wearable computer does not have enough network bandwidth or 
computing power to support live video so these are static images that do not 
change throughout the collaboration. Although the resolution of the images 
is crude, it is sufficient to identify who the speakers are and, more impor
tantly, where they are in relationship to the user. The wearable user's head is 
tracked so he or she can simply turn to face the speakers of interest. As the 
users face different participants the relative volume of each speaker's voice 
changes due to 3D sound spatialization. Users can also navigate through 
the virtual space; by rolling the trackball forwards or backwards their view
point is moved forwards or backwards along the direction they are looking. 
Since the virtual images are superimposed on the real world, when the user 
rolls the trackball it appears to them as though they are moving the virtual 
space around them, rather than navigating through the space. Figure 17.7 
shows the interface from the wearable user's perspective. The interface 
was developed using Microsoft's Direct3D, DirectDraw, and Directlnput 
libraries from the DirectX suite. 

Users at a desktop workstation interact with the conferencing space 
through an interface similar to that of the wearable user, although in this 
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FIG. 17.7. The user's view. 

case the application runs as a Windows application on the desktop. Users 
at the desktop machine wear head-mounted microphones to talk into the 
conferencing space, and they navigate through the space using the mouse. 
When the left mouse button is held down mouse movements rotate the 
head position; otherwise, they translate the user backwards and forwards 
in space. Mapping avatar orientation to mouse movements means that the 
desktop interface is not quite as intuitive as the wearable interface. 

3.2.2 Software Architecture 

The wearable and desktop interfaces use multicast sockets to commu
nicate with each other. As shown in Figure 17.8, two multicast groups are 
used, one for user position and orientation, and one for audio communi
cation. As users change their avatar position and orientation, values with 
unique avatar identify numbers are streamed to the position multicast group 
and rebroadcast to all the interested interfaces. This transformational data 
flows at a rate of 10 kb/s per user. Similarly when users speak, their speech 
is digitized, an avatar identity number is added, and the speech is then sent 
to the audio group to be rebroadcast. When the digitized speech arrives at 
the client computer, the audio identity number is used to find the speaker's 
position and spatialize the speech. In order for the audio to operate in full 
duplex mode it has to be captured at a rate of 8-bit 22 kHz, resulting in a data 
rate of 172 kb/s per user. All the connections to the multicast groups are 
bidirectional and users can connect and disconnect at will without affecting 
other users in the conferencing space. 
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FIG. 17.8. Software architecture. 

3.2.3 Initial User Experiences 

We are in the process of conducting user trials to evaluate how the 
use of spatialized audio and visual representations in this interface affects 
communication among collaborators. Pilot observations have shown that 
users are able to easily discriminate among three speakers when their audio 
streams are spatialized, but not when nonspatialized audio is used. Users 
also prefer seeing a visual representation of their collaborators, as opposed 
to just hearing their speech. The visual spatial cues enhanced collabora
tion in the wearable computer even though static images were used; when 
wearable CPUs are able to support video texture mapping, collaboration 
may be enhanced further. Users also found that they could continue doing 
real-world tasks while talking to collaborators in the conferencing space 
because it was possible to move the conferencing space with the trackball 
so that collaborators weren't blocking critical portions of the user's field 
of view. These informal results show that the spatial audio and video cues 
generated by the wearable may indeed aid collaboration. 

However, as more users connect to the conferencing space the need to 
spatialize multiple audio streams puts a severe load on the CPU, slowing 
down the graphics and head tracking. This makes it difficult for the wearable 
user to conference with more than two or three people simultaneously. This 
problem will be reduced as faster CPUs and hardware support for Direct3D 
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graphics become available for wearable computers. Spatial culling of the 
audio streams could also be used to overcome this limitation. 

3.3 Block Party: Remote Expert 
Assistance 

Wearable computers can be even more useful for providing additional visual 
cues to enhance collaboration. This is particularly important for remote 
expert assistance where the expert may want to put virtual annotations on 
real objects or show the user how to perform a task using visual aids. For 
example, a remote physician could use virtual cues to help a medic operate 
a piece of equipment at the site of an accident, or to show where to perform 
a procedure. This capability arises from the use of see-through augmented 
reality displays in a wearable interface. 

To demonstrate an application of this we have developed a collaborative 
block-building application that allows a remote expert to assist a user in 
building a real model out of plastic bricks. The remote expert is seated 
at a desktop terminal, while the block builder uses a wearable see-though 
display, simulating a condition that could be common in the work place 
or factory environment of the future. The block builder wears a Virtual 
i-O head-mounted display, head position and orientation is tracked by a 
Polhemus Fastrak magnetic sensor [Polhemus 98J, and he or she wears 
a small color video camera attached to the HMD to give the remote expert a 
view of what the wearer is doing (Figure 17 .9). The Polhemus Fastrak is not 
a wireless sensor, but we used it in anticipation of future absolute position 

FIG. 17.9. The block builder's interface. 
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and orientation tracking technology that is wearable. Companies such as 
InterSense [InterSense 98] are making positive steps in this direction. 

The central issue we were seeking to address is finding what informa
tion must be exchanged between collaborators in order for them to easily 
understand one another and to work together effectively. We particularly 
want to discover if it is necessary to send full duplex high-bandwidth video 
and audio between collaborators, or if other lower-bandwidth information 
may work just as well. This is important for wearable interfaces where 
wireless bandwidth may be limited. For example, if graphical cues can aid 
collaboration as much as remote video, then the relevant graphics can be 
generated on-board the wearable computer and only position information 
needs to be sent between collaborators. 

In this case we needed to provide interface elements that not only support 
communication but also enhance the real-world task through the use of 
virtual cues. To satisfy these requirements the expert's desktop interface 
has three components (Figure 17 .10): 

• a three-dimensional virtual model of the target object to be built, 
• a simple shared 3D modeling package for building virtual models, 

and 
• a video window showing the remote user's view and real-world task 

space. 

The desktop user can interactively manipulate the 3D virtual model of 
the target object to get a clear understanding of how to construct the object, 

FIG. 17. lo. The desktop user's interface, with remote video view 
and shared virtual environment. 
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FIG. 17.11. The view through the augmented reality display. 

and then use the 3D modeling tool to show the block builder how to put 
the real blocks together. The expert can also watch the video coming from 
the block builder's camera to monitor how he or she is performing the task. 
There is also an audio link between collaborators so they can speak freely 
about the task. 

The block builder has a 3D view of the shared modeling environment 
shown on his or her (stereo) head-mounted display. Since this display is see
through the effect is of virtual blocks that float nearby the real workspace. 
Their head is tracked so they can freely move around and view the vir
tual blocks from any viewpoint. The block builder's view is shown in 
Figure 17 .11. In both the expert's and block builder's interface their collabo
rator is represented by a simple virtual head avatar that moves according to 
how the respective real user moves. This avatar gives an indication of the 
coparticipant's viewpoint into the shared virtual space. 

In designing this interface we wanted to explore how users worked 
together in a number of different conditions: 

A) Audio but no video link or virtual cues: The remote expert can just 
talk to the block builder and there is no visual feedback from the 
real workspace. 

B) Audio and video link but no virtual cues: The remote expert can 
see the block builder's workplace but can't provide virtual cues to 
assist their performance. 

C) Audio and virtual cues but no video link: The remote expert can 
provide virtual cues to aid the block builder but can't receive any 
visual feedback. 
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D) Audio and video link and virtual cues: The remote expert can see 
what the block builder is doing and can provide virtual cues to assist 
the builder's performance. 

E) Face to face: The two collaborators sit on opposite sides of a table, 
but only the expert can see the workstation monitor with the target 
model displayed. 

These five conditions correspond to no visual communication, one-way 
visual communication from each collaborator, and full-duplex two-way 
visual communication between collaborators. 

We were also interested in how avatar representation may affect perfor
mance. We explored using simple block avatars as shown in Figure 17 .11 
and avatars that had live video texture maps of the faces of the remote 
collaborators on them. We also provided virtual cues showing where the 
avatars were looking. When the desktop expert selects a block in the mod
eling interface a line is drawn from the expert's avatar to the selected block, 
showing that the expert's attention is focused on that block. Similarly, as 
the block builders look at different blocks, a line is drawn from their avatar 
to the block they are looking at. 

3.3.1 User Experiences 

We conducted two pilot trials with the block party interface. In the first, 
an experienced user acted as the remote expert while a novice wore the 
see-through head-mounted display and constructed the physical models. 
In this case we tested only the "video link and virtual cues" condition, with 
the desktop user being in a separate room from the block builder. Users 
reported that the addition of virtual cues helped them perform the block
building task. They liked being able to have their own viewpoint into the 
virtual space and being able to build with the real blocks, while at the same 
time being able to see what the remote expert was doing with the virtual 
blocks. Furthermore, the remote expert was easily able to see how well the 
block builder was following instructions by watching the view from the 
head-mounted camera. 

In evaluating the use of texture-mapping live video on the collaborator's 
head avatar, however, we found no impact on performance. Although it may 
have been problematic that the (world-stabilized) avatars were not always 
in view, it appears that the nonverbal information provided by live video 
is not as important to this task as the gaze direction information provided 
simply by head avatar orientation. This finding reinforces the notion that 
avatar representation requirements are, to a large extent, task-specific. 
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In the second' pilot study, six inexperienced users (three pairs), four 
men and two women aged 22 to 43 years old, attempted to build five 
different real models, counterbalanced across each of the conditions above. 
Equivalent models were used for each condition; all models contained the 
same number of bricks and were tested beforehand to make sure they took 
the same amount of time to construct. Subjects were screened for normal 
(natural or corrected) eyesight and hearing, and each subject was given a 
standardized test of spatial ability [ETS 76] prior to the experimental trials. 
Some of the subjects had prior experience with virtual environments, but 
none had used a see-through head-mounted display before. 

One subject of each pair was chosen as the block builder while the other 
played the role of the desktop expert. Subjects kept these roles through
out the duration of the experiment. The desktop experts received about 
15 minutes of training building practice with virtual objects until they felt 
comfortable with the interface. Then both the desktop and head-mounted 
display user practiced building objects in the audio-and-video condition 
until the HMD user felt comfortable with the augmented reality interface. 
For each condition, subjects were told to build each model as quickly as pos
sible and were timed and measured for accuracy of the final plastic model. 
They were also given a postexperiment survey to record their subjective 
impressions of each condition. 

In contrast to the previous study, the desktop virtual block-building in
terface proved to be problematic for some of these inexperienced subjects. 
In some cases the block builder had to wait while the expert put several 
virtual blocks into place; in others the remote participant simply abandoned 
the virtual interface in favor of purely verbal directions. This illustrates that 
an interface to provide remote performance assistance must be as fast and 
intuitive to use as possible; to be useful our interface should have allowed 
inexperienced users to assemble virtual blocks almost as quickly as it would 
take to assemble the Lego blocks in the real world. 

Despite these problems and the small sample size, we found that the 
voice-only condition took the longest time and produced the most errors in 
the final objects. The virtual cues alone were useful, reducing the amount 
of errors made over the voice-only condition, but not improving the time 
taken because of the difficulty of rapidly assembling the virtual object. The 
use of remote video from the block-builder's head-worn camera, however, 
dramatically reduced task performance time and the number of errors made. 
The video enabled the expert to monitor the object as it was being assembled 
and provide immediate corrective feedback; even when they couldn't use 
virtual cues, experts were able to quickly tell the block builder how to 
assemble the object by watching the builder's actions. 
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These results are consistent with the users' subjective responses to the 
postexperiment survey questions. Users were asked to rate each condition 
on a scale of one to five for a number of different criteria. Figure 1 7 .12 
shows the average response for each condition to the question "How easily 
could you collaborate in this condition?," where 1 was "not easily" and 5 
was "very easily." Users felt they could collaborate best in the mediated 
conditions with audio and video cues (B) and with audio, video, and virtual 
cues (D). This suggests that video feedback from the block builder to the 
remote expert was key. Similarly, in answer to the question "How easy 
was it to understand your partner in this condition?" (Figure 17 .13) the 
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FIG. 17.12. user ratings of how easy it was to collaborate in each 
condition (I =not easily, 7=very easy). 
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FIG. 17. 13. user ratings of how easy it was to understand partner 
(I =not easily, 7=very easily). 
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mediated conditions that supported video feedback (B, D) were ranked the 
highest, almost as high as face-to-face collaboration (E). 

In those conditions that did use virtual block cues, users found the vir
tual lines showing the collaborator's focus of attention to be very helpful, 
particularly for the augmented reality view. The expert could use this tool 
to indicate blocks they were about to move. For example, saying "pick up 
this block" while clicking on the virtual block produces a line to the block 
that makes it easy to spot. 

3.4 Summary of Remote Collaboration 
Results 

In this section we have described two ways in which wearable interfaces 
can aid remote collaboration: by providing a sense of social presence and 
by enhancing a real-world task. WearCom used spatial and audio cues 
to aid multiparty remote conferencing and created for the wearable user 
a sense of social presence similar to that of face-to-face collaboration. 
Preliminary results have found that spatialization does indeed allow people 
to communicate more naturally, suggesting a way in which wearables can 
be used to enhance conference phone calls. 

Block Party went beyond this by using virtual cues to aid in a real-world 
task. The remote expert could use virtual blocks to show the local user how 
to put together the equivalent real blocks; the block builders could view 
these virtual blocks from any viewpoint to better understand how they 
were to fit the physical blocks together. Although this was effective for 
experienced users, novices had difficulty with the modeling interface, and 
video from the block-builder's viewpoint proved to be the most successful 
component of the communication interface. In the next section we show 
how wearables can be used to enhance face-to-face collaboration. 

4. WEARABLE COMPUTERS 
FOR COLLOCATED COLLABORATION 

The combination of augmented reality, mobility, and computer-enhanced 
perception provided by wearable computers also makes them useful for 
face-to-face collaboration. Augmented reality displays enable colloc
ated users to view and interact with shared virtual information spaces 
while viewing the real world at the same time. This preserves the rich 
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communications bandwidth that humans enjoy in face-to-face meetings, 
while adding virtual images normally impossible to see in the real world. 
Additionally, the mobility of wearables allows them to be used as tools 
to enhance opportunistic meetings. While most current collaborative in
terfaces require users to be seated at their desktop computer or in front of 
teleconferencing equipment, in reality the majority of collaborative meet
ings are spontaneous and unplanned, such as chance meetings in hallways 
or around the water fountain [Whittaker et al. 94]. 

In our research we have been focusing on the ability of wearable comput
ers to support collaborative augmented reality, one of the most significant 
ways that wearables can enhance face-to-face collaboration. Fully immer
sive virtual environments can provide an extremely intuitive interface for 
collaborative interaction: The Greenspace [Mandeville et al. 96] and DIVE 
[Carlsson and Hagsand 93] projects, among others, have shown that remote 
users can collaborate in an immersive virtual environment as if they were 
in the same physical location. However, in these cases users are separated 
from the real world and their familiar tools, introducing huge functional 
and cognitive seams. Augmented reality has several advantages over fully 
immersive virtual environments, including: 

• Participants can refer to notes, diagrams, books and other real objects 
while viewing virtual objects. 

• Participants can use familiar real-world tools to manipulate the virtual 
objects, increasing the intuitiveness of the interface. For example, a 
real scalpel could be used to cut virtual skin in a surgical application. 

• Participants can see each other's facial expressions, gestures, and 
body language, increasing the communication bandwidth. 

• The entire environment doesn't need to be modeled, reducing the 
graphics rendering requirements. 

Furthermore, there is evidence that augmented reality may be less provo
cative of "simulator sickness" than fully immersive virtual reality [Prothero 
97], a required feature for any long-term collaborative work environment. 

Schmalsteig et al. [Schmalsteig 96] identify five key characteristics of 
collaborative AR environments: 

• Virtuality: Objects that don't exist in the real world can be viewed 
and examined. 

• Augmentation: Real objects can be augmented by virtual annota
tions. 
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• Cooperation: Multiple users can see each other and cooperate in a 
natural way. 

• Independence: Each user controls his or her own independent view
point. 

• Individuality: Displayed data can be different for each viewer to 
support different roles. 

In this section we describe two laboratory interface prototypes that show 
how collaborative augmented reality can enhance face-to-face communica
tion. The first, a collaborative Web browser, enables users to load and place 
virtual Web pages around themselves in the real world and to jointly discuss 
and interact with them; users can see both the virtual Web pages and each 
other, so communication is natural and intuitive. The second example was 
designed to investigate how performance on a face-to-face collaboration 
task with a wearable AR interface compares with performance of collocated 
participants in a fully immersive virtual environment. Both of these wear
able interfaces use see-through head-mounted displays with body tracking. 
We call these types of interfaces "Shared Space" interfaces because they 
allow multiple users in the same location to work in both the real and virtual 
world simultaneously, facilitating CSCW in a seamless manner. 

4. l Collaborative Web Space 

We have developed a three-dimensional Web browser that enables multiple 
collocated users to collaboratively browse the World Wide Web. Users see 
each other and virtual Web pages floating in space around them. The effect 
is a body-centered information space that the user can easily and intuitively 
interact with. The Shared Space browser supports multiple users who can 
communicate about the Web pages shown, using natural voice and gesture. 
Figure 17 .14 shows users interacting with the interface and Figure 17 .15 
shows the user's view. Potential applications include information delivery 
to mobile workers in medical, military, or manufacturing fields, as well as 
day-to-day information sharing by the average Web user. 

In our laboratory, prototype users again wear see-through Virtual i-O 
stereoscopic head-mounted displays, and head orientation is tracked using 
a Polhemus Fastrak electromagnetic sensor. The interface is designed to 
be completely hands-free; pages are selected by looking at them and, once 
selected, can be attached to the user's viewpoint, zoomed in or out, iconi
fied or expanded, or have additional links loaded with voice commands. 
Speaker-independent continuous speech recognition software is used to 
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FIG. I 7.14. The Shared Space interface. 

FIG. 17.15. The participant's view. 

allow users to load and interact with Web pages using vocal commands. 
To support this, an HTML parser parses the Web pages to extract their 
HTML links and assign numbers to them. In this way users can load new 
links with numerical commands such as "Load link one." Each time a new 
page is loaded a new browser object is created and a symbolic graphical 
link to its parent page is displayed to facilitate the visualization of the 
Web pages. The voice recognition software recognizes 46 commands and 
control phrases with greater than 90% accuracy. A switched microphone 
is used so that participants can carry on normal conversation when not 
entering voice commands. 

Two important aspects of the interface are gaze awareness and informa
tion privacy. Users need to know which page they are currently looking at as 
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well as the pages their collaborators are looking at. This is especially diffi
cult when there are multiple Web pages close to each other. The Virtual 1-0 
head-mounted display has only a 30 degree field of view so it is tempting to 
overlap pages so that several can be seen at once. To address this problem, 
each Web page highlights when a user looks at it. Each page also has gaze 
icons attached to it for each user that highlights to show which users are 
looking at the page. In this way users can tell where their collaborators 
are looking. When each Web page is loaded it is initially visible only to the 
user that loaded it. Users can change page visibility from private to public 
with vocal commands; users can only see the public Web pages and their 
own private objects. 

The collaborative Web interface uses a portable body-stabilized infor
mation space similar to that used in the WearCom interface. However, in 
this case all three degrees of head orientation are used, providing a virtual 
sphere of information. Even though the head-mounted display has only a 
limited field of view (30 degrees), the ability to track head orientation and 
place objects at fixed locations relative to the body effectively creates a 
360-degree circumambient display. This overcomes the display size lim
itations of wearable displays. Since the displays are wearable, users can 
collaborate in any location, rather than needing to move to a particular 
computer, display, or physical environment. Finally, because interface ob
jects are not attached to real-world locations, the registration requirements 
are not as stringent. One of the most challenging issues with augmented 
reality is image registration, particularly having images appear fixed with 
respect to the real world. 

The augmented reality interface facilitates a high bandwidth of commu
nication between users as well as natural 3D manipulation of the virtual 
images. The key characteristic of this interface is the ability to see the real 
world and collaborators at the same time as the virtual Web pages floating 
in space. This means that users can use natural speech and gesture to com
municate with each other about the virtual information space. In informal 
trials, users found the interface intuitive and communication with the other 
participants seamless and natural. Collaboration could be left to normal 
social protocols rather than requiring mechanisms explicitly encoded in 
the interface. Unlike sharing a physical display, users with the wearable 
information space can restrict the ability of others to see information in 
their space. They were able to easily spatially organize Web pages in a 
manner that facilitated rapid recall, and the distinction between public and 
private information was found to be useful for collaborative information 
presentation. 
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4.2 comparison between Augmented 
and Immersive Collaboration 

In the previous sections we have shown how wearable computers afford 
seamless collaboration and can enhance the real world, both key elements 
for effective CSCW interfaces. However, there are many questions that must 
be answered in developing collaborative wearable systems. In this section 
we describe a pilot study conducted to address one of these: Does the seam
lessness between the real and virtual worlds really benefit performance? 

4.2.1 The Effect of seamlessness 

If seamlessness does affect collaboration then there should be a differ
ence seen in task performance on the same collaborative task performed in 
an immersive virtual environment versus a shared space augmented reality 
configuration. An immersive virtual world separates the user from the real 
world entirely, creating a huge functional and cognitive seam. Users are not 
able to use any of their traditional tools in an immersive environment and 
must often learn new ways to interact with the environment. In contrast, 
a collaborative augmented reality interface enhances rather than supplants 
the real world. Differences in task performance between these two settings 
could imply that the seamlessness inherent in wearable AR interfaces does 
indeed affect collaboration. 

To explore this we performed a simple pilot study using a Shared Space 
interface [Billinghurst 96]. We developed a two-player game that involved 
moving randomly distributed colored cubes or balls around a virtual space 
and placing them in a target configuration. The two players each had a 
different role. One was the "spotter" and could see all the virtual objects 
(Figure 17.16). The role of this player was to search the space, find the 
objects needed to complete a target configuration, and make them visible 
using voice commands. The second player was the "picker." This player 
had to find the objects that were made visible by the spotter, pick them up, 
and drop them over the target configuration. 

The role division between the players forced them to collaborate. Both 
players were in the same room, wore stereoscopic Virtual i-0 head-mounted 
displays that could either be see-through or occluded, and had their head 
and hand positions tracked by Polhemus electromagnetic trackers. When 
the displays were used in see-through mode the virtual targets appeared 
superimposed over the real world. 
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FIG. I 7.16. The spotter's view, showing the target objects and 
attached icons. 

Four experimental conditions were tested: 

569 

RW + RB: Real World-Real Body: In this case players could see the 
real world and each other; this corresponds to the ideal wearable 
augmented reality configuration. 

RW:· Real World-No Body: The HMD was see-through, but a sheet was 
dropped between the subjects; they could see the real world, but not 
each other. 

VE: Virtual World-No Body: The glasses were in occluded mode, but 
the subjects did not have a representation of each other in the virtual 
room. 

VE+ VB: Virtual World-Virtual Body: The HMD was used in occluded 
mode, and the subjects were each represented by virtual avatars 
(Figure 17 .17). 

When a real or virtual body was present participants could use both voice 
and pointing gestures to show where objects are located. Without bodies 
they could use only voice communication. Real or virtual world reference 
objects could be used to aid target object location and communication. The 
virtual avatars used were simple block figures with a single arm, similar 
to those used in many collaborative virtual environments. Avatar posi
tion, orientation, and arm location matched that of the corresponding real 
person. 

META 1017 
META V. THALES



570 BILLINGHURST, MILLER AND WEGHORST 

TABLE 17.1 
Paired T-Test Results Comparing Performance in the Real World-Real Body 
Condition to the Virtual Environment-Virtual Body Condition. The t-Value is 

Significant at p < 0.01, df = 9, t critical= 1.833 

Condition 

RW+RB 
VE+VB 

Mean 

83.4 
102.2 

All Trials 

Var. 

325.0 
816.9 

t-val 

-3.9* 

FIG. 17.17. The immersive virtual environment with an avatar. 

4.2.2 Results 

Eighteen pairs of college students (twenty women, sixteen men) served 
as subjects, each playing four games for each condition, for a total of sixteen 
games per subject pair. Subjects were free to communicate within the con
straints of each condition. Some subjects elected to use references to real 
or virtual body cues to aid their performance, while others used alternative 
strategies, such as specifying object location by clock or compass direc
tion. For subjects who used body cues there was a significant difference 
in performance across experimental conditions. These players completed 
the game significantly faster in the real world-real body condition than in 
the virtual world-virtual body condition (Table 17 .1) and had quicker real 
world-real body times than in each of the other conditions (Figure 17.18). 
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Average Performance Times 
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FIG. 17. IS. Average task performance times. 

Players were also given a postgame survey to determine their subjective 
evaluation of the conditions. For each condition, they were asked to rate 
how good they thought they were at playing the game ( on a scale from 1 to 
7, where 1 is "not good" and 7 is "very good"). Users felt they were best 
at playing the game in either the real world-real body case or the virtual 
world-virtual body case (Figure 17 .19). There was a significant difference 
in self-ratings for this item across conditions, as indicated by a single-factor 
repeatedmeasuresANOVA [F(4,114) = 7.65, p < 0.0001]. 

Users were also asked to rank the conditions according to how well they 
thought their pair had performed in each condition; the best condition was 
ranked 1 and the worst 5. The average rankings for each condition are shown 
inFigure 17.20. UsingaFriedmantwo-way ANOVA, weagainfindasignif
icant difference between rankings [x 2 = 31.89, df = (4,21), p < 0.0001]. 
Users again thought they performed best in the real world-real body 
condition or virtual world-virtual body case, and all of the users who re
lied on body cues thought they performed best in the real world-real body 
case. 

The significant performance difference among subjects that used body 
cues implies that the increased communications bandwidth facilitated by 
seeing the real world and a real collaborator may indeed aid task perfor
mance. The subject rankings imply that users may prefer collaboration in 
a setting where they can see their collaborators face to face, such as that 
provided by a wearable-computing platform. 

In this section we have explored how wearables can enhance face-to-face 
collaboration. Although wearables could be used to improve such collabo
ration in a number of ways, we have focused on the ability of the wearable 
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Rank of How Good at Playing 
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FIG. I 7. 19. Subject ratings of their task performance ( 1 = not 
good, 7 = very good). 
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FIG. 17.20. Subject performance rankings. 

to overlay shared virtual models onto the real world, creating collaborative 
augmented reality environments. The collaborative Web space shows the 
primary benefit of these environments: the ability of participants to use 
natural speech and gesture to interact with virtual models and each other, 
removing the seam between the real and virtual world. The collaborative 
game experiment showed that users prefer seeing real collaborators and 
suggests that task performance improves with the higher communications 
bandwidth afforded by shared augmented reality. 
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5. CONCLUSIONS 

Wearable computers are ideal for Computer-Supported Collaborative Work 
because of the unique interface attributes they offer. The combination of 
augmented reality, mobility, and computer-enhanced perception enables 
wearables to overcome two major challenges of CSCW: seams and the need 
to enhance reality. In this chapter we have shown several ways in which 
wearable computers can be used to support collaboration. The common 
theme running through these interfaces is the use of spatial metaphors 
that are typically absent from traditional mobile communication interfaces. 
Figure 17.21 categorizes the interfaces we have presented according to the 
type of audio or visual spatialization used. 

If these were to be placed on a continuum representing how closely they 
approached face-to-face collaboration, head-stabilized audio-only collab
oration would be furthest from face-to-face collaboration while world
stabilized audio-and-video interfaces would be closest. The first two cat
egories (audio, head-stabilized audio-and-video displays) have desktop 
equivalents in common audio or video conferencing applications. They 
require only a high bandwidth communications link, not the addition of 
any wearable computing power, and have been well studied in the CSCW 
literature. Many studies have shown the relative ineffectiveness of using 
video to enhance collaboration. Perhaps one reason ,for this is that non
spatialized video doesn't add many extra cues over nonspatialized audio, 
especially given typically less-than-real-time frame rates. 

The types of interfaces that wearable computers can most contribute to 
are those in the latter two categories. In this case computing is necessary 
to provide real-time spatial audio and video enhancements. These types 
of collaborative wearable interfaces represent a paradigm shift in the way 
people interact with each other and information in a collaborative setting 
and have not been extensively studied. In the WearCom, Collaborative Web 
Space, and BlockParty interfaces we have demonstrated ways in which 
these spatial visual cues could be used to enhance communication. 

FIG. 17.21. Categories of mobile collaborative interfaces. 
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The prototype interfaces we have developed have been based on the 
following requirements: 

• the need for an underlying spatial metaphor; 
• a visual representation of remote collaborators; 
• high-quality audio connections; 
• an intuitive interface; and 
• the need to minimize functional and cognitive 'seams. 

In the case where the virtual collaboration interface was too cumber
some, the BlockParty interface, users found little additional collaborative 
value in the enhancements provided by the computer. However, in all the 
other examples the wearable interface enhanced face-to-face and remote 
collaboration beyond that achieved by unmediated communication. This 
preliminary work suggests that emerging wearable computer technologies 
may indeed have the potential to achieve Arthur Strand's dream of ubiqui
tous communication and collaboration. 

6. FUTURE WORK 

Considerably more work is required to establish the usefulness of wearables 
for CSCW. In our own work we have identified several pressing research 
and development needs: 

• better objective measures of social discourse and collaboration; 
• more research on the use of spatialized audio in collaborative envi

ronments; 
• better understanding of VR vs. AR as a collaborative work tool; 
• better understanding of real-world wearable collaborative applica

tions and interface issues; 
• development of low-cost hybrid wearable position and orientation 

tracking systems; 
• adaptive transparency of HMD occluders to accommodate a wide 

variety of working conditions; 
• better partitioning of what is needed locally vs. downloading globally; 
• robust, lightweight wearable power supplies; and 
• development of readily available high-bandwidth wireless commu

nications networks. 
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Empirical studies also need to be conducted comparing collaboration in 
a wearable setting to other interfaces, establishing which of the attributes of 
wearables contribute most to facilitating collaboration and the types of col
laborative applications wearables are most suited for. These studies should 
also provide requirement specifications for technology development, such 
as sourceless position and orientation trackers and improved displays. 
Finally, developers must use this knowledge to build wearable interfaces 
that overcome the limitations of current CSCW tools. 
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l . INTRODUCTION 

The maintenance of large vehicles (airplanes, trains, and tractors) provides 
difficult problems for computing devices due both to environmental and 
human factors. The environment has extremes of temperature and light, dirt 
and grease are common, and tools such as computers must be very robust. 
The technicians who perform the maintenance must have the mobility to 
move around, over, under, and inside the vehicle and must have their hands 
free much of the time. Maintenance is an activity that is performed both 
solo and with collaboration and the individuals who perform it tend to have 
little computer sophistication. 

Since 1993, the Wearable Computer Laboratory at Carnegie Mellon Uni
versity has been constructing and testing a variety of different hardware 
and software systems in a variety of different maintenance contexts. Five 
different disciplines have been involved in these designs: user interface 
designers, industrial designers, and software, electrical, and mechanical 
engineers. These disciplines cover a set of skills from sensitivity to the 
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interaction of human and device (the user interface and industrial design
ers) to knowledge of the technology necessary to construct small, sophis
ticated computer-based systems (the software, electrical, and mechanical 
engineers). Some of the systems constructed are body worn and some are 
hand held. All have limited capability for input and output and are designed 
for the maintenance environment. 

This chapter will describe some systems that have been developed dur
ing the wearable work and how and why the systems were designed as 
they were. The manner in which the various disciplines interact and the 
constraints they place on each other will also be explored. We begin by 
describing the problems associated with utilizing wearable computers dur
ing the maintenance of large vehicles. We next describe the organization 
context in which the systems described were conducted and the problem 
domain. Next we describe the particular systems developed. Finally, we de
scribe the design problem from the point of view of the hardware designers, 
the user interface designers, and the software designers. 

2. WEARABLE COMPUTERS 
FOR MAINTENANCE TECHNICIANS 

Wearable computers deal in information rather than programs, becoming 
tools in the user's environment much like a pencil or a reference book. The 
wearable computer provides automatic, portable access to information. Fur
thermore, the information can be automatically accumulated by the system 
as the user interacts with and modifies the environment, thereby eliminat
ing the costly and error-prone process of information acquisition. Much 
like personal computers allow accountants and bookkeepers to merge their 
information space with their workspace (i.e., a sheet of paper) wearable 
computers allow mobile processing and the superposition of information 
on the user's work space. 

Wearable computers make it possible to get the right information to the 
right person in the right place at the right time. In this chapter, the people 
we discuss are maintenance technicians. For them, the right place is often 
environmentally challenging and is usually changing in various locations 
around their work place, and the right time is when their primary task is 
maintenance, not interacting with a computer. These characteristics make 
the problem of providing computer support especially difficult. 

Maintenance applications are characterized by a large volume of infor
mation that varies slowly over time. For example, even simple commercial 
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or military aircraft will have over 100,000 manual pages. One standard 
checklist has 625 items. One normal procedure includes over twenty steps. 
These procedures are currently included in paper-based manuals that the 
technicians physically carry to the aircraft. Due to operational changes 
and upgrades, half of these pages are made obsolete every six months. 
Rather than distribute CD-ROMs for each maintenance person and run the 
risk of a maintenance procedure being performed on obsolete information, 
maintenance facilities usually maintain a centralized database to which 
maintenance personnel make inquiries for the relevant manual sections on 
demand. A typical request consists of approximately ten pages of text and 
schematic drawings. Changes to the centralized information base can occur 
on a weekly basis. 

There are times, however, when an individual requires assistance from 
experienced personnel. Historically this assistance has been provided by an 
apprenticeship program wherein a novice observes and works with an ex
perienced worker. Today, with down-sizing and productivity improvement 
goals, teams of people are geographically distributed and yet are expected 
to pool their knowledge to solve immediate problems. A simple example of 
this is the "Help Desk" wherein an experienced person is contacted for au
dio and visual assistance in solving a problem. The Help Desk can service 
many people in the field simultaneously. 

The Challenge of Wearable 
Computer Design 

The objective of wearable computer design is to merge the user's informa
tion space with his or her work space. The wearable computer should offer 
seamless integration of information processing tools with the existing work 
environment. To accomplish this, the wearable system must offer function
ality in a natural and unobtrusive manner, allowing the user to dedicate all 
of his or her attention to the task at hand with no distraction provided by the 
system itself. Conventional methods of interaction, including the keyboard, 
mouse, joystick, and monitor, all require some fixed physical relationship 
between user and device, which can considerably reduce the efficiency of 
the wearable system. 

Among the most challenging questions facing mobile system designers 
is that of human interface design. As computing devices move from the 
desktop to more mobile environments, many conventions of human inter
facing must be reconsidered for their effectiveness. How does the mobile 
system user supply input while performing tasks that preclude the use of 

META 1017 
META V. THALES



666 BASS ET AL. 

a keyboard? What layout of visual information most effectively describes 
system state or task-related data? 

To maximize the effectiveness of wearable systems in mobile computing 
environments, interface design must be carefully matched with user tasks. 
By constructing mental models of user actions, interface elements may 
be chosen and tuned to meet the software and hardware requirements of 
specific procedures. 

3. CMU ORGANIZATIONAL CONTEXT 

The CMU wearable computers are conceived, designed, and fabricated 
in an interdisciplinary course with over two dozen students, more than 
two thirds of whom are undergraduates. The teaching staff for the course is 
composed of an electronics engineer, software engineer, industrial designer, 
and a human-computer interaction designer. In this course, students learn 
to work in interdisciplinary teams to deliver products to clients on time. The 
brief cycle time of these products is ideally suited to the academic semester. 
Figure 22.1 illustrates the iterative nature of user-centered design to elicit 
feedback during the course. Student designers initially visit the user site for 

FIG. 22.1. Iterative prototyping cycle. 
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a walk-through of the intended application. A second visit after a month 
of design elicits responses to story boards of the use of the artifact and 
the information content on the computer screen. After the second month a 
software mock-up of the system running on a previous generation wearable 
computer is evaluated in the end-user's application. During the third month, 
a prototype of the system receives a further user critique. The final system 
is delivered after the fourth month for field trial evaluation. 

The design is guided by an Interdisciplinary Concurrent Design Method
ology (ICDM) that has evolved through a dozen generations of wear
able computers [Smailagic, Siewiorek, Anderson, Kasabach, Martin and 
Stivoric, 1995). The goal of the design methodology is to allow as much 
concurrency as possible in the design process. Concurrency is sought in 
both time and resources. Time is divided into phases. Activities within a 
phase proceed in parallel but are synchronized at phase boundaries. Re
sources consist of personnel, hardware platforms, and communications. 
Personnel resources are dynamically allocated to groups that focus on spe
cific problems. Hardware development platforms include workstations for 
initial design, personal computers for development, and the final target sys
tem. Communications allow design groups and individuals to communicate 
between the synchronization points. 

System engineering is performed by the class as a whole and then the 
various disciplines perform detailed design and implementation. During 
the whole process, the four disciplines interact along well-defined design 
boundaries as shown in Figure 22.2. The hardware design must merge 
with the mechanical/industrial engineering design so that the hardware 
fits within the case and so that sensors can provide input and output for 
the hardware. The hardware must merge with the software design so that 
adequate resources are available for the necessary functions of the software 
and so that software drivers are available for the hardware. The software 
design must merge with the user interface design so that input/output can 
be performed and so that the users have available the functions necessary 
to perform their task. Finally, the user interface design must merge with the 
mechanical/industrial design to enable the interactions between the system 
and the user with the particular electro-mechanical user interface devices 
utilized and to support ergonomic requirements of the user. 

For the remainder of this chapter, we will first describe the maintenance 
problem and its various activities; we then give a short explanation of four 
of the systems we have developed and which maintenance activities they 
support. Finally, we will describe the systems from the point of view of each 
of the disciplines and discuss how each discipline was constrained by the 
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FIG. 22.2. The interaction of the various disciplines involved in 
constructing wearable computers. 

disciplines with which it directly interacts. We conclude by summarizing 
the ways in which wearable computer design differs from normal desktop 
design. 

4. MAINTENANCE AS AN ACTIVITY 

Maintenance has four types of activities: inspection, preventive mainte
nance, troubleshooting, and repair. Surrounding these activities is a col-

. lection of short- and long-term information flows. Preventive Maintenance 
(PM) is a routine activity, but the technician may not have internalized the 
procedures due, perhaps, to the infrequency of the task. The technician 
consults on-line manual pages to complete the task. In troubleshooting, the 
source of an unexpected problem is determined by consulting reference 
material and human experts. Short-term information flows are used to gov
ern job assignments on a particular day or collaboration in the event of a 
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problem. Long-term information flows are used to govern such things as 
corporate history with respect to a class of problems, design changes, and 
trouble reports. We first discuss the types of activities in more detail, then 
the short- and long-term information flows, and finally, our systems with 
respect to the portion of the maintenance process they were intended to 
support. 

Inspection Task 

A maintenance technician usually performs an inspection on a vehicle at 
scheduled periods. During this activity, the vehicle is examined and various 
defects such as corrosion on the skin or defective transmission that will need 
repair or further analysis are inspected and recorded. Two of our example 
studies, VuMan3 and Navigator 2, were identification tasks. In the VuMan3 
case, over 600 items were examined and, for each item, an entry was made 
in a checklist that indicates the current status of these items. We called 
this type of inspection a one-dimensional inspection since the results were 
entries into a prespecified checklist. In the Navigator 2 case, an inspection 
was made of an aircraft skin and various defects were noted. We called this 
type of inspection two dimensional since the notation included the location 
of the defect on the skin as well as the type of defect. 

Fault Isolation Task 

Fault isolation occurs when the vehicle is demonstrating incorrect behavior 
but the cause of this behavior is not known. The technician will examine 
specific procedures that give a set of tests to make in particular cases or, 
if the procedures do not suffice, will look at representations of particular 
subsystems of the vehicle such as a schematic drawing of the electrical 
system. 

Repair Task 

The replacement of a component takes place once the component has been 
identified as faulty. The identification can occur in either the inspection 
task or the fault isolation task. The technician follows a set of procedures 
( of the form "remove cover, loosen bolt A in diagram 1 one half tum ... ") 
that are both textual and graphic. The graphics are intended to illustrate 
the proper performance of a particular procedure and tend to be stylized 
representations of a visible component (as opposed to a schematic). 
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Information Recording Task 

The technician is expected at various stages during the activities of a normal 
day to report status and incident information as well as to make suggestions 
for engineering or procedural changes. Thus, for example, a report at the 
end of a shift would contain activities performed during the shift, problems 
encountered during the shift, and activities that are being carried forward 
to the incoming shift. This information is usually in the form of structured 
text. That is, there is a form with entries for information and the information 
put into each entry tends to be unstructured. 

5. SYSTEMS CONSTRUCTED 

Wearable computers are used during the maintenance process both to re
trieve information and procedures for the technician and to provide struc
tured information about the vehicle on which maintenance is being per
formed. They are not used to provide free-form input. They are also used 
as a communications device, especially when collaboration is required. 
That is, wearable computers are intended to support maintenance techni
cians while they are interacting with a vehicle: performing an inspection, 
troubleshooting a problem, or replacing a part. During these operations, the 
technician must be mobile and must have hands mostly free. These require
ments lead to a wearable computer that is not suitable for the entry of free 
text. Indeed, much of the challenge of designing wearable computers is to 
construct a usable system without the necessity for the entry of free text. 

The retrieval of information is performed during any type of maintenance 
operation. If an inspection is being performed, then the information that 
is retrieved consists of the checklist (whether one dimensional or two) 
and information about the vehicle being inspected. If the technician is 
troubleshooting a problem, or replacing a part then the information retrieved 
consists of troubleshooting flow charts for diagnosis or procedures for 
replacement. It can also consist of various engineering change notices or 
problem reports filed by either the engineering department or by other sites 
where maintenance occurs. 

A final aspect of the process of using wearable computers in main
tenance applications is their use in collaborative settings. Some tasks are 
inherently collaborative, such as observing the effect of flipping a switch in 
the cockpit when the switch controls a light at the rear of an aircraft. Others 
become collaborative because assistance is needed in the performance of 
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a single-person task such as troubleshooting or replacing a complex part. 
In support of collaboration, the wearable becomes primarily a communi
cation device but, again, the limitation on input devices causes restrictions 
compared to collaboration on a desktop. 

Because of the requirements for mobility and mostly hands-free opera
tion, the wearable computer is not suitable for all tasks. For example, shift 
reports are routinely filed that document particular problems and open is
sues during a shift. This. is a free text document where neither mobility 
nor hands-free operation is required during its creation. Thus, it can easily 
be generated from a desktop; therefore this is not a task for a wearable. 
The line between the tasks that are performed with a wearable and those 
performed at a desktop is thus an important one to establish. The wearable 
must communicate with desktop machines both for reporting and retrieval 
purposes but the tasks to be accomplished with each type of machine must 
be explicitly specified. 

With this background, we will now report how our various projects were 
integrated into the normal process of maintenance. 

VuMan 3 and Navigator 2 

Both VuMan 3 and Navigator 2 were designed to perform inspections. They 
both occupied the same position in the maintenance·process-recording the 
identification of imperfect parts (in the case of Navigator 2, the parts were 
skin panels). In the use of the VuMan 3, the inspection step was one of 
the first steps in checking out the vehicle. In the use of the Navigator 2, 
the inspection step came after the vehicle was prepared for inspection and 
stripped of paint. In both cases, job orders were used to instruct the techni
cian which vehicle to inspect and the data recorded from the inspection had 
to be fed back into the job order system so that parts for repairs could be 
made available and the repairs scheduled. Also, in both cases, the techni
cian was required to provide personal identification to the computer so that 
responsibility for the inspection task could be tracked. Figures 22.3 and 
22.4 show the VuMan 3 and Navigator 2 systems in use. Bass, Kasabach, 
Martin, Siewiorek, Smailagic and Stivoric [ 1997] describe the design of the 
VuMan 3 in more detail. The technicians were required to move around the 
vehicle and record defects they discovered. This required (in the VuMan 
3 case) viewing the top, bottom, sides, and interior of a vehicle. In the 
Navigator 2 case, only the exterior of the vehicle was inspected but this 
inspection required the technician to work on the top of a "cherry picker" 
lift and make very detailed visual and tactile inspections. 
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FIG. 22.3. VuMan 3 system in use. 

In neither of these systems was there any retrieval of procedural or 
troubleshooting flowcharts or any provision for collaboration. They were 
designed strictly to support the inspection process and to interface with the 
other facets of the repair process in a limited fashion. 

Adtranz 

The Adtranz project used a hand-held computer to support the replace
ment process. The procedures necessary to do the replacement were re
trieved onto the computer and were available to the technicians as they 
went through the process. The vehicles being repaired were always in a 
fixed location on a track and the supports for the track provided sufficient 
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FIG. 22.4. Navigator 2 system in use. 

area to set down a computer and still have it visible. Thus, the Adtranz 
system was a mobile computer that was not worn but was placed in the 
work place. The other process issues were the same however in that in
formation was retrieved and the technicians had the ability to navigate 
through it to follow particular procedures. Figure 22.5 shows the Adtranz 
technicians under the vehicle. 

C-130 

The C-130 project was designed to use collaboration to facilitate train
ing. Inexperienced users were being trained to perform a cockpit inspec
tion and the trainers were located in the more spacious cargo hold of a 
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FIG. 22.s. Adtranz technicians performing maintenance. 

C-130. Ultimate! y, there is no reason why the trainers need to be located in 
the aircraft and the ultimate goal of this experiment was to provide more 
training with the same number of trainers. 

As an example of the C-130 project, a student loaded the inspection pro
cedures and performed the inspection task. The instructor looked over the 
shoulder (through a small video camera) and offered advice when problems 
occurred. The advice was demonstrated by indicating areas on the video 
image that was being shared through a whiteboard. Because of the limited 
input devices on the wearable computer, the instructor managed the sharing 
session and used the whiteboard. The student's use of the whiteboard was 
limited to observation. Figure 22.6 shows the C-130 system in use. 

The limitations of input devices, such as the inability of the student to 
point to a particular area of the screen caused by the use of a dial as the 
main input device, affected the division of tasks between the wearable and 
the desktop systems. The desktop systems managed the normal job order 
process and were used by the instructors in C-130 project to observe the 
student's behavior. 

Table 22.1 outlines the functionality of the Maintenance and Collabora
tion systems. 
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FIG. 22.6. C-130 system in use. 

6. HARDWARE DESIGN 

The wearable computers can be classified into two generic classes of sys
tems: 1. custom designed (VuMan3) and 2. designed by composition 
(Navigator 2, AdTranz, and C-130), using mainly off-the-shelf compo
nents. In addition to custom-designed electronics and mechanical enclo
sure/ interface, VuMan3 also adopted an embedded, custom-designed ap
proach to the software system. In Navigator 2, a modular "mix-and-match" 
hardware architecture allowed multiple configurations, increasing the gen
eral purpose nature of the system. 

VuMan3 

The VuMan3 computer (Figure 22.7) is a 5" x 6.25" x 2" unit weighing 
less then two pounds including a rotary dial input device integrated with an 
environmental sealed housing, a Private Eye (manufactured by Reflection 
Tech) display with a customized headband, and a smart docking station, 
which monitors the use of the Ni Cd rechargeable batteries and also acts as 
a communication link to a host computer system, to which the inspection 
data are uploaded. 
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Example CMU Experimental Wearable Computer Systems 

Application Sensing (input) Database Computing Communications HCI Actuation (output) 

MAINTENANCE 

Vehicle inspection Dial One-dimensional 20 MHz 386 Serial line Fill in form Display 
(VuMan3) checklist 

Aircraft inspection Audio Two-dimensional lO0MHz486 Serial line Speech controlled Display 
(Navigator 2) microphone schematic icons 

COLLABORATION 

Train Audio • Trouble shooting 133 MHz486 Spread Shared Two-part 
maintenance microphone flow charts spectrum radio white board/ control/ 
(Adtranz) • Engineering Two-way data display 

drawing phone 
• Repair 

procedures 
• Parts list 

Help Desk • Audio • Repair 100 MHz486 Spread Instructor Display , 
(C-130) microphone procedures spectrum radio controlled pointer 

• Trouble shooting white board 
• Video flow charts 

camera 
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FIG. 22.7. VuMan 3. 

The VuMan 3 wearable computer electronics consists of two custom
designed printed circuit boards: a motherboard containing a 386EX pro
cessor, which also includes power management capability, 1.25 MB of 
SRAM, 128 KB EPROM, real-time clock, silicon serial number chip; the 
second board is a detachable PCMCIA Controller board, allowing applica
tion program memory cards and peripheral hardware cards to be connected 
to the wearable computer through two PCMCIA card slots. The power 
control block consists of a PIC16LC71 microcontroller, which manages 
three separate power supplies, and two sets of batteries. The main batter
ies are eight rechargeable NiCd batteries, while power is provided to the 
power control, clock, and static RAM by two lithium batteries when the 
NiCd batteries are discharged. The input control consists of another PIC 
microcontroller, which reads the status of the dial and the select button 
and transmits that information to the processor. The peripheral block is 
managed by an Altera FLEXlogic FPGA, which provides an interface be
tween the processor bus and the following three components: the Private 

( 
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Eye display, a DS1302 timekeeping chip, and a DS2401 silicon serial 
number. 

Explicit design considerations included: 

• Increased modularity in the design so that design fragments could be 
reused. This included input controller, power control, and PCMCIA 
slot controller. 

• A set of primary and secondary design decisions were defined, and 
an iterative approach adopted. 

• A new manufacturing technology, surface mounting of components, 
was introduced, which provided for a more compact design. 

• The introduction of programmable microcontrollers for the input 
block (allows reconfiguration of the electronics with dial, mouse, 
force resistive device) and power management (selectively turns off 
unused chips) provided a higher degree of flexibility than previous 
designs. 

The VuMan 3 dial input device was designed to be easy to learn and 
use as well as easily modifiable and expandable. In addition, it was low 
cost and power efficient. The system consists of a rotary switch and three 
buttons and a microcontroller, which translates the dial turns and button 
presses into data in a form the microprocessor (an Intel 386 EX) can accept. 

The dial itself is a 16-position binary coded rotary switch, which outputs 
a four-digit Gray code representing the switch's position. A PIC16LC71 
microcontroller accepts input from the rotary switch and pushbuttons, and 
uses this information to transmit user input to the microprocessor through 
a serial port. 

The housing fabrication included molding and machining. The housing 
design followed an evolutionary path, from initial drawing and mock-ups, 
through refined stereolithography (SLA) model, and 3D CAD Proengi
neer model. Upon receiving the lot of parts from the manufacturer, the 
necessary postproduction processes were applied. Once postproduction 
was complete, each part was detailed, including spraying EMI shielding, 
adding color and/or texture to a part, anodizing or coating aluminum, and 
silk-screening graphics onto the parts. 

Navigator 2 

Navigator 2 (Figure 22.8) included a novel dual architecture ( 486 applica
tion processor and speech recognition digital signal processor), spread spec
trum radio, and VGA head-mounted display. The Navigator 2 semi-custom 
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FIG. 22.8. The Navigator 2 computer. 

electronic design included two major electronic boards: a custom designed 
system board and a 486-based processor board. The custom-designed sys
tem board captured all glue logic functions and also provided support for 
two PCMCIA card slots (accommodating a speech recognition card and 
hard disk). The major design considerations taken into account when eval
uating the processor/motherboard subsystem were: 

• The modular hardware architecture must support customization of 
input/output devices. 

• The subsystem must satisfy specific constraints on the following 
wearable computer attributes: size, weight, form of input/output, and 
battery consumption. 

The Navigator 2 was built to run a voice-controlled aircraft inspection 
application. The speech recognition system was based on a commercially 
available system from TERI, with a secondary manually controlled cursor, 
offering complete control over the application in a hands-free manner and 
allowing the operator to perform an inspection with minimal interference 
from the wearable system. Entire aircraft manuals, or portions there of, 
could be brought on-site as needed, using wireless communication. The 
results of inspection were downloaded to a maintenance logistic computer. 
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Adtranz and C-130 

The Adtranz application was supported by a commercially available pen
based computer enhanced with a spread spectrum radio, voice transmission, 
image capture, and support for a VGA head-mounted display. The computer 
unit featured a 50 MHz 486DX2 processor; 12 MB RAM memory; 170 MB 
hard disk; two PCMCIA Type II slots; one serial, one parallel, and one 
infrared port; and grayscale 640 x 480 display. The PCMCIA slots were 
occupied by an AT&T WaveLAN card and Wave Jammer sound card, used 
for voice communication. 

The C-130 application also used a commercially available pen-based 
computer but it was adapted so that a dial provided all of the necessary input 
capability except for the video camera and associated video capture card. 

7. USER INTERFACE DESIGN 

Several principles underlie the user interface design of the "normal" wear
able system. These are: 

• Simplicity of function. One of the final portions of the user interface 
design process is to jettison any functions that are not absolutely 
required. The user interface is designed, as much as possible, to be 
feature free. 

• No textual input. The user interfaces are designed so that they can be 
operated without the use of a keyboard or a keyboard surrogate. Those 
functions that require alpha-numeric input do not drive the interface 
design but are integrated, as well as possible, into an interface that 
would suffice if that function were not included. Also, functions 
that seemingly require alpha-numeric input can often be performed 
through selection. 

• Controlled navigation. In order to keep the interface simple, several 
basic strategies are used to navigate through the interface: 

Hierarchical navigation paths. The base navigation strategy throu
ghout the user interface is for the user to ascend or descend a hierar
chy. At each interior node, the children nodes are available for choice, 
as is the ability to retrace the path through the hierarchy. The spread 
at each interior node is limited to seven or eight choices. At the leaf 
nodes, the user is furnished with a procedure, can select an entry in 
a checklist, or indicate the location of an imperfection. At any point 
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in a descent through the hierarchy, a help function is available that 
enables browsing through information relative to the current task or 
position in the hierarchy. Both Figures 22.10 and 22.11 demonstrate 
control of navigation paths. In neither case is it possible for the user 
to move to an arbitrary portion of the interface. They movement is 
restricted to up or down a hierarchy or through a link to a different 
mode of interaction. 

Clear identification of control and content. Control actions ( except 
for those that can be keyed from content) are clearly differentiated 
from the content of the data. This differentiation is accomplished by 
different fonts, different screen areas, and different button shapes. 
Those control actions that are connected with data content, such as 
hypertext links, are embedded in the data but are differentiated using 
various cues. 

The availability of current location in the hierarchy on the dis
play. In order to avoid disorientation within the hierarchy, the current 
position is always available to the user. 

We will now describe the user interfaces for each project and see how these 
design rules were actually used. 

VuMan 3 

VuMan 3 was designed for streamlining Limited Technical Inspections 
(LTI) of amphibious tractors for the U.S. Marines at Camp Pendleton, 
California. The LTI is a 600-element, 50-page checklist that usually takes 
four to six hours to complete. The inspection includes an item for each part 
of the vehicle (e.g., front left track, rear axle, windshield wipers). 

The inspector selects one of four possible options about the status of the 
item: Serviceable, Unserviceable, Missing, or On Equipment Repair Order 
(ERO). Further explanatory comments about the item are selected ( e.g., the 
part is unserviceable due to four missing bolts). The LTI check list consists 
of a number of sections, with about one hundred items in each section. The 
user sequences through each item by using a dial to select "next item," or 
"next field." 

Upon completion of the inspection, the results of the LTI are typed 
into a logistics computer from which work orders are issued and parts are 
ordered. Performing actual full LTI inspections with and without VuMan 3 
were evaluated. The results from six inspections indicated a 40% average 
saving in actual inspection time and virtual elimination of the data entry 
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FIG. 22.9. VuMan3 user interface. 

time into the logistics computer. There was a 70% savings in time from the 
beginning of the inspection until the data were in the logistic computer. 

The VuMan3 has a low-resolution display (CGA) and, consequently, a 
purely textual interface. Figure 22.9 shows a sample screen from the user 
interface. The user navigates through a geographically organized hierarchy: 
top, bottom, front, rear; then left, right, and more detail. Eventually, at the 
node leafs, individual components are identified. There are over 600 of 
these components. Each component is indicated to be "serviceable" or 
"unserviceable." If it is serviceable then no further information is given. If 
it is unserviceable then one of a small list of reasons is the next screen. 

The user can return up the hierarchy by choosing the category name in 
the upper right comer, or sequence to the next selection in an ordering of the 
components. Once a component is marked as serviceable or unserviceable, 
the next selection in the sequence is automatically displayed for the user. 
Furthermore, each component has a probability associated with it of being 
serviceable and the cursor is positioned over the most likely response for 
that component. 

The relationship between the user interface design principles and the 
VuMan3 user interface is: 

.. Simplicity of function. The only functions available to the user were 
to fill out a checklist for one of two vehicles, to transfer checklist 
data to another computer, to enter identification information both for 
the vehicle and for the inspector, and to see a screen that describes 
the VuMan3 project. 

'" No textual input. The identification information required entering 
numbers. A special dialogue was developed to enable the entering 
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of numeric information using the dial as an input device. This was 
cumbersome for the users but only needed to be performed once per 
inspection. 

• Controlled navigation. The interface was arranged as a hierarchy. The 
top level consisted of a menu that gave a choice of function. Once the 
inspection function was chosen, then the component being inspected 
was navigated to via its location on the vehicle. At each stage, the 
user could go up one level of the hierarchy. 

Navigator 2 

Navigator 2 was developed for recording information during detailed in
spection of the outer surfaces of KC- 135 aerial refueling tankers at 
McClellan Air Force Base, Sacramento, California. The sheet metal 
inspection required 30 to 36 hours. Upon completion the inspector en
tered each defect into a forms-based database from which work orders 
were generated. Six inspections by three inspectors were evaluated both 
before and after the introduction of Navigator 2. A 50% average reduction 
was observed in the time to record inspection information (for an overall 
reduction of 18% in inspection time) and almost two orders of magnitude 
reduction in time to enter inspection information into the logistics computer 
(from over three hours to two minutes). 

The Navigator 2 uses a display with a VGA resolution and, consequently, 
a graphical interface is possible. Figure 22.10 shows an interface from the 
use of Navigator 2 in sheet metal inspection at McClellan Air Force Base. 
The inspector records each imperfection in the skin at the corresponding 
location on the display. The type of the imperfection is also recorded. 

The user navigated to the display corresponding to the portion of the skin 
currently being inspected. This navigation was partially textual based on 
buttons (choose aircraft type to be inspected) and partially graphical based 
on side perspectives of the aircraft (choose area of aircraft currently being 
inspected). The navigation could be performed either through a joystick 
input device or through the use of speech input. The speech input was 
exactly the text that would be selected. The positioning of the imperfection 
was done solely through the joystick since speech is not well suited for the 
pointing necessary to indicate the position of the imperfection. Once the 
imperfection had been positioned, a menu is placed on the display so that 
the type of imperfection (corrosion, scratch, etc.) could be specified. The 
user could navigate to the main selection screen by selecting the "Main 
menu" option on all of the screens. One level up in the hierarchy could also 
be achieved through a single selection. 

META 1017 
META V. THALES



684 BASS ET AL. 

Salect a dafect location 14 38 E ~ F S 

Body Main Menu 

Corroded 

u c~w 

\tOO 

2$0 

240 

200 

0 
<> .. 

"""1;1····~] I l I I 
~ l l l 

.4 5 l O i l . l I l 

I~·····. ········'.······••-1' . i I 

_ 
1 02l 

R 

D 

2.70 by265 Skin Manual 

FIG. 22.10. Navigator 2 user interface. 
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The relationship between the user interface design principles and the 
Navigator 2 user interface is: 

• Simplicity of function. The only functions available to the user were 
to enter skin imperfections for one of four aircraft, to transfer data 
to another computer, to enter identification information both for the 
vehicle and for the inspector, and to see a screen that describes the 
Navigator 2 project. 

• No textual input. The identification information required entering 
numbers. A special dialogue was developed to enable the entering of 
numeric information using the joystick as an input device. This was 
cumbersome for the users but only needed to be performed once per 
inspection. 

• Controlled navigation. The interface was arranged as a hierarchy. The 
top level consisted of a menu that gave a choice of function. Once 
the inspection function and then the vehicle were chosen, the area of 
the skin inspected was navigated to via selecting an area of the aircraft 
to expand. Once an imperfection was indicated, the user had to select 
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one of the allowable types of imperfections. At each stage, the user 
could go up one level of the hierarchy or return to the main menu. 

Adtranz 

The Adtranz system is the only system of the ones we are reporting that 
allows textual input. The basic input mechanism is a pen and this allowed 
the technician to do free text queries. Within the interface, the classes of 
functions that are available to the technician (procedures, schematic dia
grams, searching an information base for similar problems) were available 
on the control or left side of the screen. The right side of the screen was 
reserved for the content. 

The content area, occupying the left two thirds of the display, contained 
documentation and user collaboration. The control area allowed the user to 
select documents, set bookmarks, enter alarms, etc. The bottom of the dis
play contained a menu bar that allowed access to the major usage modes at 
any time. The major usage modes included login/out, reference, bookmark, 
troubleshoot, annotate, and collaboration. 

The user could select a vehicle area and a list of vehicle systems in 
that area was displayed. The user could select a system (such as electri
cal, pneumatic, propulsion, etc.) that, in turn, displayed a list of devices 
associated with that system. Selection of a device generated more specific 
information such as preventive maintenance schedule, preventive mainte
nance procedures, troubleshooting information, and device description. At 
the top level of the reference mode the user could also view preventive 
maintenance schedules and procedures. The user could place a bookmark 
on any of the reference pages. The bookmark appeared in the control area 
for quick selection and "page flipping." 

The troubleshooting mode was designed to maximize the computer's 
searching capability, thus minimizing the user's time to find suggestions 
on probable causes of malfunctions. The user could select from a list of 
alarms. A list of possible causes then appeared in the content area. When 
the user selected a possible cause, more details were provided including 
manual reference pages and schematic drawings. A schematic drawing 
could be browsed by zooming in/out, panning, tracing circuit paths (e.g., 
selecting a component highlights other components to which it is attached), 
and displaying text associated with the schematic. Annotations could be 
personal, public to a site, or public to all sites. 

In the collaboration mode, the user could seek help from other personnel. 
Users could collaborate by a whiteboard wherein all members of a session 
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can view the same content area including a picture captured by a camera 
at one site. The whiteboard allowed annotation. Information, annotation, 
and speech was transmitted over a wireless network. It was also possible 
to initiate a telephone call to personnel who do not have wireless access. 

The relationship between the user interface design principles and the 
Adtranz user interface is: 

• Simplicity of function. This interface was actually more complicated 
than most of the interfaces we are discussing. The user had a collec
tion of functionality available and needs to understand the different 
types of functionality available. On the other hand, since reporting on 
results and the filling out of the various reports was done on a desk
top computer, there was no requirement for identification or extensive 
free text. The query facility was implemented via a simple text box. 

• No textual input. As already discussed, a free text query facility took 
advantage of the ability of the user to enter text via a pen interface. 
No other textual input was required. 

• Controlled navigation. The top level functional choices were kept at 
the left and, at any time, the user could exit the current operation 
and invoke one of these functions. Navigation within a function was 
accomplished via links within the content. 

Cl30 

A multimedia system with head-mounted display and wireless commu
nications provided access to electronic maintenance manuals and remote 
access to a human help desk expert on the C-130 flight line at the 911th 
Air National Guard, Pittsburgh, PA. 

The C130 system used the dial as an input device and supported collabo
ration. Figure 22.11 shows an example of the user interface for this system. 
This interface supports a checklist application in a training context. The 
assumption was that the person doing the inspection is being trained and 
that a remote expert was "looking over the shoulder" with a video camera 
and assisting where necessary with the inspection. 

The interface was organized as a hierarchy with a sequential list of 
inspection steps embedded in the hierarchy. Each screen gave the ability to 
go to the next or previous step of the inspection. Failures could be indicated 
within the instructions. 

Managing the collaboration was the task of the remote expert who was 
assumed to be in front of a workstation. A collaboration consisted of the 
novice verbally stating something about a problem and the expert indicating 
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with the cursor and describing verbally the actions to be taken. Since the 
expert was at a desktop, moving a cursor to any position on the field of 
view was not a problem. The novice was wearing the computer and using 
a dial as input and so arbitrary cursor movement was not possible. 

The relationship between the user interface design principles and the 
C130 user interface is: 

• Simplicity of function. The wearable user had two main functions: 
navigating through the checklist and initiating a collaboration. The 
navigation through the checklist followed the principles that we have 
already discussed. Initiating the collaboration was a single function 
and each novice is preassigned an expert. Thus, there was no need for 
elaborate session management at the wearable computer. The expert 
managed several novices and controled the sessions. 

• No textual input. The user interface was controllable with the dial 
and required no textual input. 

• Controlled navigation. All navigational links were either through the 
natural sequence of the checklist or through a simple menu. 
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The Influence of the Other Disciplines 

In all of these systems, all disciplines influenced the user interface through 
the system level choices of input device, output device, and task to be 
performed. The interfaces were also influenced through the choices made 
during software design. The VuMan3 used an embedded system and so 
all user interface interactions had to be supported by code written by the 
development team. This led to a simple collection of interactions. Naviga
tor 2 was based on a simple window system and some of the interaction 
between the user interface designers and the software designers dealt with 
issues of fonts and button shapes. Both Adtranz and the C130 system were 
constructed using World Wide Web browsers and took advantage of the 
hypertext linking facility supported by that software. 

8. SOFTWARE DESIGN 

The basic software solution is given in Figure 22.12. The user interacts 
with one of a variety of input and output devices attached to the software 
input/output component. The input/output component interacts with a mid
dleware component that keeps the system specific information and this, in 
tum, interacts with a collection of local and remote databases. The arrows 
represent both data and control connections. They are always data connec
tions and, in the case where the components are combined into a single 
process, they also represent control connections. 

The database component was decomposed as in Figure 22.13. Although 
this is a simple and fairly generic structure, several design decisions are 
already apparent. Some of these decisions and concerns arising from them 
were: 

• Separation of the input/output from the remainder of the software 
deferred a decision as to which actual input and output devices are 
going to be used. It also provided a container in which either standard 

FIG. 22. 12. Basic software solution. 
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Database component 

FIG. 22. I 3. Decomposition of database component. 

user interface mechanisms could be used ( such as in the Navigator 2, 
C130, or Adtranz systems) or the user interface mechanisms could 
be optimized for performance (such as in the VuMan3). 

• The primary purpose of the software was to move data between the 
user and the databases. The middleware provides the mechanisms to 
accomplish this movement. 

• Maintaining consistency between the information in the database and 
the information with which the user is interacting was a concern for 
the system. Active database mechanisms such as triggers could be 
used to inform the user of changes in the data. Transaction oriented 
strategies such as commit could be used to ensure consistency of 
the data in the database. The middleware was responsible for the 
coordination of these mechanisms. 

• Variation in the type and number of databases was encapsulated in the 
database component. This encapsulation allowed legacy databases as 
well as internally generated ones to be incorporated into the software. 

Decisions made during the system architecture stage determined whether 
the software was contained totally within the wearable computer or whether 
network connections were assumed. The user interface component clearly 
must be contained within the wearable computer. The other two compo
nents could be either within the wearable computer or distributed across a 
network. We will see examples of both cases. We now will examine our 
four systems and see how they actually were implemented and why. 

VuMan3 

The system characteristics of the VuMan3 were: 

• stand-alone computer system 
• one-dimensional inspection where the inspector input information 

via checking items on a checklist 
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• a 386 processor 
• program and data entry via a flash memory 

The VuMan3 was a system with limited memory, limited processor power, 
and limited scope. The database component was preloaded with the check
list to be filled out; the responses to the questions were saved in the database 
until they were communicated, via a serial line, to a desktop system. Since 
the VuMan3 was self-contained, the data in the database never got out of 
synchronization with the data observed by the user. 

The internal format of the questions was created via an off-line tool that 
we will describe later in this section. The responses were kept in an internal 
format until one of the middleware functions sent them through the serial 
line to the job control system of the U.S. Marines. The middleware com
ponent for the VuMan3 consists of a collection of procedures for moving 
data and for performing the menu selections. Some of the specific functions 
these procedures accomplished were: 

• Interpret input selection and either send data to database to record 
selection or retrieve next menu contents from the database. 

• Move data from the database to the serial port. 
• Save user or vehicle identification in the database. 
• Set format to be either "left eye" or "right eye." 

The user interface component performed the following functions: 

• Send the data to the display. The display had a direct memory con
nection to improve performance and so the sending of the data to the 
display was a nontrivial portion of the code 

• Prepare the data for display. This involved generating a bit map with 
the screen image on it and preparing the characters based on a spe
cial font used in the VuMan3 software. It also involved knowing 
whether the display was currently over the left eye or the right eye 
and presenting the image in the correct orientation. 

Preparing the questions for use by the VuMan3 software was the respon
sibility of a tool that was used prior to the use of the VuMan3 by the 
maintenance personnel. This tool took as input questions in the checklist 
for the technician and structured them in a hierarchy that simplified the 
navigation and prepared them in the internal format. This format was then 
loaded on flash memory for use during the maintenance procedure. 
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Navigator 2 

The system characteristics of the Navigator 2 were: 

• stand-alone system 
• 486 processor 
• used in two-dimensional inspections 
• program and data entry through loading them into a Type 2 PCM CIA 

rotating disk 

The data in the database consisted, essentially, of the same two portions as 
in the VuMan3. The difference is that a two-dimensional inspection does 
not have a checklist but instead has a visual representation of the aircraft. 
The data stored in the database consisted of a collection of bit maps that 
represented segments of the aircraft's exterior. 

The middleware for the Navigator 2 had a more complicated task than for 
the VuMan3. It must correlate an input selection with the correct location 
on the exterior of the aircraft. Each exterior segment consisted of a data 
object that contained not only the bit map but also location information for 
the segment. The segments were organized in a hierarchy so that the user 
could navigate easily to a leaf segment. The hierarchy pointers were also 
kept in the segment object. 

Another function of the rniddleware for the Navigator 2 was to map 
between the coordinate space of the aircraft and that of the display. This 
enables a selection on the display to be positioned correctly on the aircraft 
for the reporting function. The rniddleware also controlled the displaying 
of the menus that enumerated types and the grouping of imperfections. 
A group is a collection of imperfections in the same general area of the 
exterior. All of this information was collected into an imperfection object 
that was stored in the database. 

The user interface for Navigator 2 was constructed utilizing a commer
cial window package that was compatible with MSDOS. The decision to 
use MSDOS was made because (at the time) the only PCMCIA speech 
recognition system (TERI) had only MSDOS drivers. The window pack
age provided only line and curve drawing facilities and a user interface 
widget package was constructed that provided the ability to specify a curve 
in terms of a collection of polygons and determine whether the current 
mouse position was within the curve. The same polygon recognition was 
used for the menu items and for determining the segment of the exterior 
to expand during the initial positioning. Thus, one of the elements of the 
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segment description was the polygons used to describe that segment. The 
speech recognition software is also included in the user interface compo
nent. This software provided discrete word recognition for a small (less 
than 100 word) vocabulary. 

c 130 and Adtranz 

From a software perspective, the C130 and Adtranz systems were essen
tially identical. The system characteristics were: 

• distributed system using wireless, spread spectrum LAN 
• 486 processor 
• collaborative systems for inspection, troubleshooting, and repair 
• programs and data entered over the network 

With these two systems, the hardware provided sufficient resource so that 
a full functioned operating system (Windows 95) could be used on the 
wearable portion. A standard desktop system or laptop was used for the 
distributed portion of the system. The database and middleware components 
of the software were resident on the desktop or laptop. The software design 
was based on the WWW and the available servers and browsers. Special 
"plug-ins" were written in Java to provide collaborative drawing services. 
The database component consisted of a collection of databases, both n.ewly 
created for the particular project and preexisting. The Cl30 project had 
databases that contained checklist information; the Adtranz project had 
databases that contained replacement procedures, electronic diagrams, and 
various textual databases. 

In both cases, the middleware included a WWW server that provided 
interfaces to the databases and generation of HTML with the information 
from the databases included. The middleware also included the communi
cation aspects of the collaboration software. The user interface component 
consisted of a standard WWW browser. Microsoft's Internet Explorer was 
used for the Cl30 project because it was easy to integrate the dial as an 
input device. Internet Explorer allows Tab and Shift-Tab as mechanisms 
for navigating through the links on a page. A clockwise rotation of the dial 
was mapped into the Tab and counterclockwise into the Shift-Tab and, con
sequently, the browser could be used without modification. Collaboration 
on the Cl30 was controlled by the person at the desktop since the dial is 
not a direct access device. 
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The Adtranz software used Netscape's Navigator. Collaboration was 
accomplished through custom written plug-ins. Since the hardware used 
for Adtranz had a pointing device, either of the collaborators could control 
the cursor in the collaboration. The specially written plug-in had a limited 
function, object-oriented, drawing package. 

Effect of the Other Disciplines 

As we saw from Figure 22.2, the software and the electronics must ne
gotiate to determine the functionality available. The VuMan3 was an em
bedded system and, hence, the functionality of the system was quite 
limited. This was caused by the power requirements of a more power
ful processor. The user interface of VuMan3 was a textual checklist. This 
was caused by the resolution of the display. The constraints on the user in
terface, in the VuMan3 case, were caused by the power requirements of the 
electronics. 

Navigator 2, on the other hand, was not as constrained by the electronics. 
There was sufficient processor power, memory, and disk space to allow 
some choice in the operating system. The choice of operating system was 
constrained by the electronics available to support the use of speech. In this 
case, it was the user interface modality that influenced the electronics and 
which, in tum, constrained the software. ' 

Adtranz and the C130 project were not constrained by the electronics. 
The software design was chosen primarily to enable the utilization of the 
collection of commercially available components, both for the display and 
for the communication. In this case, it was the software that constrained the 
electronics to be sufficiently powerful to support a full functioned operating 
system that, in tum, supported the WWW software. 

9. SUMMARY 

Wearable computers introduce new design problems in several areas: 

• The means with which a user interacts with the computer system is 
fundamentally different from a desktop in a wearable context. We 
have seen several different types of interaction within the systems 
we have described. 

• The environment of use of a wearable computer is also fundamentally 
different from a desktop. Temperature variations, foreign substances 
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in the work place, and the possibility that the users may be wearing 
gloves contribute to these differences. 

• The software and the user interface can be both simplified and made 
more powerful because of the limitations on function that are possible 
if the wearable computer is viewed as supporting a limited portion 
of the maintenance process rather than the whole process. 

• The industrial design and mechanical engineering features of the 
wearable system are fundamentally different because of the wearing 
of the computer. Heat dissipation becomes more difficult when a 
person is wearing a computer. 

On the other hand, despite these design problems, it is clear that in the 
maintenance context, wearable computers provide a solution to the prob
lems of dealing with environmental problems and task demands that cannot 
be provided by other types of computing platforms. 

Acknowledgments We would like to gratefully acknowledge the 
support received from the Defense Advanced Research Projects Agency 
under the supervision of Dick Urban as well as support from the Daimler
Benz Corporation. 

REFERENCES 

[Bass et al, 1997]. Bass, L., Kasabach, C., Martin, R., Siewiorek, D., Smailagic, A., and Stivoric, J., 
"The Design of a Wearable Computer," Proceedings of CHI97, Addison-Wesley, pp. 139-146. 

[Martin, I 994]. Martin, T., "Evaluation and Reduction of Power Consumption in the Navigator Wearable 
Computer," Engineering Design Research Center Technical Report, Carnegie Mellon University, 
July 1994. 

[Siewiorek, 1994]. Siewiorek, D. P., A Smailagic, J.C. Y. Lee, and A. R. A. Tabatabai, "Interdisciplinary 
Concurrent Design Methodology as Applied to the Navigator Wearable Computer System;' Journal 
of Computer and Software Engineering, Vol. 2, No. 3, pp. 259-292, 1994. 

[Smailagic and Siewiorek, 1996]. Smailagic, A., and D. P. Siewiorek, "Modalities of Interaction with 
CMU Wearable Computers;· IEEE Personal Communications, Vol. 3, No. I, pp. 14-25, February 
1996. 

[Finger, 1996]. Finger, S., M. Terk, F. Prinz, D. P. Siewiorek, A. Smailagic, J. Stivoric, and E. Subrah
manian, "Rapid Design and Manufacture of Wearable Computers;' Communications of the ACM, 
Vol. 39, No. 2, February 1996. 

[Smailagic, 1995]. Smailagic, A., D. P. Siewiorek, D. Anderson, C. Kasabach, T. Martin, and J. Stivoric, 
"Benchmarking an Interdisciplinary Concurrent Design Methodology for Electronic/Mechanical 
Systems," 32nd Design Automation Conference, pp. 514-519, 1995. 

META 1017 
META V. THALES


