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ABSTRACT
The energy consumption of DRAM is a critical concern in modern

computing systems. Improvements in manufacturing process tech-

nology have allowed DRAM vendors to lower the DRAM supply

voltage conservatively, which reduces some of the DRAM energy

consumption. We would like to reduce the DRAM supply voltage

more aggressively, to further reduce energy. Aggressive supply

voltage reduction requires a thorough understanding of the effect

voltage scaling has on DRAM access latency and DRAM reliability.

In this paper, we take a comprehensive approach to understand-

ing and exploiting the latency and reliability characteristics of mod-

ern DRAM when the supply voltage is lowered below the nominal

voltage level specified by DRAM standards. Using an FPGA-based

testing platform, we perform an experimental study of 124 real

DDR3L (low-voltage) DRAM chips manufactured recently by three

major DRAM vendors. We find that reducing the supply voltage

below a certain point introduces bit errors in the data, and we com-

prehensively characterize the behavior of these errors. We discover

that these errors can be avoided by increasing the latency of three

major DRAM operations (activation, restoration, and precharge).

We perform detailed DRAM circuit simulations to validate and ex-

plain our experimental findings. We also characterize the various

relationships between reduced supply voltage and error locations,

stored data patterns, DRAM temperature, and data retention.

Based on our observations, we propose a new DRAM energy

reduction mechanism, called Voltron. The key idea of Voltron is

to use a performance model to determine by how much we can

reduce the supply voltage without introducing errors and without

exceeding a user-specified threshold for performance loss. Our

evaluations show that Voltron reduces the average DRAM and

system energy consumption by 10.5% and 7.3%, respectively, while

limiting the average system performance loss to only 1.8%, for a

variety of memory-intensive quad-core workloads. We also show

that Voltron significantly outperforms prior dynamic voltage and

frequency scaling mechanisms for DRAM.

1 INTRODUCTION
In a wide range of modern computing systems, spanning from

warehouse-scale data centers to mobile platforms, energy consump-

tion is a first-order concern [26, 32, 35, 45, 55, 87, 94, 100, 137]. In

these systems, the energy consumed by the DRAM-based main

memory system constitutes a significant fraction of the total en-

ergy. For example, experimental studies of production systems

have shown that DRAM consumes 40% of the total energy in

servers [45, 133] and 40% of the total power in graphics cards [107].

The energy consumed by DRAM is correlated with the supply
voltage used within the DRAM chips. The supply voltage is dis-

tributed to the two major components within DRAM: the DRAM
array and the peripheral circuitry [73, 131]. The DRAM array con-

sists of thousands of capacitor-based DRAM cells, which store data

as charge within the capacitor. Accessing data stored in the DRAM
array requires a DRAM chip to perform a series of fundamental

operations: activation, restoration, and precharge.
1
A memory con-

troller orchestrates each of the DRAM operations while obeying

the DRAM timing parameters. On the other hand, the peripheral
circuitry consists of control logic and I/O drivers that connect the

DRAM array to the memory channel, which is responsible for trans-

ferring commands and data between the memory controller and the

DRAM chip. Since the DRAM supply voltage is distributed to both

the DRAM array and the peripheral circuitry, changing the supply

voltage would affect the energy consumption of both components

in the entire DRAM chip.

To reduce the energy consumed by DRAM, vendors have de-

veloped low-voltage variants of DDR (Double Data Rate) memory,

such as LPDDR4 (Low-Power DDR4) [52] and DDR3L (DDR3 Low-

voltage) [51]. For example, in DDR3L, the internal architecture

remains the same as DDR3 DRAM, but vendors lower the nominal

supply voltage to both the DRAM array and the peripheral circuitry

via improvements in manufacturing process technology. In this

work, we would like to reduce DRAM energy by further reducing
DRAM supply voltage. Vendors choose a conservatively high supply

voltage, to provide a guardband that allows DRAM chips with the

worst-case process variation to operate without errors under the

worst-case operating conditions [32]. The exact amount of supply

voltage guardband varies across chips, and lowering the voltage

below the guardband can result in erroneous or even undefined be-

havior. Therefore, we need to understand how DRAM chips behave

during reduced-voltage operation. To our knowledge, no previously

published work examines the effect of using a wide range of differ-

ent supply voltage values on the reliability, latency, and retention

characteristics of DRAM chips.

Our goal in this work is to (i) characterize and understand the

relationship between supply voltage reduction and various charac-

teristics of DRAM, including DRAM reliability, latency, and data

retention; and (ii) use the insights derived from this characteri-

zation and understanding to design a new mechanism that can

aggressively lower the supply voltage to reduce DRAM energy con-

sumption while keeping performance loss under a bound. To this

end, we build an FPGA-based testing platform that allows us to

tune the DRAM supply voltage [43]. Using this testing platform,

we perform experiments on 124 real DDR3L DRAM chips [51] from

1
We explain the detail of each of these operations in Section 2.
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three major vendors, contained within 31 dual in-line memory mod-

ules (DIMMs). Our comprehensive experimental characterization

provides four major observations on how DRAM latency, reliability,

and data retention time are affected by reduced supply voltage.

First, we observe that we can reliably access data when DRAM

supply voltage is lowered below the nominal voltage, until a certain
voltage value, Vmin , which is the minimum voltage level at which

no bit errors occur. Furthermore, we find that we can reduce the

voltage belowVmin to attain further energy savings, but that errors

start occurring in some of the data read from memory. As we drop

the voltage further below Vmin , the number of erroneous bits of

data increases exponentially with the voltage drop.

Second, we observe that while reducing the voltage below Vmin
introduces bit errors in the data, we can prevent these errors if we

increase the latency of the three fundamental DRAM operations

(activation, restoration, and precharge). When the supply voltage is

reduced, the capacitor charge takes a longer time to change, thereby

causing these DRAM operations to become slower to complete.

Errors are introduced into the data when the memory controller

does not account for this slowdown in the DRAM operations. We

find that if the memory controller allocates extra time for these

operations to finish when the supply voltage is below Vmin , errors

no longer occur. We validate, analyze, and explain this behavior

using detailed circuit-level simulations.

Third, we observe that when only a small number of errors

occur due to reduced supply voltage, these errors tend to cluster
physically in certain regions of a DRAM chip, as opposed to being

randomly distributed throughout the chip. This observation implies

that when we reduce the supply voltage to the DRAM array, we

need to increase the fundamental operation latencies for only the

regions where errors can occur.

Fourth, we observe that reducing the supply voltage does not
impact the data retention guarantees of DRAM. Commodity DRAM

chips guarantee that all cells can safely retain data for 64ms, after

which the cells are refreshed to replenish charge that leaks out of

the capacitors. Even when we reduce the supply voltage, the rate

at which charge leaks from the capacitors is so slow that no data

is lost during the 64ms refresh interval at 20℃ and 70℃ ambient

temperature.

Based on our experimental observations, we propose a new low-

cost DRAM energy reduction mechanism called Voltron. The key
idea of Voltron is to use a performance model to determine by

how much we can reduce the DRAM array voltage at runtime

without introducing errors and without exceeding a user-specified

threshold for acceptable performance loss. Voltron consists of two

components: array voltage scaling and performance-aware voltage
control.

Array voltage scaling leverages minimal hardware modifications

within DRAM to reduce the voltage of only the DRAM array, with-

out affecting the voltage of the peripheral circuitry. If Voltron were

to reduce the voltage of the peripheral circuitry, we would have

to reduce the operating frequency of DRAM. This is because the

maximum operating frequency of DRAM is a function of the periph-

eral circuitry voltage [32]. A reduction in the operating frequency

reduces the memory data throughput, which can significantly harm

the performance of applications that require high memory band-

width, as we demonstrate in this paper.

Performance-aware voltage control uses performance counters

within the processor to build a piecewise linear model of how the

performance of an application decreases as the DRAM array sup-

ply voltage is lowered (due to longer operation latency to prevent

errors), and uses the model to select a supply voltage that keeps

performance above a user/system-specified performance target.

Our evaluations of Voltron show that it significantly reduces

both DRAM and system energy consumption, at the expense of

very modest performance degradation. For example, at an average

performance loss of only 1.8% over seven memory-intensive quad-

core workloads from SPEC2006, Voltron reduces DRAM energy

consumption by an average of 10.5%, which translates to an overall

system energy consumption of 7.3%. We also show that Voltron

effectively saves DRAM and system energy on even non-memory-

intensive applications, with very little performance impact.

This work makes the following major contributions:

• We perform the first detailed experimental characterization of

how the reliability and latency of modern DRAM chips are af-

fected when the supply voltage is lowered below the nominal

voltage level. We comprehensively test and analyze 124 real

DRAM chips from three major DRAM vendors. Our characteri-

zation reveals four new major observations, which can be useful

for developing new mechanisms that improve or better trade off

between DRAM energy/power, latency, and/or reliability.

• We experimentally demonstrate that reducing the supply voltage

below a certain point introduces bit errors in the data read from

DRAM. We show that we can avoid these bit errors by increasing

the DRAM access latency when the supply voltage is reduced.

• We propose Voltron, a mechanism that (i) reduces the supply
voltage to only the DRAM array without affecting the peripheral

circuitry, and (ii) uses a performance model to select a voltage

that does not degrade performance beyond a chosen threshold.

We show that Voltron is effective at improving system energy

consumption, with only a small impact on performance.

• We open-source our FPGA-based experimental characterization

infrastructure and DRAM circuit simulation infrastructure, used

in this paper, for evaluating reduced-voltage operation [3].

2 BACKGROUND AND MOTIVATION
In this section, we first provide necessary DRAM background and

terminology. We then discuss related work on reducing the voltage

and/or frequency of DRAM, to motivate the need for our study.

2.1 DRAM Organization
Figure 1a shows a high-level overview of a modern memory system

organization. A processor (CPU) is connected to a DRAM module

via a memory channel, which is a bus used to transfer data and

commands between the processor and DRAM. A DRAM module is

also called a dual in-line memory module (DIMM) and it consists

of multiple DRAM chips, which are controlled together.
2
Within

each DRAM chip, illustrated in Figure 1b, we categorize the internal

components into two broad categories: (i) the DRAM array, which

2
In this paper, we study DIMMs that contain a single rank (i.e., a group of chips in a

single DIMM that operate in lockstep).

2
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consists of multiple banks of DRAM cells organized into rows and

columns, and (ii) peripheral circuitry, which consists of the circuits

that sit outside of the DRAM array. For a more detailed view of the

components in a DRAM chip, we refer the reader to prior works [19–

22, 44, 64, 68, 72–76, 78, 84, 113–116, 131].

Processor

DRAM module

Memory 
Controller

chip ...Chip
0

Channel

Chip
7

64

...
8 8

(a) DRAM
System

Sense Amplifiers

Control
Logic

DLL

I/O

Peripheral
Circuitry

DRAM Array

Channel

Bank 0

Bank 7

8

(b) DRAM Chip

Figure 1: DRAM system and chip organization.

A DRAM array is divided into multiple banks (typically eight in

DDR3 DRAM [50, 51]) that can process DRAM commands indepen-

dently from each other to increase parallelism. A bank contains a

2-dimensional array of DRAM cells. Each cell uses a capacitor to

store a single bit of data. Each array of cells is connected to a row

of sense amplifiers via vertical wires, called bitlines. This row of

sense amplifiers is called the row buffer. The row buffer senses the

data stored in one row of DRAM cells and serves as a temporary

buffer for the data. A typical row in a DRAM module (i.e., across

all of the DRAM chips in the module) is 8KB wide, comprising 128

64-byte cache lines.

The peripheral circuitry has three major components. First, the

I/O component is used to receive commands or transfer data be-

tween the DRAM chip and the processor via the memory channel.

Second, a typical DRAM chip uses a delay-lock loop (DLL) to syn-

chronize its data signal with the external clock to coordinate data

transfers on the memory channel. Third, the control logic decodes

DRAM commands sent across the memory channel and selects the

row and column of cells to read data from or write data into.

2.2 Accessing Data in DRAM
To access data stored in DRAM, the memory controller (shown in

Figure 1a) issues DRAM commands across the memory channel

to the DRAM chips. Reading a cache line from DRAM requires

three essential commands, as shown in Figure 2: ACTIVATE, READ,

and PRECHARGE. Each command requires some time to complete,

and the DRAM standard [51] defines the latency of the commands

with a set of timing parameters. The memory controller can be

programmed to obey different sets of timing parameters through

the BIOS [4, 5, 47, 75].

Activate Command. To open the target row of data in the bank

that contains the desired cache line, the memory controller first

issues an ACTIVATE command to the target DRAM bank. During

activation, the electrical charge stored in the target row starts to

Commands

Data

READACT

Data Bus

Timing 
Parameters

PRE ACT

Figure 2: DRAM commands and timing parameters when
reading one cache line of data.

propagate to the row buffer. The charge propagation triggers the

row buffer to latch the data stored in the row after some amount

of time. The latency of an ACTIVATE command, or the activation
latency, is defined as the minimum amount of time that is required

to pass from the issue time of an ACTIVATE until the issue time of

a column command (i.e., READ or WRITE). The timing parameter for

the activation latency is called tRCD, as shown in Figure 2, and is

typically set to 13ns in DDR3L [92].

Since an activation drains charge from the target row’s cells to

latch the cells’ data into the row buffer, the cells’ charge needs to

be restored to prevent data loss. The row buffer performs charge
restoration simultaneously with activation. Once the cells’ charge

is fully restored, the row can be closed (and thus the DRAM array

be prepared for the next access) by issuing a PRECHARGE command

to the DRAM bank. The DRAM standard specifies the restoration

latency as the minimum amount of time the controller must wait

after ACTIVATE before issuing PRECHARGE. The timing parameter for

restoration is called tRAS, as shown in Figure 2, and is typically set

to 35ns in DDR3L [92].

Read Command.Once the row data is latched in the row buffer

after the ACTIVATE command, the memory controller issues a READ

command. The row buffer contains multiple cache lines of data

(8KB), and the READ command enables all n DRAM chips in the

DRAM module to select the desired cache line (64B) from the row

buffer. Each DRAM chip on the module then drives (
1/n)th of the

cache line from the row buffer to the I/O component within the

peripheral circuitry. The peripheral circuitry of each chip then

sends its (
1/n)th of the cache line across the memory channel to

the memory controller. Note that the column access time to read

and write the cache line is defined by the timing parameters tCL

and tCWL, respectively, as shown in Figure 2. Unlike the activation

latency (tRCD), tCL and tCWL are DRAM-internal timings that are

determined by a clock inside DRAM [92]. Therefore, our FPGA-

based experimental infrastructure (described in Section 3) cannot
evaluate the effect of changing tCL and tCWL.

Precharge Command. After reading the data from the row

buffer, the memory controller may contain a request that needs

to access data from a different row within the same bank. To pre-

pare the bank to service this request, the memory controller issues

a PRECHARGE command to the bank, which closes the currently-

activated row and resets the bank in preparation for the next

ACTIVATE command. Because closing the activated row and reset-

ting the bank takes some time, the standard specifies the precharge

latency as the minimum amount of time the controller must wait

for after issuing PRECHARGE before it issues an ACTIVATE. The timing

parameter for precharge is called tRP, as shown in Figure 2, and is

typically set to 13ns in DDR3L [92].

3
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2.3 Effect of DRAM Voltage and Frequency on
Power Consumption

DRAM power is divided into dynamic and static power. Dynamic

power is the power consumed by executing the access commands:

ACTIVATE, PRECHARGE, and READ/WRITE. Each ACTIVATE and PRECHARGE

consumes power in the DRAM array and the peripheral circuitry

due to the activity in the DRAM array and control logic. Each

READ/WRITE consumes power in the DRAM array by accessing data

in the row buffer, and in the peripheral circuitry by driving data on

the channel. On the other hand, static power is the power that is con-

sumed regardless of the DRAM accesses, and it is mainly due to tran-

sistor leakage. DRAM power is governed by both the supply voltage

and operating clock frequency: Power ∝ Voltaдe2×Frequency [32].

As shown in this equation, power consumption scales quadratically

with supply voltage, and linearly with frequency.

DRAM supply voltage is distributed to both the DRAM array

and the peripheral circuitry through respective power pins on the

DRAM chip, dedicated separately to the DRAM array and the pe-

ripheral circuitry. We call the voltage supplied to the DRAM array,

Varray , and the voltage supplied to the peripheral circuitry, Vper i .
Each DRAM standard requires a specific nominal supply voltage

value, which depends on many factors, such as the architectural

design and process technology. In this work, we focus on the widely

used DDR3L DRAM design that requires a nominal supply voltage

of 1.35V [51]. To remain operational when the supply voltage is

unstable, DRAM can tolerate a small amount of deviation from the

nominal supply voltage. In particular, DDR3L DRAM is specified to

operate with a supply voltage ranging from 1.283V to 1.45V [92].

The DRAM channel frequency value of a DDR DRAM chip is

typically specified using the channel data rate, measured in mega-

transfers per second (MT/s). The size of each data transfer is depen-

dent on the width of the data bus, which ranges from 4 to 16 bits

for a DDR3L chip [92]. Since a modern DDR channel transfers data

on both the positive and the negative clock edges (hence the term

double data rate, or DDR), the channel frequency is half of the data
rate. For example, a DDR data rate of 1600 MT/s means that the fre-

quency is 800 MHz. To run the channel at a specified data rate, the

peripheral circuitry requires a certain minimum voltage (Vper i ) for
stable operation. As a result, the supply voltage scales directly (i.e.,

linearly) with DRAM frequency, and it determines the maximum

operating frequency [32, 35].

2.4 Memory Voltage and Frequency Scaling
One proposed approach to reducing memory energy consumption

is to scale the voltage and/or the frequency of DRAM based on

the observed memory channel utilization. We briefly describe two

different ways of scaling frequency and/or voltage below.

Frequency Scaling. To enable the power reduction that comes

with reduced DRAM frequency, prior works propose to apply dy-
namic frequency scaling (DFS) by adjusting the DRAM channel fre-

quency based on the memory bandwidth demand from the DRAM

channel [14, 33–35, 107, 126]. A major consequence of lowering the

frequency is the likely performance loss that occurs, as it takes a

longer time to transfer data across the DRAM channel while oper-

ating at a lower frequency. The clocking logic within the peripheral

circuitry requires a fixed number of DRAM cycles to transfer the

data, since DRAM sends data on each edge of the clock cycle. For a

64-bit memory channel with a 64B cache line size, the transfer typ-

ically takes four DRAM cycles [50]. Since lowering the frequency

increases the time required for each cycle, the total amount of time

spent on data transfer, in nanoseconds, increases accordingly. As a

result, not only does memory latency increase, but also memory

data throughput decreases, making DFS undesirable to use when

the running workload’s memory bandwidth demand or memory

latency sensitivity is high. The extra transfer latency from DRAM

can also cause longer queuing times for requests waiting at the

memory controller [48, 60, 61, 70, 124, 125], further exacerbating

the performance loss and potentially delaying latency-critical ap-

plications [32, 35].

Voltage and Frequency Scaling. While decreasing the chan-

nel frequency reduces the peripheral circuitry power and static

power, it does not affect the dynamic power consumed by the oper-

ations performed on the DRAM array (i.e., activation, restoration,

precharge). This is because DRAM array operations are asynchro-

nous, i.e., independent of the channel frequency [91]. As a result,

these operations require a fixed time (in nanoseconds) to complete.

For example, the activation latency in a DDR3L DRAM module

is 13ns, regardless of the DRAM frequency [92]. If the channel

frequency is doubled from 1066 MT/s to 2133 MT/s, the memory

controller doubles the number of cycles for the ACTIVATE timing

parameter (i.e., tRCD) (from 7 cycles to 14 cycles), to maintain the

13ns latency.

In order to reduce the dynamic power consumption of the DRAM

array as well, prior work proposes dynamic voltage and frequency
scaling (DVFS) for DRAM, which reduces the supply voltage along

with the channel frequency [32]. This mechanism selects a DRAM

frequency based on the current memory bandwidth utilization and

finds the minimum operating voltage (Vmin ) for that frequency.

Vmin is defined to be the lowest voltage that still provides “stable

operation” for DRAM (i.e., no errors occur within the data). There

are two significant limitations for this proposed DRAMDVFS mech-

anism. The first limitation is due to a lack of understanding of how

voltage scaling affects the DRAM behavior. No prior work provides

experimental characterization or analysis of the effect of reducing

the DRAM supply voltage on latency, reliability, and data retention

in real DRAM chips. As the DRAM behavior under reduced-voltage

operation is unknown to satisfactorily maintain the latency and

reliability of DRAM, the proposed DVFS mechanism [32] can re-

duce supply voltage only very conservatively. The second limitation

is that this prior work reduces the supply voltage only when it

reduces the channel frequency, since a lower channel frequency

requires a lower supply voltage for stable operation. As a result,

DRAMDVFS results in the same performance issues experienced by

the DRAM DFS mechanisms. In Section 6.3, we evaluate the main

prior work [32] on memory DVFS to quantitatively demonstrate

its benefits and limitations.

2.5 Our Goal
The goal of this work is to (i) experimentally characterize and ana-

lyze real modern DRAM chips operating at different supply voltage

levels, in order to develop a solid and thorough understanding of

how reduced-voltage operation affects latency, reliability, and data

4
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retention in DRAM; and (ii) develop a mechanism that can reduce

DRAM energy consumption by reducing DRAM voltage, without

having to sacrifice memory data throughput, based on the insights

obtained from comprehensive experimental characterization. Un-

derstanding how DRAM characteristics change at different voltage

levels is imperative not only for enabling memory DVFS in real

systems, but also for developing other low-power and low-energy

DRAM designs that can effectively reduce the DRAM voltage. We

experimentally analyze the effect of reducing supply voltage of

modern DRAM chips in Section 4, and introduce our proposed new

mechanism for reducing DRAM energy in Section 5.

3 EXPERIMENTAL METHODOLOGY
To study the behavior of real DRAM chips under reduced voltage,

we build an FPGA-based infrastructure based on SoftMC [43], which

allows us to have precise control over the DRAM modules. This

method was used in many previous works [20, 21, 43, 53, 54, 57–

59, 64, 65, 72, 73, 75, 83, 89, 108] as an effective way to explore

different DRAM characteristics (e.g., latency, reliability, and data

retention time) that have not been known or exposed to the public

by DRAM manufacturers. Our testing platform consists of a Xilinx

ML605 FPGA board and a host PC that communicates with the

FPGA via a PCIe bus (Figure 3). We adjust the supply voltage to the

DRAM by using a USB interface adapter [127] that enables us to

tune the power rail connected to the DRAM module directly. The

power rail is connected to all the power pins of every chip on the

module (as shown in Appendix A).

DR
AM

FPGA

Figure 3: FPGA-based DRAM testing platform.

Characterized DRAMModules. In total, we tested 31 DRAM

DIMMs, comprising of 124 DDR3L (low-voltage) chips, from the

three major DRAM chip vendors that hold more than 90% of the

DRAM market share [13]. Each chip has a 4Gb density. Thus, each

of our DIMMs has a 2GB capacity. The DIMMs support up to a 1600

MT/s channel frequency. Due to our FPGA’s maximum operating

frequency limitations, all of our tests are conducted at 800 MT/s.

Note that the experiments we perform do not require us to adjust

the channel frequency. Table 1 describes the relevant information

about the tested DIMMs. Appendix E provides detailed information

on each DIMM. Unless otherwise specified, we test our DIMMs at

an ambient temperature of 20±1℃. We examine the effects of high

ambient temperature (i.e., 70±1℃) in Section 4.5.

DRAM Tests. At a high level, we develop a test (Test 1) that

writes/reads data to/from every row in the entire DIMM, for a given

Vendor

Total Number Timing (ns) Assembly

of Chips (tRCD/tRP/tRAS) Year

A (10 DIMMs) 40 13.75/13.75/35 2015-16

B (12 DIMMs) 48 13.75/13.75/35 2014-15

C (9 DIMMs) 36 13.75/13.75/35 2015

Table 1: Main properties of the tested DIMMs.

supply voltage. The test takes in several different input parameters:

activation latency (tRCD), precharge latency (tRP), and data pattern.

The goal of the test is to examine if any errors occur under the

given supply voltage with the different input parameters.

Test 1 Test DIMM with specified tRCD/tRP and data pattern.

1 VoltageTest(DIMM, tRCD, tRP, data, data)
2 for bank← 1 to DIMM .BankMAX
3 for row← 1 to bank.RowMAX ▷ Walk through every row

within the current bank

4 WriteOneRow(bank, row, data) ▷ Write the data pattern into

the current row

5 WriteOneRow(bank, row + 1, data) ▷ Write the inverted data

pattern into the next row

6 ReadOneRow(tRCD, tRP, bank, row) ▷ Read the current row

7 ReadOneRow(tRCD, tRP, bank, row + 1) ▷ Read the next row

8 RecordErrors() ▷ Count errors in both rows

In the test, we iteratively test two consecutive rows at a time. The

two rows hold data that are the inverse of each other (i.e., data and
data). Reducing tRP lowers the amount of time the precharge unit

has to reset the bitline voltage from either full voltage (bit value 1)
or zero voltage (bit value 0) to half voltage. If tRP were reduced too

much, the bitlines would float at some other intermediate voltage

value between half voltage and full/zero voltage. As a result, the

next activation can potentially start before the bitlines are fully

precharged. If we were to use the same data pattern in both rows,

the sense amplifier would require less time to sense the value during

the next activation, as the bitline is already biased toward those

values. By using the inverse of the data pattern in the row that is

precharged for the next row that is activated, we ensure that the

partially-precharged state of the bitlines does not unfairly favor the
access to the next row [21]. In total, we use three different groups

of data patterns for our test: (0x00, 0xff), (0xaa, 0x33), and (0xcc,

0x55). Each specifies the data and data, placed in consecutive rows

in the same bank.

4 CHARACTERIZATION OF DRAM UNDER
REDUCED VOLTAGE

In this section, we present our major observations from our detailed

experimental characterization of 31 commodity DIMMs (124 chips)

from three vendors, when the DIMMs operate under reduced sup-

ply voltage (i.e., below the nominal voltage level specified by the

DRAM standard). First, we analyze the reliability of DRAM chips as

we reduce the supply voltage without changing the DRAM access

latency (Section 4.1). Our experiments are designed to identify if

lowering the supply voltage induces bit errors (i.e., bit flips) in data.
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